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1Introduction: Medical Imaging 
for the Quantitative Measurement 
of Biophysical Parameters

Ingolf Sack and Tobias Schaeffter

Abstract
Medical imaging is the backbone of modern clinical diagnosis with the vast 
majority of images obtained by high-end tomographic modalities such as com-
puted tomography (CT), magnetic resonance imaging (MRI), 3D ultrasound 
(US), and emission tomography (PET, SPECT). However, the current radiologi-
cal practice is based on visual inspection of images and most diseases are rated 
in qualitative terms, which results in limited comparability and accuracy of 
image-based diagnostic decisions.  Therefore, there is a need for quantitative 
imaging technologies for the assessment of biophysical tissue parameters. This 
book focuses on imaging approaches to obtain quantitative information of fluid 
transport,  soft tissue mechanics, and tissue structures; and gives examples on 
clinical applications that benefit  from quantitative imaging.

Medical imaging is the backbone of modern clinical diagnosis. More than 5 billion 
imaging investigations are performed worldwide each year [1, 2]. The vast majority 
of radiological imaging procedures are based on high-end tomographic modalities 
such as computed tomography (CT), magnetic resonance imaging (MRI), 3D ultra-
sound (US), and emission tomography (PET, SPECT) [3]. Medical imaging is a 
prospering market with estimated sales of $31.9 billion in 2019 alone in the United 
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States.1 The growing demand for high-end imaging systems reflects advancing tech-
nologies, aging demographic trends, evolving epidemiological patterns, and chang-
ing patient care strategies. Notwithstanding this success, medical imaging has not 
yet fulfilled all expectations about its reproducibility, consistency, and accuracy.

1.1  Most Clinical Imaging Examinations Are Still 
Nonquantitative

Medical imaging modalities today can acquire morphological information with 
high spatial resolution in a relatively short time. This technical progress has led to 
the current radiological practice to make decisions based on visual inspection of 
images and to rate diseases in qualitative terms like “enlarged,” “small,” or 
“enhanced.” Such qualitative information often suffers from the limited comparabil-
ity among readers, modalities, platforms, and scan protocols.

Virtually none of the currently used diagnostic information is related to the 
biophysical properties of the affected tissue. The lack of established quantitative 
and biophysics-based medical imaging markers has wide implications for clinical 
practice. Today, radiologists need many years of training to master the interpreta-
tion of subtle morphometric variations. Although principally feasible using current 
imaging methods, quantitative staging of many diseases such as tumors, hepatic 
fibrosis, neurodegeneration, and cardiovascular pressure usually requires invasive 
interventional methods and/or histological examination for final validation.

For example, in cardiovascular disease diagnosis and therapeutic decisions are 
based on vascular anatomical features, such as the diameter of stenotic vessels, 
rather than on the physiological relevance of the stenotic vessels for the heart or 
brain. The COURAGE trial [4] showed no significant outcome difference in coro-
nary catheterization in comparison with standard medical therapy alone when 
vascular anatomical features were used. However, it was shown in a sub-study 
that certain patients can benefit from such expensive intervention, when the blood 
flow is measured in tissue (called perfusion) as a biophysical property [5]. Also in 
cancer new imaging parameters are required for early diagnosis and teatment of 
tumors. There is a strong trend to expand the current metrics, which have been 
based solely on size, like the World Health Organization (WHO) criteria and the 
Response Evaluation Criteria in Solid Tumors (RECIST) [6, 7].

Both applications also require medical imaging to asess therapy effects non-inva-
sively. However, such serial imaging is often hampered by a low reproducibility due 
to technical variations and inter-observer variability. The same applies to multi-
center studies, where different scanners and interobserver variability add to the 
issues. For these reasons, the demand for quantitative imaging technologies has 
been identified as the major new challenge for the advancement of medical imaging 
over the next decade [8].

1 www.freedoniagroup.com.

I. Sack and T. Schaeffter
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1.2  Toward Quantitative Medical Imaging

The mission to improve the value and practicality of quantitative imaging biomarkers 
has emerged in worldwide alliances such as QIBA (Quantitative Imaging Biomarkers 
Alliance2) by RSNA, the Quantitative Imaging Network (QIN3) of the National 
Cancer Institute in the United States, or EIBALL (European Imaging Biomarkers 
Alliance) by ESR [9], which are all committed to making medical imaging a more 
quantitative science. In parallel, graduate training programs emerge which specifi-
cally focus on quantitative medical imaging. One activity is BIOQIC—Biophysical 
Quantitative Imaging towards Clinical diagnosis [10]—a graduate school centered in 
Berlin, Germany, and funded by the German Research Foundation (DFG), which 
addresses the investigation and clinical application of new quantitative imaging 
approaches. Most of the authors of this book are involved in BIOQIC activities—from 
defining clinical needs to current research and teaching activities.

1.3  About the Book

This book has the mission of teaching medical imaging sciences to interdisciplinary 
scientists and PhD students with emphasis on quantitative biophysical tissue param-
eters. These parameters include transport-related parameters, such as flow velocity; 
tracer kinetics; diffusion; perfusion; and mechanical properties, like stiffness, elastic-
ity, and viscoelasticity, and structure-related properties like cell density, heterogene-
ity, and anisotropy. Many of these properties also influence each other, e.g., the 
anisotropy of tissue microstructure strongly affects the amount and direction of dif-
fusion. This book emphasizes imaging research in modality- and system- independent 
biophysical properties. This biophysics-based view on quantitative medical imaging 
is complementary to the worldwide research effort in quantitative parameter map-
ping of modality-related parameters such as relaxation times in MRI or CT attenua-
tion coefficients. Figure 1.1 illustrates the primary parameter classes addressed by 
biophysical quantitative imaging, that is, fluid transport, soft tissue mechanics, and 
tissue structures. The close interrelation of soft tissue structures including vascular 
components and cellular and extracellular networks at multiple scales naturally 
yields an overlap in the prescribed parameter categories. For example, the cross- 
linking of extracellular matrix influences the macroscopic mechanical response of 
the tissue. Another example is the microstructures such as microvessels and intersti-
tial spaces, which significantly control the fluid transport properties in the tissue. 
Chapter 2 outlines the theoretical foundations for the parameter categories as illus-
trated in Fig. 1.1. The interrelation between fluid transport, structures, and mechani-
cal properties in biological tissues is of high relevance for basic research and clinical 
applications in imaging sciences.

2 http://www.rsna.org/QIBA/.
3 https://imaging.cancer.gov/informatics/qin.htm.
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The book is organized in three parts: The first part focuses on the biological and 
physical fundamentals of quantitative imaging by covering transport equations  
(Chap. 2), mathematical modeling of fluid motion at different scales (Chaps. 3 and 4), 
as well as biophysical properties and molecular signatures of cells and extracellular 
matrix (Chaps. 5 and 6). The second part of this book is dedicated to medical imaging 
modalities from mathematical foundations (Chap. 7) and data sampling strategies in 
magnetic resonance imaging (MRI) (Chap. 8) to novel imaging approaches including 
Chemical Exchange Saturation Transfer (CEST) MRI (Chap. 10) and photoacoustic 
tomography (Chap. 13). The third part of this book presents applications of new med-
ical imaging approaches in clinical research, from measuring different tissue proper-
ties in cancer and cardiovascular disease to the assessment of perfusion in the brain 
and in the heart using different imaging modalities (Chaps. 15–23).

1.4  Quantitative Imaging Versus Biological Variability

The advancement of imaging modalities over the past few years has increased the pre-
cision with which details of structure and function of living tissues can be captured. 
However, such higher precision without understanding the underlying biological 

Fluid transport

Vascular
structures

Tissue
structures ECM

networks

Soft tissue
mechanics

Poro-
elasticity

Fig. 1.1 Categories of biophysical medical imaging parameters to which this book is targeted. 
With fluid transport, we specify the phenomenon of water mobility and blood transport in biologi-
cal tissues and within the body occurring at different scales. Soft tissue mechanics summarizes all 
parameters related to mechanical deformation, stress, and pressure within biological matter. Tissue 
structures specifies quantitative imaging markers sensitive to the constitution of a tissue on the 
microlevel, including extracellular matrix (ECM) network structures, cell density and the physical 
forces acting on cells, as well as microvascular structures (e.g., microvessel density, bifurcation 
index, fractal dimension)
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principles does not automatically yield higher diagnostic accuracy. Instead, biological 
diversity and physiological variability naturally limit the level of accuracy with which 
an imaging marker can classify diseases or predict therapy responses and ultimately 
clinical outcome. Many medical imaging technologies have recently encountered the 
limits of biological variability. An example here is the limit of spatial resolution in 
MRI.  Ultrahigh-field MRI as described in Chap. 15 has enabled examinations of 
human tissue with a spatial resolution much below a millimeter voxel size. However, 
high-resolution 3D brain imaging examinations can take up more than 10 min during 
which pulsation in the order of a millimeter causes blurring of signals if acquired 
unsynchronized to the heartbeat. Thus, high spatial resolution requires that data are 
accumulated within intermediary phases of relatively still tissue. Moreover, physiolog-
ical effects can affect accurate measurement of imaging markers and are often sum-
marized in “physiological noise.” For example, measuring in vivo tissue stiffness by 
elastography by techniques outlined in Chaps. 12, 19, and 20 is influenced by blood 
perfusion. This biophysical property can be measured by different imaging modalities 
and requires mathematical models (Chap. 3) to estimate the quantitative value of perfu-
sion (Chap. 22 and 23). The measurement of perfusion is also important in positron 
emission tomography (PET) studies, in which innovative imaging tracers (Chap. 11) 
are used. High perfusion can result in high uptake of specific tracers without the abun-
dance of specific targets in that region. Therefore, the measurement of perfusion can 
help researchers to disentangle flow-related effects for the better characterization of 
tumors (Chap. 18). Combining the physiological information acquired by PET with 
in vivo mechanical tissue properties could open a new window into quantitative medi-
cal imaging of tissue function. In general, gathering information from different modali-
ties may help us to better understand the structure and function of biological tissue 
in vivo. Consequently, there is a trend to multimodality examinations with combined 
systems like SPECT-CT, PET-CT, and PET-MR. How this knowledge gained by differ-
ent medical imaging technologies can be translated into clinical value is part of ongo-
ing research activities—some of them are covered by this book.

1.5  Clinical Focus

Methods described in this book are related to a variety of diseases with focus on 
cardiovascular diseases and cancer which represent two of the most prevalent 
groups of diseases in Western countries. Imaging methods for the detection, staging, 
and quantification of cardiovascular diseases and tumors include molecular probes 
for MRI (Chaps. 6, 10, and 16), radionuclide tracers for PET and SPECT (Chaps. 
11, 18, and 21), flow, perfusion and diffusion measurement by MRI (Chaps. 9, 17, 
and 22), as well as MRI- and US-based elastography (Chaps. 12, 19, and 20). The 
signals measured by these methods often represent with overlapping signatures due 
to the same physical principles acting on signal emitting tracers or contrast manipu-
lating agents in the tissue. At the same time, the different capabilities of medical 
imaging devices can capture physiological signals with different sensitivities and 
different temporal and spatial resolution providing complementary information. 
Such multiparametric data sets offer new insights into pathological processes than 

1 Introduction: Medical Imaging for the Quantitative Measurement of Biophysical
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possible by each modality alone. It is important to understand the underlying 
system- independent imaging markers that affect the different imaging readouts 
today. Due to the limited broadness of an introductory book as the present is, it can 
only cover a fraction of imaging concepts. Instead, this book aims at the basic con-
cepts of quantitative medical imaging and their clinical perspectives. The future will 
show the value of quantitative imaging to reduce variability across devices, patient 
groups, and time.
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2The Fundamentals of Transport in Living 
Tissues Quantified by Medical Imaging 
Technologies

Sebastian Hirsch, Tobias Schaeffter, and Ingolf Sack

Abstract
Physiology is the science of the mechanical, physical, bioelectrical, and bio-
chemical functions of living systems. All physiological processes are based on 
physical and biochemical principles. Quantitative medical imaging exploits 
these principles to measure parameters of those processes noninvasively in vivo. 
Parameters measured by quantitative medical imaging have to be in agreement 
with values that would be obtained from standardized measurements from phys-
ics or material sciences, if these were applicable for living tissues. Technical 
advancements have led to the emergence of various methods for quantifying bio-
physical and constitutive tissue parameters. This chapter focuses on quantitative 
medical imaging of physiological processes that are related to different types of 
physical transport mechanisms. More specifically, we will show that continuity 
of mass and energy can be interpreted as overarching principles that govern 
seemingly unrelated modes of energy or mass transport. For this, the derived 
transport equations will be reviewed from the perspective of medical imaging 
modalities such as magnetic resonance imaging (MRI), positron emission tomog-
raphy (PET), or ultrasound with a focus on water diffusion, blood perfusion, 
fluid flow, and mechanical wave propagation.

mailto:ingolf.sack@charite.de
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Notation
Attention is paid to keep the mathematical notation as consistent and self- explanatory 
as possible. The following conventions were used:

• Matrices, tensors, and vectors are denoted by bold, upright Latin or Greek letters: 
a = C ⋅ b.

• The dot operator “⋅” is used exclusively to denote the scalar product of two vec-
tors or tensorial expressions leading always to a reduction: a b c

i
i i= ⋅ ≡ ∑b c .

• Matrix multiplication which preserves or increases the rank of a tensor is denoted 
by two adjacent tensorial symbols: a = bc.

• Where appropriate, temporal derivatives are marked by a dot and spatial deriva-

tives by an apostrophe: 
∂
∂
f
t

f=   and 
∂
∂
f
r

f= ′ .

• Summation over an index is always specified explicitly by the sum symbol.
• Only indices or exponents that take numerical values are printed in italics; super- 

or subscripts that serve as a specification are always printed upright: xi, ab, and 
ushear.

• The complex unit is always represented by an upright letter to make it distin-
guishable from an index: − = ↔ ∈1 i u ii , Ν .

• Fourier transform is denoted either by FT or a diacritic symbol: FT u( ) ≡ u .

List of Symbols
The following table lists commonly used mathematical symbols. Note that some 
symbols are reused in a local context to denote something else, but this will always 
be explained in the text.

Roman symbols
B, BF, b Magnetic field, blood flow, b-value
C, C, c Elasticity tensor, particle concentration, wave speed
D Diffusion constant
E Energy
G, g, G∗ Linear magnetic field gradient, gradient amplitude, 

complex shear modulus
i, (i) Imaginary unit, index of incident wave
K Compression modulus
m, m Magnetic moment, mass
N Gaussian distribution function
P Flux vector
R, (r), r, r Reflection coefficient, index of reflected wave, 

position vector, traveled distance
S MRI signal
T, t, (t) Transmission coefficient, time, index of transmitted 

waves

S. Hirsch et al.
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u Particle deflection
v Deflection velocity
x, y, z Spatial coordinates
Greek symbols
α Springpot interpolation parameter
δ Dirac delta distribution, loss angle
ε Strain tensor
η Viscosity
φ Spin phase
γ Gyromagnetic ratio
κ Lumped springpot modulus
λ Perfusion partition coefficient
μ Shear modulus
Θ Heaviside function
ρ Mass density
σ Stress tensor
ς Compression viscosity
τ, (τΔ) Time delay, application time of MRI gradient (delay 

between MRI gradients)
ω Angular frequency
Mathematical operators
∇, ∇×, ∇⋅ Gradient operator (vector), curl, divergence

Δ Laplacian operator

FT Fourier transform
1 Identity operator

2.1  Introduction

This chapter pursues two objectives. Firstly, transport phenomena in the human 
body will be discussed from a physics point of view. Secondly, we will explain how 
medical imaging—especially magnetic resonance imaging (MRI)—can be used to 
assess and quantify these transport phenomena.

For the physics part, we follow a route that is different from most textbook dis-
cussions of waves, diffusion, and flow, which are based on Newton’s law. Instead, 
we will show that the continuity equation and the associated concept of conserva-
tion of mass and energy can be understood as the overarching principles applying to 
all these transport mechanisms.

Physiology is the science of the mechanical, physical, bioelectrical, and bio-
chemical functions of living systems. Physiology is closely related to anatomy, the 
study of form, and both are studied in tandem as part of a medical curriculum. 
Biomedical imaging allows noninvasive assessment of anatomy and physiology, 
i.e., form and function. Physiology can be assessed in more detail by quantitative 
imaging techniques when the underlying physical principles are known. In particu-
lar, the transport of particles, mass, or energy is fundamental to many living 
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processes. In fact, all vital functions depend on the transport of blood, oxygen, 
nutrients, metabolites, or electrical signals. All transport mechanisms have in com-
mon that they involve a local density (or concentration) of a substance (such as 
nutrients) or energy and flux, which describes the motion of the said quantity. The 
fundamental relationship between density and flux is defined by the continuity 
equation [1]:

 

∂
∂

= −∇ ⋅
ρ
t

P,
 

(2.1)

which states that any influx (P) of energy or mass into a volume has to be balanced 
by a change in energy or mass density (ρ) within that volume. ∇ ⋅ P denotes the 
divergence of the flux, which quantifies the local source or sink density of the flux 
field. ∇ is a vector operator whose components are first-order spatial derivative 
operators. Equation (2.1) means that mass or energy can neither be created nor 
destroyed. Furthermore, the continuity equation states that matter is conserved 
locally. This is a strong conservation statement and the foundation of many quanti-
tative imaging techniques, which account for mass and energy within a given vol-
ume. P is the flux vector whose components describe the flow of mass or energy 
with velocity v through a surface element of unit area perpendicular to v:

 P v= ρ .  (2.2)

Equations (2.1) and (2.2) state that flow occurs along the negative density gradi-
ent, meaning that flow is induced from sources (∇ ⋅ P > 0) to sinks (∇ ⋅ P < 0). 
Furthermore, according to Eq. (2.1), wherever the divergence of flux (∇ ⋅ P) is dis-
tinct from zero, mass or energy density has to change.

Transport phenomena quantified by medical imaging technologies include many 
scales and various physical principles. Based on the continuity equation (2.1), we 
will derive the governing (equilibrium) equations and measured quantities for the 
following transport mechanisms:

• Diffusion
• Energy transport by mechanical waves
• Fluid flow
• Perfusion

The complexity of biological structures naturally leads to overlapping physical 
representations of these mechanisms. This motivates our intention to review the 
underlying principles from the perspective of medical imaging, which, however, 
often means that we must make assumptions and introduce simplifications in order 
to treat the basic equations in a straightforward manner. The following sections 
therefore briefly compile the basic equations starting with Eq. (2.1) to facilitate the 
comparison of the physical concepts of quantitative medical imaging with a focus 
on mass and energy transport.
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2.2  Diffusion

Diffusion is ubiquitous in nature and related to any type of stochastic motion of 
molecules and particles driven by Brownian motion. Diffusion is temperature 
dependent, since the average kinetic energy per particle increases with temperature, 
so that particles can travel farther within a given time span when the temperature is 
higher [2, 3].

In tissues, many vital transport mechanisms are governed by diffusion; and 
detecting changes in diffusion can indicate diseases with high sensitivity (see Chap. 
17). Therefore, measurement of diffusion of water or tracers by medical imaging 
modalities has been part of clinical routine for a long time. In our generalized treat-
ment of transport physics, we derive the equilibrium equation for diffusion from the 
continuity equation using Fick’s first law. Fick’s law states that, in equilibrium, the 
steady-state flux of particles occurs along the negative density gradient (or concen-
tration gradient), i.e., from high to low densities, and with a velocity that is propor-
tional to the density gradient:

 P = − ∇D ρ.  (2.3)

D is called the diffusion coefficient and is expressed in the unit of area per unit 
time, typically mm2/s in diffusion-weighted MRI. D quantifies how easily a particle 
can move in the direction of flux vector P according to Fick’s law. Combining Eqs. 
(2.1) and (2.3) yields

 

∂
∂

=
ρ

ρ
t

D∆ ,
 

(2.4)

which constitutes the diffusion equation in three dimensions. Δ is the 3D Laplace oper-

ator as obtained by the product of gradient vectors: ∆ ∇ ∇= ⋅ = + +
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The 3D diffusion equation is satisfied by a normal Gaussian distribution of probability 
N of the particles having traveled a distance r [4]:
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(2.5)

This Gaussian distribution has standard deviation 2Dt  and variance 2Dt = 
⟨r2⟩. The relationship t ∝ ⟨r2⟩ applies to regular diffusion. Equation (2.5) highlights 
the probabilistic nature of diffusion: at any time t, particle density ρ is distributed 
over a continuum of radii r. This means that particle velocities and thus kinetic ener-
gies are within the whole range of values from zero to infinity (in a nonrelativistic 
model for the relationship between speed and kinetic energy). Consequently, already 
at the beginning of the diffusion process, the probability of finding diffusing parti-
cles at arbitrarily large distances is larger than zero. As the diffusion process contin-
ues, the particle cloud spreads out, and the probability of finding particles at large 
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distances increases, while the concentration at the source decreases. This process is 
thermodynamically driven by an increase in entropy due to the increasing disorder 
in the system. Thus, passive diffusion is a spontaneous process and does not require 
input of energy. Section 7.3 explains how diffusion can be measured by MRI along 
with classifications of nonregular diffusion processes as detected by MRI in biologi-
cal tissues.

It is important to note that the term “density” or “concentration,” as used in 
the context of Eqs. (2.3)–(2.5), does not have to be an actual mass density but 
can rather refer to the “density of specifically labeled particles.” The meaning of 
this statement becomes clearer when analyzing diffusion in a glass of pure 
water. Ignoring gravitational effects, the density of water is equal everywhere, 
so that the density gradient in Eq. (2.3) vanishes and thus the flux becomes zero. 
However, this is not physically correct. The underlying process is called “self-
diffusion.” It can be understood by assuming that the water molecules in each 
small volume element are assigned a specific label and that the label is unique 
for each volume element. In that case, “density” refers to the concentration of 
water molecules carrying one specific label. All volume elements act as the 
sources of many separate diffusion processes running in parallel. Initially, all 
molecules with a specific label are contained in the same volume element. As 
time passes, through random motion, molecules leave their original volume ele-
ment and diffuse into other volume elements. Thus, the concentration of mole-
cules with a specific label broadens over time, with the concentration being 
represented by a Gaussian function as described above (Fig. 2.1). In the long-
time limit, all volume elements contain water molecules from all other volume 
elements, i.e., a uniform mixture of labels. However, since the whole process 
consists of water molecules moving around, the bulk density remains constant. 
In the context of diffusion MRI, the labeling of water molecules is achieved by 
imposing a position-dependent spin phase onto every spin ensemble, as shall be 
described in Sect. 2.7.3.

Time

Fig. 2.1 Illustration of one-dimensional self-diffusion. Each dot represents a particle (e.g., a water 
molecule). Initially, particles in three volume elements are labeled, indicated red, green, and blue. 
Over time, the particles diffuse along the horizontal axis, as can be seen from the broadening of the 
corresponding probability distributions. Nevertheless, the bulk density remains unchanged, since 
unlabeled particles compensate the motion of the labeled particles. The dashed lines indicate the 
positions of the original labeling

S. Hirsch et al.



15

2.3  Wave Transport

A number of imaging modalities including ultrasound, elastography, and photo-
acoustic tomography exploit the propagation of classical waves for generating 
image contrast. Mechanical waves can be understood as the propagation of a distor-
tion of the mechanical equilibrium state through time and space [2]. Wave propaga-
tion is associated with transport of energy by local particle deflections, i.e., by local 
mass displacements around equilibrium position in a static reference coordinate 
system (see Fig. 2.2). The deformation of an object can be described in terms of the 

r
(r,t)

u(r0,t)

u(r0+r(t),t)

r(t)

Particle deflection

(Wave transport)

L

Diffusion

Particle deflection

(Directed flow)

Perfusion
(Blood pool tracers    )

Perfusion
(Freely diffusible tracers   )

Artery Vein

Capillaries

t

Fig. 2.2 Notation of transport phenomena addressed in this chapter
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displacement field u in the sense that every point r is shifted to a different position 
r + u(r, t). This displacement field u is the dynamic parameter behind ultrasound- 
based medical imaging or elastography. Before we begin the discussion of mechani-
cal wave propagation and how it is related to the continuity equation, we will first 
introduce elementary terminology, namely, stress and strain. More details can be 
found in standard textbooks of elasticity theory and continuum mechanics such as 
[5] and [6].

2.3.1  Strain, Stress, and Linear Elasticity Coefficients

Strain describes the elastic deformation a body has undergone upon exertion of a 
force [6]. Strain is usually measured as displacement u relative to the size Δr of the 
deformed body. A compact tensor notation of u over Δr is given by the infinitesimal 
linear strain tensor ε with components

 

ε ij
i

j

j

i

Tu
r

u
r

=
∂
∂

+
∂

∂
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(2.6)

∇u is the Jacobian of the displacement field, i.e., the matrix that includes all spatial 

derivatives, ∇u( ) =ij
i

j

u
r

∂
∂

. ε is a symmetric (i.e., εij = εji) tensor of rank 2 which can 

be expressed as a 3 × 3 matrix. Due to its symmetry, only six of its nine entries are 
independent. Any strain in a material is caused by a force F acting on a surface ele-
ment Aj. j ∈ {1, 2, 3} denotes the direction of surface normal vectors along the 
Cartesian coordinates (see Fig. 2.3). Force per area defines stress, i.e.,

ê3

ê2

ê1

33σ
32σ

31σ

13σ
12σ

11σ

A3

A1

Fig. 2.3 Notation of the stress tensor elements which are defined by the directions of acting forces 
and surface normals Aj
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σ ij
i

j

F
A

= ,
 

(2.7)

which is a tensor of rank 2, analogous to strain. The diagonal components of the 
stress tensor σ, σii, act orthogonally on the three surfaces Ai. The sum ∑i σii is pro-
portional to the negative pressure acting against volumetric changes, i.e., compres-
sion or dilatation. The off-diagonal entries σij, i ≠ j, characterize stresses tangential 
to their respective surfaces. Tangential stresses exert a torque on the volume ele-
ment, causing shear deformation while preserving volume. If the resultant torque of 
all stresses does not vanish, the cube will rotate. Therefore, the necessary and suf-
ficient condition for a static (equilibrium) configuration is that all tangential (shear) 
stress components cancel each other, which is fulfilled if σij = σji. Thus, the stress 
tensor possesses the same symmetry as the strain tensor.

The relationship between stress and strain is, in linear approximation, character-
ized by a constant rank-four tensor C which contains all the elastic coefficients 
necessary to describe the stress throughout a material that causes or is caused by a 
given strain:

 
σσ εε= ⋅ ( )C tensor notation ,  (2.8)

 
σ εij

k l
ijkl klC= ( )

= =
∑∑

1

3

1

3

component notation .
 

(2.9)

This is Hooke’s law—the most fundamental constitutive law in material science, 
which accounts for a spring-like elastic response of a solid in the limit of small 
deformations. Since C is a fourth-order tensor, it formally has 34 = 81 elements, of 
which only 21 are independent because of symmetry in the case of the most general 
anisotropic solid. Applications of Hooke’s law to biological materials usually 
require far fewer coefficients. In a transversely isotropic elastic material (featuring 
a single plane of isotropy and a principal axis orthogonal to that plane), C has only 
five independent coefficients, whereas under perfect isotropy, only two independent 
coefficients exist [6]. There are several ways to parameterize an isotropic material in 
terms of pairs of elastic moduli such as shear modulus μ and compression modulus 
K, Young’s modulus E and Poisson’s ratio ν or both Lamé coefficients (the second 
of which again being the shear modulus μ). All combinations are equivalent and can 
be converted to any other combination. As an example, Hooke’s law of an isotropic 
material expressed in terms of compression modulus K and shear modulus μ is

 
s e= −






 ∇ ⋅( ) +K 2

3
µ µu I ,

 
(2.10)

where I is the 3 × 3 unit matrix and (∇ ⋅ u) signifies volumetric strain. Due to the 
high water content, soft biological tissues normally have much higher compression 
moduli than shear moduli, since water has a very high compression modulus of 
approximately 2.2 GPa but can undergo shear deformation with no resistive response 
at all (see Table 12.1 in Chap. 12).
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2.3.2  Mechanical Waves

The equilibrium equation of classical wave fields u is obtained from the continuity 
of dynamic strain energy. Hence, we need to account for kinetic energy density Ekin 
and potential energy density Epot of the displacement field u in order to assess total 
energy density E = Ekin + Epot. Similar to the kinetic energy of a mass point with 

velocity u  ( E mukin =
1
2

2
 ), the kinetic energy density of a coherent wave field u can 

be expressed as

 
E u

i
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=
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2
1
2 1

3
2ρ ρ  u u .

 
(2.11)

To proceed with potential energy, we need the stress-strain relation that we intro-
duced in the previous section.

2.3.2.1  From the Continuity of Dynamic Strain Energy 
to the Navier Equation

Hooke’s law is directly linked to the internal strain energy (potential energy) density 
of an elastically deformed body by [5]
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(2.12)

The total energy density, E = Ekin + Epot, is the preserved quantity of interest for 
wave propagation. We therefore formulate the continuity equation (2.1) in terms of 
energy density:
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(2.13)

The left-hand side of Eq. (2.13) can be expanded by inserting Ekin from Eq. (2.11) 
and Epot from Eq. (2.12):

 

∂
∂

=
∂
∂

∂
∂

⋅
∂
∂









⋅

+
∂
∂

⋅ ⋅( )
⋅

E
t t t t t

ρ

ρ

1
2

1
2

u u

uu

C

��
� ��� ���

�
�

�

εε εε

σσ εε
���� ���

.

 

(2.14)

The right-hand side of Eq. (2.13) denotes the flux of strain energy into a volume 
element. The flux of strain energy is stress multiplied by deflection velocity as given 
in [7]

 

P u
P u u

= − ⋅
⇒ ∇⋅ = ∇ ⋅( ) ⋅ + ⋅∇

s
s s


 .  
(2.15)

Combining Eq. (2.14) with Eq. (2.15) leads to
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σσ .  

(2.16)

In the above equation, we exploited the fact that s e⋅ −( ) =∇  u 0  due to the ten-
sorial symmetries of σ and ε. Equation (2.16) agrees with Newton’s second law, 
which can be expressed as

 ρ u = ∇ ⋅s  (2.17)

and which also constitutes the equilibrium equation for elastic waves. Equation 
(2.17) can be expanded for isotropic materials in terms of compression modulus K 
and shear modulus μ as defined in Eq. (2.10):

 
ρ µ µu u u= +






∇ ∇ ⋅( ) − ∇× ∇×( )K 4

3
.
 

(2.18)

In the literature, Eq. (2.18) is often referred to as Navier equation for isotropic, 
homogeneous solids. It has the characteristic form of a wave equation, relating a 
second-order temporal derivative with second-order spatial derivatives. For simplic-
ity we neglected all spatial variations of coefficients K and μ, leading us to the 
assumption of zero spatial derivatives of the elastic coefficients. This assumption of 
local homogeneity is applied in many treatments of the wave equation in wave- 
inversion- based imaging modalities. Equation (2.18) illustrates that the full dis-
placement field is a superposition of two separate fields: a compression field (∇ ⋅ u) 
and a shear field (∇ × u). Each term represents decoupled and independent types of 
motion, which can be separated into two independent wave equations by virtue of 
Helmholtz decomposition (see Chap. 4, Eqs. (4.8)–(4.10).) [5]. Applying the diver-
gence operator or curl operator to Eq. (2.18) yields two separate equations for com-
pression waves and shear waves, respectively:

 
ρ µ∇ ⋅( ) = +






 ∇ ⋅( )u uK 4

3
∆ ,

 
(2.19)

 
ρ µ∇×( ) = ∇×( )u u∆ .  

(2.20)

Equation (2.19) is the compression wave equation, which is a scalar equation for 
waves polarized parallel to the propagation direction. Equation (2.20) is the shear 
wave equation for waves with polarization perpendicular to the direction of travel. 
Both equations are satisfied by a plane wave
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with n being the wave normal vector. c denotes the wave speed, which is
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for compression waves and
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c = µ

ρ
for shear waves.

 
(2.23)

Elastography measures the shear modulus of soft tissues by stimulating shear 
waves and using medical imaging such as ultrasound [8] or MRI [9]: to detect them. 
The investigated tissues are often considered incompressible, since compression 
modulus K is several orders of magnitude larger than shear modulus μ. However, 
true incompressibility implies both vanishing volumetric strain (∇ ⋅ u → 0) and infi-
nitely high compression modulus (K → ∞). Even though in incompressible media 
neither of the two parameters alone can be measured with sufficient precision, their 
product is finite and is identified as isotropic pressure:

 
p K= − ∇ ⋅( ) = − + +( )u 1

3 11 22 33σ σ σ .
 

(2.24)

Note that, due to the high content of water in biological soft tissues (>75%), the 
compression modulus does not vary much when the material behaves monophasi-
cally. Monophasic properties imply that all constituents of the tissue, including 
solid and fluid compartments, move in synchrony as one field. Biological soft tis-
sues normally behave monophasically at high stimulation frequencies as in sono-
graphy (on the order of MHz). For this reason, the compression modulus measured 
by ultrasound can be approximated by the speed of sound in water (~1500 m/s), 
which corresponds to a compression wavelength of 1.5 mm at 1 MHz frequency. On 
the other hand, the frequency range of elastography, which is between 10 and 
100 Hz in clinical applications, results in compression wavelengths on the order of 
15–150 m, entailing a pressure gradient which does not vary in space, that is, ∇p = 
(K + 4/3μ)∇(∇ ⋅ u) = const. Hence, Eq. (2.18) can be simplified for incompressible 
media to

 
ρ µu u= +∆ const  (2.25)

by using the vector calculus identity Δu = ∇(∇ ⋅ u) − ∇ × (∇ × u). Time-harmonic 
elastography usually solves Eq. (2.25) for shear modulus μ by direct inversion, 
phase gradient methods, or local frequency estimation [10] after suppressing the 
offset pressure term using spatial filters or the curl operator as in Eq. (2.20) [11]. In 
contrast, without assuming a constant pressure gradient, multiparameter recovery 
can yield both Lamé coefficients by either variational approaches [12–14] or direct 
inversion [15, 16].

Poroelastography explicitly aims at quantifying tissue pressure based on the 
hypothesis that the compression modulus in multiphasic media at low stimulation 
frequencies is much lower than predicted by ultrasound. A good example is the 
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brain: the speed of sound (compression waves) in ultrasound imaging of brain mat-
ter is, as in any other soft tissues, on the order of 1500 m/s, corresponding to a 
compression modulus of 2.2 GPa. In contrast, arterial pulsation causes cyclic brain 
expansion to an order of tens of milliliters, which can be observed by MRI as move-
ment of tissue boundaries. The estimated compression modulus of the brain in this 
quasi-static dynamic range is on the order of only 26 kPa [17] highlighting the rel-
evance of multiphasic models for understanding tissue compression in the static and 
quasi-static limit. Further details and applications are discussed in Chaps. 4 and 20.

2.4  Wave Scattering and Diffusive Waves

So far we have considered only unscattered plane waves which propagate along a 
straight line between two points. However, in heterogeneous media such as biologi-
cal tissues, waves are typically scattered at elastic discontinuities, giving rise to a 
“smeared” wave intensity within the region through which the wave has passed. 
When traversing a scattering medium, the propagating wave front continuously 
loses amplitude since, at each single scattering event, wave intensity is split between 
the transmitted and reflected waves. Moreover, wave coherence in a global ensem-
ble of stochastically scattered small wave packages is lost, causing a decrease in 
average wave amplitude. The most fundamental principle of wave scattering is that 
a wave changes direction when it hits an interface. This means that part of the wave 
is reflected while another part is transmitted through the interface. The two parts of 
the wave travel with different amplitudes into different directions. The change in 
amplitudes of scattered waves in 1D is derived in the following.

2.4.1  Wave Scattering at Planar Interfaces

The most basic wave scattering scenario is a plane incident wave orthogonally hit-
ting an interface between two media with different elastic properties. In this sce-
nario, the normal vector of the interface is parallel to the wave normal vector n, and 
the polarization of the incident wave is preserved for the reflected and transmitted 
waves. We will therefore ignore the polarization vector in Eq. (2.21) and instead 
discuss a scalar 1D plane wave of amplitude u0. Coordinate r identifies the position 
along the propagation direction of the wave. The elastic discontinuity is located at 
r = 0, dividing the medium into two compartments, compartment 1 for r < 0 and 
compartment 2 for r > 0. Incident and reflected waves traverse 1, while the transmit-
ted wave propagates through 2 (Fig. 2.4). We first define the transmission and reflec-
tion coefficients, T and R, as the amplitude of the transmitted (u0(t)) and reflected 
(u0(r)) wave at the boundary, normalized to the incident wave amplitude (u0(i)):
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We assume nonslip conditions, i.e., 1 and 2 are in close contact, so that wave 
amplitudes in both compartments are equal at r = 0, which yields

 

u u u

T R
i r t0 0 0

1
( ) ( ) ( )+ =

− = .  
(2.28)

stiff (c1,r < 0) soft (c2, r > 0)

incident wave u(i)

reflected wave u(r)

in c1:u(i) + u(r)

in c2: transmitted wave u(t)

ϕ  = 45°

ϕ  = 90°

ϕ  = 0°

Fig. 2.4 1D wave scattering at an elastic interface at r = 0. The wave amplitudes on both sides of 
the interface are considered to be equal as implied by the boundary condition of Eq. (2.28) (nonslip 
condition). Shown are three different phases ϕ of the waves with respect to r = 0
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Furthermore, conservation of energy requires a continuous flux of wave energy 
through the interface in the steady state. Therefore, energy inflow equals energy 
outflow or

 
P P Pi r t( ) ( ) ( )= + .

 (2.29)

〈P(i)〉, 〈P(r)〉, and 〈P(t)〉 denote the time average of harmonic steady-state 
energy fluxes through the interface of incident, reflected, and transmitted waves, 
respectively. The flux vectors are obtained by combining Eqs. (2.15) and (2.21), 
such that
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Since energy is a scalar, real-valued quantity, we accounted for the real part of 
the complex wave (Re) hitting the interface at r = 0 (thus 〈P〉 denotes here the scalar 
flux amplitude). From the above equation, one obtains, for the average energy of 
each wave component,

 
Pi ic u( ) ( )=

1
2 1 1 0

2ρ ,  (2.31)

 
Pr rc u( ) ( )=

1
2 1 1 0

2ρ ,  (2.32)

 
Pt tc u( ) ( )=

1
2 2 2 0

2ρ ,  (2.33)

with indices 1 and 2 for the respective compartments. Combining Eqs. (2.28)–(2.33) 
and solving for T and R results in the well-known scattering amplitude coefficients 
in 1D for perpendicular incidence:
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(2.35)

When multiple interfaces (scatterers) are present and R ≠ 0, wave amplitudes 
behind the wave front become speckled through constructive and destructive 
interferences of incident and reflected waves. In 2D and 3D, T and R depend on 
the direction cosines of incident and transmitted waves relative to the interface, 
rendering the amplitudes of the transmitted and reflected wave front direction 
dependent [18].
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2.4.2  Stochastic Wave Scattering

Turning back to biological tissues characterized by a stochastic distribution of elas-
tic discontinuities, we will further consider the superposition of many wave pack-
ages with individual effective propagation path lengths r. In this model, we assume 
a stochastic distribution of small scattering inclusions. If scatterer density is high 
enough, every voxel will contain a superposition of multiply scattered and transmit-
ted partial waves with no well-defined phase relation between them. In other words, 
the wave amplitude in every voxel is defined by the interference of several waves 
with random amplitudes and phases.

Similar to diffusion, r would then represent the effective distance a wave 
package has reached. Hence, we find a distribution of effective wave speeds c 
defined by the effective distance r divided by waiting time t. However, contrary 
to diffusion, there is a maximum c-value which corresponds to the wave speed 
of the unscattered wave [11]. A wave front is defined by the most advanced wave 
components, since—as previously said—any scattering event is a deflection 
from a straight line of propagation and hence the effective distance the wave has 
traveled from the source is reduced, corresponding to a reduced effective wave 
speed. In other words, the wave front contains only the components that were 
transmitted at each single scattering event with relative amplitudes T. Assuming 
a uniform distribution of solid scatterers throughout the sample and thus a con-
stant time interval τs between two scattering events, we can define the decrease 
in amplitude u0(t) by

 
u t T u ts0 0+( ) = ( )τ .  (2.36)

For sufficiently small intervals τs, one can represent u0(t + τs) by the first order of 
the Taylor series around t:

 
u t u t u ts s0 0 0+( ) ≈ ( ) + ( )τ τ .  (2.37)

Combining the right-hand sides of these two equations yields
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The unscattered wave front therefore decays exponentially with time at a rate of 
−(1 − T)/τs = R/τs and, since propagation velocity is constant, exponentially with the 
distance from the source. u0(t = 0) is the wave amplitude at the source, which is 
switched on at t = 0. Note that the wave amplitude of a wave front decreases even in 
nonabsorbing materials. However, the intensity of scattered waves is not lost but 
concentrated in the area “behind” the wave front. In this region, superposition of 
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multiply scattered waves occurs, giving rise to constructive and destructive interfer-
ences, which appear in ultrasound images as speckles. Overall wave intensity 
(energy) in our object is not affected by elastic scattering as long as no viscous 
damping occurs. Viscous damping, similar to diffusion, is a spontaneous irrevers-
ible process characterized by an increase in entropy. In contrast, elastic wave trans-
port is reversible, which is reflected by the symmetry of the wave equation 
(second-order derivatives in time and space). As a consequence, time reversal of 
propagating waves is feasible and has already been used in medical imaging and 
therapeutic applications of ultrasound [19]. In contrast, photoacoustic tomography 
as detailed in Chap. 13 basically relies on optical energy absorption but is influ-
enced by optical scattering processes. Despite the principal differences between 
diffusion equation and wave equation, both can be mathematically combined to 
obtain a very compact and elegant description of dispersive wave transport as out-
lined in the following section.

2.4.3  Wave Diffusion and Scale-Free Viscoelastic Properties

The diffusion equation (2.4) and the wave equation as given in Eq. (2.19) or Eq. 
(2.20) can be regarded as just two special cases of a more general description of 
wave diffusion. An equilibrium equation which fulfills the two limits of diffusion 
and unattenuated waves is obtained utilizing a fractional derivative operator α:

 
ρ κ α

α

α

∂
∂

= < ≤
−

−

2

2 0 1u u
t

∆ , .with
 

(2.39)

α = 1 and κ = ρD apply for pure diffusive particle motion, while α = 0 and κ = ρc2 
for unattenuated waves. A general treatment of fractional derivative operators is 
beyond the scope of this review. We instead refer to the literature of fractional 
calculus for general problems in diffusion and viscoelasticity such as [20]. For 
harmonic functions, the Weyl definition of the fractional derivative operator 
yields the following linear relationship between the Fourier transform (FT) and 
derivatives [21]:
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Thus, for time-harmonic waves in the frequency domain u ω( ) , Eq. (2.39), the 
following wave equation is obtained:
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(2.41)

Correspondingly, the Laplacian of a time-harmonic wave as defined in Eq. (2.21) 
gives
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κ κ
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 .

 
(2.42)

Combining Eqs. (2.41) and (2.42) yields

 
ρ κ ω ωαc G2 = ( ) ≡ ( )∗i .  (2.43)

We here defined the complex-valued modulus G∗(ω), the real part of which is the 
storage modulus that governs the elastic properties of a material, while the imagi-
nary part is the loss modulus that quantifies viscous properties. Equation (2.43) 
illustrates that transition from non-damped waves to diffusive waves is associated 
with loss of wave energy due to loss of phase coherence, which is equivalent to 
viscous attenuation as usually described in viscoelastic theory by viscoelastic mod-
els based on springs and dashpots. The combination of the two as defined in Eq. 
(2.43) is the springpot. Notably, the springpot is a power law with the same expo-
nent α for both the real and imaginary parts of G∗(ω), meaning that the ratio between 
loss and storage properties is constant over frequency. If a material shows a constant 
ratio between viscous and elastic properties over a wide range of frequencies, the 
material is considered to be scale-free, meaning that viscoelastic properties mea-
sured at the macroscopic scale of typical medical imaging resolutions can be directly 
translated into much smaller dimensions, such as the cellular scale, by means of a 
hierarchical network with only two parameters κ and α [22]. The springpot predicts 
a constant loss angle δ, which quantifies the ratio between viscous and elastic 
properties:
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(2.44)

Note that κ in Eq. (2.43) has a cumbersome dimension, which depends on the 
value of α. Therefore, in the literature, κ is usually converted to an elastic modulus 
by κ = μ1 − αηα comprising a shear modulus μ and shear viscosity η. To derive μ from 
κ requires assumptions on η. In the literature, η is often set to unity, to 3.7 Pa⋅s for 
brain tissue, or 7.3 Pa⋅s for liver tissue [23]. Springpot-based viscoelastic dispersion 
functions are shown in comparison to other two-parameter models of viscoelasticity 
in Fig. 2.5. Experimental data demonstrate that the springpot is widely applicable to 
describe viscoelastic properties of biological soft matter [22, 23]. It is an intriguing 
observation that we arrived at the springpot-related properties of biological tissues 
starting with the diffusion-wave equation (Eq. (2.39)). This further highlights that a 
mixed description of coherent and incoherent wave transport phenomena applies to 
biological soft tissues.
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2.5  Flow-Related Transport

Flow comprises many length scales in living tissue, ranging from large-distance- 
directed blood flow to microperfusion through stochastically distributed capillaries, 
where flow is similar to diffusive motion. The mathematical description of flow 
phenomena is similar to that of waves; however, since flow involves transport of 
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Fig. 2.5 Basic elements, spring and dashpot, which model the elastic and viscous response of a 
material and are used to assemble two-parameter viscoelastic models as sketched in the second 
column. Complex modulus G∗ for the shown models is analytically given in the third column and 
schematically plotted in the fourth column over angular frequency (G′and G″ denote the storage 
and loss modulus, respectively). “log” refers to double logarithmic plots to better illustrate the 
power law behavior of the springpot. The rightmost column shows strain ε(t) on a time axis in 
response to a boxcar stress spanning the first half of the time axis
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mass rather than energy, convection has to be taken into account. Most fluids cannot 
store shear strain energy due to their property of moving along an acting stress with-
out generating a resistive force. Therefore, shear stress in fluids exists only in its 
viscous form, which is proportional to strain rate. In the previous section, we already 
introduced viscoelasticity based on the two-parameter springpot model. The two 
other models with only two independent parameters are the Voigt and Maxwell 
models, which represent parallel and serial arrangements of a spring- and a dashpot, 
respectively [11]. In the Voigt model, total stress is the sum of two partial stresses 
corresponding to spring and dashpot, whereas in the Maxwell model, total strain is 
the sum of the two partial strains. A simple extension of Hooke’s law given in Eq. 
(2.8) to include a viscosity tensor is

 
σσ εε= ⋅ + ⋅C Celastic viscouse .  (2.45)

e  is the strain-rate tensor. As stated before, since fluids do not respond elastically 
to shear deformation, all shear-related entries of Celastic are zero. However, it is 
important to note that even purely viscous materials with respect to shear can still 
respond elastically to compression, resulting in an isotropic pressure p. Furthermore, 
viscosity induces a rate-dependent resistance to shear deformation, even if there is 
no elastic response. We therefore reduce the elastic stress to its compression ele-
ments (∇ ⋅ u), while the full viscous stress tensor is retained [24]:

 

σσ εε= −





 ∇ ⋅( ) + −






 ∇ ⋅( )







 +K 2

3
2
3

µ ς η ηu u I .
 

(2.46)

ς denotes compression viscosity, whereas η is shear viscosity (both in units Pa⋅s). 
By addressing motion of incompressible fluids such as blood, we can collapse both 
divergence terms in Eq. (2.46) into a single pressure parameter similar to pressure 
in incompressible elastic solids:

 
σσ εε= − +pI η .  (2.47)

Here, p is a lumped pressure parameter that combines volumetric strain and volu-
metric strain rate. Both volumetric strain terms are evanescent in the limit of incom-
pressibility, while compression modulus K and compression viscosity ς become 
infinitely large, resulting in p as a nonkinetic stress quantity which depends neither 
explicitly on strain nor strain rate. However, since p can vary in space, this param-
eter remains part of the equilibrium equation as shown below.

So far, we have accounted for viscous damping and have eliminated the shear 
strain from σ. A further distinction between solid and fluid motion is the coordinate 
system relative to which displacements are measured. In a solid medium, each par-
ticle is very much restricted in its range of motion and can only undergo very small 
deflections from its equilibrium position. The strain field is therefore a measure of 
the deflection of each mass point, as seen from the static coordinate system that 
defines the equilibrium state. This point of view is also referred to as the Eulerian 
description. In fluids, on the other hand, mass can be deflected by an arbitrary 
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amplitude from its original position due to the lack of a restoring force. Particle 
deflections are therefore not small but can accumulate in an unconstrained fashion 
over time. It is therefore more common to use the Lagrangian description, which 
moves along the trajectory r(t) of the flowing medium [25]. Consequently, a fluid 
displacement field u can be parameterized by u(r(t), t), which is the motion around 
equilibrium position plus motion of the coordinate system. In this case, the temporal 
derivative has to be calculated as an absolute derivative (also called material deriva-
tive) [1]:

 

d
d
u u r u v u
t t t t
=
∂
∂

+
∂
∂

⋅∇ =
∂
∂

+ ⋅∇





 .

 
(2.48)

v r
=
∂
∂ t

 denotes the velocity of the material’s coordinate system in which any local 

property change occurs. In contrast to the Eulerian description that only quantifies 
displacement from a reference position, as caused by propagating (pressure) waves, 
Eq. (2.48) incorporates the flow-related aspect of convection, which comprises the 
trajectory of the flow as well as boundary effects, such as the acceleration of flow in 
a funnel. The parameter measured in flow imaging is flow velocity v. The equilib-
rium equation of a flow field v is obtained from the continuity equation (2.1) similar 
to Newton’s second law, which, above, led us to Navier equation (2.16). Combining 
the material derivative from Eq. (2.48) with Eq. (2.16) leads to

 
ρ v v v+ ⋅∇( ) = ∇ ⋅σσ.  (2.49)

The Navier-Stokes equation for incompressible fluids is readily obtained by 
inserting fluid stress tensor σ of Eq. (2.47) into Eq. (2.49):

 
ρ ηv v v v+ ⋅∇( ) = −∇ +p ∆ .  (2.50)

The Navier-Stokes equation plays a central role in medical imaging of fluid 
dynamics since it fully describes the evolution of flow stream lines depending on the 
geometry and elasticity of the vessel pipelines as well as the distribution of pressure 
within the cardiovascular system. Flow imaging by Doppler ultrasound is of utmost 
importance for the clinical diagnosis of vascular dysfunctions in many organs [26]. 
Phase-contrast (PC) MRI has extended the knowledge of blood flow in the cardio-
vascular system in health and disease [27]. The strength of flow PC-MRI is to pro-
vide three-dimensional vector fields of v (and acceleration terms v ) with good 
spatiotemporal resolution, enabling researchers to model flow by implementing dif-
ferent boundary conditions into the Navier-Stokes equation and to solve it by 
numerical methods. There is no general solution to the Navier-Stokes equation due 
to the convective term (v ⋅ ∇v) on the left-hand side of Eq. (2.50), which makes it 
nonlinear and difficult to handle without a priori assumptions on boundary values. 
As an example, if an incompressible fluid flowing through a thick pipe is funneled 
into a pipe of smaller diameter, this can only be achieved if the fluid is accelerated. 
Hence, there is an acceleration term that is caused by the geometric properties of the 
boundaries, which cannot be derived from the acting forces alone. In contrast, waves 
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can be focused or defocused (e.g., by the source geometry) without affecting their 
propagation velocity but only their amplitudes. Further details on the numerical 
treatment of the Navier-Stokes equation for cardiovascular MRI as well as PC-MRI 
experiments are provided in Chaps. 3 and 9.

2.6  Perfusion

Perfusion is blood flow at the capillary level and is closely related to the delivery of 
oxygen and other nutrients to the tissue [28]. Hence, perfusion is linked to the 
metabolism of the tissue, which can change tremendously in the presence of dis-
eases such as tumors or ischemia. For this reason, perfusion has been used as a clini-
cal imaging marker in CT, MRI, sonography, PET, and SPECT for a long time. 
Perfusion can be measured using either exogenously administrated tracers or intrin-
sically labeled particles based on their change in concentration within the targeted 
tissue. This means that perfusion measurement can be seen as the measurement of 
the concentration C(t, r) of any kind of labeled particles over time. Common label-
ing methods include radioactive tracers (PET, SPECT), magnetically labeled proton 
spins (arterial spin labeling MRI, ASL-MRI), paramagnetic contrast agents 
(dynamic susceptibility contrast MRI), radiation-absorbing agents (CT), or contrast 
agents based on gas bubbles (sonography). During the first phase of particle inflow, 
the tracer concentration rises with arrival in the arteries, which is followed by a 
second phase during which the tracer concentration decreases due to washout. 
Mechanisms for tracer washout include diffusion from the vascular bed into the tis-
sue, venous drainage, and a combination of both. Perfusion falls into the range 
between flow and diffusion: on the one hand, tracers are delivered by the instream-
ing blood, which is a coherent transport mechanism. On the other hand, random 
distribution of the transport pipelines or diffusion of the tracers from the blood into 
the tissue can result in a diffusive decay of the measured signals. Hence, we have to 
account for both tracer density ρ and blood velocity v variation in space and time, 
resulting in the perfusion flux vector

 
P r r v r, , ,t t t( ) = ( ) ( )ρ .  (2.51)

The divergence of the flux in the continuity equation (2.1) readily follows as

 

∂
∂

= − ∇( ) ⋅ − ∇ ⋅
ρ

ρ ρ
t

v v.
 

(2.52)

We note that the divergence of the flow field in the blood is nearly zero (∇ ⋅ v = 0) 
due to incompressibility as discussed above.

For the following discussion, we assume that uptake of nutrients and tracers 
occurs only at the smallest scale of vascular hierarchy, marking the transition from 
the arterial to the venous tree. We denote the “thickness” of this zone by L (see 
Fig. 2.2) and approximate the concentration gradient with a finite difference. We 
also substitute density ρ in Eq. (2.52) with a concentration C(t, r) [29]:
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Here, the spatial gradient of C(t, r) is approximated by the difference between 
local concentration of tracers in arteries and veins, Ca(t) and Cv(t), respectively; 
hence C(t, r) ⇒ C(t). This implicitly assumes that the concentration predominantly 
changes along the direction of the path from arteries to veins. Δt is the time that the 
tracer requires to transit the exchange zone. Unlike flow imaging, which quantifies 
blood flow velocities, perfusion usually measures blood flow (BF) as a scalar param-
eter, which is blood volume (ml) per transport time (minutes) normalized to tissue 
mass (100 g). However, while the decay rate (1/τ) of the tracer signal is the actual 
measure of perfusion, the blood volume per tissue mass is normally not known. 
Instead, assumptions have to be made to calibrate the initial rate of perfusion to BF 
[30]. τ is identified as the mean transit time, which is the time a certain volume of 
blood (BV) spends in the capillary circulation, i.e., τ = BV/BF. Using τ we can 
rewrite Eq. (2.53) to obtain the equilibrium equation of perfusion:

 

dC t
dt

C t C ta v
( )

= ( ) − ( )( )1
τ

.
 

(2.54)

C t( )  is the tracer concentration averaged over the exchange region. A common 
assumption is C t C tv ( ) = ( )λ , with λ < 1 [29]. Partition coefficient λ quantifies the 
retention of a tracer by the tissue. Delay of washout can be effected by various 
mechanisms including diffusion of the tracers from the blood into the tissue (diffus-
ible tracers) or by circulation inside the blood pool (blood pool agent). The differ-
ential equation
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is solved with
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Further assumptions about the arterial input function Ca(t) are necessary to solve 
the integral and to specify A. The scenario of a transient tracer bolus that arrives at 
t = t0 with concentration C0 can be modeled by a Dirac function

 
C t C t ta ( ) = −( )0 0δ .  (2.57)

This, combined with the initial condition of C t =( ) =0 0 , yields an exponential 
decay of tracer particle concentration over time with the perfusion rate 1/(τ λ),
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(2.58)
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where Θ(t − t0) denotes the Heaviside function. A more detailed analysis needs to 
account for specific input functions Ca(t) which can simulate the experimentally 
observable finite increase in arterial concentrations over time.

In perfusion MRI, the blood is magnetically labeled (arterial spin labeling, ASL) 
right before entering the imaging volume. After a delay time, an image is acquired, 
in which the presence of labeled blood reduces image intensity relative to an unla-
beled reference image. The delay between labeling and image acquisition corre-
sponds to the delay time t0 in Eq. (2.58) (see Sect. 2.7.4 and Chap. 22 for a more 
detailed description of perfusion MRI).

Due to the hierarchy of the vascular architecture, delay time t0 determines the 
range of sensitivity of the perfusion technique. During the delay between labeling 
and image acquisition, the labeled blood is allowed to reach the capillaries, where it 
gives rise to the measured perfusion signal. Consequently, shorter waiting times 

Table 2.1 Diffusion—perfusion—flow—waves: mass and energy transport quantified by medical 
imaging modalities
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shift the sensitivity of perfusion measurements toward arteriole perfusion when the 
blood has not yet entered the capillary bed.

A summary of the equations governing mechanical and transport-related param-
eters as quantified by medical imaging is given in Table 2.1.

2.7  Motion Encoding by Medical Imaging

Measurement of motion by medical imaging modalities requires encoding of tissue 
deflection or particle velocity into the image contrast or labeling part of the tissue 
(e.g., blood or water) in a series of time-resolved images. The latter approach was 
the initial way of motion measurement by medical imaging and is referred to as 
bolus tracking. Bolus tracking is used in almost all medical imaging methods 
including CT, MRI, PET, and ultrasound. For example, CT angiography uses an 
injection of iodine-based contrast agents to help diagnose and evaluate blood vessel 
disease or related conditions, such as aneurysms or steno-occlusive disease. 
Similarly, in MRI, either gadolinium-based contrast agents or manipulation of the 
proton spin magnetization are used to enhance image contrast. For instance, in arte-
rial spin labeling, the transverse spin magnetization of instreaming blood is changed 
by radiofrequency pulses, allowing the measurement of signal intensity variations 
related to flow and perfusion without employing a contrast agent [30].

2.7.1  Motion Encoding in Medical Ultrasound

An important principle of motion encoding in ultrasound relies on the Doppler 
effect. If an ultrasound wave with a given frequency f scatters at moving tissue 
boundaries or blood particles, it undergoes a frequency shift twice: first when the 
moving particle acts as a receiver of an incident wave and a second time when the 
particle emits the wave as a moving source. The overall frequency shift is

 

∆ f
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2
.
 

(2.59)

va is the velocity of the signal-emitting particle in the direction of the ultrasound 
beam (axial direction, with positive values indicating motion toward the ultrasound 
probe), and c is the ultrasound wave speed in the tissue [26]. Thus, measuring the 
frequency shift Δf allows the calculation of va, which, however, is not the true par-
ticle velocity but its projection onto the ultrasound beam axis. Therefore, va is usu-
ally corrected for the projection angle enclosed by the vessel (flow direction) and 
the ultrasound beam. Δf is easy to measure from a continuous wave source but 
extremely difficult to determine from a pulsed source. Normal ultrasound mode is 
pulsed since short wave packages offer higher spatial resolution. However, the 
lower the number of ultrasonic wave cycles in a pulse, the higher the uncertainty of 
Doppler frequency estimation due to decreased frequency resolution. Therefore, 
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Doppler methods rely on a trade-off between continuous and pulsed waves, which 
inherently limits both spatial resolution and the accuracy of frequency estimation. 
Additional limitations of measuring Δf arise from physical processes including vis-
cous damping and frequency-dependent scattering, which can also modulate the 
frequency of the received signal.

Therefore, many motion-encoding modes in ultrasound rely on correlation tech-
niques termed color mode [26]. In the color mode, the ultrasound signals of two 
lines acquired at different times are correlated with each other. Axial resolution is 
achieved by successively shifting the correlation window along the signal line. 
Typical cross-correlation methods analyze the time shift or the phase shift of the 
ultrasound waves. Axial displacement u can be obtained from the maximum of the 
correlation function between two ultrasound wave signals y1(x, t) and 
y2(x, t + Δt) ≈ y1(x − u, t), i.e.,

 
max .u y x t y x u t t x∫ ( ) + +( )1 2, , d∆  (2.60)

The displacement then is the value of u which corresponds to the maximum of 
correlation. Since time Δt has passed between the acquisition of the two ultrasound 
lines, the measured quantity is velocity u/Δt. An alternative approach to motion 
estimation by ultrasound is the phase-shift method which exploits the phase shift 
Δϕ(u) of the ultrasound wave due to displacement. If the axial distance between a 
particle and the ultrasound probe changes by an amount u between two acquisitions, 
the propagation path of the ultrasonic pulse from the probe to the particle and back 
to the probe changes by 2u. The second pulse is thus detected with a phase offset 

∆φ π
λ

π= =2 2 4u uf
c

, where λ is the ultrasonic wavelength. The phase offset  

Δϕ(u) between two complex-valued signals y1(x, t) ∝ exp(i [k x + ϕ1]) and  

y2(x, t + Δt) ∝ exp(i[k x + ϕ2]) is obtained by the argument function [31]:
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(2.61)

For velocity measurements within larger two-dimensional regions, 2D correla-
tion techniques such as speckle tracking can be used [32]. Despite their random 
nature, speckles in the ultrasound image display characteristic patterns of the tissue 
of interest and can thus be used to track motion. It has to be mentioned that, in gen-
eral, ultrasound is limited in measuring lateral motion as compared to its high- 
resolution capabilities for motion tracking along the axial direction. Full 3D motion 
fields are still better acquired by MRI.

2.7.2  Motion Encoding in MRI

One of the most elaborate medical imaging technologies for motion quantification 
is MRI.
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Motion can be encoded in the phase information of the complex magnetization 
exploiting frequency differences due to displacements of moving spins during 
application of magnetic field gradients [33]. Motion-sensitive MRI methods have 
many applications in medical diagnosis and research. Therefore, we will briefly 
review the motion-encoding mechanism that is used in MRI to detect and quantify 
coherent and incoherent motion.

Most biological tissues contain water molecules and thus a high number of 
hydrogen protons. In the presence of a static magnetic field, B0, the magnetic 
moment associated with the spin of protons results in a macroscopic net magnetiza-
tion, which forms the basis of MRI. In particular, the signal in MRI is based on the 
excitation of transverse magnetization relative to B0 by means of resonant radiofre-
quency (RF) pulses. Directly after excitation of such magnetization, all spin ensem-
bles precess about the direction of the main magnetic field with precession frequency 
ω0. Spin ensembles or particles with the same precession frequency are called iso-
chromats. ω0 is also known as the Larmor frequency and depends on the magnetic 
field strength:

 ω γ0 0= B ,  (2.62)

where γ denotes the gyromagnetic ratio of protons (γ = 2π 42.58 MHz/T). In MRI, 
the local precession frequency is modulated by applying linear magnetic field varia-
tions in space, which are referred to as “gradients” G, introducing the dependence 
of the resonance frequency of magnetization on the position r0:

 
ω ω γMRI r G r0 0 0( ) = + ⋅ .  (2.63)

Quadrature detection implemented in the scanner hardware subtracts ω0 from the 
resonance frequency, leaving the MRI signal in the rotating frame, i.e., 

ω γ′MRI r G r0 0( ) = ⋅ . ω′MRI  is the basic signal exploited by spatial frequency encod-

ing in MRI. The phase of this signal accumulated during a time interval τ when a 
constant gradient G is deployed is

 
ϕ τ γ τr G r0 0,( ) = ⋅ .  (2.64)

This fundamental MRI phase equation is the basis for spatial encoding along the 
phase-encode axis (see Chap. 8), MRI motion encoding (see Chap. 9), as well as T2* 
mapping (see Chap. 15). We now assume the signal-emitting particles (e.g., blood 
or tissue) to move, so that their positions become time dependent. Furthermore, we 
account for time-varying gradients, e.g., a rectangular waveform of duration τ that 
changes polarity at τ/2, i.e., a balanced bipolar gradient. Equation (2.64) then 
becomes

 
ϕ τ γ

τ

r G r r0
0

0,( ) = ( ) ⋅ + ( ) ∫ t t dt.
 

(2.65)

r(t) is the trajectory of the isochromats around equilibrium position r0. This equa-
tion expresses the motion sensitivity of MRI conveyed by the phase of magnetiza-
tion. For coherent motion phenomena, such as flow or tissue oscillations, where all 
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isochromats move more or less in synchrony (i.e., coherent) with their neighbors, φ 
is a good estimate of the ensemble spin phase in a voxel (i.e., the phase of the com-
plex sum of all spins in that voxel). Therefore, coherent motion encoding by phase- 
contrast MRI based on Eq. (2.65) is the method of choice for flow field or wave field 
detection. Expanding the trajectory r(t) to the first order ( r r rτ τ( )⇒ +0  ) and 
assuming a rectangular gradient of total duration τ that is switched on for 0 ≤ t ≤ τ 
yields for the accumulated spin phase

 
ϕ τ γ τ γ τt ≥( ) = ( ) ⋅ + ( ) ⋅m r m r0 0 1 1 ,  (2.66)

with the zeroth- and first-order gradient moments m0 and m1. The n-th gradient 
moment is defined as

 

m Gn
nt t dtτ

τ

( ) = ( ) ⋅
−∞
∫ .

 
(2.67)

A unipolar rectangular gradient has m0(τ) = Gτ and m G1
1
2

2τ τ( ) = , whereas a 
balanced bipolar rectangular gradient has m0(τ) = 0 and m1(τ) = Gτ2 [33] (more 
details on gradient moments are provided in Chap. 9). The zeroth-order term in Eq. 
(2.66) vanishes when bipolar gradients are applied leading to spin phase 
φ = γ G ⋅ rτ = γ g r τ. g and r denote gradient amplitude and effective path length that 
the magnetization has traveled in the direction of gradient G during time τ, respec-
tively. For flow, the resulting phase is therefore a measure of how far the magnetiza-
tion has traveled between the application of the two gradient lobes and is thus 
proportional to the velocity.

2.7.3  Diffusion-Weighted MRI

In diffusion-weighted MRI, magnetization due to water molecules is labeled by 
imposing a phase that depends on the position of the magnetization along an axis 
that is defined by the direction of a magnetic diffusion gradient field [34].

The technique for motion encoding in MRI was explained in the previous sec-
tion. However, diffusion represents an incoherent type of motion, and isochromats 
with different initial positions and motion trajectories are mixed within a voxel. In 
particular, we can imagine that the first lobe of a bipolar gradient produces a certain 
concentration of phase-labeled spins in each voxel, where the phase value depends 
on the position of the voxel along the direction of the gradient. Then the isochromats 
are allowed to perform random walk motion over a given evolution time before the 
spin phases are rephased by the second part of the diffusion gradient with opposite 
polarity. Signal-emitting particles that have moved randomly between the applica-
tion of the two gradients result in phase dispersion, i.e., their magnetization vectors 
will partly cancel. This destructive interference is proportional to the distance that 
the particles have moved in the gradient direction (see Eq. (2.65)). The farther the 
particles in one voxel have traveled randomly, the more decorrelated their phases, 
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and thus the smaller the complex sum of all magnetization portions in the voxel, 
which constitutes the MRI signal. The relative strength of the signal in one voxel, 
compared to the signal obtained from an identical scan but without diffusion gradi-
ents, represents a measure of the apparent diffusion coefficient (ADC), which is the 
main parameter measured in diffusion-weighted MRI. The ADC indicates that the 
diffusion process is not free in tissues, can involve multiple compartments, and may 
be superposed by intra-voxel incoherent motion such as blood flow in small vessels 
or cerebrospinal fluid in ventricles, which also contribute to MRI signal attenuation. 
For brevity, we restrict our further discussion to D and calculate the loss of signal 
due to spin phase decorrelation by diffusion based on the Gaussian distribution for 
diffusive spin motion, described by Gaussian distribution N(r, t), given in Eq. (2.5). 
As the simplest case, we analyze a bipolar pair of short diffusion gradients with 
amplitude g, duration τ, and temporal separation τΔ, as shown in Fig.  2.6a. We 
assume that the gradients are short enough that the spins can be assumed to be static 
while the gradients are applied. Under these conditions, Eq. (2.65) becomes 
φ(r) =  − γgτr, with r the distance by which the spin moves along the gradient axis 
between the application of the two gradient lobes. In a normal diffusion process, r 
is distributed according to a normal distribution N(r, t), evaluated at t = τΔ. The 
complex- valued macroscopic MRI signal S = S0eiφ (see Eq. (15.5), Chap. 15) of a 
voxel can then be expressed by integration over all spins within that voxel:

 

S S N r dr S N r dr Sr g r
g

= ( ) = ( ) =
−∞

∞
( )

−∞

∞
−

−

∫ ∫0 0 0

2 2 2
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∆

bb

D� �� ��
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(2.68)

All MRI-specific parameters, such as gyromagnetic ratio γ and gradient ampli-
tude g, encoding time τ, or other timing variables, are usually collected in the 
“b-value.” Note that the above formula for the b-value is only valid for short gradi-
ents with τΔ ≫ τ. Typically, diffusion-encoding gradients comprise positive and 
negative gradient lobes as well as a delay between the two, so that more complicated 
b-values result as exemplified in Fig. 2.6 and in Eq. (17.1) of Chap. 17. The mono-
exponential signal decay of Eq. (2.68) S~e−bD is considered as “regular diffusion” 
characterized by 〈r2〉 ∝   t [4]. In the presence of two compartments (e.g., intra-and 
extracellular water) with different diffusion coefficients, one would observe a bi-
exponential decay. The bi-exponential model can be generalized to a multicompart-
ment model, which predicts a stretched exponential decay of the form S b D~ e−

α

 
with α < 1 for a complex static environment in which diffusion is constrained [35]. 
In that case of “anomalous diffusion,” the mean squared displacement is a power 
law in time, i.e., 〈r2〉 ∝  tα. Note the similarity of this power law to the springpot 
given in Eq. (2.43), which is due to conceptual similarities between hierarchic struc-
tures in water diffusion and viscoelastic networks. Equation (2.68) can be further 
generalized by accounting for direction-dependent diffusion constants which evoke 
a 3 × 3 diffusion tensor D, which is, similar to strain and stress, symmetric and has 
thus six independent entries. The eigenvalues of D represent three independent dif-
fusion coefficients along the three Cartesian axes of the diffusion eigensystem 
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corresponding to the spread of particles in 3D and implying that diffusion is not a 
vector such as coherent flow. The MRI signal decay for anisotropic diffusion 
depends on the direction vectors g of the motion-encoding gradient: S b T

~ e− ⋅ ⋅g D g . 
Further details and applications of diffusion tensor imaging (DTI) are given in 
Chap. 17. It is worthwhile to mention that DTI normally accounts for restricted dif-
fusion in the spatial-directional dimension. However, the restriction of water mole-
cules moving against spatial boundaries is different at different propagation times t. 

3
b = 2

90°
180°

90º

b

c

90º

τ <<τ∆ b = γ 2 g2 τ 2 τ∆

γ 2 g2 τ 3

b = –
3

γ 2 g2 τ 2

τ∆

τ  = τ∆

τ∆ τ∆
τ τ

a

Fig. 2.6 Three basic diffusion-weighted MRI sequences and corresponding b-values. (a,b) 
Gradient echo sequence, (c) spin echo sequence; all with rectangular motion-encoding gradients 
(gray rectangles)
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The longer the molecules travel, the higher the probability for them to hit a restrict-
ing boundary in the tissue. For that reason, the diffusion profile is in general not 
characterized by a Gaussian distribution but by some deviating probability function. 
The excess diffusion kurtosis, also called “diffusion kurtosis,” measures the devia-
tion of the probability distribution function from a Gaussian curve and can be used 
to quantify heterogeneity of the diffusion environment [36]. Table 2.2 summarizes 
the discussed cases of the diffusion MRI signal.

2.7.4  Arterial Spin Labeling

Like diffusion MRI, perfusion MRI based on arterial spin labeling (ASL, also 
called arterial spin tagging, AST) is a difference technique, where the change in 
image intensity between a motion-sensitized scan and a non-sensitized refer-
ence scan is quantified and correlated with an underlying transport process. In 
ASL, contrast is generated by manipulating the magnetization of inflowing 
blood in such a way that it reduces the MR signal [37]. The spins in the inflow-
ing blood are inverted by an 180° RF pulse prior to flowing into the volume of 
interest. Within that volume, they mix with the spins of the tissue. The inverted 
spins cause a reduction of the total magnetization since they cancel a part of the 
non-inverted tissue magnetization. As a consequence, the amplitude of the MR 
signal is reduced compared to the non- labeled reference image, leading to slight 
hypointensity in well-perfused regions. However, the contrast change is very 
subtle (on the order of 1–2%), requiring extensive signal averaging through 
repeated measurements. Furthermore, additional confounders have to be 
excluded as far as possible, leading to more refined and complex ASL MR 
sequences than explained above. In general, two types of ASL techniques exist: 
pulsed ASL (pASL), where a labeling pulse is deployed prior to every image 
acquisition, and continuous ASL (cASL), which aims to establish a steady state 
of labeled and unlabeled magnetization, necessitating a larger number of tag-
ging pulses. A more in-depth discussion of different ASL techniques can be 
found in [33], among others.

Table 2.2 Classification of diffusion as used in the literature of medical imaging

Mean path lengths MRI signal
Regular diffusion 〈r2〉 ∝ D t S~e−b D

Anomalous diffusion 〈r2〉 ∝ D tα

S b D~ e−
α

Anisotropic diffusion 〈ri rj〉 ∝ Dij t
S b T

~ e− ⋅ ⋅g D g

Restricted diffusion  
(kurtosis imaging)

r2 1∝ ⋅ +( )Dt K
a S

bD b D K
~ e

− +
1
6

2 2

aK is proportional to the excess kurtosis parameter used in the literature including all model- 
dependent prefactors [36]
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2.8  Quantification of Other Structure-Related Parameters 
by Medical Imaging

Quantitative mapping of biophysical parameters other than those discussed above 
has a long tradition in medical imaging. One of the first quantitative and system- 
independent parameters measured by medical imaging was volume (volumetry). 
Tissue volume is often related to physiological functions of organs or the progres-
sion of diseases. For example, brain volume segmentation based on 3D MRI is the 
current gold standard for quantification of atrophy in neurodegenerative diseases 
[38]. Another example is muscle volume measurement by cardiac MRI or echocar-
diography as a direct measure of cardiac hypertrophy, which has wide implications 
for heart function [39]. Furthermore, the ejection fraction of the heart is a measure 
of systolic function [40]. The ejection fraction is calculated by dividing the stroke 
volume by the end-diastolic volume of the left ventricle. Slow changes in soft tissue 
volumes are regularly measured in longitudinal imaging examinations for quantify-
ing tumor growth or the response to tumor treatment [41, 42].

Related to volume and mass is density, which, however, needs assumptions when 
estimated by medical imaging since tissue mass is normally not directly measur-
able. X-ray attenuation coefficients are highly dependent on tissue density and are 
thus exploited for quantifying bone density. Dual-energy X-ray absorptiometry 
(DXA) is the current gold standard for bone (mineral) density measurement as 
required for diagnosing and staging osteoporosis [43]. Quantification of minerals 
accumulated in soft tissues, such as calcifications in breast tumors, would be highly 
relevant for tumor staging [44, 45]. Morphology, location, and quantity of calcifica-
tions in the breast are established markers used in the BI-RADS atlas for breast 
tumor classification [46]. A further example is the quantification of iron in brain 
matter by MRI.  Iron is the most abundant trace element in the human brain and 
plays an important role in maturation of the central nervous system and brain 
metabolism. Deposits of iron in the brain could cause neurological diseases like 
Alzheimer and Parkinson [47]. Susceptibility mapping by MRI can be used to quan-
tify the spatial deposition of iron, e.g., in the human brain, but cannot quantify 
absolute iron content [48]. For the liver, iron content measurements based on relax-
ometry have been demonstrated [49]. Exogenous susceptibility sources such as 
gadolinium-based contrast agents induce magnetic susceptibility values which are 
theoretically linearly proportional to the concentration of the contrast agent. Thus, 
susceptibility mapping has the potential for in vivo quantification of contrast agent 
concentrations [50]. The ability of paramagnetic metal ions like iron or gadolinium 
to shorten magnetic relaxation is used in MRI contrast agents for the manipulation 
of image contrast in regions where water protons can interact with the contrast 
agent. Most clinically used MRI contrast agents reduce the T1 relaxation time of 
protons by interaction with the nearby contrast agent. However, quantification of the 
amount of contrast agent in tissue by relaxation times is difficult since magnetic 
relaxation depends on the MRI system. Nevertheless, relaxation times constitute the 
primary contrast in MRI and are useful for the quantification of tissue properties as 
detailed for the myocardium in Chap. 15. Measurement of different water proton 
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relaxation mechanisms such as T2 and effective T2 (T2*) allows estimation of vessel 
size and blood volume in the tissue [51, 52], which are both highly relevant bio-
physical parameters for characterizing tissue physiology and pathology [53]. Paired 
with perfusion measurements, vessel size and blood volume provide the input 
parameters for deriving hemodynamic constants such as hydraulic conductivity of 
the blood through the capillary bed of the tissue based on Darcy’s law (see Chap. 3) 
[54]. Further structure-related biophysical and medical imaging-based parameters 
include geometry of vessels or fibers as can be quantified by bifurcation indices, 
tortuosity, self-similarity, structural density, and fractal dimension [55].

 Conclusion

State-of-the-art medical imaging offers a wide range of sensitivities to motion in 
the human body. From incoherent motion of water molecules to coherent flow, 
medical imaging modalities can be used to depict physiologic and dysfunctional 
transport phenomena and to derive quantitative imaging markers for clinical 
diagnosis. This chapter summarized the physics of transport from an imaging 
point of view and reviewed the basic concepts of motion encoding in medical 
imaging. It was shown that very basic assumptions such as continuity of mass 
and energy at the position of the measurement can lead to a rich set of equations 
that explain multiple phenomena observed by motion-sensitive imaging modali-
ties including diffusion, perfusion, and flow imaging as well as elastography. 
Since transport-related parameters and mechanical constants are of huge impor-
tance for the quantification of constitution and function of biological tissues, this 
chapter presents a primer of quantitative biophysical medical imaging.
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3Mathematical Modeling of Blood Flow 
in the Cardiovascular System

Alfonso Caiazzo and Irene E. Vignon-Clementel

Abstract
This chapter gives a short overview of the mathematical modeling of blood flow 
at different resolutions, from the large vessel scale (three-dimensional, one- 
dimensional, and zero-dimensional modeling) to microcirculation and tissue per-
fusion. The chapter focuses first on the formulation of the mathematical modeling, 
discussing the underlying physical laws, the need for suitable boundary condi-
tions, and the link to clinical data. Recent applications related to medical imag-
ing are then discussed, in order to highlight the potential of computer simulation 
and of the interplay between modeling, imaging, and experiments in order to 
improve clinical diagnosis and treatment. The chapter ends presenting some cur-
rent challenges and perspectives.

3.1  Introduction

In this chapter we provide an overview of the mathematical modeling of blood flow 
in living tissues and of some applications in connection with medical imaging. In 
particular, the first aim is to present the basic ideas behind multi-scale or also called 
multi-domain hemodynamics simulations, discussing the modeling of the cardio-
vascular system from the scale of large and medium vessels down to the scale of 
microcirculation within tissues. The second aim is to highlight the potential of 
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modeling and simulation of blood flow in connection with available medical data (in 
particular in imaging), to improve clinical diagnosis and interventional treatment. 
Throughout the chapter, several references on to recent computational methods and 
application examples will be provided.

The chapter is organized as follows: Sect. 3.2 is dedicated to modeling at the 
large vessel scale, or typically where the geometry of each vessel is known, intro-
ducing the three-dimensional Navier–Stokes equations and discussing modeling 
approaches based on spatial dimensional reduction (one- and zero-dimensional). 
Section 3.3 focuses on the fluids at the tissue scale, discussing the modeling of 
microcirculation and tissue perfusion. Finally, Sect. 3.4 gives a few recent applica-
tions of computational fluid dynamics to improve image-based non-invasive diag-
nosis, while Sect. 3.5 provides a brief summary.

3.2  Modeling Fluids at the Large Vessel Scale

This section describes the modeling of blood flow within blood vessels, discussing 
first three-dimensional (3D) approaches and, next, the so-called reduced models, 
i.e., based on lower spatial dimensional (1D or 0D) descriptions.

3.2.1  Three-Dimensional Navier–Stokes Equations

The simplest three-dimensional description of blood flow considers the motion of 
an incompressible, Newtonian fluid within a vessel with rigid walls, i.e., without 
taking into account the interaction between the blood and the vessel wall.

Formally, let Ω ⊂ R3 denote a piece of a blood vessel, and let us decompose the 
boundary of Ω in three subsets, an upstream cross-sectional area Γup, a downstream 
boundary Γdown, and the vessel wall Γwall (see Fig. 3.1), upstream and downstream 
referring to the main direction of flow.

In order to model the hemodynamics, blood is assumed to be an incompressible, 
Newtonian fluid. The latter properties refer to a fluid in which viscous stresses are 
linearly proportional to the local strain rate, by the viscosity parameter. Although it 
is well known that blood is composed of particles of different nature, thus yielding 
complex mechanical properties, these effects become significant only when the par-
ticle size is comparable to the vessel size (i.e., for blood flow in the smallest ves-
sels). The Newtonian approximation is valid for shear strain rate above 100 s−1, and 
hence mostly used when considering large to medium-size vessels.

Using the principle of mass and momentum conservation, the above assumptions 
allow to describe the blood flow dynamics through the following incompressible 
Navier–Stokes equations:

 

ρ ρ η∂ + ∇ +∇ − ∇ ⋅ ( ) =
∇ ⋅ =




t pv v v v
v

2
0

εε f
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which consist of a system of non-linear parabolic partial differential equations for 
the velocity v: Ω × R+ → R3 and the pressure p: Ω × R+ → R.

In (3.1), ρ and η stand for the blood density and viscosity, and εε v v v( ) = +( )1
2

∇ ∇ T  

denotes the strain rate tensor. The term f on the right-hand side of Eq. (3.1) takes 
into account the external forces. In the left-hand side, the first two terms correspond 
to inertia, while the other two stand, respectively, for the pressure force and the 
viscous force.

The system of equations (3.1) has to be completed with an initial condition, 
which shall be given by a divergence free velocity field, and with suitable boundary 
conditions. A typical set of boundary conditions [1] is to prescribe the velocity at the 
upstream boundary and the pressure on the downstream boundary, combined with a 
no-slip condition on the vessel wall, i.e.,

 

v v
v 0

v n n n

=
=

( ) − = −









up up
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,
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Γ
Γ
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(3.2)

where n denotes the normal to the boundary directed outward the fluid domain and 
Pdown is a prescribed downstream pressure. In practical applications, it makes more 
sense to in fact impose a pressure that comes from the response to blood flow of the 
truncated distal part of the circulation.

The concept of image-based patient-specific modeling consists in solving the 
Eqs. (3.1) and (3.2) constructing (1) a geometrical model segmented from the 
patient’s clinical images (typically CT or MRA), and (2) patient-specific boundary 
conditions based on the available flow or pressure measurements (typically from 
catheterization, PC-MRI, Doppler-ultrasound—see Chap. 2). Then, the resulting 
system needs to be solved on the computer with appropriate numerical methods 
(meshing, finite elements, finite volumes, etc.). Section 3.4.1 provides some exam-
ples of applications. We refer to primers for clinicians on this topic [2, 3].

1
down

2
down

wall

up

Γ
Γ

Γ

Γ

Fig. 3.1 Example of computational domain for a 3D model (here representing a pulmonary artery 
bifurcation), decomposing the boundary as in (3.2). In this case, the upstream cross-sectional area 

Γup is connected with the right ventricle, while the downstream ones Γ down
1  and Γ down

2  interface 
with the left and the right pulmonary arteries
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These steps require a tight communication between modelers and clinicians, as 
measurements can rarely be directly applied as boundary conditions. In fact, a flow 
rate measurement necessitates the choice of a velocity profile to lead to a velocity 
boundary condition on a face and, at the same time, measurements are usually not 
taken where boundary conditions need to be prescribed (see, e.g., [1, 4, 5]). 
Moreover, for predictive purposes (such as in surgical planning), it is better to 
impose a relationship between pressure and flow, instead of any of them. This leads 
to coupling of this 3D model with reduced models, and the need of their parametri-
zation from patient data (see Sects. 3.2.3 and 3.2.4). Such so-called multi-scale or 
multi-domain modeling is challenging for mathematical (coupling conditions), 
numerical (stable and efficient algorithms), and software (handling of codes possi-
bly from different teams) reasons. They have led to various approaches to tackle 
these issues [1, 6–9].

3.2.2  Fluid–Structure Interaction

Depending on the quantity of interests for the particular application, it might be 
necessary to take into account fluid–structure interaction (FSI), i.e., to model the 
interplay between the fluid flow within a vessel or a heart cavity and solid parts of 
the cardiovascular system. For instance, this is the case when the model is expected 
to provide information about fluid stresses at the moving vessel wall, or about 
mechanical stresses or movement of native valves and implants (artificial valves 
or stents).

The modeling of FSI is a rather technical subject and it is out of the scope of this 
chapter. For the sake of completeness, it is worth mentioning that from the mathe-
matical point of view, FSI can be described combining the 3D Navier–Stokes equa-
tions (3.1) with structural models of varying complexity, including, among others, 
2D shell (see, e.g., [10, 11]), tissue-support [12], or hyperelastic [8] models. These 
topics have been largely investigated in the last decades, in terms of mathematical 
properties (such as the well-posedness of coupling conditions and the stability of 
the resulting problem) and in terms of computational methods for the resolution of 
the coupled system (see, e.g., [13–17]).

3.2.3  One-Dimensional Fluid–Structure Interaction Modeling

The high complexity of three-dimensional fluid–structure interaction models makes 
them currently not suited for simulation of blood flow within extended vessel net-
works. This would require the acquisition and preprocessing of a large geometrical 
data set, in order to generate suitable computational domains, as well as the solution 
at each time step of large systems of unknowns, not to mention the parameterization 
aspect.

In fact, in many applications to be able to simulate flow efficiently or in extended 
vessel networks, while capturing wave propagation, is more important than the level 
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of local accuracy. In these cases, one-dimensional (1D) blood flow models represent 
an interesting alternative to reduce model complexity. These models can be derived 
by assuming that the fluid is homogeneous, in a tethered cylindrical vessel, that the 
non-slip condition holds at the vessel wall, and the flow is approximately uni- 
dimensional (i.e., mainly directed along the longitudinal direction) with a homoge-
neous pressure on each cross-section. Under these hypotheses, 1D models result 
from the integration of three-dimensional fluid equations (3.1) in a moving domain 
over the vessel cross-section at each location along the longitudinal direction (hence 
its 1D name, Fig. 3.2 left).

In order to formulate the governing equations, let us denote with x the one- 
dimensional coordinate parametrizing the vessel direction and with S(x,t) the cross- 
section, introducing the (time-dependent) cross-sectional area A(x,t) = ʃS(x,t) dS and 
the flow rate q(x,t) =  ʃS(x,t) vdS. With these notations, integrating the continuity 
equation over a cross-section, assuming there is no seepage, yields

 

∂
∂

+ ∇ ⋅ =
( ) ( )
∫ ∫t S x t S x t, ,

ρ ρ v 0,
 

(3.3)

which can be rewritten as
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A further equation is obtained integrating the momentum conservation equation 
over the cross-section and introducing additional modeling assumptions for the con-
vective and the viscous stress term, yielding
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A

q, p

Fig. 3.2 Left: Sketch of 
the one-dimensional blood 
flow model for a 
bifurcation (junction), 
showing on a cross-
sectional area A the 
associated flow-rate q and 
pressure p; Right: Example 
of 1D model for the human 
arterial system [18] 
(picture courtesy of Lucas 
O. Müller, NTNU 
Trondheim)
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(for a detailed derivation, see, e.g., [19], or for less restrictive assumptions [20]). In 
(3.5), p(x,t) denotes average blood pressure over the cross-section, f(x,t) stands for 
the friction force (other forces, such as gravity, can be included) per unit length and 
the parameter α (also called Coriolis coefficient) depends on the assumed velocity 
profile (parabolic, blunt, etc.) within the vessel segment and it is commonly taken 
equal to one.

Equations (3.4) and (3.5) define a first order, non-linear hyperbolic system that 
must be completed by a constitutive law (usually called tube law) that relates the 
internal pressure p(x,t) to the area A(x,t), through the strain and strain rate of the 
vessel wall.

To this end, the structural mechanics of the vessel are assumed to be sufficiently 
described using only radial displacement and by (visco-)elastic material properties. 
A first-order approximation, assuming a linear elastic behavior for vessel walls that 
are thin and incompressible, yields the relation (see, e.g., [19])

 

p x t p x t
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where pe denotes the external pressure, E is the Young modulus of the vessel wall, 
h0 its thickness, and A0 denotes the cross-sectional area at a given reference 
pressure.

A more general approach is given by the tube-law (see, e.g., [18])
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where K(x) is a positive function that depends on the Young modulus and on the wall 
thickness, while the function ϕ(A(x,t),A0(x)) has the form
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(3.8)

where the parameters m and n come from experimental measurements. Typical val-
ues for arteries are m = 0.5, n = 0 (reducing to the linear approximation (3.6)), while 
m = 10 and n = −1.5 are usually assumed for veins. Finally, the last term in (3.7) can 
be included in order to account for the viscosity Γ of the vessel wall. We refer to [18, 
21] for recent detailed discussions of the one-dimensional model and the associated 
parameters.

Equations (3.4), (3.5), and (3.7) describe a one-dimensional model of a single 
vessel tract (or segment). In order to model a realistic network of vessels, these 
equations are combined with conservation of mass and momentum across the junc-
tions, i.e., the nodes shared by multiple vessels.

In recent years, a number of approaches have been proposed in order to accu-
rately and efficiently solve one-dimensional blood flow equations on a network of 
compliant vessels (see Fig. 3.2, right). The interested reader is referred, e.g., to the 
high order finite-volume method described in [22–24], to the one-dimensional finite 
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element methods combined with simpler technique to handle vessel collapse [25] 
and to the recent numerical benchmark [26] comparing different numerical solution 
approaches. Similarly to the case of three-dimensional models, geometrical vessel 
information ideally comes from imaging data, and dynamic pressure, cross- sectional 
area, flow rate and velocity measurements can be integrated in the model (see, e.g., 
[27, 28] and the example described in Sect. 3.4.2).

3.2.4  Lumped Parameter Models

Lumped parameter models (also referred to as zero-dimensional models as they 
neglect spatial dimensions) are the simplest approach for describing flow through a 
vessel or a network of vessels, through an organ vasculature or through the heart. 
These models are electric analogues in the sense that they describe the relationship 
between flow rate and pressure analogously as the one between current and voltage 
in electric circuits.

In particular, each vessel tract can be characterized by three components, a resis-
tance R, which represents the viscous resistance to flow, in series with an inductance 
L, which models the inertial effect and in parallel to a capacitance C, which takes 
into account the compliance of vessel walls. Integration of the 1D equations (3.4) 
and (3.5) along a vessel segment defines the relationships between incoming and 
outgoing flows and pressures of the vessel tract, and the component parameter val-
ues [29]. The latter are essentially a function of fluid and vessel properties (e.g., 
density, viscosity, radius, length, thickness, and Young modulus). Each component 
is thus defined by a specific flow–pressure relationship (see examples in Fig. 3.3, 
left) that can be linear or nonlinear, and with constant or time-varying parameters.

The usage of such 0D model is not restricted to a vessel tract. In fact, one or 
several complex parts of the cardiovascular system can be modeled by more general 
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Fig. 3.3 Left: Elements of linear 0D models of a vessel tract in terms of capacity (C), resistance 
(R), and inductance (L), and corresponding pressure–flow relations. Center: A simple closed-loop 
0D model of the whole circulation composed of four compartments: the left heart, the systemic 
circulation, the right heart and the pulmonary circulation. The two circulations are modeled by a 
Windkessel (RCR) block. The heart compartments include elements for which the pressure–flow 
relation is nonlinear such as diodes for the valves ( ) and effectively time-varying capacitances 
for the heart chambers ( ). Right: an RCR model used as boundary condition for a 3D model; 
in this case, average flow rate and pressure are computed from the three-dimensional distributed 
fields
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lumped parameter models, connecting together different elementary components, 
as for an electric circuit. Each component can thus describe a single vessel or a set 
of vessels in an organ, or a group of organs. This methodology has been successfully 
applied to derive global lumped circulation models including the heart and with 
more or less details for the different circulations such as the hepatic or the pulmo-
nary circulations (see, e.g., [25, 30, 31]). They include the two heart sides, with 
diodes representing valves and effectively time-varying capacitances representing 
the heart chambers (see [25, 31, 32] for different chamber models), and more com-
ponents depending on the model complexity. An example of such a closed-loop 
modeling the circulation with four compartments is depicted in Fig. 3.3 (center). 
Such models result in nonlinear coupled equations, which form an algebraic- 
differential dynamical system. Efficient numerical schemes exist, even for stiff sys-
tems, usually involving adaptive time-stepping (e.g., [33]).

Lumped parameter models are also widely used as boundary conditions for 3D 
or 1D models, in order to take into account the rest of the circulation out of the 
domain of interest (see, e.g., [32, 34]). In these approaches, the flow rate and pres-
sure on the three-dimensional boundary are related through simple 0D models (e.g., 
RCR elements, also called Windkessel model [35], see Fig. 3.3, right) or lumped 
models for the rest of the circulation. We refer to Sect. 3.2.1 for numerical aspects.

As standalone or coupled to higher-dimensional models, their parametrization 
from medical imaging and catheterization data is a research challenge, for which 
different strategies have been developed [4, 17, 31, 32, 36].

3.3  Modeling of Fluid at the Tissue Scale

The models presented in Sect. 3.2 describe the flow in large conduits and its effect 
at the organ or body scale at a macro-scale level. This section presents the modeling 
of blood flow on smaller scales, in order to better understand organ perfusion and 
blood flow through the vascular trees of the tissue. It focuses on two approaches. 
The first one models the microcirculation within a vessel’s geometry, which can be 
either given or dynamically evolving, as it happens in angiogenesis. The second one 
is based on porous media flow modeling, in which the vessel geometry is not explic-
itly represented. The latter is extended to poroelasticity, in which the interaction 
between fluid and tissue is modeled considering a biphasic description of the 
tissue.

3.3.1  Modeling of Microcirculation

As explained in Sect. 3.2.4, the blood circulation can be modeled with electric ana-
logues. In this context, blood flow in the microcirculation (small arteries, capillar-
ies, small veins) is represented either by a single resistance in a top-down approach 
[31] or by an impedance (or resistance), computed, in a bottom-up way, recursively 
on structured (e.g., fractal) or morphometric vascular trees for which the impedance 
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of individual conduits is defined based on their geometry and on the blood proper-
ties. Conservation of mass and continuity of pressure are applied at bifurcations. 
Microcirculation flow demand is thus embedded in 3D [1] or 1D [37, 38] arterial 
models, or in-between 1D arterial and venous trees [18].

When the focus is not on the effect of the microcirculation on the rest of the cir-
culation, but rather on what is happening in the microcirculation itself, the approaches 
described above can be followed focusing on what is happening at the various gen-
erations [39]. However, other choices can be made. A detailed modeling of the flow 
in the microvasculature is out of reach, as available non-invasive image data have 
only a limited spatial resolution. Even if the detailed geometry can be extracted for 
extended networks (e.g., from micro-CT, casts), the resolution of full- scale mathe-
matical models might result in an excessively high computational complexity.

To address the first limitation, one approach in order to obtain vasculature mod-
els beyond non-invasive image resolution is the so-called constrained constructive 
optimization (CCO): starting from a segmented vascular tree, new nodes are added 
finding optimal new bifurcations (see Fig. 3.4). The optimal conditions are not clear 
a priori, and can be defined, e.g., based on geometrical constraints (see, e.g., [40]). 
This approach has recently been employed for modeling the drug perfusion in the 
liver, considering an advection-diffusion model for the drugs driven by a constant 
fluid velocity in each vessel segment [41]. In other approaches, arterial and venous 
trees have been generated using bifurcation rules based on the prescribed boundary 
conditions [42]. Fractal trees, connected between the arterial and venous sides, and 
embedded into specific organ tissues have been the basis for hemodynamics and 
transport simulations [43, 44].

Less often, as it is difficult to acquire the geometry, microcirculation simulations 
are performed in segmented networks from invasive imaging data (e.g., [45, 46]). 
Flow and pressure are usually computed based on connected resistances or simpli-
fied 1D models, but 3D models have also been used on limited geometries [47]. 
Viscosity may vary with the vessel size and hematocrit [48].

Fig. 3.4 Liver vasculature obtained computationally with a CCO algorithm [40] (Picture courtesy 
of Dr. Lars Ole Schwen, Fraunhofer MEVIS, Bremen)
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3.3.2  Modeling of Microvascular Adaptation

The models described in Sect. 3.3.1 consider a fixed microvascular geometry. 
However, in several biomedical contexts it is important to take into account micro-
vasculature growth and remodeling. This can be due to surgical changes in larger 
vessels, leading to a 3D-0D model that includes vascular distal tree adaptation [49] 
(see Sect. 3.2). A more complete mathematical model for vascular remodeling in 
response to altered vascular reactivity, as it might occur in hypertension, has been 
proposed in Ref. [45]. In this case, the structural and functional properties of micro-
vascular networks are related to the adaptive responses of individual segments to 
hemodynamic and metabolic stimuli. Namely, vessels are assumed to respond to 
changes in wall shear stress, circumferential wall stress, and tissue metabolic status 
(indicated by partial pressure of oxygen), and structural changes in each segment 
are represented by the variation of mid-wall diameter and wall cross-section area. 
The flow in each vessel segment is based on Poiseuille law, taking into account the 
experimentally determined variation of apparent viscosity of blood with vessel 
diameter and hematocrit, while an advection model is used to simulate oxygen 
transport and consumption along the network [50].

Recently, autoregulation has been modeled in the context of retinal hemodynam-
ics, considering 3D network of retinal arteries and taking into account FSI (see Sect. 
3.2.2) [51]. In this case, the blood flow is modeled with the time-dependent Stokes 
equations, while the arterial wall model includes the endothelium and the smooth 
muscle fibers.

The flow within microvasculature is also relevant in the context of mathemati-
cal modeling of tumor growth, in order to investigate the role of angiogenesis and 
vascular remodeling in the delivery of nutrients and during the development of 
cancer. In this case, the vasculature is not a given data, but it must be considered 
as a dynamically changing aspect. The potential of the mathematical model lies 
thus in its capability of investigating the possible evolution of vasculature captur-
ing its essential features. Angiogenesis modeling by itself is thus an active field of 
research [52].

Besides continuum approaches that do not resolve individual vessels, individual- 
based (or agent-based) models treat capillaries and tissue cells as discrete objects, 
subject to a set of stochastic rules for cellular growth, vessel generation, and vascu-
lature remodeling [53]. The dynamics of the system is described by a stochastic 
probability-based model defined by a set of rules on cell position, cell cycle and 
replication, growth, division and necrosis, vessel sprouting and remodeling, affected 
by local oxygen and glucose concentrations. The probabilities of different events 
depend on the state of the system itself.

The dynamics can be formalized by decomposing the spatial domain in lattice 
sites and denoting by xk the state vector of the system at site k (if the site is empty, 
the vector state is zero), and by X = {x1, x2,…} the state vector of the whole system. 
The time evolution is then computed using the Gillespie algorithm [54] assuming 
that the underlying dynamics follows the master equation for the multivariate prob-
ability distribution
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where ℘(X, t) is the probability of the system being in configuration X at time t and 
the possible transitions from this X into another configuration X′ are denoted by 
rates (τX→X′)–1 for each process (cell growth, division, and death). A process is then 
chosen with a probability that corresponds to its relative weight, calculated as the 
rate for this process divided by the sum of the rates for all other processes. To elimi-
nate fluctuation effects that emerge from individual time evolution paths, observ-
ables are averaged over many realizations.

From an algorithm point of view, at each new event within the system (i.e., cell 
death, vascular sprouting, etc.) the blood flow model is updated (pressure, flow, 
shear stress—based on Poiseuille flow with Pries’ viscosity model) and then the 
nutrients and growth factor reaction–diffusion equations are updated and solved. 
State transition probabilities are then computed for the vascular network and the 
cells, before a new event is computed to occur. An example of individual-based 
approach for vascularized tumor growth modeling, including an interaction between 
the different model components is described in Sect. 3.4.4.

3.3.3  Flow in Porous Media

This section is dedicated to Darcy’s law, which is a widely used constitutive equa-
tion for describing flow through a porous medium. This is a suitable approach when 
the microcirculation geometry is not known in detail, but the envelope of the organ 
is known, and one wishes to assess the pressure gradients necessary to push the fluid 
within this tissue, possibly with local increase of resistance to flow.

Darcy’s law can be derived starting from the Stokes equation, i.e., a simplification 
of the Navier–Stokes equation (3.1) in the case of small velocities (neglecting the 
quadratic velocity term) and of quasi-steady flow (neglecting the time derivative):

 

∇ − ∇⋅ ( ) =p η 2 e v f
viscous orcesf
� �� �� .

 

(3.10)

As in (3.1), v denotes the velocity of the fluid, p its pressure, and f is related to 
external forces (e.g., gravity). Next, the magnitude of the viscous forces within the 
porous material (in other words, the resistance of the medium against the flow) is 
considered to be proportional to the fluid velocity, and to the porosity ϕ of the 
medium (i.e., the volume of fluid relative to the tissue volume), yielding

 ∇ + =−p ηφK v f1 .  

The tensor K is referred to as the permeability tensor, and it characterizes the 
resistance of a possibly anisotropic material depending on the flow direction. In 
particular, notice that isotropic porous media are characterized by a permeability 
tensor in the form K = k1 (with k ∈ R). Hence, introducing the perfusion velocity 
w = ϕv leads to Darcy’s law
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The system is closed considering conservation of fluid mass, the fluid being con-
sidered incompressible:

 ∇⋅ =w s,  (3.12)

where s stands for a sink or a source term, and appropriate boundary conditions 
(e.g., no flux or pressure boundary conditions).

Such 3D porous media approach has been used for representing microcirculatory 
flow in functional units of the liver [55] or a larger part of the organ [56], and has 
also been coupled to other models. A coupled 1D-3D approach for modeling heart 
perfusion has been recently described in [57]. In this case, the available vasculature 
is described via a 1D model (see Sect. 3.2.3) coupled, at the end-points, with a 
porous media model for the tissue. Simplified 1D models, but that allow for flow 
seepage, have been coupled with such 3D model to determine the interstitial tissue 
pressure, and study transport in this system [58]. A similar approach that increases 
the level of details of flow and tissue dynamics, coarsening the resolution at which 
the vasculature itself is modeled, has been described in Ref. [59]. In this model, the 
vessels up to image resolution are also treated as one-dimensional tracts, while the 
microcirculation network and the interaction with the interstitial tissue are handled 
using coupled compartments on different scales (3D, 1D, 0D) and a filtration model 
across the vessel wall. For the link of such models to perfusion imaging data (see, 
e.g., Chaps. 21–23), we refer, e.g., to the recent review [60].

The next section describes the extension of the static porous media to the case 
where the tissue deforms and interacts with the blood flowing inside it.

3.3.4  Poroelastic Modeling of Organ Perfusion

Notwithstanding the advances of anatomical description and measurements of 
organ trees (see, e.g., [61]) and of the corresponding physiological, physical, and 
numerical modeling aspects (see, e.g., [62, 63]), the simulation of blood flow inside 
all the vessels of an entire organ from the arteries to the veins via the capillaries is 
still out of reach. Thus, perfusion can be modeled within the frameworks of porous 
media and poroelasticity, in which the flow is described only up to a given spatial 
scale and phenomena on smaller scales are aggregated into macroscopic quantities 
(see [64] and subsequent works).

Poromechanics is a simplified mixture theory in which the complex fluid–struc-
ture interaction problem (see Sect. 3.2.2) is replaced by the superposition of fluid and 
solid components at every spatial point with varying fractions. In particular, linear 
poroelastic models for small displacement are based on Biot’s theory [65, 66] (see 
Chap. 4) with an elastic description of the solid matrix and Darcy’s law for the porous 
media flow (see also Sect. 3.3.3). When this theory is applied to organs, incompress-
ibility and large strain are particularly important, yet not easy, to take into account.
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This section describes a general formulation valid for finite strain poroelasticity 
and compatible with the incompressibility constraint [67], two important aspects in 
the modeling of living tissues (beating heart, deformed organ during surgery, impor-
tant swelling). This is the result of a strategy—presented in Ref [68] in a linear 
framework—based on deriving the formulation from an appropriate free energy 
functional, which is crucial to guarantee that fundamental thermodynamics princi-
ples are satisfied. Based on thermodynamics considerations, we developed the con-
stitutive laws that characterize the solid phase, the fluid phase, and their 
interaction.

In the following equations, we adopt a Lagrangian formulation, indicating with 
x̂, ŷ, and ẑ the fixed reference coordinate system. Moreover, the subscript “0” denotes 
the physical quantities in the fixed reference configuration. In particular, we denote 
with u0 the displacement field of the skeleton with respect to the reference configu-
ration and with ∇̂ the gradient operators defined by the spatial derivatives with 
respect to x̂, ŷ and ẑ. Next, we introduce the deformation gradient

 
F 1 u= +∇ 0  

and the quantities

 
J T= = = −( )det , ,F C F F E C 11

2  

denoting the local volume change, the right Cauchy-Green deformation tensor and 
the Green-Lagrange strain tensor, respectively.

The saturated porous continuum consists of a solid part—the skeleton—and of a 
fluid part that accounts for the volume fraction ϕ of the tissue volume in deformed 
configuration. As next, let us denote with ρf the fluid mass per unit of fluid volume 
and with ρ0 the total mass per unit volume in the reference configuration, i.e. 
ρ φ ρ φ ρ0 0 0 0 01= + −( )f s .

The change in fluid mass per unit volume of the reference configuration reads 

m Jf f= −ρ φ ρ φ0 0 , and the general conservation of fluid mass in porous media is 
given by

 
∇⋅( ) + =ρ ρf f

J
m sw 1
 ,

 
(3.13)

where vs = u0 is the velocity of a solid particle, vf the velocity of a fluid particle, 
w = ϕ(vf − vs) is the perfusion velocity, and s a general sink or source term.

Moreover, the balance of momentum of the porous medium written in Lagrangian 
form reads

 

ρ0 0+( ) = ∇⋅ ⋅( )m �� �u F ΣΣ ,  (3.14)

where Σ is the second Piola-Kirchhoff stress tensor, that shall be defined by a proper 
constitutive law (see below). The discrepancy between the fluid and solid accelera-
tions has been neglected in the inertia term (see [67] for details).
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Next, the following constitutive equations are considered in order to derive a 
finite strain poromechanics formulation that is compatible with the incompressible 
limit of both the fluid and solid phases individually.

 

∑ =
∂
∂

− + −( )( ) +








′ ′− −W Hb m f J f J H m f Jf f
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(3.15)

 

p p Hf J b J m
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 − +0

0

0

0 0

1
ρ

κ
ρ φ/

.
 

(3.16)

In (3.15), Whyp denotes a hyperelastic potential to be chosen, p is the fluid pres-
sure, H is the so-called Biot modulus (see Chap. 4), b a parameter characteristic of 
the skeleton, and f a function to define according to the specific hyperelastic poten-
tial considered. In particular, when using the modified Ciarlet-Geymonat expression 
(see [69] for the original formulation, J1 and J2 being the first two invariants of the 
left Cauchy-Green deformation tensor)

 
W J J J Jhyp = −( ) + −( ) + −( ) −κ κ κ κ1 1 2 23 3 1 ln ,  (3.17)

where nearly-incompressible materials are obtained by taking the bulk modulus κ 
large compared to the other material parameters κ1 and κ2, some constraints arise on 
parameters and on the function f.

The last term in the energy function (3.16), depending on the coefficient κ0, is 
added in order to avoid the violation of the porosity constraint 0 < ϕ < 1, which may 
happen in the above poroelastic constitutive law. Finally, the transport of fluid mass 
is described by Darcy’s law (see (3.11)).

Combining (3.13), (3.14), (3.16) and (3.11), neglecting body forces, the porous 
media dynamics is thus finally characterized by the following system. Find u0, w, p, 
and m such that
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(3.18)

This system needs to be complemented by adequate boundary conditions, typical 
of solid and fluid equations. In order to solve the resulting equations in practice, 
finite element codes tailored for the solid and fluid parts can be iteratively coupled 
(the interested reader is referred to [67]).

Compared to modeling the solid alone or the fluid alone, this coupled model has 
only three parameters, two (H and b) for the fluid–solid interaction per se, and one 
(κ0) to make sure that the porosity stays positive. The advantage of this poroelastic 

A. Caiazzo and I.E. Vignon-Clementel



59

approach is that it can handle large swelling (how an increase of fluid deforms the 
pores and the whole skeleton) or complete drainage of tissue (how an external force 
is transmitted into deforming the tissue and changing fluid porosity) [67]. Section 
3.4.3 provides an example of application to cardiac mechanics and perfusion.

3.4  Applications

This section presents recent selected applications in which the modeling approaches 
described in Sects. 3.2 and 3.3 are employed, in connection with suitable computa-
tional methods for the solution of the model equations. The aim is to enhance the 
information given by biomedical imaging towards non-invasive diagnosis and treat-
ment planning.

3.4.1  Image-Based Evaluation of Indicators

Computational fluid dynamics (CFD) is a complementary tool to in vitro and in vivo 
experiments to gain insights on hemodynamics and to better understand the link 
between hemodynamics and disease development or treatment. This section shortly 
reviews some recent numerical studies, which, based on experimental and clinical data, 
focus on different aspects of the anatomical and physiological blood circulation.

In [70], the results of numerical simulations showed a decrease of the simulated 
infrarenal aortic wall shear stress in spinal cord injury patients compared to normal 
subjects, which may explain why these patients are more prone to abdominal aneu-
rysm development. Similarly, the fact that their legs atrophy, and consequently their 
downstream arterial impedance changes is likely to favor aneurysm development 
due to the computed sustained high pressure during the cardiac cycle. These two 
factors, evaluated via a computational model, would not have been easily measured 
in patients. As observed in Sect. 3.2.1, appropriate boundary conditions are essential 
in order to obtain clinically relevant results [1].

Physicians have also expressed the need for a better understanding of the hemo-
dynamics conditions in subjects with congenital heart defects, pre- and postopera-
tively. Integrating patient-specific clinical information (image-based geometry and 
hemodynamics measurements) into numerical simulations is critical to yield results 
which accurately represent a patient-specific condition (see, e.g., [3]). These simu-
lations can be used to evaluate pressure loss, wall shear stress (WSS), and oscilla-
tory shear index (OSI), which are considered to be relevant indicators of altered 
hemodynamics compared to healthy cases in coarctation of the aorta, even for sub-
jects that underwent repair, under rest and simulated exercise conditions [71].

As an example, the following Figs. 3.5 and 3.6 show the result of studying the 
complex hemodynamics of single-ventricle patients between two stages of pallia-
tive surgeries [5]. Clinical data were acquired a few days before the patient’s Fontan 
procedure. To build the patient-specific geometry (Fig.  3.5), magnetic resonance 
angiography (MRA) images were acquired with a 1.5 T scanner (Signa Twin-Speed, 
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General Electric, Milwaukee, MI, USA) with a 3D fast gradient-recalled echo 
sequence after injection of a gadolinium-based contrast agent. The patient was intu-
bated and ventilation was held during the acquisition. The spatial resolution was 
about 0.6 mm × 0.6 mm × 2 mm.

Flow rates at several locations were acquired using PC-MRI. Twenty cardiac- 
gated and respiratory-compensated time points per cardiac cycle were retrospec-
tively reconstructed from the through-plane velocity acquisitions with a velocity 

encoding of 150 cm
s

. Combined with catheterization data, these imaging inputs led 

to the patient-specific simulations shown in Fig. 3.6. In this case, the results sug-
gested that a lower-than-normal wall shear stress in their pulmonary arteries might 
explain their propensity to clotting [5].

However, although predictive modeling for surgical planning has first been dem-
onstrated in [3] for a Fontan patient predicting the high pressure in the superior vena 
cava that can lead to cognitive development issues, the prediction of clinically criti-
cal hemodynamics quantities, however, is still in its infancy. The power of simula-
tion in this context is the ability to test different 3D surgical options, which obviously 
is not possible on a patient [32].

3.4.2  Estimation of Model Parameters in One-Dimensional 
Models

As already mentioned in the modeling Sect. 3.2, in order to reproduce clinically 
relevant scenarios, mathematical models have to be tuned in order to represent 
patient-specific settings. This is the goal of data assimilation, i.e., the branch of 
mathematics aiming at improving models using available data (e.g., observations) 

Fig. 3.5 3D geometry (in 
full red) segmented from 
MRA imaging data, here 
shown in the background 
as MIP. 3D fast gradient- 
recalled echo sequence 
after injection of a 
gadolinium-based contrast 
agent. Spatial resolution: 
0.6 mm × 0.6 mm × 2 mm. 
Reproduced from [5] with 
permission
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on the system of interest. In other words, the goal is to optimize (minimize) a certain 
functional defined in terms of the discrepancy between the observed quantities and 
the result of the simulated mathematical model. The quantities to change in order to 
reach this optimum are usually a set of model parameters.

Addressing this inverse problem (e.g., tuning model parameters starting from a 
given solution) requires multiple solutions of the underlying forward or direct prob-
lem (e.g., the mathematical model), making necessary the usage of a fast fluid 
solver, such as a reduced order model. This is a growing field of research in hemo-
dynamics, and we refer to recent publications and their references for different 
approaches involving 3D, 1D, and 0D parameter estimations [27, 31, 36, 72, 73]. 
This section shortly describes the approach detailed in [27], which focuses on the 
estimation of model parameters (e.g., wall properties) in 1D networks based on 
available measurements.

Mean Wall Shear Stress (dyn/cm^2)
10 0.1 0.2 0.3 0.4

Oscillatory Shear Index

0 20 0

Velocity (cm/s)
40

30

20

10

0

05

Fig. 3.6 Simulated hemodynamics indicators from the 3D image-based geometry (Fig. 3.5): WSS 
(top left), OSI (top middle), and zooms in the region of interest of streamlines at peak flow (bottom 
left) and deceleration (bottom middle). These quantities were obtained solving numerically the 3D 
Navier–Stokes equations (3.1) within the acquired patient-specific geometry. Reproduced from [5] 
with permission
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In recent works [74, 75], an experimental 1:1 replica of the largest conduit arter-
ies of the systemic circulation, manufactured using crafted tubular aluminium 
moulds (Fig. 3.7, left) has been employed to generate a set of in vitro data, which 
were then used for validating different numerical methods for the solution of system 
(3.4), (3.5), and (3.7) with different computational methods (see, e.g., [26]). In Ref. 
[27] the published experimental measurements have been used to assess the param-
eter estimation using the reduced-order unscented Kalman filter (roUKF) [76, 77]. 
Namely, starting from the mathematical model of the in vitro network and from the 
experimental flow and pressure data, the focus of [27] was to recover the material 
parameters (e.g., Young modulus or vessel thicknesses).

The algorithm defining the roUKF can be summarized with the following steps:

 1. Sampling step: depending on the number of parameters of the system, the param-
eter space is sampled, creating different instances of the mathematical model 
(so-called particles);

 2. Propagation step: each particle is advanced in time according to the underlying 
forward solver, i.e., a computational method for solving Eqs. (3.4) and (3.5);
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Fig. 3.7 Left: The 1:1 in vitro replica of the systemic circulation developed in Ref. [75]. The 
network consists of 37 crafted tubular aluminium moulds (CMBD Research Unit, Ghent University, 
Belgium) which were either linearly tapered or had constant cross-section (for the smallest 
branches). The silicone network was manually connected to a Harvard pulsatile pump, mimicking 
the heart, and to a set of terminal resistance tubes connected to overflow reservoirs. A 65–35% 
water glycerol mixture was used to mimic the blood flow. Values of length, radius, and thickness 
were measured at the inlet, middle point, and outlet of each arterial segment using a ruler, calipers, 
and micrometer. By performing tensile tests on 63 silicone sample strips, a constant Young’s mod-
ulus of 1.2 MPa was measured within the range of pressures considered in the experiment. The 
flow rate was measured using an ultrasonic volume-flow meter (Dual Channel Flowmeter, 
Transonic Systems Inc., Ithaca, NY, USA) and pressure was measured simultaneously by means of 
two micro-tip catheter pressure transducers (Millar Instruments, Houston, TX, USA). The red 
circles denote the vessels belonging to the aorta, while the blue arrows indicate the location of the 
observed flows used for thickness estimation. Right: Results for the estimation of aorta thickness. 
For each vessel (the number in brackets correspond to the sketch on the left), the figure compares 
the initial guess, the results of the filter (estimated) and the reference values provided by [75] 
(referred to as true values). Reproduced from [75] with permission

A. Caiazzo and I.E. Vignon-Clementel



63

 3. Evaluation step: the discrepancies between available measurements and model 
results are computed (so-called innovation);

 4. Correction/filtering step: the state variables and the parameters of the system are 
modified in order to minimize the expected value of the error.

The roUKF is a sequential approach for data assimilation, in the sense that it 
interacts with the system at each simulated time step, unlike variational methods, 
that typically require the solution of a whole interval (cardiac cycle, etc.) before 
assimilating the available data.

Moreover, the roUKF does not require the solution of a tangent problem in order to 
find a suitable minimization direction. In fact, the parameters are optimized choosing 
efficient sampling of the parameter space. A further advantage is that the algorithm 
described in the above steps can be applied as a black-box, having at disposal a code 
for performing the time integration (propagation) of the desired mathematical model.

Figure 3.7 (right) shows the results for the estimation of the thicknesses of the 
tubes representing the aorta, using eight measured flow rates. Even if starting from 
a relatively far initial guess (about three times larger value), the target values (i.e., 
the values reported in [78]) are approached. Numerical simulations have been car-
ried out using the solver described in Ref. [22]. Vessel parameter estimation has the 
potential to help characterizing vessel diseased states [28].

3.4.3  Cardiac Perfusion

Through the poroelastic model under large deformations presented in Sect. 3.3.4 it 
is possible to study cardiac perfusion, which is an application where swelling and 
drainage occur during each cardiac beat.

Heart perfusion consists of a flow through coronary arteries, arterioles, capillar-
ies, venules, and veins. In Ref. [67], this phenomenon has been modeled starting 
from a 3D analytical geometry mimicking the left ventricle (Fig. 3.8, left), with 
fibers of varying orientation [79], and based on a single-compartment porovisco-
elastic model, which is supposed to only describe small arteries, capillaries, and 
small veins. The rest of the venous network is modeled as a simple sink term in the 
porous flow equations, while the flow is assumed to be fed by a distributed arterial 
source term. The specific physiologic values for boundary conditions and other 
model parameters are fully described in Ref. [67].

The resulting time-averaged behavior is a system in which blood flows continu-
ously from the small arteries into the capillaries, and from the capillaries into the 
small veins, at a flow rate of 4 mL s−1, a mean pressure of 15 mmHg (2 kPa) and a 
muscle volume of 260 mL. Figure 3.8 (right) shows the results of the simulated 
perfusion, in terms of the variation in time of pressure, muscle fluid volume (relative 
to a reference state), and flow rate.

Fibers contraction induces a rise of pressure. As a consequence, flow from the 
small arteries into the capillaries qa is considerably reduced—which corresponds to 
the so-called flow impediment (see, e.g., [63] and the references herein)—and blood 
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is squeezed out of the capillaries (lowering of m) into the small veins (rise of qv). 
During relaxation, the opposite happens: m rises as qa increases and qv decreases, 
filling up the capacitance of the capillaries. The mainly systolic flow in the small 
arteries and mainly diastolic flow in the small veins are consistent with the mea-
sured velocities in small arteries and small veins in the left ventricle given in Ref. 
[80]. We refer to [67] for further details on this application.

To conclude, as far as cardiac perfusion is concerned, the major difficulty lies in 
the complexity of the physiological phenomena and the lack of sufficiently detailed 
measurements to validate the various modeling assumptions. Nevertheless, the 
results indicate that taking into account the ventricle cavity pressure is not necessary 
to model flow impediment during systole and to obtain a higher impediment in the 
endocardium than in the epicardium. At the time of [67], this 3D perfusion model 
represents a significant step forward of realistic simulations in a beating ventricle. 
Cardiac perfusion modeling and simulation have since then gained more attention 
[57, 78, 81].

3.4.4  Vascularized Tumor

In this section, we shortly describe the model of microvasculature proposed in Ref. 
[53] in the context of angiogenesis, i.e. the formation of new blood vessels, for 
describing the transition of tumors from a benign state to a malignant one.
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Fig. 3.8 Simulated 
pressure, added blood 
mass, and flow rates traced 
over one cardiac cycle. The 
values of pressure, mass, 
and arterial and venous 
flow rates are traced for 
endocardium (endo) and 
epicardium (epi), at exact 
locations shown in the 
right figure (3D model of 
left ventricle), as well as 
on average over the 
volume. Reproduced from 
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The model includes the cellular (individual cells and vessels, development 
and death) and the molecular (oxygen, glucose and angiogenic growth factors 
reaction/diffusion) components, showing that experimental observations can be 
explained by the interplay of processes on the molecular and the cellular scale. 
In particular, the model of [53] combines stochastic agent-based models (cel-
lular automaton) for cells and vessels, defined by a set of rules on agent position 
and processes, affected by local oxygen and glucose concentrations. The nearby 
vasculature releases oxygen and glucose that diffuse in the local environment 
and nourish the tumor. This behavior is described by a reaction–diffusion equa-
tion, where the concentration is set at the blood vessel nodes, and cells represent 
distributed sinks. These cancer cell consumption rates of glucose and oxygen 
are coupled non-linear terms. Similarly, VEGF is released by the (hypoxic) 
necrotic cells and diffuses into the tumor environment. In this case, the micro-
circulation is modeled as described in Sect. 3.3.1. Moreover, the vascular net-
work responds to the changes of the local micro- environment by angiogenesis 
or remodeling.

The model can be used to explore the role of angiogenesis on the growth 
dynamics of small tumors by direct comparison to situations where angiogene-
sis would not occur. In addition to the tumor size, its structure varies signifi-
cantly with the different environmental conditions. When there are neither 
oxygen nor nutrient limitations (Fig. 3.9, left), cells are either proliferating (yel-
low) or quiescent (green), but none of the cells are necrotic. In contrast, when 
oxygen or nutrients are lacking because their diffusions from blood vessels are 
not fast enough and their local concentrations are too low, necrotic cells (blue) 
appear in the center. This is the case before angiogenesis starts or when it is 
blocked by drugs (Fig. 3.9, center). As a response to hypoxia and hyponutrition, 
cells produce growth factors that diffuse through the tissue, reach the existing 
blood vessels, and finally trigger sprouting from them to create new blood ves-
sels (Fig. 3.9, right).

Fig. 3.9 Tumor growth from a common no-limitation state (left) into vascularized tissue without 
(center) and with (right) angiogenesis. Proliferating (yellow), quiescent (green), and necrotic cells 
(blue) around blood vessels (red). External views (left) and cropped views (right)
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3.5  Summary

This chapter gave an overview on several approaches for the mathematical model-
ing of blood flows, discussing approaches on different scales. First, the macrocircu-
lation level has been considered, introducing three-dimensional models based on 
the incompressible Navier–Stokes equations. In parallel, complexity reduction 
methods based on one-dimensional and zero-dimensional approximations have 
shortly been introduced. Second, we discussed the modeling of blood flow at the 
tissue scale, including mathematical modeling of microcirculation and tissue perfu-
sion. In both cases, we considered static vessel models and extension with interac-
tions with their environment. Finally, several examples of image-based quantification 
of blood flow have been presented, where morphology (e.g., from MRI, CT) as well 
as physiological (e.g., from MRI, Doppler or catheter) information is combined 
with mathematical modeling in order to acquire a deeper understanding of imaging 
data and to provide, through numerical simulations, quantities not easily measur-
able. Disease states can be understood by a new angle. Besides, disease develop-
ment, virtual surgery, or novel device design can be explored by multiscale 
computations, which are to a certain extent predictive. In particular, computing 
numerically local (three-dimensional) flow disturbances sheds light on the difficulty 
to image blood flow in certain regions, and it could enable radiologists to re- interpret 
their imaging data (in PC-MRI, Doppler-US, etc.).

However, there are still a number of challenges that remain to be tackled. The 
access to the input medical data is still not common, and the workflow from data 
gathering to simulations output would benefit from having dedicated engineers in 
the clinics. The calibration of models based on medical data is in general difficult, 
and the strategy depends on the type of model, as well as on the available data. 
Concerning non-invasive in-vivo imaging, for which the resolution is limited, it is 
not completely clear how the information relates to the underlying tissue micro-
structure. Moreover, this limited resolution in space and time may introduce much 
uncertainty in the output, that remains largely to be quantified. Finally, for a model 
to be truly predictive, validation is a key issue, which requires a close interaction 
between modeling, simulation, and clinical experiments.
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4A Biphasic Poroelasticity Model for Soft 
Tissue

Sebastian Hirsch

Abstract
Poroelastic media are characterized by biphasic structure, consisting of a solid 
matrix permeated by a fluid-filled pore space. Originally conceived for soil 
mechanics, poroelastic models have been used to study the mechanics of bio-
logical tissues, where the matrix consists of cells or the extracellular matrix, 
and the fluid compartment is comprised of the vascular tree, interstitial fluid, 
cerebro- spinal fluid, or a combination of these. Unlike simpler monophasic 
models, poroelasticity predicts two longitudinal (compressional) wave modes 
with different wave speeds. The poroelastic equations of motion depend on 
two interaction or coupling parameters that describe the transfer of energy or 
momentum between the two phases, thus leading to a system of coupled equa-
tions. In this chapter, we will explain the poroelastic tissue model, present a 
poroelastic version of the wave equation, and complement this theoretical part 
with numerical simulations.

4.1  Introduction

Poroelasticity is an extension of viscoelastic theory that aims to describe the 
interaction of a fluid and a solid phase in a biphasic medium. The name is derived 
from the assumption that the solid forms a porous, sponge-like matrix with a 
contiguous pore space occupied by a fluid. Poroelastic models try to capture the 
interactions between tissue, blood, interstitial fluid and (in the case of the brain) 
cerebrospinal fluid.
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Poroelastic theory was pioneered by von Terzaghi [1] for static scenarios and 
further extended to dynamic settings by Biot [2–6]. Originally, the theory was 
derived for geophysical applications, such as the analysis of soil consolidation 
under load, and oil prospecting. Applications in the medical field followed decades 
later. It was introduced into the elastography community, which tries to quantify 
organ stiffness by means of ultrasound or magnetic resonance imaging (MRI), by 
Konofagou et al. [7] (ultrasound) and Perriñez et al. [8].

The significance of poroelasticity in the context of biological tissues can be 
explained by tissue structure. In the simplest case, an organ can be modeled as 
parenchyma (functional organ tissue) with an embedded vascular tree. The vas-
cular tree has a hierarchical structure. The main arteries and veins are usually 
large enough to be visible in most medical imaging modalities. However, inside 
the organ, they branch into smaller vessels, and this process is repeated several 
times, down to capillaries that only measure 5–10 microns in diameter and are 
thus invisible to in vivo imaging methods. For poroelastic modeling, the vascular 
tree is then associated with the pore space, and the surrounding tissue with the 
solid matrix (or skeleton). More refined poroelastic models might extend the 
concept to three or more compartments, accounting for cerebrospinal fluid (CSF) 
in the brain, or interstitial fluid. In this section we will discuss a “lumped” poro-
elastic model, which means that all liquids are summarized in the fluid compart-
ment, while the solid phase includes all structural elements. With the exception 
of the lungs and the digestive tract there are usually no gas-filled cavities in 
human organs, so that the fluid compartment can be treated as a liquid (as opposed 
to a gas, which the theory could handle as well). If applied to the lungs, the 
model has to be adapted for a gas instead of a liquid, the main difference being 
that gases are easily compressible [9].

The poroelastic theory derived in this chapter will be based on stress and strain. 
A different approach to poroelasticity has been outlined in Chap. 3. Strain, desig-
nated by ϵ, quantifies deformation of a body from its equilibrium state, and stress, 
σ, represents the forces causing or caused by deformation. Both σ and ϵ are rank- 
two tensors whose meaning can be illustrated on a small cubic volume element with 
edges parallel to the coordinate axes (e1,e2,e3), as shown in Figure 2.3 in Chap. 2.

Stress and strain were introduced in Chap. 2 (Eqs. (2.6) and (2.7), respectively), 
and the relationship between them is governed by Hooke’s law with elasticity tensor 
C (see Eq. (2.8) in Chap. 2).

Stresses and strains can be categorized as volumetric (or axial), represented by 
the tensor elements on the main diagonal, and shear (or deviatoric), represented by 
the offdiagonal tensor elements. Volumetric deformation expands or compresses the 
volume of the body, whereas shear deformation preserves the volume but skews 
angles.

The assumption underlying poroelasticity is that the fluid and the solid compart-
ments are deformed separately, but that there is a coupling between the deformation 
fields. For example, if the fluid is assumed to be incompressible (which is a typical 

S. Hirsch



73

approximation made for water), then forcing more liquid into a given volume ele-
ment can only be achieved if the solid contained in that volume element is either 
compressed or expelled. The poroelastic system can be either jacketed – meaning 
that the amount of fluid is held constant by a surrounding impermeable membrane 
or “jacket”–, or unjacketed, where fluid exchange with an external reservoir is pos-
sible. An overview of these scenarios and their response to volumetric stress is 
shown in Fig. 4.1.

In this chapter, we will present a poroelastic model that is based on Biot’s work 
[4, 5], but tailored to biological tissues, making the following assumptions:

 1. Each infinitesimal point of the material is occupied by either the solid or the 
fluid. There is no empty space, and there are no trapped gas bubbles.

 2. The volume fraction, β, is defined as the amount of fluid volume per bulk 
material:

1) 2) 3)

Fig. 4.1 Top: A small volume element of a poroelastic medium, consisting of the solid matrix 
(light gray) and a fluid-filled pore (dark gray). Bottom: Under compressive stress, three sce-
narios have to be considered: (1) Jacketed scenario with at least one compressible compart-
ment: the jacket prevents material from being squeezed out of the volume element, but 
compressibility causes shrinking of the volume element. (2) Jacketed scenario with two incom-
pressible constituents: the medium is incompressible; however, the spatial distribution of the 
two constituents can change. (3) Unjacketed scenario: the fluid can be squeezed out of a vol-
ume element, resulting in finite compressibility even if both compartments are incompressible. 
The poroelastic biological tissue model that will be developed in this chapter describes the two 
jacketed scenarios (1) and (2)
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β =

V
V
f ,

 

with Vf the volume of the fluid contained in the volume element V.

 3. The pore space is contiguous, i.e., there are no isolated pores.
 4. The fluid, referred to by the index f, is considered to have a very high compression 

modulus, Kf, on the order of 2.2 GPa (the bulk modulus of water). Furthermore, 
the shear modulus of the fluid is considered negligible, i.e., the fluid only resists 
compression and can be sheared effortlessly. Therefore, stress and strain of the 
fluid can be represented by a single number, σf and ϵf, respectively, rather than a 
tensorial representation, as will be needed for the solid.

 5. The solid, referred to by the index s, resists both compression and shear deforma-
tion, as quantified by its finite moduli, Kf and μs. The full tensorial description is 
required to describe the deformation of the solid.

 6. Both compartments are considered purely elastic, i.e., all moduli are real-valued 
and there is no dissipative energy loss.

 7. There is no global fluid flow. Without any external driving force, fluid and solid 
are at rest relative to each other, and any motion is induced by deformation. 
Deformation of one compartment can lead to deformation of the other compart-
ment through interaction.

 8. Filtration (transition of liquid from the fluid compartment into the solid compart-
ment) is negligible on the time scale that is considered relevant in the domain of 
dynamic MRE.

Item 7 in this list distinguishes our approach from others, such as those pub-
lished by McGarry et al. [10] or Parker et al. [11, 12], who accounted for the 
existence of arbitrary fluid pressure gradients by incorporating an extra term in 
the equations of motion. In summary, the above assumptions boil down to a 
biphasic fluid-solid model with lossless dynamic interaction between the two 
compartments.

These assumptions allow us to write a poroelastic version of Hooke’s law in 
matrix form:
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From this formula we can see that fluid strains, ϵf, translate into fluid stresses, σf, 
via Kf, and solid strains, ϵs, translate into solid stresses, σs, via Ks and μs. However, 
the coupling modulus H introduces symmetric coupling between volumetric strains 
in one compartment and axial stress in the other. Therefore, compression of the 
solid will affect the volumetric stress of the fluid, and vice versa. In the limit β → 0, 
i.e., vanishing fluid fraction, Eq. (4.1) becomes identical to Hooke’s law for a mono-
phasic solid, as given in Eq. (2.10) in Chap. 2.

We want to use the poroelastic framework to model the propagation of mechani-
cal waves through such a material. To this end, we have to find and solve the equa-
tion of motion for the above stress-strain relation. This can be achieved by using 
Newton’s law, which, in its simplest formulation, can be written as

 f = ür ⋅ ,  (4.2)

where f is the force density (force per unit volume), ρ is the mass density, and ü is 
the acceleration. The acting force densities result from deformation of the solid and 
are given by

 f =∇⋅s .  (4.3)

For a derivation of Eq. (4.3) we refer to the literature [13] or Chap. 2. For an 
intuitive explanation, it is important to keep in mind that a constant stress tensor 
would indicate the same force acting on every point of the medium. This would 
result in bulk motion of the body in the direction of the acting force, but it would not 
cause deformation. Instead, deformation is caused by variation of the acting stresses 
throughout the medium, which explains the use of the derivative operator ∇. The 

notation ∇ · σ is shorthand for the multiplication of row vector ∇
∂
∂

∂
∂

∂
∂

=








x y z

, ,  

with the 3 × 3 matrix σ, yielding a column vector.
We will now evaluate Eq. (4.3) separately for the solid and fluid stress. For the 

solid, we obtain

 
1 1 1

3
−( ) ⋅ = −( ) +






 ⋅( ) + ∇ +









∆b ∇ ∇ ∇s s s s s f s sβ µ β µK Hu u .

 
(4.4)

This equation was derived by applying Eq. (4.3) to the solid part (i.e., the first six 
rows) of Eq. (4.1); a comprehensive derivation of this equation can be found in [14]. 
Equation (4.4) is structurally similar to Navier’s equation of a monophasic solid 
(see Eq. (2.18) in Chap. 2). As a simplification, it was assumed that the spatial varia-
tion of the elastic parameters, Ks, μs, and H, is small. This very common assumption, 
known as local homogeneity, allows us to discard all terms that contain a spatial 
derivative of one of these parameters. In a similar fashion, taking the gradient of the 
fluid stress yields

 
β β β β∇ = −( ) ∇ ∇ ⋅( ) + ∇ ∇ ⋅( )s f s f f1 H Ku u .  (4.5)
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We can see that Eqs. (4.4) and (4.5) constitute a coupled system of equations 
with coupling modulus H, translating deformation of one compartment into a stress 
acting on the other compartment. For the acceleration term (i.e., the right-hand side 
of Newton’s law Eq. (4.2)), we have to introduce an analogous coupling in the form 
of a coupling density, ρ12:

 
ρ ρ β11 12 1 u us f s+ = −( )∇ ⋅s  (4.6)

 ρ ρ β12 22 u us f f+ = ∇s  (4.7)

with ρ11 = (1 − β)ρs − ρ12 and ρ22 = βρf − ρ12. The coupling density can be param-
eterized as ρ12 = (T − 1)βρf, where T is the tortuosity1 of the pores. The coupling 
density is thus always negative. Intuitively, the physical meaning of the coupling 
density can be understood as follows: Assume that the fluid is accelerated into 
one direction, whereas the solid initially is static. Through interaction, the fluid 
will exert a force on the solid, causing an acceleration of the solid in the same 
direction. From the fluid’s perspective, the solid is slowing the acceleration 
down, which is the reason for the coupling density being negative. While its 
effect is similar to that of friction, it does not cause dissipative loss of kinetic 
energy but rather a transfer of kinetic energy from one compartment to the other. 
In summary, interactions in a biphasic poroelastic medium are characterized by 
two interaction parameters, one that couples strain energies and a second one that 
couples kinetic energies.

The solid stress term (Eq. (4.4)) contains compression and shear deforma-
tion. Since shear waves and compression waves propagate at different veloci-
ties and are governed by different elastic moduli, it is customary in MRE to 
separate these two deformation modes. This can be achieved by using the 
Helmholtz theorem, which states that any well-behaved three-dimensional vec-
tor field χ is the sum of a longitudinal (curl-free) and a transverse (divergence-
free) field:

 c c c= +L T  (4.8)

with

 ∇× =cL 0  (4.9)

and

 ∇⋅ =cT 0.  (4.10)

1 Tortuosity is the ratio of the length of a curve (in this case, a pore) to the Euclidean distance of its 
end points. Therefore, T ≥ 1, with larger values indicating a more “curled” shape of the pore space.
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4.2  Compression Waves

Thus, for analyzing compression wave propagation, we apply the divergence opera-
tor to Eqs. (4.6) and (4.7). We also introduce the shorthand notation θ ≡ ∇ · uf = ϵf 
and ζ ≡ ∇ · us. Furthermore, we invoke the vector calculus identity Δus  = ∇2us  
= ∇(∇ · us) − ∇ × ∇ × us and discard its rotational part, since it vanishes for longi-
tudinal waves:

 

ρ ρ β µ β β θ

ρ ρ

11 12

22 12

1 4
3

1 



ζ ζ+ = −( ) +





∇ ⋅∇ + −( ) ∇ ⋅∇

+

q

q

K Hs s

ζ ζ= −( ) ∇ ⋅∇ + ∇ ⋅∇β β β θ1 H K f  

As the final step, we define the P-wave (pressure wave) modulus, M Ks s s= +
4
3
µ ,  

and use the scalar Laplacian, Δψ ≡ ∇ · ∇ψ:

 
ρ ρ β β β11 12 1 1 ζ ∆ζ ∆+ = −( ) + −( )θ M Hs q  (4.11)

 
ρ ρ β β β22 12 1 θ + = −( ) +ζ ∆ζ ∆H K f q.  (4.12)

Thus, the dynamics of fluid and solid compression are coupled via the previously 
introduced coupling parameters H and ρ12. Equations (4.11) and (4.12) have the 
form of a wave equation, with a second-order temporal derivative on the left-hand 
side and a second-order spatial derivative on the right-hand side. These wave equa-
tions are solved by plane waves:

 
ζ ζr k r, eit t( ) = ⋅ ⋅ −( )

0
ω

 (4.13)

 
θ θ ωr k r, eit t( ) = ⋅ ⋅ −( )

0  (4.14)

Both waves have the same k-vector (and thus the same wavelength λ
π

=
2
k ) 

because of the coupling between them. However, their amplitudes and phases, as 
parameterized by the complex amplitudes, θ0 and ζ0, are not yet determined. We will 
show now that two independent pressure wave modes exists, one in which the solid 
and the fluid oscillate in phase and one in which they oscillate with opposite phases 
(see Fig. 4.2).

Substituting the plane waves (Eqs. (4.13) and (4.14)) into the equations of motion 
(4.11) and (4.12) and setting q ≡ k2 results in

 

1 111
2

0 12
2−( )

≡

−














= − −( )
≡





β ρ ω ρ ω β βM

a

q H

b

qs

� �� �� � �� ��ζ 







θ0

 
(4.15)
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22
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0 12
2

01 ζ
 

(4.16)

We introduce the parameters a, b, c ≥ 0 to simplify the following calculations. 
We can now reorder Eqs. (4.15) and (4.16) and obtain

 

aq bq
bq cq

− −
− −
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 ≡ ⋅





ρ ω ρ ω
ρ ω ρ ω

ζ
θ

ζ
θ

11
2

12
2

12
2

22
2

0

0

0

0

R 



 = 0,

 
(4.17)

which is a linear system of two equations that is solved by the two complex oscilla-
tion amplitudes, ζ0 and θ0. However, being a homogeneous system, Eq. (4.17) only 
has nontrivial solutions if det(R) = 0. This imposes a condition on the values of q 
which we previously defined as the square of the wave vector:

q
c b a c a a b c b

ac± =
− + ± −( ) + −( ) −( )ρ ρ ρ ρ ρ ρ ρ ρ ρ11 12 22 11 22

2
12 11 12 222 4

2 −−( )b2
2ω

 
(4.18)

These two solutions correspond to two wave modes with two different wave 

numbers, k q± ±=2 .  By inserting the two solutions, q+ and q−, into Eq. (4.17) and 

solving for the complex wave amplitudes, ζ0 and θ0, we obtain the relationships

ζ α

θ α
ρ ρ ρ ρ ρ ρ ρ ρ

ρ

0

0
11 22 11 22

2
12 11 12 224

2

=

=
− + −( ) + −( ) −( )

,

c a c a a b c b
b 222 12−( )

















−

c
q

ρ
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 (4.19)

and

ζ α

θ α
ρ ρ ρ ρ ρ ρ ρ ρ

ρ

0

0
11 22 11 22

2
12 11 12 224

2

=

=
− − −( ) + −( ) −( )

,

c a c a a b c b
b 222 12−( )

















+

c
q

ρ
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 (4.20)

in-phase mode

opposed-phase mode

solid

solid

fluid

fluid

propagation direction

Fig. 4.2 Illustration of the 
two longitudinal wave 
modes in a 1D poroelastic 
medium. The arrows 
indicate displacements 
from the equilibrium 
positions (dots)
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with α ∈ . The fraction in the solution for θ0 determines the phase relation between 
the waves in the solid and the fluid. Since all parameters in that expression, except 
ρ12, are positive, the value of the square root is greater than cρ11 − aρ22. Thus, the 
nominator is positive in the first solution and negative in the second one, whereas the 
denominator is always positive. This means that in the first solution, ζ0 and θ0 have 
the same complex phase (and are thus in phase), whereas in the second solution they 
have opposite signs and are opposed-phase.

Since we defined q  =  k2, each of the solutions in Eq. (4.18) represents two 
k- values with opposite signs: q+ → (k+, − k+) and q− → (k−, −k−). The propagation 
speed can be calculated according to

 

υ
ω ω

±
± ±

= =
k q

.
 

(4.21)

The dependence of the two compression wave speeds on the poroelastic param-
eters is illustrated in Fig. 4.4.

In summary, in a poroelastic medium there are two longitudinal wave modes, one 
where the two compartments oscillate in-phase (designated by −), and one where 

they oscillate opposed-phase (designated by +). Their wavelengths, λ
π

±
±

=
2
k

, and 

propagation speeds, υ±, differ. Actual values of these quantities can be calculated for 
a given material by substituting the expressions for a, b and c from Eqs. (4.15) and 
(4.16) into Eq. (4.18) and Eq. (4.21). The in-phase mode propagates at high speed, 
comparable to the compression wave speed in a monophasic medium with similar 
mechanical properties. The opposed-phase mode, on the other hand, is slower. 
The fast mode is similar to a compression wave in a monophasic medium, impos-
ing a periodic modulation of bulk density. If both compartments are nearly incom-
pressible, the achievable density changes are minuscule. However, the slow mode 
represents motion of the two compartments relative to each other, so that in a 
small volume element, the concentration of one compartment increases whereas 
the concentration of the other one decreases. This does not have to lead to a modu-
lation of bulk density, so that larger wave amplitudes are possible for this mode.

Both modes were detected simultaneously in a poroelastic medium made of sin-
tered glass spheres and water using ultrasound as described in [15]. The propagation 
speeds of both wave modes in porcine lung tissue were quantified in [9].

4.3  Shear Waves

Most applications of elastography focus on the detection of shear waves and derive 
values for the shear wave speed or shear modulus as the quantity of interest. In this 
section, we will therefore look at the dependence of the “effective” shear properties 
of a biphasic poroelastic medium.
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In analogy to the derivation of the compression wave by applying the divergence 
operator to Eqs. (4.6) and (4.7) we can also obtain the shear wave equation by using 
the curl operator instead. Using the shorthand notation cs/f = ∇ × us/f we can write 
the equations of motion as

 
1 112−( ) + −( ) = −( )∇×∇ ⋅β ρ ρ βs s f s s

  c c c s  
(4.22)

 
βρ ρ βf f s f f
  c c c 0+ −( ) = ∇×∇ =12 s  

(4.23)

On the right-hand side of the second equation we used the fact that the curl of any 
gradient vanishes. This allows us to establish a relationship between cs and cf:

 




c cf
s

f= −
−

ρ
βρ ρ

12

12

,
 

(4.24)

which we can insert into Eq. (4.22):

 

cs 1 1 112
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(4.25)

To calculate the right-hand side, we apply the curl operator to Eq. (4.4), exploiting 
the fact that ∇ × ∇ξ = 0 for any scalar function ξ:
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(4.26)

By combining the left-hand side of Eq. (4.25) with the right-hand side of Eq. 
(4.26), we can compose the wave equation for the shear wave in a poroelastic 
medium:
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β ρ ρ
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βρ ρ
ρ
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��
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1 β µ
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s s

effective
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(4.27)

Hence, for shear waves, the poroelastic medium behaves like a monophasic 
medium with density ρeffective and shear modulus μeffective. In contrast to compression 
waves, there is only a single shear wave mode, since the fluid does not support shear 
waves itself (μf = 0) and only acts as a “parasitic mass” through interaction with the 
solid, quantified by coupling density ρ12. The effective shear modulus is always less 
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than the shear modulus of the solid, since 0 ≤ (1 − β) ≤ 1. The effective density, on 
the other hand, is larger than the porosity-weighted density (1 − β)ρs, since ρ12 < 0. 
We can represent the effective density as ρeffective = (1 − β)ρs + X, X > 0. The effective 
shear wave speed is thus

 

υ
µ
ρ

β µ
β ρ

µ
ρ

υeffective
effective

effective

s

s

s

s
s= =

−( )
−( ) +

< =
1

1 X
.
 

(4.28)

The poroelastic shear wave is therefore always slower than a shear wave in a 
monophasic medium (υs) with density ρs and shear modulus μs, which is also an 
effect of the fluid “clinging” to the solid, thus increasing the mass to be accelerated 
without affecting the accelerating stress. A plot of υeffective as a function of β and T is 
shown in Fig. 4.3. In this model, fluid pressure has no influence on effective shear 
wave speed and shear modulus. However, the shear modulus is sensitive to changes 
in the fluid volume fraction, β. As discussed in Chap. 20, β values above the physi-
ological normal state lead to higher shear moduli in the liver and lower values in the 
spleen and pancreas.

4.4  Poroelastic Magnetic Resonance Imaging

In this section we will review the assessment of poroelastic tissue properties by 
means of magnetic resonance elastography (MRE). MRE is based on inducing low- 
frequency mechanical vibrations in the tissue of interest, and then acquiring MR 
images at different time points of the oscillation cycle. The motion-encoding mecha-
nism explained in Chap. 2 is utilized to store information about the instantaneous 
tissue displacement in the phase of the complex MR signal. This allows one to restore 
the induced time-harmonic displacement field through post-processing. In a 
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Fig. 4.3 Effective shear wave velocities according to Eq. (4.28). The following parameters were 
used (unless indicated otherwise): β = 0.2, μs = 2000 Pa, T = 5. The shear wave velocity in a mono-
phasic solid material with the same shear modulus as the solid compartment is equal to the values 
for β = 0 (in (a)) and T = 1 (in (b)). Note that in (b), T = 1 is the lower bound for the domain of T, 
and υeff is well-behaved at this point; there is no singularity
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subsequent step, this wave field can be used to invert the wave equation, resulting in 
maps of elastic moduli, such as the shear modulus.

In its conventional form, MRI detects the signal from excited hydrogen nuclei in 
a strong magnetic field. Since we assume that in biological tissue both the matrix 
and the fluid are comprised mainly of water, the MR signal is a superposition of the 
solid and the fluid signals, and there is no straightforward way to separate them. 
However, for analysis of the opposed-phase wave mode, the MRI signal constitutes 
the superposition of motion in opposite directions. Luckily, the MRI signal equation 
allows us to draw conclusions even from this lumped signal, as we will show in the 
following paragraphs.

The MRI signal from a voxel r is typically represented in polar form as

 
S Sr r r( ) = ( ) ⋅ ( )eiφ  

with signal magnitude S ≥ 0  and signal phase ϕ. If the voxel contains fluid and 
solid components, the resulting signal is a superposition of the two:

 S S S= ⋅ + ⋅f i s ie e
f sφ φ .  (4.29)

Note that we dropped the dependence on r for the sake of legibility. Furthermore, 
we will only consider the motion-induced part of the phase that was generated by 
the motion-encoding gradients, and we will ignore all other contributions to the MR 
signal phase, such as the susceptibility background. If the two compartments move 
in-phase, with the same amplitude, then 

 φ φ φs f= ≡  

and thus

 
S S S= +( ) ⋅s f ie φ .  

On the other hand, if the two compartments move in opposite directions with the 
same amplitude in the opposed-phase wave mode, their signal phases have opposite 
sign:

 φ φs f= + π,  

so that we can simplify Eq. (4.29) to

 
S S S= −( ) ⋅f s ie

sφ .  

The implication is that, if the two signals do not have the same magnitude, the 
compound signal will be representative of the stronger of the two signals. The abso-

lute signal strengths from the two compartments, S f  and S s , cannot be quantified 
in a straightforward way, since they depend on too many parameters with complex 
interactions (such as hydrogen content, iron content causing faster signal decay, 
relaxation time constants, echo time of the MR sequence, proton mobility to name 
just a few). In first-order approximation one can assume a linear relationship 
between the volume fractions and signal amplitudes:
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S
S

f

s ≈
−
β
β1
.
 

Hence, for typical volume fractions on the order of β  ≈  0.2 [16], the solid 
accounts for the larger portion of the MR signal, so that the compound signal can be 
considered to represent the motion of the solid in a semiquantitative way. However, 
this statement only applies if it is assumed that the amplitudes of the solid and fluid 
oscillations are equal, which is not required by the theory. If this assumption is to be 
dropped, then more elaborate strategies have to be deployed to solve Eqn. (4.29).

4.5  Discussion

In this section we will discuss some of the implications of this version of poroelas-
ticity theory. All calculations were performed for biological tissues, assuming equal 
densities for the two compartments, ρs  =  ρf  =  1000  kg/m3, and equal moduli2 
Ms ≈ Kf = 2.2 GPa. The results might be different for poroelastic media for which 
these assumptions do not hold.

Figure 4.4 shows the dependence of the two pressure wave velocities on the 
poroelastic parameters β, H and T. Notably, the fast wave mode (υ−) is less strongly 
affected by these parameters than the slow mode (υ+). With a bulk modulus 
Ms ≈ Kf = 2.2 GPa (equal to that of water), the fast wave propagates at approxi-
mately 1500 m/s, in agreement with the value found as the speed of sound in medi-
cal ultrasound applications.

Next we analyze the relative volumetric strain amplitudes that the wave induces 
in the solid and the fluid for each of the two wave modes. From Eqs. (4.19) and 
(4.20) we can see that the solid volumetric strain amplitude ζ0 and the fluid 
volumetric strain amplitude θ0 are both proportional to a complex number α, which 
allows us to scale the amplitudes to arbitrary values. We set α = 1, so that ζ0 = 1, and 
analyze the dependence of the fluid strain on porosity β. The result for a medium 
with tissue-like properties is shown in Fig. 4.5.

The bulk volumetric strain resulting from either wave mode is given by

 
A = −( ) +1 β ζ βθ ,  

or

 
A = 1 0 0−( ) +β ζ βθ .  (4.30)

As stated above, in-phase motion requires compressibility of at least one of the 
two compartments, whereas opposed-phase motion can also occur in biphasic media 

2 The value of 2.2 GPa is the bulk modulus of pure water, which is the main constituent of  biological 

tissues. We neglect the influence of the solid shear modulus in the formula M Ks s s= +
4
3
µ , 

since, in biological tissues, μs is three orders of magnitude smaller than compression modulus Ks. 
We thus approximate Ms ≈ Ks.
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(4.20) (opposed-phase mode, b) if we set the solid displacement amplitude to ζ0 = α = 1. For the 
in-phase mode, the fluid displacement amplitude is mostly independent of porosity, whereas, for 
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tions are discussed in the text. The same parameters were used as in Fig. 4.4
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where both compartments are incompressible, since the opposed-phase wave mode 
is based on the exchange of mass rather than a change in density. In other words, in 
the opposed-phase mode, influx of one compartment into a volume element requires 
expulsion of the other compartment in such a way that the two effects on the bulk 
volumetric strain cancel. Mathematically, this implies that |A| = 0, i.e., that there is 
no net volumetric strain. This explains why θ0 diverges for β → 0 in Fig. 4.5b: if the 
solid strain amplitude is fixed at ζ0 = 1, as β decreases, θ0 has to tend toward −∞ to 
ensure that |A| = 0.

The in-phase wave mode, on the other hand, requires that at least one of the two 
compartments be compressible. In that case, total volumetric strain does not have to 
vanish. The resulting volumetric strain is therefore independent of β (in the simple 
case of ρs = ρf and Ms = Kf), as shown in Fig. 4.5a.

The resulting bulk volumetric strain according to Eq. (4.30) and its two constitu-
ents, (1 − β)ζ0 and βθ0, are shown in Fig. 4.6. It is clearly visible that the bulk strain 
amplitudes do not depend on porosity. However, this only applies for the special 
case where the densities and the bulk moduli of the compartments are assumed to be 
equal; otherwise, more complex relationships can emerge.

For practical applications, the number of viscoelastic parameters, H, ρ12 (or T), β, 
Kf and Ks, precludes inversion of the poroelastic wave equations, (Eqs. (4.11), (4.12) 
and (4.27)), which is routinely performed for monophasic media in MRE, as the 
corresponding equations are underdetermined if only the compound MRI signal 
(Eq. (4.29)) is measured. Instead, an effective medium approach, as outlined above 
for shear waves, is often used, resulting in an effective shear or compression modu-
lus. Effective moduli do not include any information on the poroelastic properties of 
the medium; however, their change between different physiological states, such as 
high pressure/low pressure or inspiration/expiration, can be explained by the under-
lying poroelastic model. Such pressure-dependent changes were observed by MRE, 
e.g., in the lungs [17, 18], liver [19] and brain [20], even though not all of these 
findings were discussed in a poroelastic context. More examples and further discus-
sion can be found in Chap. 20.
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 Conclusion
Poroelasticity provides a more apt description of biological tissues than the more 
common monophasic linear (visco)elasticity theory. However, the number of 
poroelastic parameters and the difficulties associated with their in vivo measure-
ment render its application in the context of ultrasound or magnetic resonance 
elastography challenging. One of the main benefits of poroelastic theory is that it 
can be formulated to incorporate hydrostatic pore pressure and its gradient, 
which would allow noninvasive pressure measurement as an alternative to cath-
eter-based invasive methods. Furthermore, recent research has shown a correla-
tion between tissue perfusion and shear stiffness (see Chap. 20). While the exact 
origin of that correlation remains to be further analyzed, poroelastic effects 
clearly play a role, as outlined in this chapter.
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5Physical Properties of Single Cells 
and Collective Behavior

Hans Kubitschke, Erik W. Morawetz, Josef A. Käs, 
and Jörg Schnauß

Abstract
Cells display a high degree of functional organization, largely attributed to the 
intracellular biopolymer scaffold known as the cytoskeleton. This inherently 
complex structure drives the system out of equilibrium by constantly consuming 
energy to conserve or reorganize its structure. Thus, the active, structurally orga-
nized cytoskeleton is the key player for the emergent mechanical properties of 
cells, which further determine properties of cell clusters and even multicellular 
organisms. In this spirit, this chapter introduces the physical principles on the 
different levels of biological complexity ranging from single biopolymers to tis-
sues. The emergent mechanical properties and their respective effects on each 
level will be highlighted with a strong emphasis on their intertwined nature.

5.1  Introduction

The tremendous complexity of biological matter emerges from the interplay 
between intertwined levels or scales, with each level contributing a rich repertoire of 
physical principles. To uncover these principles and their interplay has proven to be 
a nontrivial task since processes, which we consider the fundamentals of life, exist 
far from thermodynamic equilibrium. Thus, traditional, purely reductionist 
approaches are unsuitable to fully elucidate and describe biological soft matter [1–3]. 
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Generally, complex systems are difficult to capture by intuitive understanding, which 
rather impedes an abstraction of the system in form of a model. When dealing with 
living matter, we can refer to different levels of complexity, which can be assigned to 
physical scales [4]. In this framework, a higher level contains the lower level, and 
complexity necessarily increases, which can even lead to entirely new properties [1]. 
If principles of the macrostate are absent in the underlying microstate, they are con-
sidered emergent (e.g., a single fish cannot exhibit swarm behavior). The term emer-
gence describes the process leading to novel emergent properties, with the prefixes 
“micro” and “macro” not referring to definite length scales but to different levels of 
biological complexity [4]. For biological matter, a possible hierarchy might be 
described as

protein → filament → network → cell → tissue.

Using this hierarchy as a point of departure, we can aim at describing a given 
system only on the basis of the next underlying level of complexity, an approach 
termed hierarchical reductionism or coarse-graining [5, 6]. A biological tissue, for 
example, can be described as an accumulation of cells and extracellular matrix 
without considering subcellular structures. Further, cell mechanics can be described 
in terms of principles of networks of filaments. In this process, the problem is 
reduced, losing the detail of lower levels, similar to the use of computers, where not 
every single transistor has to be considered to operate the machine.

This chapter describes the physical principles emerging at the different levels of 
complexity and how they can be scaled up. In this context, it is important to clearly 
distinguish the concepts of self-organization (processes driven by energy dissipa-
tion) and self-assembly (processes driven by minimization of free energy, i.e., no 
energy is dissipated) [7–10]. With these terms at hand, we begin by introducing the 
lowest level of complexity, i.e., monomers and filaments, and proceed to the higher 
levels, successively describing the physical principles of cells, cell clusters, and 
tissues.

5.2  The Cytoskeleton

The cytoskeleton is a scaffold lending cells mechanical integrity and stability. It 
consists of three main constituents: actin, intermediate filaments (IFs), and microtu-
bules (MTs). These components form fibers in the micrometer range by polymer-
izing their monomers into specific arrangements, resulting in a different intrinsic 
filament stiffness for each class [11] (Fig. 5.1). The stiffness is commonly character-
ized via the so-called persistence length (lp) [12, 13]. This material-specific param-
eter is a measure of the fluctuation correlation along the filament backbone, 
quantifying over which distance an oscillation at a specific point (S0) at the back-
bone becomes uncorrelated to the movement of another point (S2) at the filament 
(Fig. 5.1). The persistence length can be directly observed, for instance, by analyz-
ing the average transverse fluctuations of filaments observed over time or by 
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evaluating their tangent–cosine correlation function [14]. Based on these methods, 
actin filaments have an lp of ~10 μm [15, 16], while MTs have a much longer lp in 
the range of millimeters [17]. Note that lp of natural biopolymers cannot be freely 
tuned and new model systems have to be used to derive the respective scaling laws 
[13, 18–20]. Since lp is derived via thermal fluctuations (imagine a fluctuating 
cooked spaghetti), it is a temperature-dependent parameter and cannot be consid-
ered a material-defining constant. However, by multiplying thermal energy, kBT, 
with the temperature, T, and the Boltzmann constant, kB, a new temperature- 
independent parameter called bending stiffness, κ = kBTlp, can be derived.

Besides their mechanical properties, which have a static function and serve as the 
cellular skeleton, the cytoskeletal filaments are also very dynamic structures, enabling 
rapid adaptive organization of the entire cytoskeleton to fulfill functions such as cell 
migration or division. Fascinatingly, the cell can use the same components for these 
somehow contradictory tasks, which is only possible because of permanent energy 
dissipation, permitting rapid transition between different states. Furthermore, although 
the cytoskeletal building blocks are preserved in almost every eukaryotic cell, induced 
morphologies vary substantially among different cell types. Even within a single cell, 
the cytoskeleton spatially organizes into various different structures responsible for 
differing sets of functions—a strategy known as multifunctionality.

The different filament architectures not only result in a wide range of different 
bending rigidities but also determine their role in dynamic processes. MTs, for 
instance, are very rigid and thus typically appear as individual fibers, extending 

a

b

Fig. 5.1 (a) Points (S) along the contour of a semiflexible polymer have different tangent vectors 
(t). If points are close to each other (S0 and S1), their tangent vectors are correlated and roughly 
point in the same direction. When points are further apart (S0 and S2), their tangent vectors are 
uncorrelated and point in different directions. (b) illustrates the stiffness regimes of the three major 
cytoskeletal components—microtubules (MTs), actin, and intermediate filaments (IFs). Different 
mechanical properties are a direct result of the differing filament architectures. l denotes the length 
of the filament and lp the persistence length [7]
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from the cell interior to the membrane (Fig. 5.2). Due to their outreach and rather 
straight structures, they are especially well suited for intracellular transport and for 
providing directed forces during mitosis and for organelle positioning [7]. Actin 
filaments, on the other hand, are semiflexible polymers and are typically arranged 
into networks and bundles driving processes such as cell migration. Actin filaments 
polymerize near the membrane (leading to high local concentrations as illustrated 
in Fig. 5.2) and effectively push the boundary of the cell forward. In this dynamic 
process, actin monomers depolymerize at the filament ends pointing toward the 
cell center. These monomers subsequently travel to the front to reenter the polym-
erization cycle, a process called treadmilling [7, 21]. Due to their highly dynamic 
nature, actin filaments can trigger rapid cellular changes. Additional components 
such as cross-linking proteins or active myosin motors substantially enrich both 
their mechanical and dynamic phase spaces. It should be noted here that biological 
force generation is commonly attributed to the activity of molecular motors [11]. 
However, recent studies have demonstrated that actin as well as MT-based force 
generation can be driven solely by entropic arguments without requiring any 
energy dissipation [22–28].

In general, actin turnover and interactions with molecular motors are persistent 
processes in biological matter, resulting in substantial energy consumption. In 
eukaryotic cells, for instance, actin turnover alone can reach up to ∼50% of the total 
energy consumption [29, 30], which in turn indicates that minimizing energy con-
sumption has not been the most dominant evolutionary factor. Apart from molecular 
motors, all other actin accessory proteins influence the filament or network proper-
ties without consuming energy in a form of ATP or GTP. Accordingly, regulatory 
functions can be roughly classified as modifications of either polymerization 
dynamics, cross-linking, or filament nucleation [7, 21].

Cytoskeleton biopolymers:
Microtubule

Cortical actin network

Nucleus

Centrosome

Cell membrane
Lamellipodium/lamellum

(Actin network for cell migration)

Focal adhesion

Filopodia

Actin network
Microtubule

Intermediate filaments

Fig. 5.2 Schematic drawing of a crawling cell on a 2D substrate showing the most prominent 
locations for the three types of cytoskeleton biopolymers. MTs are typically nucleated at the cen-
trosome and span the largest portion of the cell. IFs are most commonly found around the cell 
nucleus, whereas actin filaments form dense networks close to the cell membrane. Particularly, 
dense and dynamic actin networks are found at the leading edge of migrating cells (forming lamel-
lipodia and filopodia) [7]
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IFs are much less studied than the other two main components of the cytoskele-
ton. Additionally, IFs describe not only one specific polymer but a rather heteroge-
neous class of biopolymers, which form extended networks and thus substantially 
contribute to cell mechanics [31, 32]. Different types of IFs performing specific 
cellular tasks have been identified [33]. However, a general feature of all these cyto-
skeletal biopolymers is that they undergo growth and shrinkage by addition or sub-
traction of monomers. Therefore, their length is adjustable in a dynamic fashion and 
highly depends on stochastic fluctuations [32, 34, 35]. Further, their dynamic orga-
nization is largely determined by a complex interplay with a multitude of molecular 
accessory proteins, which nucleate, sever, cross-link, weaken, strengthen, or trans-
port individual filaments [11]. The dynamic, self-organizing cytoskeleton is pow-
ered by energy-dissipating ATP or GTP consumption, mainly fueling two key 
processes: hydrolysis-powered depolymerization/polymerization of filaments and 
molecular motor-driven filament/motor transport [7]. Unlike IFs, MTs and actin are 
polar structures due to their asymmetrical polymerization and depolymerization 
dynamics (treadmilling) caused by their differing critical concentrations at the two 
ends. These two different critical concentrations are a direct result of ATP or GTP 
consumption, thus reflecting the intrinsic non-equilibrium process, which exerts 
substantial pushing forces [36]. The arising polarity is crucial for molecular motors 
to be able to move in a specific direction, enabling controlled cargo transport as well 
as directed pulling forces [37].

5.3  Rheology

Rheology is the study of deformation responses of materials to applied forces. The 
deformation response to constantly acting forces depends on whether the material is 
categorized as a solid or a fluidlike material. In solid materials, the magnitude of the 
deformation, typically elongation, scales with the applied force, e.g., an elastic 
spring under tension. Solid responses may also include plastic deformations such as 
overstretching a spring beyond its elastic limit, which permanently deforms it. The 
so-called viscous deformation response of a fluidlike material describes how the 
deformation rate scales with the applied force, e.g., ketchup flowing out of a bottle 
or squeezing glue out of a tube.

For biological samples—in this chapter single cells and soft tissues—visco-
elastic responses to small forces have two distinct time scales: on short time 
scales, from split seconds to minutes, tissue deformation is proportional to 
applied forces and will recover to return to its initial form after stress release. 
This is easily confirmed by pressing against muscular or fatty tissue, where 
responses are nearly elastic. On long time scales (days to months), tissues tend to 
behave like highly viscous fluids, enabling body modification such as stretching 
lips by inserting lip discs, as, for example, practiced by the tribes of Mursi and 
Surma residing in Ethiopia [38] and the south American peoples of the Kayapo 
and Botocudo [39], or earspools (“flesh tunnel”) in western subcultures and vari-
ous African and American tribes [38, 40]. Materials which are governed by both 
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elastic and viscous behaviors, such as most biological tissues, are considered 
viscoelastic materials. Examples of deformation responses are presented in 
Fig. 2.5 of Chap. 2.

Besides these passive responses, cells and tissues can actively react to environ-
mental cues. Well-known active force generators are myosin motors, which exert 
pulling forces on actin filaments. This interaction is crucial on the cellular level for 
processes such as single-cell motility as well as on the tissue level, e.g., for muscle 
contraction. Many active processes are complexly intertwined with cellular path-
ways or immune responses and can highly influence the material properties of cells 
and tissues.

While the qualitative description of biological materials is straightforward, quan-
titative descriptions involve a profound theoretical background and mathematical 
models. The main goal of quantitative description is to gather material parameters 
from biological tissues. Since material parameters should describe intrinsic proper-
ties, they should be—in the best possible case—independent of features of the 
experimental setup such as applied forces, size of the tissue, or type of experiment 
conducted. This chapter will outline the theoretical minimum needed to adequately 
describe single cells and biological tissues later on and will introduce the concepts 
and terminology needed to understand the following chapters. Special cases such as 
nonlinearity and temperature dependencies are deliberately neglected here and are 
partially discussed later.

5.3.1  Step Experiment

As a starting point, consider a cuboid of tissue. The deformation response will 
depend on the strength of the force and how it is applied, i.e., on which side and in 
which direction. Vice versa, if a given deformation is forced upon the material, an 
internal force will arise accordingly. For the sake of simplicity—mathematical and 
explanatory—we restrict the possible types of force and deformation application to 
the types illustrated in Fig. 5.3: a longitudinal sudden force experiment and a trans-
verse shear experiment.

In the stretching experiment, the force is applied equally on two counter-facing 
sides (red-dashed lines), resulting in an applied stress σ (force per area). The mate-
rial will expand by Δx in the stretching direction and retract by –Δy perpendicular 
to it. The resulting elongation is measured as strain, i.e., relative extension γ = Δx/x 
(a tensor notation of linear strain is given in Eq. (2.6) of Chap. 2). Contraction 
occurs due to internal forces of the material, usually since many materials, such as 
water, are nearly incompressible. The relation between axial strain and transverse 
strain is captured in the Poisson ratio ν given by

 
ν = − = −








∆
∆

∆
∆

y y
x x

V
V

x
x

/
/

,1
2

1
 

(5.1)

with volume V of the cuboid and all further parameters as sketched in Fig. 5.3a. 
The Poisson ratio is a dimensionless unit and typically ranges from 0 to 0.5. A value 
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close to 0 means nearly no lateral contraction upon pulling, while a value close to 
0.5 means that the material is nearly incompressible. The Poisson ratio for biologi-
cal microtissue samples was found to be on the order of ν = 0.45 [41]. Lower values 
can be found in multiphasic tissues, in which a fluid phase is allowed to freely move 
(see Chaps. 3 and 4).

For simplicity, only constant step stresses, as illustrated in Fig. 2.5 of Chap. 2, 
are considered in the following. When applying such a constant stress profile, σ0, 
starting at t = 0, strain γ can be expressed as

 
γ σ

γ
σ

t D t D t
t( ) = ( ) ( ) = ( )

0
0

or ,
 

(5.2)

where t denotes time and D(t) denotes tensile creep compliance. This parameter is 
usually unique to the type of material measured. For a perfect elastic, springlike 
material, tensile creep compliance reduces to a constant, D(t) = 1/E, where Young’s 
modulus E describes the stiffness of a solid material under forces very similar to the 
spring constant of an elastic spring. The higher it is, the stiffer the material. Muscle 
tissue, for example, has an average Young’s modulus of 2.12 ± 0.91 kPa [42], while 
cancellous/trabecular bone has 14.8 ± 1.4 GPa [43, 44]. An overview of elastic prop-
erties of tissues has been presented in a review by Akhtar et al. [45].

For a perfect viscous, fluidlike material, the tensile creep compliance will follow 
D(t) = t/η, where η is the viscosity of the fluid. The higher the viscosity of a material, 
the slower the flow speed for given forces will be. Honey, for instance, has a viscos-
ity between 2.54 and 23.4 Pa · s (at 25°C, depending on moisture and sugar composi-
tion) [46], while blood has 4 mPa · s [47].

For viscoelastic materials, the detailed time-dependent response will be more 
complicated. Examples for illustration are presented in Fig. 2.5 and Fig. 5.4.

y

x+∆x

y+
∆
y

x

σ

a b

y

∆xx

Fig. 5.3 The two archetypes of deformation response experiments in rheology. (a) shows the 
stretching mode, where two counter-facing sides are pulled apart perpendicular to the surface. The 
material elongates in the direction of the applied force and contracts perpendicular to it. (b) shows 
the shear mode. A strain is applied on the upper side, and the strain response is measured on the 
lower side
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If a step strain γ0 is applied, instead of a step stress, the corresponding stress 
response σ(t) will be given by

 
σ γ

σ
γ

t E t E t
t( ) = ( ) ( ) = ( )

0
0

or ,
 

(5.3)

with the elastic modulus E(t), also known as time-dependent Young’s modulus, 
which is in principle the inverted tensile creep compliance. The two material param-
eters—tensile creep compliance and elastic modulus—are not independent. In fact, 
one can translate tensile creep compliance to elastic modulus and vice versa. The 
conversion can be done using Laplace transform :

 
 E t D t

s
( )  ( )  =

1
2 ,  

(5.4)

with the complex frequency parameter s = σ + iω. Because the interpretation of elas-
tic modulus E(t) is more straightforward—the higher the modulus, the stiffer the 
material—it is more commonly used in the scientific community than creep 
compliance.

5.3.2  Oscillatory Experiment

The second measurement archetype is the shear experiment (Fig. 5.3b), in which a 
cuboid of material is fixed between two plates. On one plate, a shear stress is applied, 
and, in the opposite plate, the strain response is measured. Vice versa, applying a 
strain and measuring a stress response would give the same qualitative result. 
Commonly, forced strain γin is a sinusoidal alternation at frequency ω with a chosen 
maximum strain amplitude γ0:

 
γ γ ωin t t( ) = ( )0 cos .  

(5.5)

The response to stress on the second plate will depend on the material, either 
elastic, viscous, or viscoelastic. In Fig. 5.5 the three types of responses are illus-
trated for applying a shear strain and measuring the stress response and vice versa. 
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Fig. 5.4 Graph of the 
strain response of cells 
(blue, including confidence 
interval) under a step stress 
in an optical stretcher. The 
applied stress is 
proportional to the laser 
power (green). After 2 s, 
the stress is released and 
the cell relaxes again. A 
detailed description of the 
optical stretcher can be 
found in the next chapter
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In either case, the response is also sinusoidal but phase shifted, if the material is not 
purely elastic. Since cases (a) and (b) in Fig. 5.5 give principally the same results, 
but with inverted cause and effect, we henceforth focus on case (a), applying strain 
and measuring stress, as this is the more common experimental method.

As the viscoelastic stress response will be sinusoidal with an added phase shift—
the strain lags behind the stress—it is possible to use some basic trigonometric 
identities for dealing with sines and cosines in an elegant way. Nonetheless, the 
solution for viscoelastic materials can already be explained qualitatively since the 
response of elastic and viscous materials is already known.

For elastic materials, the resulting stress, σela , is proportional to the applied 
strain, γin, giving

 
σ σ ωela elat t( ) = ( )0, cos ,  (5.6)

since γin is also a cosine function. In contrast, for a viscous material, the strain rate 
is proportional to stress, meaning that stress will be highest when strain changes the 
fastest and stress will be zero when strain is constant. Therefore, the viscous stress 
response will be out of phase by 90°:

 
σ σ ωvis vist t( ) = − ( )0, sin .  (5.7)

Intuitively, the stress response of a viscoelastic material can be found as the sum 
of the elastic and the viscous response:

 
σ σ ω σ ωVE ela vist t t( ) = ( ) − ( )0 0, ,cos sin .  (5.8)

Analogous to the tensile creep compliance presented in the previous chapter, we 
can define the complex shear modulus given by

 
G t

t
G t G t∗ ( ) = ( )

= ( ) ( ) − ( ) ( )′ ′′ω
σ ω

γ
ω ω ω ω,

,VE

0

cos sin ,
 (5.9)

stress
strain

strain
stress

elastic
viscoelastic
viscous

elastic
viscoelastic
viscous

time time

a b

Fig. 5.5 Sketches of the shear–strain relation in the shear experiment. In (a), a shear strain is 
applied (gray), and the stress response is measured, while in (b) a shear stress is applied, and strain 
is measured. An elastic response (blue and red, respectively) is in phase, while a viscous response 
is phase shifted by 90° (positive direction in (a), negative direction in (b)). The phase shift will be 
between 0° and 90° for a viscoelastic response
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with storage modulus G′ and loss modulus G′′.
A viscoelastic material can therefore be characterized by the ratio of the viscous and 

the elastic stress response amplitude for a given frequency [13]. The higher the viscous 
amplitude relative to the elastic amplitude, the more viscous than elastic a material is at 
that given frequency. The elastic and viscous response can be different for varying 
shear frequencies (see Fig. 5.6. The ratio of both amplitudes also defines phase shift 
angle δ, like in Fig. 5.5, given by the following equation (see Eq. (2.44) in Chap. 2):

 

tan .,

,

δ ω
σ
σ

ω
ω

( ) = =
( )
( )
′′
′

0

0

vis

ela

G
G  (5.10)

For the quantitative part, the basic trigonometric identities mentioned above are 
needed. As the elastic and viscous amplitudes cannot be measured independently in 
shear experiments, we have to convert G∗ from a sum of a sine and a cosine to a 
single cosine (or sine) including phase shift. After conversion, we obtain

 
G t t∗ ∗( ) = ( ) +( )ω ω ω δ, G cos ,  (5.11)

where |G∗(ω)| denotes the measured absolute amplitude given by

 
G∗ ( ) = ( ) + ( )′ ′′ω ω ωG G2 2 .  (5.12) 

The storage and loss modulus can be recovered via G′(ω) = |G∗| cos δ and 
G′′(ω) = |G∗| sin δ.

This representation of complex shear modulus G∗ is most suited for experimental 
data since it includes absolute amplitude |G∗(ω)| and phase shift δ, both of which are 
quantities that are easily measurable in any oscillatory shear experiment for any 
frequency. Complex shear modulus G∗(ω) is the favored material parameter in the 
scientific community since it has a more convenient interpretation, basically the 
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Fig. 5.6 Graph of the elastic and viscous shear modulus (extracted from the complex shear modu-
lus) and phase angle of an actin polymer network measured with a rotation shear rheometer. For 
low frequencies (10−2 Hz and lower), actin is easier to deform on long time scales of 100 s, which 
cause a significantly lower storage (blue) and modulus (green). Deformability, both elastic and 
viscous, increases with frequency. As the phase angle increases with frequency, actin becomes 
more and more viscous in its response
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same as elastic modulus E. Also, rotation shear rheometers are predominantly used 
for oscillatory shear experiments, which can directly measure the storage and loss 
modulus for a broad frequency range. If instead a shear stress is applied and a strain 
response is measured (Fig. 5.5a), the calculations above can be done analogously 
and will result in the complex inverse of G∗(ω), i.e., complex compliance 
J∗(ω) = 1/G∗(ω). A typical complex shear modulus graph is depicted in Fig.  5.6, 
showing the frequency-dependent response of an actin network under strain load.

In addition, the previously introduced elastic modulus E(t) and tensile creep 
compliance D(t) can also be converted to complex shear modulus G∗(ω). Details of 
the conversion will be omitted since it involves advanced calculus and will not give 
more insight into the material properties of biological tissues.

5.3.3  Modeling Viscoelasticity

Modeling the complex time dependence of tensile creep compliance or the elastic 
modulus of viscoelastic materials is often done via constitutive equations and/or mod-
els. In a simplified, coarse-grained vision, cells can be considered as polymer scaffolds 
(cytoskeleton) filled with a viscous fluid (cytosol) and functional entities (organelles, 
which are obstacles in the polymer meshwork), or, put simply, the cytoplasm responds 
like a water-filled sponge [48]. The cytoskeleton is the main contributor to elastic 
behavior, while the flow and friction of the cytosol and organelles contribute to the 
viscous response. The combination of both results in an overall viscoelastic response.

An ideal spring with its elastic response, simulating the cytoskeleton, and an 
ideal dashpot, simulating the viscosity of the cytosol, can be interconnected to set 
up toy models simulating viscoelastic responses. We will give here only a short and 
shallow overview on how viscoelastic properties can arise from the combination of 
perfectly elastic and viscous subunits. When combining a spring and a dashpot in 
parallel in the so-called Kelvin–Voigt model, the applied stress is distributed 
between the spring and the dashpot as captured in the following simple equation:

 
σ σ σtotal spring dashpot= + .  (5.13)

In addition, the strain of the spring and dashpot will be the same as the total 
strain:

 
γ γ γtotal spring dashpot= = .  (5.14)

With this set of equations, the time-dependent strain response γ(t) of the Kelvin–
Voigt model (and analogously for the Maxwell model) for any given time- dependent 
stress σ(t) can be calculated. With the recipe given above, more complex models, 
possibly featuring more material details for different time scales, can be set up using 
more than one spring and dashpot. Introduction of another dashpot in series, for 
instance, accounts for permanent plastic deformation. Furthermore, these models 
can be applied to any type of experiment—shear and pulling/pushing mode, stress 
or strain application, and oscillatory and stepping mode—rendering them univer-
sally applicable. These models are therefore widely used in the scientific commu-
nity as a first top–down approach.
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Another modeling approach originates from polymer physics allowing to derive 
many scaling laws from basic principles [12]. Scaling laws are powerful, predictive 
tools and are generally found in biological systems [49–51]. For instance, the basal 
metabolic rate P of mammals is approximately proportional to their mass M to the 
power of three fourths (P ∝ M3/4). For single cells and tissues, scaling laws can be 
found for the strain response under stress load (γ ∝ σ0 · tα) [52–54]. For a scaling 
exponent α between 0 and 1, a viscoelastic response can be modeled, including the 
limit cases of α = 0 and α = 1, corresponding to a purely elastic and purely viscous 
response, respectively. Indeed, scaling behaviors of material parameters, such as G∗ 
and E, can be found in various biological systems [55]. They can be also derived 
from more fundamental principles of polymer interactions [12] and hold even for 
advanced theories, i.e., the glassy wormlike chain [56, 57] including nonlinearities 
like strain hardening and softening [58]. More modeling approaches for cells and 
tissues can be found in [59, 60].

However, many approaches assume a passive material, which might not be the 
case for biological matter on time scales of minutes or longer [60]. Introducing 
active responses, and therefore active force generation, in models is a challenging 
task since many active processes cannot be described with ease in a coarse-grained 
manner. Modeling force generation of myosin motors, however, has made signifi-
cant advances, and appropriate models have been introduced [61–65].

Besides active responses, when probing the mechanical properties of biological 
matter, the effect of temperature should not be neglected. The temperature should 
always be in a physiological range since many processes in organisms are highly 
temperature dependent, e.g., polymerization and depolymerization rates of actin and 
microtubules [66, 67] as well as motor activity of myosin, dynein, and kinesin [68]. 
Temperature also affects passive material properties as many materials become less 
viscous at higher temperatures. Honey, for instance, is much more viscous at lower 
temperatures [46]. In detail, the viscosity of honey follows an Arrhenius law [69]:
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where η(Tref) is the viscosity of the material at a given reference temperature, kB the 
Boltzmann constant, and EA the activation energy of a transition of states, usually 
energy barriers of chemical reactions or binding energies. This effect, commonly 
known as time–temperature superposition, can be observed for single cells [70]. 
However, many cells do not show this clear relation, and the temperature depen-
dency of their responses is more complex [71].

5.4  Mechanics on the Cellular Level

Modeling is often limited by strong interactions across multiple levels of complex-
ity. Already on a cellular level, the many cell organelles and functional groups make 
it difficult to grasp the cell “as a whole” in terms of a coarse-grained system. As the 
internal structures of cells are already highly anisotropically distributed, it might 
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appear counterintuitive to describe the behavior of a whole cell as a coarse-grained 
system. It turns out, however, that many of the introduced concepts are no oversim-
plifications per se and that biological systems can often be described in such a 
simplified manner. As long as cells (and/or tissues) are not actively reacting to 
applied forces and deformations, cell mechanics can be understood as an emergent 
consequence of the cytoskeletal network level. To push this conceptual approach 
even further, key aspects of cell migration [72] or cell shape [73] can be described 
without considering details of the filamentous or the molecular level by solely using 
very fundamental hydrodynamics-based descriptions [74].

Biological cells can be structurally regarded as polymer-filled entities enclosed 
by a nearly impenetrable membrane. Due to the considerable backbone stiffness of 
actin filaments and microtubules, mechanical integrity is already given for relatively 
large mesh sizes and low-volume fraction. An analogy for this concept is a tent, 
which mechanically stabilizes a certain volume with enough space for passive and 
active molecular transport. As described in the cytoskeleton chapter, the three main 
components, actin, microtubules, and intermediate filaments, can form emergent 
structures such as networks and bundles [7, 75]. Although cells come in a broad 
phenotypic diversity, including keratinocytes, fibroblasts, and neurons, the cytoskel-
etal composition does not necessarily need a thorough overhaul. Usually, slight 
compositional variation or introduction of active processes, i.e., molecular motors, 
is often sufficient to generate this rich pool of structural appearances. Additionally, 
many other cellular components contribute to the mechanical behavior.

The main actors in this scenario are the nucleus, the cytoskeleton, and the cell 
membrane. While these structures are functionally and mechanically intertwined, 
effects can be specifically attributed to certain subcellular structures. Whole-cell 
deformations like squeezing or stretching of the cell body are mostly affected by the 
cytoskeleton as it is the most extensive structure in the cell. Small deformations in 
the linear regime (up to 5% [58]) are dominated by actin and intermediate filaments 
[76]. For larger deformations between 5 and 25% strains, nonlinear effects of the 
actin cytoskeleton can result in nonlinear responses, e.g., strain stiffening [77–79] 
and—paradoxically—also strain softening [80, 81] (the paradox is resolved in [58]). 
Even larger elongations are intercepted by microtubules and ultimately limited by 
the integrity of the membrane. Lamellipodia and other protrusions also rely on the 
stabilization by cytoskeletal filaments. Nuclear mechanics come into play when 
cells are moving in narrow spaces or are heavily compressed [82, 83]. Passing of 
narrow channels is dependent on the viscous response of the nucleus to such con-
finement [83–85], and the nuclear lamina will actively respond to environmental 
stiffness [86, 87]. The mechanical response of cells is also influenced by their mem-
brane, and diseases such as cancer can often cause membrane alterations [88, 89]. 
Small indentations (tenth of cell diameter) and pulling forces (sub-nano-Newton) 
are a matter of membrane bending rigidity, while global (and quasi-global) indenta-
tions are influenced by effective membrane tension [89, 90]. Furthermore, mem-
brane rigidity influences the extent of mechanosensing signaling pathways. This 
also holds for self-induced invaginations and blebbing, i.e., exo- and endocytosis, 
receptor binding, and treadmilling. When discussing processes beyond these 
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circumstances and on the scale of a whole cell, the entanglement of these differently 
behaving structures has to be taken into account. Still, the cytoskeleton can be con-
sidered the most influential part of the cell regarding mechanical behavior.

The strong influence of the cytoskeleton on the overall mechanical properties is 
striking when looking at the elastic modulus E of most cells. It ranges from unex-
pected low values [52] of some hundred Pa in glial or neuronal cells [91] to tens of kPa 
in human thrombocytes [92], illustrating the high variability and adaptivity of cells 
compared to classical and synthetic materials. As parts of the cytoskeleton are in con-
stant treadmilling, appearance and mechanical structure are not persistent and allow 
the cell to adapt to its environment, rendering the cytoskeleton self-regulatory.

From the broad range of elastic moduli of different cell types and completely 
different functions, it is apparent that cell mechanics is a vital component of cellular 
functioning [93–97] including mitosis, where the cytoskeleton undergoes a signifi-
cant overhaul enabling controlled cell division [98].

5.4.1  Probing Techniques

Cell rheology probes the response of cells to applied disturbances. As already 
explained in detail in the rheology chapter, responses and disturbances are usually 
forces and deformation or vice versa. Since material parameters like the complex 
shear modulus are in principle independent of the probing technique, a variety of 
techniques have been established based on different physical concepts to generate 
stresses or strains. Table 5.1 summarizes the most common probing techniques for 
single cells. Another reason for this variety is that every technique has its own work-
ing range of stresses and strains and temporal resolution and probes a cell either 
locally or globally. Nonetheless, due to the high structural heterogeneity of single 
cells including local mechanical alterations, it has turned out that directly compa-
rable, consistent results are difficult to obtain. One eminent question is what exactly 
is probed since the main components of the cytoskeleton already differ in their 
mechanical properties. Also, adherent cells, which form prominent stress fibers on 
substrates [99], differ in their responses from suspended cells, in which actin con-
glomerates to a shell-like cortex below the membrane [100, 101]. It remains an open 
question whether (and how) results obtained for adhered and suspended cells 
compare.

The comparably simple and inexpensive micropipettes were one of the first tools 
for characterizing cell mechanics via micropipette aspiration [117], albeit it is lim-
ited by inherently lower throughput due to long preparation and measurement times. 
In the earliest application of this method, blood cells with different diameters were 
used and analyzed with regard to their response to higher or lower suction pressure 
(=stress). In general, any suspended cell can be probed including isolated cells from 
tissues [103]. If a very small pipette diameter is chosen, the local mechanical prop-
erties can be probed, whereas larger pipettes can be used to suck in cells for global 
probing on time scales from seconds to hours [102], and deformations far from the 
linear regime can be obtained.
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Table 5.1 Cell mechanics probing techniques

Technique Range of application
Micropipette aspiration Local or global probing of strain and 

stress depending on diameter
Time range 1–1000 s [102, 103]

AFM/SFM indentation Low and high strains possible
Local or averaged probing
Frequency range 1–300 Hz
Force range pN–nN [93, 104, 105]

Active and passive optical trap rheology Probing of overall force and fraction 
of force transmitted to the 
environment
Local or global probing of stresses 
(Pa)
Force range pN–nN [106]

Passive bead rheology Passive method
Local properties of viscosity via 
diffusion
Energies of order kBT [107–109]

Magnetic bead rheology Local probing of elastic response
Frequency range 0.01–1000 Hz
Torques up to 130 Pa, linear [54, 
110]

Optical stretcher Local or global probing of stresses 
(Pa)
Forces 0.1 nN
Small strains of 1−10% [97, 101, 
111–113]

Real-time deformation cytometer (RT- DC) Global probing of deformation under 
high pressures
Stresses up to 500 Pa [114–116]

Micro-constriction array Global probing of deformation of 
cells
Cell nuclei deformation probing
Stresses up to 400 Pa [83]
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Another well-established method to determine mechanical properties of cells, 
which can be also extended to small tissue samples, is atomic (scanning) force 
microscope (AFM). Depending on the geometry of the cantilever, cells can be 
probed very locally by using a pointy tip [93], broadly locally by using a beaded tip 
[91, 104, 118], or globally by using a flat tip [119]. In terms of stress and strain 
application, the AFM is versatile, allowing indention times from milliseconds to 
minutes, only limited by drifting of experimental stages (which can be stabilized 
with slight sophistication [120]). The force application ranges from pN to nN, 
including forces beyond the linear limit [121, 122]. Furthermore, using an oscillat-
ing cantilever to induce oscillatory stresses allows complex shear modulus measure-
ments [41, 105]. One drawback of the AFM is the comparably low throughput due 
to possible long preparation times of the experiments, and since adherent cells are 
very flat, substrate stiffness and roughness affect the results and have to be consid-
ered [104]. Stretching of cells can also be done by letting the cell adhere to the 
cantilever first and subsequently pulling it away [123].

To circumvent the bottleneck of low throughput, further techniques make use of 
parallel preparation of cells by incorporating tracing beads and using passive 
Brownian motion (passive microrheology) or probing beads and actively displacing 
them (active microrheology) [124, 125]. The established method of analysis is 
based on cross-correlation of the motion of different beads and correction for local 
heterogeneities [109, 126]. Since artificial beads may be invasive, naturally present 
“tracers” such as storage granules, mitochondria, and other submicron particles 
were used with success [108, 127].

With the small size of the beads relative to cell size, both active and passive 
microrheologies are best suited to probe local rather than global mechanical proper-
ties. As microrheology is a contact method, it is highly dependent on the type and 
strength of linkage between the beads and the surrounding cellular structures [124, 
128] and, due to the heterogeneity of cells, a controlled binding affinity is yet to be 
achieved [124].

The most common active microrheological method is magnetic twisting cytom-
etry, which involves manipulation (usually twisting) of magnetic beads with an 
external magnetic field [54, 110, 129]. Since oscillating magnetic fields can be eas-
ily generated, many cells can be probed in parallel at once across a range of over 
four decades of frequencies. Limiting factors degrading measurement accuracy, 
however, include the exact determination of the bead’s magnetic moment along with 
bead-to-bead variation and the applied external magnetic field.

All probing techniques discussed so far are contact based and are therefore prone 
to be invasive and might measure cell mechanics in an altered state. Furthermore, 
for all techniques, cells have to be at least weakly adherent, introducing additional 
problems due to substrate influences even for techniques based on optically trapped 
probing beads [106]. These limitations and difficulties can be overcome by using 
optical manipulation and microfluidic techniques to measure single suspended cells.

For optical manipulation, the optical stretcher has been established. This tech-
nique is based on the momentum transfer of photons on interfaces with changing 
refractive indices. Two antiparallel laser fibers with divergent beam profiles can 
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generate an optical pressure force [130] enabling optical trapping at lower laser 
powers and deformation of cells at higher powers [101]. The optical stretcher can 
apply step stresses over a time-range from 0.1 s to tens of seconds, enabling creep 
compliance measurements [111, 112]. Applied stresses are in the Pa range, corre-
sponding to sub-nano-Newton forces, which depend on fiber-to-fiber distance and 
cell size. Cell mechanics can be probed locally for large cells and small fiber dis-
tances or globally for small cells and increased fiber distances. Since cells can be 
optically trapped for a prolonged period of time, active responses of single cells can 
be observed, for instance, active contractions of cells under force load [131]. 
Oscillatory stress application is also possible, however, with the restriction that only 
positive stresses (stretching of cells) and no negative stresses (squeezing of cells) 
can be applied [132, 133]. Therefore, the stress pattern will include an offset stress: 
σ(t) = σ0 + σ0 sin(ωt). Embedded in a microfluidic setup, the optical stretcher allows 
serial measurements of up to 300 cells per hour and subsequent sorting, which can 
be challenged by the global heterogeneity of cell stiffness [97, 101].

Related techniques are able to deform cells in a similar contact-free manner but 
are based on hydrodynamic instead of optical forces [116]. Here, cells are pushed 
through capillaries in a continuous flow. Sudden changes in capillary geometry 
alter the flow profile locally. Shear flow velocities are applied that are sufficient to 
generate force differences large enough to deform whole-cell bodies. With these 
techniques, immense throughputs can be achieved [114–116]. However, the very 
limited observation time for one cell (millisecond range) impedes long-term defor-
mation measurement, reducing measurable cell mechanics to the relative deforma-
tion of the cells after entering the measurement channel, i.e., the (time-independent) 
elastic modulus E.

Further details and comparisons of the different commonly applied probing tech-
niques can be found in [52, 55, 60, 121, 134, 135].

5.4.2  Comparability and Interpretation

The broad range of experimental techniques and their intrinsic advantages and dis-
advantages make it challenging to compare results obtained with different tech-
niques, especially quantitative results. Responses of suspended and adherent cells 
(as well as resting and migrating) will inherently differ from each other due to their 
altered geometries. Furthermore, probing a cell locally might not yield the same 
results as probing it globally. Even focusing on a single technique, defining the 
mechanical properties of a certain cell type is already nontrivial as cell-type stiff-
ness follows a broad, non-Gaussian distribution (which can be tackled by averaging 
over many cells in large cell monolayer shear measurements [136]).

Despite the given quantitative challenges, the broad range of experimental tech-
niques has yielded a comprehensive qualitative picture of cell mechanics covering 
various orders of stress and strain regimes [52, 124]. For instance, measurements 
with different techniques show a common power-law behavior of the complex shear 
modulus with only a slightly varying power-law exponent [107, 124, 134, 137, 138].
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Nonetheless, in order to compare experimental techniques, one has to overcome 
some drawbacks of these techniques, which often involve poor statistics and the lack 
of standardized measurement protocols. For some of the methods presented here, it 
is difficult to obtain enough data during the short time in which the mechanical prop-
erties are altered actively in response to environmental changes. On the other hand, 
the diversity of probing techniques is also an advantage. As different cell types occur 
in different environments, cell mechanics differ to suit their environment, e.g., red 
blood cells are more elastic since they have to squeeze through capillaries [11]. Thus, 
the most suitable technique for a given cell type can be chosen. Suspended cells like 
RBCs, for instance, can be measured more easily and rapidly in an optical stretcher 
or real-time deformation cytometer [83, 112, 115, 139].

5.5  Tissues

The mechanics of systems consisting of multiple cells are changed drastically by 
two elements that are not present at the single-cell level: adhesive contacts between 
cells and between cells and the extracellular matrix (ECM), enabling active 
responses of cells to their neighbors. Cell–cell communication via very basic inter-
actions, such as chemical feedback loops, can already lead to collective behavior of 
cells, e.g., swarm-like collective migration of keratinocytes [140] and collective cell 
migration during invasion and metastatic spread of malignant tumors [141]. 
Furthermore, strength and type of adhesive contacts direct force transmission and 
modulate cell migration and motility. As a consequence, cells can show collective 
structural behavior on different length scales ranging from organization of smaller 
subdomains in tissues with individual properties up to global quasi-frozen, glass-
like states with no (relative) cell migration as in epithelial layers [142], which com-
monly occurs as soon as increased adhesion force and cell density are introduced. 
Since active processes of tissues are emergent phenomena, they can strongly influ-
ence mechanical responses. Adhesive cell–cell contacts and ECM can highly con-
tribute to the stiffness and fluidity of tissues and span a phase space ranging from 
quasi-solid responses, e.g., epithelial tissue, to quasi-fluid materials such as migra-
tory cells in mesenchymal tissues.

5.5.1  Cell–Cell and Cell–Matrix Adhesion

Most types of cell adhesion are mediated by proteins of the family of cell adhesion 
molecules (CAMs). CAMs are typically transmembrane proteins with binding 
sites for the cytoskeleton as well as sites for trans- and cis-interactions with other 
CAMs or the ECM in the extracellular domain. In addition to adhesion, they func-
tion as cytoskeletal anchors and play significant roles in mechanosignaling [11], 
which elegantly illustrates the intertwined nature of the different levels of 
complexity.
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CAMs are often calcium dependent, and one of the most prominent CAM fam-
ilies is cadherins (a portmanteau word combining calcium and adhering). 
Cadherins come in three flavors and are usually associated with certain tissues 
(but are not restricted to these): E-cad, epithelial cells; N-cad, neuronal cells, and 
P-cad, pancreatic cells. They can appear as single free molecules but are usually 
ordered as nanoclusters linked to actin or as more complex desmosomes linked to 
the keratin cytoskeleton [143]. Differences in the function of these proteins are 
still under investigation, but changes in their expression rate can be correlated to 
changes of phenotype and behavior. In epithelial-to-mesenchymal transition 
(EMT), for example, cells lose their well-structured belt-like distribution of 
E-cadherins in favor of P- and N-cadherins [144]. At the same time, cells will 
regain their ability to move through tissue, a hallmark step in tumorigenesis and 
metastasis [145, 146]. In malignant tumors, this switch can promote directed inva-
sion into the surrounding tissue of small cell clusters, often regulated by messen-
ger RNA (mRNA). For instance, upregulation of miR-9, a short, noncoding RNA 
gene involved in gene regulation, leads to increased cell motility and invasiveness 
[147]. The increased expression of P-cad triggers polarization and directed move-
ment [148]. This results in cells moving in single file (Indian filing) out of the 
tumor, with a tumor cell or fibroblast as the leading cell [149]. The polarization of 
the fibroblast that moves away from the cancer cells is mediated by N-cad adhe-
sive sites [150].

Contact to the ECM is mainly established by integrins, which consist of two 
subunits, the α- and β-units, and can bind collagen, glycoproteins of the ECM 
(e.g., fibronectin), or both. There are several types of α- and β-units and conse-
quentially a broad range of different integrins. Like cadherins, they cluster into 
functional domains by focal adhesions. Binding of integrins to extracellular 
structures induces signaling cascades that intervene with basic cellular functions 
such as cell growth and apoptosis. Depending on the range of expression of dif-
ferent integrins, and subsequently the composition of focal adhesions, signaling 
pathways can be promoted or suppressed. Integrins such as αvβ3 or α5β1, for 
instance, are often found in cancer cells and seem play a role in cancer develop-
ment. They influence the mechanical behavior [151], invasiveness in ECM-rich 
surroundings [152], and cellular survival [153]. In addition, some integrins are 
known to form complexes with growth factors that induce EMT [154] and 
increase proliferation [155].

The mechanical feedback of cell–cell and cell–ECM interactions is a funda-
mental parameter for cellular regulation and shows its drastic influence in dis-
eases such as cancer [156]. Cells can modify their morphology and mechanical 
properties in response to a changing microenvironment [99]. Especially since 
cells can and do modulate their ECM and CAMs, they can be a strong promoter 
of metastasis formation [157]. This active reaction of cells to their microenviron-
ment becomes stronger with increasing malignancy, e.g., metastatic cells can 
mimic mechanical properties of neuronal cells [158] by reactivating (epigeneti-
cally) silenced genes [159–161].
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5.5.2  Tissue Dynamics and Collective Cell Behavior

It is a great challenge to define simple mechanical parameters for tissues. At small 
time scales and low strains, tissues show frequency-dependent complex shear mod-
uli [162]. At larger time scales, tissues can lose their viscoelastic behavior and show 
fluidlike mechanics—usually coupled to movement of single cells in the tissue and 
in a regime far from equilibrium dynamics. The two established main models 
describe tissues as glass-like, amorphous materials or as yield stress fluids. With 
both models, the active contribution of cells in the system is of interest. Softness of 
the cell body, adhesion strength to neighboring cells, and matrix as well as active 
forces determine whether a cell is able to migrate or not [163].

Analogies to glassy materials can be found in liquid- to solid-like glass transition. 
When the temperature of a glassy material drops below the glass transition point, 
molecules are strongly confined in their motion and fixed in a chaotic lattice. A cell 
system that reaches a certain density due to proliferation will exhibit similar behavior. 
Additionally, density-independent transitions can be observed when adhesion and 
stiffness of cells are modulated [164]. Inhibited migration and proliferation mark the 
point at which the system goes into a static (glassy) state [165, 166], a concept which 
can be transferred to tissues under high stresses. Epithelial layers, for example, have 
been shown to exert constant pulling forces that can influence their behavior [167].

Yield stress fluids show viscoelastic behavior to the point where a certain energy 
barrier has been overcome, when the material will start to flow. In this model, 
single- cell mechanics and stresses acting on the tissue are the main contributors 
[168]. Stress on the tissue, intrinsic or extrinsic, interacts with local adhesive 
mechanics, giving rise to either fluidlike or solid-like behavior. Especially homeo-
static stresses determine the flow of the tissue, and a tissue with higher homeostatic 
stress will invade surrounding tissues either as small, separate islands or as a front 
[169] (Fig. 5.7A1, A2).

In both cases, transitions can occur for the whole tissue at once, cell clusters in 
confinement, or for single cells within a tissue. Even when a tissue is above the 
transition point and remains static, some cells might be in a different state and still 
able to pass through it (Fig. 5.7).

A rheological approach to access the different states of tissues is measuring 
phase angle δ. Although this approach does not account for active cell migration, it 
allows estimating the fluidity of the tissue. δ near 0° (purely elastic) indicates a 
jammed state, while viscous, flowing tissue approaches 90°. To probe local proper-
ties of tissues, scanning force microscopy can be employed to create a map of vis-
coelasticity of a tissue slice that can be attributed to processes in the sample [170]. 
With standard bulk shear rheometers, global measurements can be performed to 
determine the overall viscoelastic properties [171]. Methods such as magnetic reso-
nance elastography enable direct measurement of complex shear moduli of a whole 
tissue or with spatial resolution [162, 172].

When parameters of single cells, such as adhesive and viscoelastic proper-
ties, are known, these can be used to draw conclusions regarding tissue dynam-
ics. The differential adhesion hypothesis (DAH) states that a mixture of cells 
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with different adhesiveness develops into an ordered state, separating subpopu-
lations accordingly [173]. The DAH holds true in morphogenesis, where cells 
demix like fluids with different surface tensions [174], but fails for cancer 
development. When cells undergo EMT, demixing can be observed, which 
seems to follow a more complex behavior [175]. Local jamming, unjamming, 
and tumor cell invasion are strongly related to these observations. When a 
malignant neoplasm forms, it constitutes a clearly separated bulk of tissue 
within the healthy stroma. Cells in the tumor exhibit altered mechanical behav-
ior and heavily remodel the ECM, but there is no obvious reason why a distinct 
boundary exists. As soon as the cells lose their epithelial phenotype, they show 
increased invasion [176]. Still, the primary tumor grows to a certain size before 
cells escape, which might have its origins in cellular jamming. Fibrosis, for 
instance, leads to a very stiff ECM [177], and the growth of the tumor creates 
pressure on the surrounding tissue and the tumor itself [178]. In other words, the 
tumor embeds itself in a strong matrix. This goes hand in hand with a tumor 
being a rigid mass, although single malignant cells tend to be softer when 
becoming more invasive [179]. While the self-driven confinement creates a 
jammed state within the tumor [180], the mechanical feedback leads to further 

Fig. 5.7 Wound-healing assay of two different cell types. In the upper panel, A1 and A2, an epi-
thelial cell layer starts at a certain time (A1) and closes the wound after 30 h (A2). The epithelial 
cell layer maintains its cell front and shows a coordinated, collective motion. A mesenchymal cell 
layer, B1 and B2, loses its front (B1) in this process and shows randomly walking single cells and 
no coordinated, collective motion after 30 h (B2)
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transitioning toward more malignant phenotypes [181]. Over time, the distribu-
tion of cellular softness becomes broader [97], and expression of CAMs is 
altered [144] up to the point where some cells undergo an unjamming transition 
and start to move out of the tumor [182]. It has to be noted that this cellular 
escape does not occur in a random pattern. Similar to embryogenesis, where 
cells follow the DAH, self- organization within the tissue is the first step. 
Collective migration in 2D assays can be observed, when the confluency of the 
layer confines cells, before the layer becomes jammed [183] (Fig. 5.7 A2). In 
3D, this cellular streaming has also been observed: small conglomerates of cells 
in an unjammed state form and migrate collectively, often following a leader 
cell [184]. This marks the start of metastatic spread, and the moment at which 
invasion begins heavily depends on the individual neoplasm. Some tumors will 
grow to immense sizes over months or even years before cells pass the boundar-
ies, while others metastasize within weeks of the original tumor formation.

 Conclusion

The eukaryotic cell is well studied with decades of research dedicated to vari-
ous branches and aspects ranging from classification of whole-cell types down 
to molecular details of protein folding processes [11, 185]. With the advance-
ment of techniques and detailed insights into biological matter, the cause and 
effect of many diseases could be attributed to certain functional or structural 
units and levels of complexity within the cell; for instance, sickle cell disease 
is often caused by only a single-nucleotide polymorphism (SNP) of the beta-
globin gene, which results in strand-like clustering of defective hemoglobin 
and consequently stiffening of red blood cells [186, 187]. Especially cancer—
as one of the most prominent maladies—is well studied on many levels of 
complexity [188], and crucial developmental steps and many biological 
changes in tumorigenesis were found and described [145, 146]. The develop-
ment of cancer is accompanied by major changes of the cytoskeleton, which 
are necessary for cancer cells to migrate and invade other tissues [97, 189]. The 
cytoskeleton usually gets softer with increased malignancy, as shown with dif-
ferent cellular probing techniques [115, 116, 179, 188–194]. These important 
insights render rheological material characterization of a viable tumor marker. 
At the tissue level, however, tumors are found to be stiffer than healthy sur-
rounding tissue due to a stiffer stroma and elevated cytoskeletal tension [177] 
although they are constituted of softer cells. While many emergent phenomena 
on the microtissue level will influence mechanical properties, many of them 
are physically characterized and quantified. While the biophysics of tumori-
genesis and tissue mechanics is qualitatively well studied. Still, the quantita-
tive description of demixing, jamming, and surface tension is under current 
investigation and remains promising with ongoing research on this frontier of 
science [163, 164, 183, 195–201].
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Glossary
Self-organization: Self-organization is an active, non-equilibrium process of 
an open system where energy is constantly dissipated and needs to be resup-
plied, for instance, to generate forces (such as the actin–myosin power stroke) 
or to organize dynamic structures (such as the lamellipodium for cell migra-
tion) far from the thermodynamic equilibrium [10].

Self-assembly: Self-assembly processes are solely based on equilibrium 
dynamics and are independent of energy dissipation. They occur spontane-
ously and tend to minimize the free energy of the system driving it toward its 
thermodynamic equilibrium without an additional energy source such as ATP 
or GTP. Self-assembly can occur in closed systems [10].

Persistence Length: Mechanical property quantifying the stiffness of a 
polymer relative to its length. The length scale on which the direction vectors 
of both ends of a filament lose their correlation.

Bending Stiffness: The resistance of a beam with unit diameter and length 
while undergoing bending. The higher the bending stiffness, the harder to flex 
the unit beam.

Molecular Motors: Molecular machines which consume energy (e.g., ATP, 
GTP) and convert it into motion or mechanical work.

Treadmilling: Steady-state phenomenon of cytoskeletal filaments, mostly 
actin, where one filament end depolymerizes and the other end polymerizes, 
leading to shrinkage and growth at the ends with no net length change of the 
filament.

Tensile Creep Compliance: The magnitude of the creep response of a unit 
bulk material for a given unit force load. The higher the tensile creep compli-
ance, the easier it deforms under force load.

Elastic Modulus (Young’s Modulus) or Shear Modulus: The resistance of a 
unit bulk material under axial load or under shearing load, respectively. The 
higher the elastic modulus or shear modulus, the harder to deform the mate-
rial. In incompressible materials, the elastic modulus is three times the shear 
modulus.

Exocytosis: Active transport of molecules out of the cell via a secretory 
vesicle as transport carrier.

Endocytosis: Active transport of molecules into the cell via encapsulation 
of the molecules with the cell membrane and formation of a vesicle as trans-
port carrier.

Receptor Binding: Binding of signaling molecules to transmembrane pro-
teins used for cellular and tissue response.

Mechanosignaling: Sensing and signaling of cells induce a response to 
mechanical, environmental cues.

Glass-like Material: Solid-phase state of a material, where the strong, non-
crystalline entanglement of the molecules, usually polymer chains, prevents 
an unhindered liquid-like flow and movement of the molecules for low ther-
mal energy. Above the glass transition temperature, the material can flow 
again.
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Abstract
All tissues and organs are composed of cells and extracellular matrix (ECM). 
The components of the ECM have important functional and structural roles in 
tissues. On the one hand, the ECM often dominates the biomechanical properties 
of soft tissues and provides mechanical support to the tissue. On the other hand, 
ECM components maintain tissue homeostasis, pH, and hydration of the micro-
milieu and, via signal transduction, also play a key role in ECM-cell interactions 
which in turn control cell migration, differentiation, growth, and death. 
Inflammation, fibrosis, tumor invasion, and injury are associated with the transi-
tion of the ECM from homeostasis to remodeling which can dramatically alter 
the biochemical and biomechanical properties of ECM components. Hence, it is 
possible to detect and characterize disease by sensing biochemical and biome-
chanical changes of the ECM when appropriate imaging methods are used. This 
chapter discusses ECM-specific magnetic resonance imaging (MRI) based on 
contrast agents and elastography from a clinical radiological perspective in a 
variety of diseases including atherosclerosis, cardiomyopathy, inflammation, and 
liver fibrosis.

6.1  Introduction

All tissues and organs of vertebrates are composed of cellular and noncellular com-
ponents, and the latter are often collectively referred to as extracellular matrix 
(ECM). Connective tissues of skin, cartilage, vessel walls, and intervertebral discs 
are rich in ECM and have the best-characterized ECM.  As early as 1929, the 
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adhesive and sticky properties of cells were linked to their self-produced ECM [1]. 
Initially, the ECM was thought to be a structural element of tissues only, but its 
active role in cell differentiation, development, cell migration and tissue homeosta-
sis is increasingly recognized [2, 3].

While there is an overwhelming diversity of structures and forms of biological 
tissues, the variety in the chemical ECM composition is fairly small. Essentially, 
fibrous proteins, glycoproteins (GP), proteoglycans (PG), glycosaminoglycans 
(GAGs), salts, and water (approx. 80% of the ECM wet weight) make up the ECM 
and thereby determine the biophysical and chemical environment of cells [3].

The biophysical properties of many tissues are largely governed by their ECM 
components and their interactions. The stroma of the eye’s cornea, for example, 
consists of regularly arranged collagen fibers that withstand large tensile forces giv-
ing rise to a large elastic modulus greater than 50 MPa [4]. In contrast, the vitreous 
body of the eye is mainly made up of hydrated polysaccharide gels immersed by 
sparse collagen fibers, resulting in an elastic modulus below 2 Pa [4]. This huge dif-
ference in elasticity on the order of 106 illustrates the crucial role of ECM structures 
for the mechanical properties of tissues. The components of the ECM are produced 
by tissue-resident cells and secreted into the ECM. Once the molecules have been 
secreted, they aggregate within the existing matrix to support cellular viability [3]. 
This insight led to the once predominant view of cells as the key components of tis-
sues. Many discoveries in recent years have led to a reappraisal, pointing to the 
importance of the ECM for many vital processes [5–8]. The ECM provides struc-
tural support, separates cells at tissue interfaces, and provides cellular signaling 
through cell-matrix connections such as focal adhesions. The latter influence cell 
morphology, movement, functions, and even cell fate. Cells and the ECM form a 
symbiotic unit that defines both the physiological functions and macroscopic prop-
erties of a biological tissue. The ECM is highly dynamic: chemical and structural 
changes occur during embryonic development and tissue homeostasis and can also 
be induced by pathophysiological stimuli and injury. These insights motivate 
research in the field of biomedical imaging aimed at identifying ECM-specific tar-
gets. The prospect of developing biophysical and molecular probes for ECM imag-
ing offers a promising direction of molecular medical imaging in parallel to the 
development of cell-specific imaging probes. In this chapter, we will review the 
foundations of ECM-specific medical imaging with a focus on clinical magnetic 
resonance imaging (MRI). Before continuing we give a brief overview of the com-
position and constituents of the ECM in soft tissues of vertebrates.

6.2  Composition of the ECM

The ECM is a mesh-like structure composed of the basement membrane (BM) and 
the interstitial matrix (Fig. 6.1). The BM is a highly cross-linked constituent of the 
ECM that is composed of sheetlike depositions secreted by epithelial cells and 
localized between the epithelial cells and the underlying connective tissue. The BM 
separates the epithelium from the stroma of any given tissue. The BM is always in 
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contact with the cells, provides structural support, divides tissues into compart-
ments, and regulates cell behavior [9, 10]. Overall, about 50 proteins are known to 
make up the BM of which approx. 50% are of the collagen type (especially type IV 
collagen). The BM is formed by three layers: the lamina densa, the lamina lucida, 
and a network of reticular collagen type III [1]. The lamina densa (collagen IV, 
perlecan, heparan sulfate proteoglycans (HSPG)) and the lamina lucida (laminin, 
integrins entactin and dystroglycans) form networks connected by nidogen (entac-
tin), which is also known to bind proteoglycans and fibulins [11]. The variability of 
the BM in different tissues is mainly due to the ratio of type IV collagen, laminin, 
and HSPG [9, 12]. Collagen IV fibers aggregate into a network and provide the scaf-
fold of a matrix with laminin as the central part. This matrix is essential for cells and 
other BM components that interact with each other such as perlecan, nidogen 
(entactin), fibulin, and collagen XVIII [13–18]. The laminin family of ECM glyco-
proteins is the major noncollagenous constituent of the BM and is also involved in 
cellular processes such as differentiation, migration, signaling, and tumor invasion. 
Laminins are composed of three nonidentical chains that combined form different 
heterotrimeric laminin isoforms, e.g., laminin 1 is a α1β1γ1 heterotrimer [19]. 
Laminin incorporation into the ECM is dependent on its interactions with other 
ECM molecules such as collagen IV, nidogen, fibulins, and other laminin mole-
cules. The major cell surface receptors for laminins are integrins, which have a high 
binding specificity for different cell types. Laminin function is altered by 

epithelium

capillary

fibroblast
fibroblast

a) type IV collagen  b) laminin
c) proteoglycans

d) cross-linked collagen triple helices
e) proteoglycans  f) elastin 
g) hyaluronan (background)

integrins

integrins

endothelial
cells

Basement Membrane

Interstitial Matrix

c

b

a

d

g e

f

Fig. 6.1 Diagram of the histologic structure of the ECM. The basic subdivision of the ECM into 
basement membrane and interstitial matrix is shown along with major structural components (col-
lagen and elastin) as well as the background matrix made up of proteoglycans and HA
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posttranslational modifications, i.e., covalent or enzymatic modifications during or 
after protein synthesis. Therefore, the detection of both laminin and integrin recep-
tors is required in order to study cellular function [20–23]. The components of the 
BM can be modified by structural or functional changes, e.g., as required for blood 
vessel formation (neoangiogenesis) and cancer progression [9, 23–25]. Furthermore, 
fibronectin attaches cells to different ECM components and forms part of the con-
nective tissue that is the ECM at interfaces and organ boundaries.

The interstitial or intercellular space is the other major ECM compartment next 
to the BM. Structural proteins such as collagens are mainly immersed in the inter-
stitial space. Collagens are the most abundant proteins of the ECM and account for 
roughly 30% of the total mass of proteins in the body. There are over 28 different 
types of collagen fibrils. Collagen types I, II, and III are the most abundant, and col-
lagen I constitutes nearly 90% of all the collagen in the human body. Collagens are 
mostly synthesized by fibroblasts, but epithelial cells also contribute to the synthesis 
of some collagens in the ECM. Skin, cartilage, tendons, and ligaments are particu-
larly rich in collagens, which form mechanical networks and supportive structures 
that determine the shear modulus and limit the extensibility of these tissues. In 
contrast, tissues with high stretching or bending capacity are rich in elastic fibers 
characterized by cross-linked elastin interspersed with fibrillins. Elastin is particu-
larly abundant in the walls of large arteries, skin, and lungs, influencing the linear 
tensile elastic properties of these tissues.

The major volume-occupying components of interstitial spaces are glycosamino-
glycan chains (GAGs) attached to the core proteins, forming proteoglycans (PGs). 
PGs are macromolecules consisting of a core protein heavily glycosylated by one or 
more covalently bound carbohydrate chains. The biophysical function of PGs 
depends on their bound GAGs such as keratan sulfate (KS) and dermatan sulfate 
(DS) chains, whose strong negative charge allows them to bind large amounts of 
water and to fill most of the interstitial space as hydrated gels [2] (see Fig. 6.2). 
Interstitial PGs can interact with collagens and thereby also influence the structural 
organization of tissues. Because of the incompressibility of water, hydrated proteo-
glycan gels constitute the main mechanical support of tissues against compressive 
forces, whereas fibrillar proteins such as collagen and elastin resist stretching forces 
[3]. PGs, such as aggrecan, provide lubricating function to joints and structural 
integrity to cells and allow cell migration and diffusion of cell factors essential for 
cell communication [26, 27]. PGs are also involved in the organization of BM struc-
tures and thereby influence epithelial cell migration, proliferation, and differentia-
tion. Thus, many biological functions involved in tissue development and 
homeostasis are mediated by specific binding of GAGs to macromolecules, mostly 
proteins. For example, PGs can accumulate in secretory vesicles, maintain proteases 
in their active state, and regulate biological activities after secretion, such as coagu-
lation, host defense, and wound repair. Specifically, blood coagulation is controlled 
by GAGs such as heparin and, to a lesser extent, by heparan sulfate (HS) binding 
antithrombin III. When no binding proteases (thrombin, factors IVa and XIa) are 
present, thrombus formation is inactivated or slowed down, and blood coagulation 
is distorted [28]. PGs can also bind cytokines, chemokines, growth factors, and 
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morphogens, protecting them against proteolysis. These interactions involve a res-
ervoir of regulatory factors that can be released by selective ECM degradation. For 
example, PGs can bind growth factors from the fibroblast growth factor (FGF) fam-
ily, which also bind GAGs such as heparin or HS trapped inside the ECM. These 
GAGs can alter the conformation of this complex and distort normal release of FGF, 
thereby influencing cell proliferation or activation [29, 30].

In general, biological PG function depends on the interaction of GAG chains 
with different protein ligands, e.g., integrins and other cell receptors assisting in cell 
attachment, cell interaction, and cell migration [31, 32].

6.2.1  Glycosaminoglycans (GAGs) in the ECM

GAGs consist of linear polysaccharide chains composed of repeating disaccharide 
units, which consist of a hexose or hexuronic acid (or a galactose for keratan sulfate) 
and a hexosamine [28, 33]. They are highly hydrophilic and can adopt extended 
conformations essential for hydrogel formation. Therefore, GAGs in connective tis-
sue, while constituting less than 10% of the structural proteins, occupy most of the 
extracellular space (Fig.  6.2) [3]. GAGs can be subdivided into sulfated GAGs 
(chondroitin sulfate (CS), dermatan sulfate (DS), keratan sulfate (KS), heparan sul-
fate (HS), and heparin)) and nonsulfated GAGs (hyaluronan, HA). Only sulfated 
GAGs are covalently bound to proteins, forming a total of 43 different types of 
proteoglycans [34]. GAGs are primarily located on cell surfaces and in the ECM but 
are also found in secretory vesicles in some types of cells. The distribution of GAGs 
differs with the type of tissue: while HA is a major component of the ECM of carti-
lage, CS is bound to the cell surface, e.g., in the brain and cartilage [35–37]. DS is 
present in skin and the nervous system, often bound to CS, while KS is more abun-
dant in cartilage and cornea [37–40]. The function of GAGs depends on the protein 
with which they interact and the orientation and nature of GAG-bound sulfate 
groups. In general, the properties of GAGs tend to dominate the chemical properties 
of PG. GAGs can influence physiological processes, such as development, angio-
genesis, and innate immunity, but also cancer and neurodegenerative diseases [38–
43]. HS is the most common GAG and can sequester growth factors in the ECM.  

hyaluronan (MW 8 x 106) 

collagen (MW 290,000)
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300 nm 

Fig. 6.2 Illustration of the 
relative volumes occupied 
by collagen, globular 
proteins, and a single 
hydrated HA molecule. 
MW denotes the relative 
molecular weight

6 Medical Imaging of the ECM



128

It is involved in inflammatory processes and malignant processes such as invasive 
growth and metastatic spread [29] as well as other pathophysiological and physio-
logical processes [29, 44–46]. HA is a unique GAG because it does not contain any 
sulfate group and has not been found to be covalently bound to a core protein to 
form PG [34, 47]. Instead, it is often noncovalently linked to PG and can immobilize 
large amounts of water. Due to the large amount of bound water, hydrogels formed 
by GAGs are nearly incompressible, which makes them ideal for lubrication in the 
joints. For instance, the unique biophysical properties of HA are fundamental for 
the mechanical functioning of synovial fluid or the resistance of connective tissues 
to compressive forces [48]. HA is predominantly necessary to maintain indirect 
interaction with other components of the ECM such as fibronectin, laminin, colla-
gen, and PG. Together with its cellular receptor (CD44), HA plays an essential role 
in cell migration, tissue development, and inflammation and is often used in regen-
erative medicine [49–53]. One special feature of GAGs is their structural heteroge-
neity, mostly due to chemical modifications during and after synthesis. This makes 
the development of analytical techniques for GAGs (glycosaminoglycomics) chal-
lenging [33].

Different physiological activities arise from the variability of GAGs in the 
amount of negative charges and the presence of carboxylate and sulfate groups, 
which can bind cationic ions. Since GAGs are virtually polyanionic polymers, Ando 
et al. postulated that GAGs, especially in their sulfated forms, are similar to ion- 
exchange resins [54]. One special property of GAGs is that, with increasing disease 
severity, they are modified by corresponding enzymes, e.g., resulting in enhanced 
sulfation [55]. The degree of GAG sulfation in several inherited disorders and 
pathologies, as well as inflammation-involved sulfated GAGs, have been described 
[28, 45, 46, 56].

In normal tissue, GAGs are predominantly organized with the complexing 
groups forming hydrogen bonds [57], but in pathological processes, ranging from 
inflammation to tumor invasion, an increase in one or more GAG components 
takes place, and potentially complex-forming groups become exposed [55, 58–62]. 
It has been demonstrated in models of chemically induced tumors that characteris-
tic changes in the ECM, especially alterations in GAG components, already take 
place at the preneoplastic stage [63]. In patients with malignancy, the patterns of 
GAG composition have prognostic significance for the subsequent disease course, 
in particular with regard to the risk of recurrence and metastatic spread [64]. GAGs 
are also a major component of the glycocalyx-a paracellular matrix located on the 
surface of endothelial cells. In fact, the endothelium is negatively charged due to 
the high proportion of highly sulfated GAGs included in the glycocalyx [65]. The 
glycocalyx contributes to the barrier function of the epithelium between the vascu-
lar and interstitial compartments and regulates the transport by diffusion of low-
molecular- weight substances, the controlled transport of macromolecules and 
particles, and the passage of cells. It has been shown that an increase in the shear 
stress on vascular endothelium leads to a change in the GAG composition of the 
glycocalyx with an increase in HA [66], which provides further evidence for the 
central role of mechanical signal transduction between cells and their ECM. Higher 
levels of shear stress have been reported to be associated with an increase in  
GAG sulfation [67]. It is known that the glycocalyx has a function in 
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mechanotransduction—a mechanism by which cells sense mechanical stimuli such 
as hemodynamic changes, e.g., blood flow velocity and pressure, and translate 
them into cellular responses, e.g., enhanced NO synthesis [68]. Pathological tissue 
changes, especially inflammation, are associated with an alteration in the glycoca-
lyx of the local vascular endothelium, which affects the adhesion and transendo-
thelial transport of endogenous and exogenous low-molecular-weight and 
macromolecular substances [65, 69].

Another observation worth mentioning in the context of GAG function is that 
carboxyl and sulfate groups not only bind to physiologically occurring ions such 
as K+, Na+, Ca2+, Zn2+, and Cu2+ but also have high affinity to lanthanide ions like 
Gd3+ and La3+ [70–72]. This property offers a target for ECM-directed imaging 
that can be exploited by targeting GAG components of the ECM using, for 
example, cationic ions or molecules that function as signal-generating moieties 
in the imaging modality used. On the other hand, GAGs may contribute to the 
retention of Gd after intravenous injection of Gd-based contrast media, as fre-
quently used in clinical routine. The exact mechanisms for tissue retention of 
Gd after intravenous injection of Gd-based contrast media are still not fully 
understood [73–81].

Glossary
Glycosaminoglycans (GAGs): Long, negatively charged, linear chains of 
disaccharide repeats. Major GAGs include HS (component of basement mem-
brane), CS (cartilage and neural ECM), DS (skin, blood vessels, tendons, 
lungs), HA, and KS (cornea, cartilage, bone).

Proteoglycans (PG): Heavily glycosylated proteins formed by GAG chains 
covalently linked to a core protein. Proteoglycans provide hydration and com-
pressive resistance to ECM and hold numerous other biological functions 
including support of cell signaling, proliferation and migration, wound repair 
by binding of growth factors, cytokines, and ECM proteins.

Fibrous proteins: Also called scleroproteins, these proteins are character-
ized by their insolubility and their fibrous structure and, among others, include 
collagen, elastin, fibronectin, and laminin. These proteins are produced by 
fibroblasts and are released in a precursor form; their subsequent incorpora-
tion into the ECM is guided by fibroblasts according to the functional needs 
of the resident tissue.

Fibronectin: High-molecular-weight multi-domain protein with binding 
capacities to cell surfaces through integrins and other biologically important 
molecules such as collagen and HSPGs. Fibronectin plays a major role in cell 
adhesion, growth, migration, and differentiation and is involved in wound 
healing.

Laminins: Glycoproteins that constitute the structural scaffolding of all 
basement membranes. Laminins bind integrins, dystroglycans, and numerous 
other receptors. These interactions are critical for cell differentiation, move-
ment, cell shape, and survival.
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6.3  Alteration of the ECM in Disease

The potential role of ECM-targeted medical imaging can be discussed for a variety 
of diseases with high clinical relevance. Therefore, the focus will be on the follow-
ing conditions:

• Atherosclerosis and aortic aneurysm
• Cardiomyopathy
• Neuroinflammation
• Inflammatory bowel disease
• Liver fibrosis

Integrins: Transmembrane linkers that mediate interactions between the 
ECM and intracellular cytoskeleton or intercellular interactions. Therefore, 
integrins can interact with fibronectin (in the ECM) and actin (in the cytoskel-
eton of cells) and trigger intracellular signal transduction pathways via pro-
tein kinases (focal adhesion kinase and integrin-linked kinase), which are 
essential for cell migration, growth, and survival.

Glycocalyx: A glycoprotein-polysaccharide that forms a filamentous coat-
ing on the apical surface of some bacteria and interspersed among cells of the 
digestive tract microvilli, as well as in vascular endothelial cells. The glycoca-
lyx also consists of a wide range of enzymes and proteins. The glycocalyx 
enables cells to recognize each other, helping the body to identify healthy 
cells and transplanted tissues or invading microorganisms. In addition, it also 
guides cellular movement during embryogenesis. In endothelial vascular tis-
sue, the glycocalyx plays a major role in maintenance of plasma and vessel 
wall homeostasis.

Collagen: Main structural protein in mammals constituting approximately 
30% of all proteins in the body. It has the capacity to bind to cell surface 
receptors, proteins, GAGs, and nucleic acids. The most abundant collagens 
are type I (component of, e.g., organs, bone, and skin) and type III (compo-
nent of reticular fibers). The fibrillar collagen types I and III self-assemble 
into hierarchical structures are capable of withstanding tensile forces and pro-
vide mechanical integrity to the interstitial matrix. The nonfibrillar collagen 
type IV is a major component of the basement membrane that forms loose, 
sheetlike structures, which influence cell differentiation, migration, and adhe-
sion and angiogenesis.

Elastin: Fibrous protein which is, to a major portion, responsible for the 
elastic (mechanical energy restoring) properties of soft biological tissues. 
Elastin is composed of cross-linked tropoelastin, a 60–70  kDa monomeric 
protein with hydrophobic and lysine-containing crosslinking domains [82]. 
The elastic properties of elastin networks are thought to be due to their ran-
dom coil structures of cross-linked elastin molecules which allow the network 
to stretch and recoil like a rubber band [3].
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The following sections present a brief overview of the current state of knowledge 
on the most important components of the ECM involved in these disease entities.

6.3.1  Atherosclerosis and Aortic Aneurysm

The development and progression of atherosclerotic plaques are accompanied by 
significant changes in the composition of the ECM of the vascular wall, eventually 
leading to plaque rupture. The chondroitin sulfate proteoglycan (CS-PG) versican 
appears to play a key role in this process. Versican is increased already at an early 
stage in the development of atherosclerotic plaques [83, 84]. Versican interacts with 
HA, the content of which also increases in the atherosclerotic vascular wall. Versican 
plays an important role in the regulation of plaque progression. It binds lipoproteins 
and leads to their accumulation in the affected vascular wall dependent on the length 
of the CS chains [53, 83]. In addition to versican, other proteoglycans are involved 
in atherosclerosis including biglycan, decorin, and perlecan. The content of elastin 
and collagen in the vessel wall decreases as atherosclerotic wall lesions become 
destabilized, while an increase in elastin and collagen indicates stabilization of the 
diseased vessel wall [85]. Type I, II, IV, V, and VI collagens are involved in the pro-
cess of plaque formation, depending on the stage of the plaque and its location in the 
vascular wall. Atherosclerotic plaques can be classified using the methods of Stary 
[86] and Virmani [87], which are based on staining the components of the plaque 
ECM by Movat’s pentachrome stain. The vascular wall of aortic aneurysms shows 
an inflammatory component and is characterized by medial degeneration [88], 
marked mainly by a degradation of elastin and by unorganized deposition of colla-
gen. Loss of elastin leads to dilatation of the vascular wall, and collagen depletion 
increases the risk of rupture. GAG accumulation in the vascular wall and the associ-
ated pathological changes in the biomechanical properties of the aortic wall are 
considered a major factor underlying dissection in aortic aneurysm [89].

6.3.2  Cardiomyopathy

Myocardial damage leads to remodeling, which includes increased formation of 
glycoproteins, proteoglycans, and GAGs for regulation of inflammation, fibrosis, 
and angiogenesis [90]. Furthermore, the pathological cascade in myocardial dam-
age involves increased accumulation of collagen, eventually leading to dilated car-
diomyopathy. With progressing fibrosis and scarring, the damaged myocardium 
reacts by local accumulation of chondroitin sulfate (CS) and dermatan sulfate (DS) 
[91, 92]. This process is accompanied by an increase in sulfation of these GAGs 
immediately after the damage has occurred [93].

6.3.3  Neuroinflammation

The ECM also plays a key role in the growth and structural development of the 
central nervous system, regulating interactions between cells including neurons, 
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glia, and inflammatory cells [7]. Normal aging of the brain is associated with a 
reduction of the CS-PG content of the ECM [94]. This change in the ECM alters the 
diffusion of small molecules and water, thereby altering the biochemical properties 
of CNS tissue and eventually the global biomechanical properties of the brain [95]. 
Sulfation of GAGs in inflammatory CNS pathologies and after mechanical tissue 
damage regulates cell migration as well as anti- and proinflammatory processes. For 
example, perivascular accumulation of HS alone or as a PG-component was found 
in MS lesions [96]. Dense networks of ECM components, i.e., CS- and DS-PGs and 
HA, have been observed in active MS lesions but not in chronic inactive MS lesions 
[97]. Local HA accumulation was already identified in early inflammatory demye-
linating CNS lesions [98].

6.3.4  Inflammatory Bowel Disease

Marked ECM alterations also occur during the development of chronic inflamma-
tory bowel diseases. In Crohn’s disease, inflamed sections of the bowel wall have 
increased levels of HSPG, CS, and DS. As the disease progresses, the formation of 
collagen also increases, leading to fibrosis and changes in the biomechanical 
 properties of the bowel wall [99]. Intestinal structures are more likely to occur as a 
clinical complication in Crohn’s disease than in ulcerative colitis [100]. Roughly 
30% of patients with Crohn’s disease develop intestinal fibrosis with stenosis, but 
only 5% develop ulcerative colitis [101].

6.3.5  Liver Fibrosis and Cirrhosis

In the development of liver fibrosis and cirrhosis, the composition of the ECM 
becomes impaired at an early stage due to alterations in the synthesis and degrada-
tion of ECM components. The collagen content rises with the degree of fibrosis, 
resulting in an increase in tissue rigidity [8, 102–104]. A distinct increase in HA, 
CS, and DS has also been found in various models of liver damage and liver fibrosis 
[63, 105, 106].

Overall, inflammatory processes lead to a marked increase in the amount of 
ECM components as well as significant structural changes within the ECM—all of 
which affect the biochemical and biophysical properties of the tissue. Elastography, 
which is sensitive to mechanical tissue structures, has been validated as the most 
precise noninvasive biomarker for staging hepatic fibrosis [107]. However, it 
remains open which ECM components and cells contribute to the mechanical scaf-
fold of liver tissue and how these structures change with different etiologies [108]. 
Since early structural changes in the liver do not impact overall hepatic function, 
blood biomarkers or functional breath tests are less accurate for the assessment of 
early fibrotic processes in the liver [104].
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6.4  ECM-Specific Medical Imaging

In current clinical radiology, the majority of substances used for the enhancement of 
image contrast are unspecific. The contrast-enhancing agents used in clinical X-ray 
radiography, CT, or MRI are all based on iodinated or gadolinium-containing low- 
molecular- weight substances. Following intravenous injection, these agents are dis-
tributed in the intravascular and interstitial space, and a large proportion is rapidly 
eliminated via the kidneys. These clinical contrast agents enhance signal in regions 
where pathological processes are present in an unspecific manner. Unspecific patho-
logical processes include inflammation, neovascularization, changes in local blood 
volume, altered permeability of the vessel wall, and increased volume of extracel-
lular spaces. Noteworthy, the limited specificity of most contrast agents in clinical 
routine is the reason for their commercial success since the number of potential 
applications is high. Nevertheless, research groups worldwide attempt to target 
molecular structures at cell surfaces or metabolic processes by developing highly 
specific imaging probes [109]. Some very interesting disease-specific molecular 
imaging approaches using MRI, sonography, radionuclide imaging, and optical 
imaging were demonstrated to be experimentally feasible for detection of inflam-
matory [110–112], malignant [113–115], and degenerative processes [116–118]. 
However, except for radionuclide imaging, which is sensitive already at very low 
radionuclide concentrations (see Chap. 21), the translation of molecular probes into 
clinical use has been successful only in a very limited number of cases. The MRI 
contrast agent Primovist has been shown to enable hepatocyte-specific imaging 
[119, 120]. Another MRI contrast agent, Resovist, allows targeting of phagocytos-
ing cells in liver neoplasms [121, 122]. In general, the development of molecular 
imaging probes is challenged by the high complexity of both molecular targets and 
probes, the limited accessibility of extravascular targets, unspecific sequestration of 
macromolecules used to deliver contrast agents like liposomes in the liver and 
spleen, and the relatively low number of cells suited as imaging targets within a 
diseased tissue.

For these reasons, alternative molecular imaging approaches are needed. One 
strategy to overcome the limitations of currently available contrast agents in clinical 
radiology and molecular imaging research is to develop ECM-specific contrast 
agents such as GagCEST as explained in Chap. 10. The ECM as a target for medical 
imaging is appealing for many reasons—three of which will be briefly discussed in 
the following paragraphs.

6.4.1  The Amount of ECM

The amount of ECM varies considerably between tissue types and pathophysiologi-
cal states. In the liver (a cell-rich organ), the ECM volume fraction is less than 3% 
under normal conditions and can increase up to 30% in cirrhotic livers due to 
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excessive connective tissue accumulation. In muscle, the total amount of ECM is 
approximately 5% and has a very strong mechanical influence on muscle function 
(see Fig. 6.3). Therefore, pathological ECM accumulation in muscle is of high clini-
cal relevance and directly alters its function [124]. Myocardial fibrosis is a major 
cause of cardiac dysfunction, leading to myocardial hypertrophy with systolic and 
diastolic dysfunction and infarction. In the brain, ECM constitutes about 10–20% 
of total brain volume [125] with substantial changes in quantity and structure during 
brain development [126]. Brain ECM undergoes constant reorganization in response 
to learning, neuronal activity, and plasticity. The elastic properties of each tissue 
depend on the mechanical characteristics of its cells and their surrounding ECM. The 
cellular responses to disease or physiological changes relate to small fractions of the 
total tissue mass, while the ECM responses to disease, such as abnormal ECM 
deposition in fibrosis, cancer, or atherosclerosis, can have devastating effects on tis-
sues [127].

In the evolution of atherosclerosis, growth of plaques and ECM deposition in the 
wall of arteries are a major pathological hallmark of the disease and are often related 
to severe clinical complications, as previously described [6, 53, 128–131].

Overall, the changing amount of ECM in the progression of diseases could be 
translated into sensitive biomarkers. Moreover, the ECM is a tissue component that 
contributes to effective medium properties as explained in the next section.

6.4.2  Multiscale Physical Properties of the ECM

The size of cells usually defines the microscopic scale in imaging sciences which is 
the voxel size of the acquired image. Imaging signals are normally averaged within 
the voxel volume and therefore represent effective medium properties over all scales 
of tissue structures from the micro to the macro level. Details of tissue interactions 
on the microscopic level have to be enhanced by contrast agents or molecular imag-
ing probes to be made visible by the macroscopic image contrast. Alternatively, 
biophysical imaging probes rely on multiscale networks in biological tissues which 
translate microstructural information from the cellular level into clinical image con-
trast [132, 133]. Proteins and polysaccharides of the ECM often form hierarchic and 
highly structured networks extending up to the macroscale size. The effect of large- 
scale networks on the global response of a tissue is well illustrated by adding a 
minor amount (less than 1 mass percent) of polysaccharides to water [133]. The 
established sugar chains cause a phase transition from liquid water into a solid gel 
by bridging long-range distances up to the percolation limit (i.e., bridging over the 
full sample size). It should be mentioned here that cellular networks such as the 
neuronal network or hierarchic vascular trees can upscale microscopic interactions 
in a similar way as ECM networks. This is exploited, e.g., by diffusion MRI based 
on restricted water mobility (see Chap. 17) or by MR elastography based on the 
mechanical integrity of neuronal tissue [108, 134, 135]. Also, collective cell behav-
ior, such as jamming of tumor cells (see Chap. 5), induces macroscopic properties 
that reflect adhesion of cells at the microscopic level. However, in general, cellular 
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networks are embedded in a mesh of ECM components that dominate how the tis-
sue is organized across multiple scales. The organization of skeletal muscle tissue 
by the collagen endomysial network is an example of the dominating structural 
properties of a minor fraction of tissue components and is shown for illustration in 
Fig. 6.4. Given that muscle tissue comprises only 5% ECM, the dominating colla-
gen properties in mechanical muscle tests, especially under prestretched conditions, 
indicate that collagen is organized in extended and highly cross-linked networks, 
providing permanent support to the entire muscle (Figs. 6.3 and 6.4). Similarly, liver 
collagen infiltration in the course of fibrogenesis establishes a hierarchic network 
that turns liver tissue from a very soft and viscous material into a stiff and elastic 
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response of human iliac 
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Fig. 6.4 Scanning electron microscopy of the collagen network around muscle fibers observed 
after digesting muscle fibers with NaOH. (a) Low magnification overview reveals an array of tubes 
into which muscle fibers insert (endomysium, arrows) as well as a thickened area surrounding the 
fibers (perimysium, arrowhead). (b) Higher-power view reveals the fine structure of the endo-
mysial surfaces (arrow) as well as some undigested muscle fibers (arrowhead). This image demon-
strates that muscle fibers are embedded in a tight matrix of connective tissue and are intimately 
associated with the ECM (from [136] with permission)
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rubber-like solid [108, 137]. This change in global biophysical properties is the 
result not only of the increasing amount of collagen but also of the hierarchy of 
ECM architecture, which supports the entire organ on the macroscopic scale [104]. 
These observations raise the possibility of exploiting the multiscale nature of many 
ECM structures for translating microscopic biophysical and biochemical signals 
into macroscopic medical image contrast by using ECM-specific imaging probes.

6.4.3  ECM Function

The functions of the ECM can be divided into structural support and biochemical 
activity. Structural support is the mechanical function of the ECM and mainly relies 
on the structural ECM components such as collagen, elastin, and fibrillins. Under 
normal conditions, these components serve a scaffolding function, maintaining tis-
sue architecture and homeostasis while providing tensile and compressive strength, 
thereby attenuating shear forces. The viscoelastic properties of mammalian tissues 
are tailored to their specific functions: pulmonary tissue, for example, is soft and 
elastic to enable large volume changes during breathing. Figure 6.3 demonstrates 
how the macroscopic behavior of muscle tissue changes with different amounts of 
collagen and elastin in the muscle ECM.

A hallmark of several diseases, including lung emphysema and arthritis or fibro-
sis and sclerosis, is a chronic change in the tissue’s mechanical properties [127, 
138]. During inflammatory processes, in particular, the activity of proteases can 
lead to a reduction in the content of elastin and thus to a decrease in the macroscopic 
shear modulus of the involved tissue. An increase in the amount of collagen has also 
been observed in the course of fibrosis and scar formation due to wound healing 
after tissue damage, regardless of the tissue or organ type.

An additional factor influencing the mechanical function of the ECM includes 
the balance between ECM-degrading and ECM synthesis processes. Therefore, it is 
not surprising that a distorted equilibrium in these processes is regarded as a hall-
mark of cancer [2]. ECM degradation can be induced enzymatically, for example, 
by matrix metalloproteases (MMP), while ECM deposition can be accomplished by 
crosslinking, as well as by the expression of ECM proteins and inhibitors of ECM-
degrading enzymes. Furthermore, chemical signals such as cellular growth factors 
and cytokines are sequestered in the ECM and can later be released to diffuse 
through the tissue, supporting both cell and ECM homeostasis. This dynamic 
mechanical and biochemical interaction between cells and their ECM can influence 
gene transcription and therefore protein expression [139, 140]. This has implica-
tions for cell- and tissue-specific processes. For example, the ECM plays a role in 
promotion or inhibition of cell division [141], neuronal reorganization, and axonal 
outgrowth in the adult brain [142]. ECM-cell interactions are able to restrict neuro-
nal reorganization and axonal outgrowth in the adult brain [142], making the ECM 
an essential determining factor of neural plasticity [126, 143, 144]. In case of dis-
ease, the ECM has been shown to contribute to cancer cell stiffness [60]. Cancer 
cells have been described to soften when exposed to rigid fibrotic stroma, thereby 
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transforming to a more aggressive state with higher metastatic potential [145]. 
These examples demonstrate the essential role of the ECM in normal tissue function 
and health preservation and stress the importance for development of ECM-specific 
imaging probes.

6.5  The State of the Art in Research on Molecular 
and Biophysical Imaging of the ECM

6.5.1  ECM Targeting with Imaging Probes

6.5.1.1  Collagen and Elastin
From a biochemical perspective, collagen and elastin are relatively well defined, 
which facilitates their detection by imaging probes. For the specific visualization 
of collagen components of the ECM, Caravan et al. [146] have developed a low- 
molecular- weight, gadolinium-based MR imaging probe, named EP-3533, which 
binds to type I collagen [147, 148]. In this probe, a Gd-containing complex is 
coupled to a peptide with high affinity to type I collagen and identified by phage 
display. This probe allowed assessment of the extent of fibrotic changes in the 
liver parenchyma in an animal model of liver fibrosis by determining the amount 
of collagen using noninvasive MRI [147, 148]. In an experimental model of myo-
cardial infarction, the probe identified the area of infarction based on its collagen 
content [149]. An earlier in vitro approach proposed by Sanders et al. was based 
on MRI contrast agent containing liposomes linked to an adhesion protein for col-
lagen [150]. Alternatively, the ECM protein elastin was targeted using a small-
molecular, elastin-specific, gadolinium-based imaging probe developed for MRI 
and tested on various models. The suitability of this probe to analyze the elastin 
content of tissue by means of MRI has been demonstrated in an atherosclerosis 
model [151], a murine aneurysm model [152], and a myocardial infarction model 
[153, 154]. The results obtained in the atherosclerosis model provided strong evi-
dence that the elastin-specific probe is suitable for noninvasive quantification of 
the clinically validated parameter plaque burden at different stages of plaque 
development [155, 156]. It has also been demonstrated that the elastin content of 
a plaque matrix can be noninvasively quantified by MRI, which has the potential 
to be used for differentiating between vulnerable and stable atherosclerotic 
plaques [157]. In a rabbit model of atherosclerosis, it was demonstrated that gado-
fluorin M accumulates in areas of atherosclerotic plaques with high amounts of 
ECM deposits [158]. Noteworthy, the accumulation of gadofluorin M was not 
associated with the lipid content of the vessel wall.

6.5.1.2  GAGs
In contrast to the ECM components collagen and elastin, GAGs are characterized by 
relatively high biochemical variability. Hence, GAG-specific peptides or antibodies 
for immunofluorescence in histological specimens are not yet available. However, 
already in the early 1980s, Ando et  al. demonstrated that the characteristic 

6 Medical Imaging of the ECM



138

complex- forming properties of GAGs with regard to lanthanides can be exploited to 
label the pathological increase in GAG components in tumors by 67Ga (a trivalent 
metal ion) or 69Tm (a trivalent lanthanide), both administered in the form of citrate 
complexes [159, 160]. Using this approach, Ando et al. identified HS, KS, and hepa-
rin—particularly heavily sulfated GAGs—as the binding GAGs for 67Ga [159, 160]. 
In this context, characterization of the pharmacokinetic properties of nonspecific 
Gd-based contrast agents as routinely applied in clinical MRI examinations remains 
a highly relevant research question. Since the advent of nonspecific Gd-based con-
trast agents in clinical routine, it has been known that a small amount of the gado-
linium is not rapidly eliminated from the body, suggesting a two-compartment 
pharmacokinetic process. Early pharmacokinetic studies with 153Gd-DTPA and 
Gd-[14C] DTPA in healthy rats showed that, for a small amount (<1%) of the admin-
istered intravenous dose, free Gd3+ ions were released from the contrast medium 
complex (dechelation process) and partially accumulated in the bones, liver, and 
spleen of the animals [161]. Further pharmacokinetic studies with 153Gd-DTPA in 
healthy rats by Wedeking et al. postulated a three-compartment model with slow 
exchange of the third compartment, characteristic of a drug-binding process [162]. 
Experimental and clinical pharmacokinetic studies using dynamic contrast-
enhanced MRI with Gd-DTPA and similar substances also showed that, in various 
disease entities such as myocardial infarction, myocardial fibrosis and malignancy, 
the course of signal intensity fitted a three-compartment model better than a two-
compartment model [163–168]. The third compartment is generally characterized 
by slow exchange constants. Current research shows that such a third compartment 
exists for both linear Gd contrast agents and, to a lesser extent, for macrocyclic Gd 
contrast agents [169]. The substrate of this third compartment is not yet known. 
However, it has been demonstrated that interaction of the Gd-based contrast agent 
with proteins does not play a role [162]. Studies conducted to determine the volume 
fractions of the different tissue components of the myocardium show a high binding 
level of La3+ to polyanionic sugar polymers, i.e., to the GAG components of the 
ECM [170], which in healthy myocardium account for 23% of the ECM volume 
[170]. After the discovery of nephrogenic systemic fibrosis (NSF), a severe illness 
observed after intravenous injection of linear Gd-based contrast agents in patients 
with end-stage renal disease, it was confirmed that Gd can leave the contrast agent 
complex by partial dechelation in vivo [171, 172]. The substrate that binds the free 
Gd3+ ions in a transchelation process has not yet been identified. However, GAGs 
are likely to play a role in the binding of free Gd3+ions, thereby contributing to pro-
longed retention of these ions in tissue. Currently, the discovery of Gd deposition in 
brain tissue, particularly the nucleus dentatus and globus pallidus, after repeated 
administration of Gd-based contrast agents in patients with normal renal function 
gives rise to the question as to which tissue component binds the contrast agent 
molecule as a whole or as dechelated Gd [173, 174].

Some interesting evidence regarding GAG labeling can be derived from histo-
chemical procedures used to identify these ECM components in histological speci-
mens. For histochemical identification of GAGs, the sections are incubated with 
colloidal iron oxide and then stained with Perls’ Prussian blue iron stain as a 
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secondary stain [175]. The staining of GAGs in histological sections with the cationic 
alcian blue stain is also based on their complex-forming properties [176]. Thus, patho-
logically altered GAGs can also be targeted in vivo by intravenous injection of appro-
priate iron oxide nanoparticles, which serve as contrast-enhancing agents for detection 
by MRI. Very small superparamagnetic iron oxide nanoparticles (VSOPs) with citrate 
as the coating material [177, 178] have the property to target GAGs and cells in vivo. 
In a rabbit atherosclerosis model, it was demonstrated that GAG- binding VSOPs can 
be used to detect pathologically elevated levels of GAGs and can discriminate between 
stable atherosclerotic plaques and those at risk of rupture [179]. In a mouse model of 
atherosclerosis, endothelial cells and macrophages of atherosclerotic plaques were 
identified as main target for VSOP by electron microscopy [180]. A subsequent study 
found that the VSOPs were endocytosed by endothelial cells already 10 min after 
intravenous injection [181]. In a mouse model of neuroinflammation, VSOPs also 
improved the capacity to detect an altered brain- blood barrier (BBB) [182] and the 
different localizations of VSOPs in brain with disrupted BBB suggested multiple 
entry mechanisms of VSOPs into the central nervous system [182, 183]. It was also 
shown for atherosclerosis and neuroinflammation, by using animal models, that adhe-
sion of VSOPs to GAG-based molecules on the endothelial glycocalyx is a major 
factor in mediating their cellular uptake and transendothelial transport [181, 184]. 
These results were found for VSOP variants which do not carry any other target-spe-
cific molecules apart from their stabilizing coating. Current studies suggest that bind-
ing of VSOPs to GAGs takes place via transchelation [179], i.e., they lose their weakly 
bound citrate coating in the presence of GAGs upon the formation of a strong com-
plex. The VSOP enrichment in different animal models shows the potential of these 
iron oxide nanoparticles for MRI and stimulates further studies to characterize their 
targets in vivo.

6.5.2  Biophysical Imaging of the ECM

For decades, dynamic mechanical tests collectively known as “rheometry” have been 
used for the mechanical-based analysis of micro-architectural properties of polymer 
samples [185]. More recently, mechanical test methods have been used for studies of 
biological soft matter or model networks prevalent in cells and tissues [186–188]. The 
rheological behavior of biological tissues is linked to the hierarchy of underlying struc-
tures [189]. Scale-invariant properties of rheological constants of cells or tissues can 
give insight into the organization of structure elements below the resolution limit of the 
measurement system [190, 191]. On the microscopic scale, rheological constants can be 
measured by various methods such as cell- deformation- based experiments [192, 193] or 
scanning force microscopy [187]. Macrorheological methods include oscillatory shear 
stress rheology [194], dynamic shear tests [195], stress-relaxation measurements [196], 
tensile tests [197], and macro-indentation [198]. Most rheological methods are surface 
based, i.e., mechanical stimulation is locally applied, and the resulting tissue response is 
measured at the surface. Elastography (see Chaps. 12 and 20) induces and measures 
shear waves inside the bulky tissue—in vivo for diagnostic applications [199] or ex vivo 
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for basic studies of soft tissue’s rheological behavior [200]. In general, the measurement 
of intrinsic material properties inside a tissue volume by MRE is less susceptible to the 
geometry, texture, and composition of the sample surface [191]. In biological tissues, 
the relationship between stiffness and number of crosslinks can often be modeled by a 
powerlaw [132, 190]. MR elastography findings are consistent with observations made 
by oscillatory rheometry on macromolecular elastomers, which reveal that network 
elasticity originates from the cross-linked backbone of the network, while dissipativity 
originates from the unlinked parts of the network [201]. In general, motility of tissue 
elements results in enhanced lossy properties of the tissue. For example, water mole-
cules demobilized by GAGs represent a gel-like tissue component with highly elastic 
and low viscous properties. For this reason, GAG-depleted tissue has higher lossy prop-
erties than tissue with high GAG content in the ECM [202]. The literature on tensile 
testing of tissues suggests that GAGs have a major influence on viscosity rather than on 
elasticity [203]. Figure 6.5 compares the MRE- measured viscoelastic dispersion func-
tion of collagen with that of HA, both with similar concentrations in water at room 
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Fig. 6.5 Viscoelastic dispersion functions for single ECM components measured by tabletop 
MRE in small sample volumes [204]. Different viscoelastic properties of collagen and GAG are 
clearly seen by wave speed and wave penetration, which quantifies elasticity and reciprocal viscos-
ity, respectively [205]. Overall, collagen properties are well predicted by a solid body model, in 
particular at lower frequencies, as described by the three-parameter fractional Kelvin-Voigt (KV) 
model [206]. In contrast, HA displays viscoelastic scaling properties as predicted by the two- 
parameter springpot model. Note that wave speed values in both materials are similar despite their 
distinct viscous behaviors
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temperature. Comparison between 4% porcine collagen and HA hydrogels (Fig. 6.5) 
demonstrates that shear wave speed related to elasticity is similar in both materials, 
while wave penetration, which is reciprocally related to viscosity (inverse damping), 
differs markedly between collagen and HA. The fractional Kelvin-Voigt model predicts 
a decrease in viscosity with lowering the driving frequency, whereas in the springpot, 
both elasticity and viscosity have a constant ratio over all frequencies (see Chap. 2, 
Fig. 2.5, and Eq. (2.44) therein). This example demonstrates the importance of measur-
ing both elasticity and viscosity to characterize the composition of the ECM in terms of 
networks made up of both fibrous proteins such as collagen and water-binding GAGs. 
So far, only indirect correlation analyses between ECM structures and tissue viscoelas-
ticity have been performed. In Reiter et al. [104], the amount of connective tissue in 
fibrotic livers was quantified and compared with springpot-based wideband MRE, 
showing that the amount of collagen is less correlated with the degree of fibrosis than 
MRE.

 Conclusion

The ECM of biological soft tissues consists of structural components which deter-
mine the macroscopic biophysical properties of the tissue such as elasticity in the 
linear and nonlinear regime. Disease can significantly alter the content of these 
components, leading to marked changes in mechanical tissue properties. 
Furthermore, GAGs, which fill most of the extracellular space due to strong water- 
binding capacity, provide mechanical support against compression and influence 
the lossy properties of the tissue as quantified by viscosity. GAGs and other ECM 
components might change quantitatively and qualitatively in many disease pro-
cesses such as inflammation, affecting both the biomechanical and the biochemical 
properties of the ECM. Innovative imaging probes may thus target GAG compo-
nents of the ECM in both the interstitial space and the basement membrane.
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7Mathematical Methods in Medical Image 
Processing

Gitta Kutyniok, Jackie Ma, and Maximilian März

Abstract
Medical imaging problems, such as magnetic resonance imaging, can typically 
be modeled as inverse problems. A novel methodological approach which was 
already proven to be highly effective and widely applicable is based on the 
assumption that most real-life images are intrinsically of low-dimensional nature. 
This sparsity property can be revealed by representation systems from the area of 
applied harmonic analysis such as wavelets or shearlets. The inverse problem 
itself is then solved by sparse regularization, which in certain situations is 
referred to as compressed sensing. This chapter shall serve as an introduction to 
and a survey of mathematical methods for medical imaging problems with a 
specific focus on sparsity-based methods. The effectiveness of the presented 
methods is demonstrated with a small case study from sparse parallel magnetic 
resonance imaging.

7.1  Imaging as a Linear Inverse Problem

Imaging methodologies such as computed tomography (CT) or magnetic resonance 
imaging (MRI) play a continuously increasing role in medical diagnosis [1, 2]. This 
calls for highly effective algorithms to acquire and analyze medical images. A 
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common feature of many imaging problems is the fact that they can be modeled as 
a linear inverse problem.

7.1.1  Modeling of Data Acquisition as Linear Measurements

An imaging problem essentially consists of two parts: The sampling part, i.e., the 
physical acquisition of data, and the reconstruction part, a computational process 
from the acquired data back to the object of interest. Such sampling and reconstruc-
tion problems arise, for instance, in CT and MRI.

For many imaging modalities the measuring process can be modeled as an opera-
tor equation of the form

 y Ax= +η,  (7.1)

where A is a linear operator, e.g., a matrix, that represents the acquisition device in 
our modeling, and η represents measuring errors such as noise. Equation (7.1) is 
often referred to as the forward model. However, for the reconstruction of images 
we are interested in the inverse problem, i.e., determining x from the knowledge of 
y and A. We thereby say that the inverse problem is ill-posed if (7.1) does not have 
a solution, or its solution is not unique, or if it does not depend on the data y in a 
continuous fashion [3]. It is thus strongly desired for A to have “good” mathematical 
properties in order to allow for efficient recovery as well as theoretical guarantees 
for an object x to be reconstructed from the data y. At the same time A should model 
the actual sampling procedure as accurately as possible and should not be too 
oversimplified.

The Fourier transform is an example of an operator that has many interesting 
mathematical properties but is also important for practical problems in medical 
imaging. In fact, the Fourier transform is essentially the measurement operator A 
that is used in MRI. Another important example is the Radon transform which is at 
the heart of X-ray CT, see [1] for further information. Due to its importance for 
MRI, we proceed with a short discussion of the Fourier transform and refer to [4] 
for a mathematically detailed presentation on this topic.

7.1.2  Example: The Fourier Transform

The Fourier transform has had significant influence in mathematics and physics, in 
particular, it is the underlying principle behind the measurement process of MRI 
[1]. The Fourier transform is defined as

 
F L C f f x e dxix: , ,1

0
2 



( ) → ( ) ( ) − ⋅( )
 ∫ π
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where L1(ℝ) is the space of (Lebesgue) integrable functions and C0(ℝ) denotes the 
space of continuous functions vanishing at infinity [4]. Further, we restrict our pre-
sentation to the one dimensional case; but generalizations to higher dimensions are 
straightforward, see, for instance, [4]. It is also sometimes more convenient to work 
with the Fourier transform defined on the Hilbert space L2(ℝ)—the space of square 
Lebesgue integrable functions defined on ℝ—which is mathematically justified by 
an extension process starting from a suitable dense subspace. For such an extension 
procedure, we refer the interested reader to [4].

The Fourier transform F  can be used to model the acquisition of frequencies 
represented by a so-called k-space signal mf of the form

 
m f x e dxf

ixξ π ξ( ) = ( )∫ −



2 .
 

The sampling positions represented by ξ can be chosen in a uniform or a nonuni-
form way. For simplicity we will continue with a discussion that assumes a 
Cartesian-type sampled k-space.

If we assume that the function f is defined on the one dimensional torus [4], then 
one can prove

 
f x m ef

ix( ) = ( )
∈
∑
ξ

π ξξ


2

 
(7.2)

holds almost everywhere [4]. Equation (7.2) shows that if we were able to collect all 
Fourier measurements (mf(ξ))ξ ∈ ℤ, then they would allow for a perfect recovery of f. 
However, since we are not able to measure and process an infinite amount of infor-
mation, one can at best—if one follows this approach—work with an approximation 
of the form

 
f x m ef

i x( ) ≈ ( )
∈
∑
ξ

π ξξ
Ξ

2

 
(7.3)

with Ξ ⊂ ℤ being of finite cardinality. Depending on how many Fourier measure-
ments are given in (7.3) the reconstruction suffers from ringing effects near discon-
tinuities, cf. Fig. 7.1. These ringing artifacts are referred to as Gibbs phenomenon 
and are very well documented in the literature, see, for example, [5].

For practical tasks the continuous model that is computing Fourier integrals of a 
suitable function is not applicable and the infinite dimensional operators and func-
tions have to be discretized. In case of the Fourier transform and the function spaces 
we obtain a solely discrete setting by replacing the functions with vectors and oper-
ators by matrices. However, such an approximation of the infinite dimensional 
object has to be done in a faithful manner. The most prominent approach is to use a 
(partial) discrete Fourier transform (DFT) A ∈ ℝm × n to replace the Fourier transform 
F.  A fast computational method to compute the finite dimensional Fourier data 
y = Ax ∈ ℝm is given by the Fast Fourier Transform.
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7.2  Treating Ill-Posed Inverse Problems

For the purpose of this short introduction, we limit our scope to a treatment of Eq. 
(7.1) in the finite dimensional case. In particular, we will focus on the ill-posed situ-
ation, where A ∈ ℝm × n with m < n, i.e., when less measurements are available so that 
the system equation in (7.1) becomes underdetermined. Such problems typically 
appear, for instance, in the data acquisition process of MRI.

In the following, we will discuss some of the most important mathematical con-
cepts for treating such problems in a fairly chronological order. Due to limited 
space, this discussion is far from complete and we refer the interested reader to the 
referenced literature.

7.2.1  Tikhonov Regularization

Since we are considering an ill-posed problem, we usually cannot hope for an 
exact recovery of our signal of interest, but we can at least aim for a sufficiently 
accurate approximation of it. An intuitive condition for such an approximation is 

Original Fourier Inverse

TV Reconstruction Wavelet Reconstruction

Fig. 7.1 Reconstructions from Fourier measurements based on different priors
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that it should match our measured data reasonably well. Such a consistency con-
dition can be expressed in mathematical terms and is in fact obtained by solving 
the problem

 
min
x n

Ax y
∈

−
 2

2

 (7.4)

There is an abundance of mathematical methods concerned with an analysis of 
the problem (7.4), for instance, considering the associated normal equations or 
using iterative regularization methods, such as Landweber iterations or LSQR. We 
refer the interested reader to [6, 7] for more details on this subject and continue our 
discussion by introducing the Tikhonov regularization method.

A general idea is to incorporate further a-priori knowledge about the signal of 
interest which can be done, for instance, by adding a further regularization term to 
the minimization problem (7.4), i.e.,

 
min ,
x n

Ax y R x
∈

− + ⋅ ( )
 2

2
α  (7.5)

for a regularization function R: ℝn → ℝ and a carefully chosen regularization param-
eter α > 0. Solving this optimization program gives a preference to solutions that 
yield small values of R and therefore enforcing certain structural properties in the 
set of solutions.

One of the most successful and widespread choices is due to Andrey Tikhonov, 
who considered the regularizer R x L x( ) = 2

2
 [8], where L is the so-called Tikhonov 

matrix and has to be chosen carefully depending on the application at hand. A fre-
quent choice of the Tikhonov matrix is L = Id. This choice results in a preference for 
more regular solutions with a small energy, i.e., with a small ℓ2-norm. The design of 
suitable matrices L and the choice of the parameter α is an active branch of research 
in mathematical imaging and the study of inverse problems in general. The differ-
entiability of the objective function in case of a Tikhonov regularizer makes the 
problem (7.5) numerically feasible and often very effective for various large scale 
imaging problems. However, a well-known drawback is that such an approach tends 
to find “oversmoothed” solutions that have lost their edge information. We refer to 
the standard literature such as [1, 6, 7] for further information.

7.2.2  Sparse Regularization and Compressed Sensing

Since images, which are our main objects in this chapter, are typically governed by 
edge information, a natural demand for treating inverse problems is that sharp fea-
tures should be preserved in the reconstruction process. A change of paradigm 
occurred in the last three decades that consists in replacing the ℓ2-norm in Tikhonov 
regularization by the ℓ1-norm, i.e., considering the optimization problem

 
min .
x n

Ax y Lx
∈

− + ⋅
 2

2
1α  (7.6)

While this appears to be a minor change at first sight, it is actually a fundamental 
change from a mathematical point of view. Its success can probably be described 
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best by an excursion to the recently established field of compressed sensing, intro-
duced to allow for highly efficient data acquisition following the philosophy to 
merely acquire the—typically much smaller—information content.

The mathematical framework of compressed sensing was introduced in [9, 10] 
and is inspired by multiple disciplines such as linear algebra, probability theory, 
harmonic analysis, and convex optimization. A fundamental observation that has 
led to the development of compressed sensing is that many high-dimensional sig-
nals of interest are in fact mainly governed by much lower-dimensional structures. 
A mathematical tool that allows to capture this observation is the concept of spar-
sity: A signal x ∈ ℝn is called s-sparse if ‖x‖0 ≔ |{i : xi ≠ 0}| = s, i.e., if at most s of its 
components are nonzero. Most real-world signals are not sparse by themselves, but 
for many signal classes there exist transformations Ψ ∈ ℝn × n, such that the coeffi-
cients Ψx ∈ ℝn are sparse (see Sect. 7.2.3).

Given the measurements y = Ax ∈ ℝm, a natural approach to find the sparsest solu-
tion that is still consistent with the measured data is to consider the program

 
min . .
x n

Ax y
∈

=


Ψ x 0 s t .  (ℓ0)

However, it turns out that (ℓ0) is in general NP-hard [11], in particular, it is in 
general numerically intractable. The key idea of compressed sensing is to replace 
(ℓ0) by a convex relaxation, usually called basis pursuit, that reads as

 
min . . .
x n

x Ax y
∈

=


Ψ 1 s t  (ℓ1)

The latter minimization program is a non-differentiable, convex optimization 
problem for which many well-studied algorithms exist. We refer, for instance, to 
[12] as a good starting point for a systematical study of solving such optimization 
programs.

Of course, the main question is now, whether the program (ℓ1) is a reasonable 
alternative for (ℓ0), i.e., whether the solutions of the tractable ℓ1-problem coincide 
with those of (ℓ0). Finding conditions under which this property is indeed true lies 
in the heart of compressed sensing and many mathematical concepts such as the null 
space property, restricted isometry property, or other concepts from convex geom-
etry have been proposed to tackle it [11].

We confine ourselves to presenting an important result that might be particularly 
interesting for applications in medical imaging and which is quite effective in point-
ing out the important quantities for the success of solving (ℓ1). In order to do so we 
need to introduce a notion of incoherence between the sampling and the reconstruc-
tion system. For simplicity, let us assume that the m measurement vectors (the rows 
of A) are taken from a basis Φ = (ϕ1, …, ϕn) (for instance, the Fourier atoms) and that 
also the sparsifying transform Ψ originates from a system (ψ1, …, ψn) ⊆ ℝn. We can 

then define the coherence between Φ and Ψ as µ Φ Ψ φ ψ, ,( ) ⋅ ≤ ≤:= n i j n i jmax ,1 . 

If the elements of Φ and Ψ are correlated, then μ will be large and if the two bases are 
somewhat perpendicular then μ will be small.
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The following (simplified) theorem shows an interaction of probability theory, 
incoherence, and sparsity that is responsible for the success of (ℓ1) by providing an 
insightful lower bound on the number m of measurements sufficient for recovery:

Theorem 1 ([13]) Let Φ, Ψ be ONBs and x ∈ ℝn. Further assume that the coeffi-
cients Ψx are s-sparse. Let A be defined by selecting its rows uniformly at random 
from the elements of the sampling basis Φ. Then, if

 
m C s n≥ ⋅ ⋅ ( ) ⋅ ( )µ Φ Ψ, 2 log ,  

for a fixed constant C  >  0, then x is the unique solution of (ℓ1) with high 
probability.

This theorem shows that the minimization program (ℓ1) is indeed a good choice for 
recovering a signal of interest from a limited number of randomly selected measure-
ments. A sufficient number of such measurements are thereby essentially determined 
by the effective complexity of the signal (i.e., its sparsity s) and the interaction of the 
sampling process with the underlying atoms of the signal (i.e., the coherence μ).

For practical applications, the formulation of the above theorem seems to be too 
idealistic, since real-world signals are usually not exactly s-sparse and measure-
ments are typically corrupted by noise. However, by replacing the equality con-
straint in (ℓ1) by the condition ‖Ax − y‖2 ≤ σ, where σ ≥ 0 is a bound for the noise 
level, Theorem 1 can be extended to noisy measurements. Furthermore improved 
results that account for sparsity defects are available. Many more details and a 
highly non-trivial proof of this theorem can be found in [13].

Let us now return from this excursion to compressed sensing to our originally 
stated optimization problem (7.6). We have seen that the (geometrical) properties of 
the ℓ1-norm allow for incorporating the prior information of sparsity with respect to 
certain representation systems. While the constrained formulation as in (ℓ1) is usu-
ally considered in compressed sensing, the unconstrained version as stated in (7.6) 
is mostly used for practical implementations. In fact, it can be shown that for certain 
choices of the involved parameters both problems are equivalent [11]. Let us further 
remark that there are many more alternative formulations of ℓ1-minimization such as 
the Dantzig selector [14] or the LASSO [15].

Finally, a particularly important model for mathematical imaging shall be men-
tioned, namely the Rudin-Osher-Fatemi-model (ROF) or total variation (TV) regu-
larization [16]. Therein L of (7.6) is chosen as a discrete gradient operator, i.e., one 
considers the program

 
min ,
x n

Ax y x
∈

− + ⋅ ∇
 2

2
1α  

where ∇ denotes a finite differences operator. In contrast to an ℓ2-norm penalty of 
the gradient, as in Tikhonov regularization, the sparsity promoting ℓ1-norm of the 
gradient allows for sharp edges in the reconstruction. Since its introduction over 
25 years ago, the mathematical properties of TV have been analyzed carefully and 
it has proven itself to be very effective in various applications, cf. [17].
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7.2.3  Wavelets and Shearlets as Sparsifying Systems

In the 1980s Morlet and Grossmann first invented the name wavelets and since then 
there has been an avalanche of research going on to further study and develop the 
so-called wavelet systems. These are affine systems with many mathematical prop-
erties that underline their efficiency for solving certain practical problems such as 
image compression [18], image restoration [18], and MRI reconstruction [2]. 
However, these systems are not only heavily used in applications, but they also form 
a very active theoretical field of mathematical research. A good overview of the 
basics of wavelet theory can be found in [19]. Many systems similar to wavelets 
have been developed over the past years, which have shown to outperform classical 
wavelets in terms of their approximation properties, subsequently initiating new 
trends in the design of sparsifying systems. An example for classes of such systems 
are so-called shearlet systems. The main purpose of this section is to introduce both 
wavelet and shearlet systems due to their significance for medical applications.

7.2.3.1  Wavelet Systems
We begin with wavelet systems in the 1D setting. A wavelet system is an affine sys-
tem of the form

 
Ψ ψ ψ:= :=j m

j j m j m,
/ :2 22 ⋅ −( ) ∈{ },   

for a generating function ψ ∈ L2(ℝ)—the so-called mother wavelet (Fig.  7.2). 
Intuitively, the dyadic scaling obtained by the factor 2j and the translation by m 
allows for efficient microlocal analyses of data.

Such wavelet systems can be constructed to form an orthonormal basis for 
L2(ℝ) by the help of a multiresolution analysis (MRA) [19]. The MRA allows for 
fast and efficient computations of all wavelet coefficients which then give rise to 
a full representation of every element f of L2(ℝ). For our purposes it suffices to 
discuss the approximation of piecewise-regular functions by using wavelets. 
Moreover, with a view towards the approximation of images, it is sufficient to 

Fig. 7.2 Left: A wavelet in time domain. Right: Modulus of a wavelet in Fourier domain

G. Kutyniok et al.



161

continue the discussion for the Hilbert space L2([0, 1]) as images are only finitely 
supported. A fast approximation rate of such functions explains the great success 
of using wavelets as a sparsifying system. In fact, since these systems form an 
orthonormal basis the decay of the error rate is given by the decay of the largest 
wavelet coefficients.

We are then, in particular, interested in the best approximation error using N ∈ ℕ 
coefficients, i.e., how fast ‖f − fN‖2 decays to zeros as N goes to infinity, where fN is 

a representation using N wavelets, that is fN j m j m j mN
= ( )∈∑ , ,Λ ƒ ψ ψ, ,  where 

ΛN ⊂ ℤ2 with # ΛN = N. Clearly, the best choice of ΛN is the one that minimizes the 
error ‖f − fN‖ and that is the index set containing the N largest wavelet coefficients 

f j m j m
,y , ,

( )
∈2

 in modulus.

Theorem 2 ([18]) Let Ψ be a wavelet ONB for L2([0, 1]) with a mother wavelet that 
is q-times differentiable and has q vanishing moments. If f ∈ L2([0, 1]) has finitely 
many discontinuities and is p-times continuously differentiable with p < q, then

 
f f CNN

p
L

− ≤ −
2 ,  

holds for some C > 0, where fN is the wavelet expansion using the N largest wavelet 
coefficients in modulus.

Theorem 2 concerns the approximation of 1D functions that are piecewise regu-
lar. Wavelets for higher dimensions can be constructed by using tensor products 
with many structures that are known in 1D carrying over to the multivariate case, 
see [18, 19]. When generalizing the approximation result to the 2D scenario one has 
to be somewhat more subtle with the choice of singularity-types. In particular, the 
model has to be chosen with great care in order to be close to natural images on the 
one hand, but on the other hand still have enough structure for providing mathemati-
cal analysis. We will present here the class of so-called cartoon-like functions that 
was first introduced by Donoho in [20], which is a mathematical simplified model 
for natural images.

Definition 1 The class of cartoon-like functions E 2( )  is the set of functions 
f: ℝ2 → ℂ of the form

 f g h B= + ⋅ χ ,  

where B ⊂ [0, 1]2 is a set whose boundary is a closed C2-curve with bounded curva-

ture and g, h ∈ C2(ℝ2) are functions supported in [0, 1]2 with g h
C C2 2 1, ≤ .

As natural images are typically governed by edges which are modeled by the 
discontinuities of a function, it is natural to ask what the approximation rate for 
such functions is, when classical 2D wavelets are used. Indeed, the approximation 
rate is N−1 [18, 21]. However, the rate N−1 is not optimal as the following theorem 
shows.
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Theorem 3 ([21]) Let f be a cartoon-like function. For N ∈ ℕ there exists a triangu-
lation of [0, 1]2 with N triangles such that the piecewise linear interpolation fN of 
these triangles satisfies

 
f f C N NN L
− ⋅ →∞−

2

2 2≤ , ,as  

where C is some positive constant.
Theorem 3 shows that the rate of wavelets can be improved, however, it is based 

on an adaptive triangulation. It is therefore of utmost desire to have a fixed system, 
similar to the wavelet system, that can reach N−2. One of such systems is a shearlet 
system [21] which we will now introduce.

7.2.3.2  Shearlet Systems
Shearlets were first introduced in 2005 [22, 23]. We will now recap the basic defini-
tions and properties of such systems and refer the interested reader to [21] for a 
more detailed introduction. The structural properties of shearlets are significantly 
different from wavelets. Recall that a wavelet system was defined using a dyadic 
scaling and translations. A two dimensional wavelet system obtained by tensor 
products thus involves an isotropic scaling and a translation along both directions. 
For a shearlet system one replaces the isotropic scaling with an anisotropic scaling 
and adds a directional component to the system by including a shearing action, cf. 
Fig. 7.3. Thus, we have the following definition of a cone-adapted shearlet system.

Definition 2 Consider the parabolic scaling matrices A2
j, Ã2

j with scaling parameter 

j ∈ ℕ0 and the shear matrix Sk with shearing parameter k ∈ ℤ, defined as follows:
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Fig. 7.3 Heat maps of 2D wavelets and shearlets in spatial domain. Left: Wavelets at different 
scales. Right: Shearlets at different scales and different shearing directions
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Further, let ϕ, ψ, y ∈ ( )L2 2  be the generating functions and c = (c1, c2) ∈ ℝ+ × ℝ+. 

Then the (cone-adapted discrete) shearlet system is defined as

 
S c c c cφ ψ Φ φ Ψ ψ, , , , , ,



y Y y( ) = ( )∪ ( )∪ ( )1 ,  

where

 

Φ φ φ

Ψ ψ ψ ψ

,

,

c c m m

c S A cmj k m
j

k j

1 1
2

3 4
22

( ) = ⋅−( ) ∈{ }
( ) = = ( ) ⋅ −( )

: ,

:, ,
/



jj k m

c S cmA

j

j k m
j

k
T

j

≥ ≤ ∈{ }
( ) = = ( ) ⋅ −(
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2
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3 4
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Y y y y )) ≥ ≤ ∈{ }: ,/j k mj0 2 2 2, ,   

and the multiplication of c and c c c= ( )2 1,  with the translation parameter m should 
be understood entry wise.

Note that due to the shearing and the anisotropy of the scaling strongly localized 
elements can follow the structure of a curve significantly better than an isotropically 
scaled object. It is this geometric flexibility that allows the shearlet system to 
improve upon the previous approximation results of wavelets.

There are several different constructions of shearlet systems known in the litera-
ture [21, 24], in particular there are constructions based on band-limited or com-
pactly supported generators. Furthermore, they can be constructed in such a way 
that the approximation rate is almost optimal. Indeed, the following result holds.

Theorem 4 ([21]) There exist shearlet systems S cf y y, , ,( )  such that for 

f E∈ ( )2  there exists a positive constant C > 0 with

 
f f C N N NN L
− ≤ ⋅ ( ) ⋅ →∞−

2

2 3 2log , .as  

In contrast to wavelets, no shearlet orthonormal bases are known, and shearlets 
are generally redundant systems. However, they can be constructed to form frames 
[25], which is a generalization of orthonormal bases to stable redundant systems.

The construction of shearlets is not limited to the 2D setting. They can also be 
generalized, for instance, to the 3D case. However, notice that similar as the extension 
from 2D to 3D the choice of the model has to be again carefully selected, see [26].

7.3  Recovery from Incomplete Fourier Measurements 
with 3D Shearlets

In this final section, we want to demonstrate how the use of shearlets as a sparsify-
ing transform may improve the reconstruction quality of 3D parallel MRI imaging 
(pMRI). Putting most underlying physical principles aside for the sake of clarity, we 
are following an image-domain based reconstruction method using sensitivity 
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encoding (SENSE) [27], see also Chap. 7. This means that L different coils acquire 

k-space data y MFS xi i
m= ∈  in a parallel fashion, where M describes a radial 

subsampling pattern, F  denotes the discrete Fourier transform and Si is the sensitiv-
ity map belonging to the i-th coil. In conclusion, writing the resulting measurement 

matrix as A MFS MFSL:= 1,, ,,…( ) ,  we consider the convex optimization problem

 
min . . ,
x n

Sx Ax y
∈

− ≤
 1 2

2 2s t s  

where S denotes the 3D shearlet transform as implemented in the ShearLab package 
[28]. For solving this high-dimensional convex optimization problem we are using 
an implementation based on Alternating Direction Method of Multipliers (ADMM), 
see, for instance, [29], and to further promote the sparsity of the coefficients Sx we 
utilize an iterative reweighting strategy adapted to the multilevel structure of the 
shearlet coefficients, as recently proposed in [30]. In Fig.  7.4, we compare our 
results with a non-Cartesian iterative SENSE reconstruction [27] and a 

Fig. 7.4 A comparison of a 3D pMRI scan of the whole heart obtained on a 1.5T machine. Top 
left: Fourier inverse, top right: iterative SENSE, bottom left: total variation, bottom right: shearlet 
based reconstruction
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non- Cartesian iterative SENSE reconstruction with a spatial total variation con-

straint. A relatively small fraction, i.e., 
1
24

-th of the k-space data is acquired using 

L  =  8 different coils. For didactic reasons we also display the non-regularized 

Fourier inverse of the zero-filled k-space data. A more detailed comparison and a 
systematic image quality assessment can be found in [31].

 Conclusion
We presented several mathematical methods used for treating inverse problems 
as they arise in medical imaging tasks. Among them is compressed sensing, 
which is a modern reconstruction technique based on the concept of sparsity, that 
allows to obtain improved reconstructions compared to conventional methods. 
However, in its analysis formulation the success depends on the acquisition 
scheme, i.e., the sampling operator such as the subsampled Fourier transform, 
the sparsity prior, i.e., the analysis operator such as the shearlet transform and in 
particular, the interaction between these operators measured by their incoher-
ence. In conclusion, there is a variety of mathematical concepts from different 
areas such as harmonic analysis, linear algebra, and optimization that, if applied 
correctly, can be used to enhance solutions to medical imaging problems.
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8Acceleration Strategies for Data 
Sampling in MRI

Christoph Kolbitsch and Tobias Schaeffter

Abstract
Magnetic resonance imaging (MRI) is a highly versatile imaging technique 
widely used in clinical practice. It can provide anatomical images with excellent 
soft tissue contrast and quantitative measurements of motion and flow. In addi-
tion, microscopic tissue structures such as neurological pathways and heart mus-
cle fiber orientation can be assessed. One of the main challenges of MRI is long 
acquisition times to ensure high spatial and/or temporal resolution and full 3D 
coverage of the region of interest.

This chapter will give an overview of how the MR signal is created and spa-
tially encoded and how image information can be reconstructed from this raw 
data. Furthermore, approaches which reduce scan times by making data acquisi-
tion faster or by reducing the amount of required raw data will be discussed.

8.1  MR Signal Equation

MRI uses magnetic fields and field gradients to create, encode, and record the signal 
of nuclear magnetic moments. The most commonly used nucleus in medical MRI is 
hydrogen due to its abundance in the human body and high gyromagnetic ration γ 
which ensures high signal strength for a wide range of applications.
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As already outlined in Chap. 2, the magnetic moments of hydrogen nuclei pre-
cess with a Larmor frequency

 ω γ0 0= B  (8.1)

with γ of 2π∙42.58 MHz/T in a static magnetic field B0. The sum of all microscopic 
magnetic moments creates a magnetization M, which is oriented along the main 
magnetic field B0. A so-called radio-frequency (RF) pulse is used to perturb this 
equilibrium state, which results in a change of the orientation of M away from the 
main magnetic field. The amplitude and duration determine the angle between M 
and B0 which is thus called the flip angle. As a consequence of this angle M starts to 
precess around the main magnetic field, and a signal can be measured with receiver 
coils. The spin system returns to equilibrium by independent processes. First, there 
is a loss of coherence by spin interactions (transversal or T2 relaxation) and internal 
main magnetic field perturbations (T2

* relaxation). This leads to a decay of the sig-
nal, which is also called free induction decay (FID). In addition, the spin system 
returns to its equilibrium state by exchanging energy with the surrounding lattice 
described by the longitudinal or T1 relaxation.

Instead of using the FID signal directly, data acquisition in MRI is commonly 
carried out during the formation of signal echoes created either by additional RF 
pulses (spin echo (SE)) or gradients with opposite polarity (gradient echo (GE)) 
(Fig. 8.1) [1–4]. The time interval of the two RF pulses determines the time point 

90˚

TE/2
RF

a b

Gx

Gy

Gz

ADC

~e-t/T2 ~e-t/T2*

S

TE/2
TE

90˚ α˚ α˚180˚ TR TR

Fig. 8.1 (a) Spin echo sequence using a 90° RF pulse for excitation and a 180° RF pulse to create 
a spin echo. (b) For gradient echo sequences RF pulses with different flip angles (α) can be used 
for excitation. A bipolar readout gradient (Gx) is used to create a gradient echo. Spatial encoding in 
y and z direction is achieved with phase encoding prior to the data acquisition (ADC). TR repetition 
time, TE echo time
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of the echo signal (TE), whereas the time interval between two successive excita-
tions is called repetition time TR. The obtained signal depends on the acquisition 
protocol (e.g., flip angle, repetition time, echo time) and on tissue-specific param-
eters (e.g., density of nuclear magnetic moments, T1 or T2 relaxation times). Images 
with varying contrasts highlighting different pathologies can be acquired making 
MRI a highly flexible imaging technique.

8.2  MR Signal Encoding

The recorded MRI signal is the sum of the signals from all magnetic moments m(r) 
in a predefined region of interest (ROI). In order to spatially localize the signal to 
individual voxels and obtain a 2D or 3D image, magnetic gradients G are used to 
modify the Larmor frequency of the nuclear magnetic moments as a function of 
space. If G are applied during the data acquisition, the frequency of the recorded 
signal is modulated as a function of space:

 
ω γ γr G r( ) = + ( )B t0  (8.2)

and if G are switched on for a duration T prior to the actually data acquisition, the 
nuclear magnetic moments acquire a spatially dependent phase:

 
φ ω φ γr r r G( ) = ( ) = + ( )∫ ∫

0
0

0

T T

t t td d .
 

(8.3)

The obtained signal S can therefore be described as

 
S t e m ei t

V

i tk r rrk( )( ) = ( )∫ − ( )ω π0 2 d
 

(8.4)

where k describes the spatial encoding achieved with the gradients

 
k Gt

t

( ) = ( )∫
γ
π

τ τ
2 0

d
 

(8.5)

The recorded MR signal S(k(t)) is therefore the Fourier transform of the magne-
tization m(r). The diagnostic MR image information is obtained from the acquired 
k-space signal by applying an inverse Fourier transform to S. In order to ensure an 
artefact-free image, the acquired k-space has to fulfill certain sampling require-
ments which will be discussed in the next section.

The locations in k-space k(t) where data is acquired (k-space trajectories) only 
depend on the temporal behavior of the magnetic field gradients. This makes MR 
data acquisition very flexible and easily adaptable. The most widely used k-space 
trajectory is a Cartesian sampling pattern, which obtains k-space information in a set 
of parallel readout lines. It provides an excellent signal to noise ratio (SNR), and 
image data can be reconstructed with a fast Fourier transform in a fast and efficient 
way [5]. Popular 2D non-Cartesian trajectories are radial or spiral acquisition 
patterns.
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There are hardware and safety constraints regarding the gradient coils, such as 
maximal strength of field gradients and how fast these gradients can be changed. 
Rather than restricting the possible k-space locations, these specifications determine 
the time required to go from one k-space location to the next.

After one RF excitation pulse, usually one frequency-encoded k-space line (e.g., 
256 k-space points) at a certain phase-encoded k-space position is acquired (MR 
sequences which acquire more data after one RF excitation is discussed in “Fast 
sequences”). However, for image reconstruction, a fully sampled 2D or 3D k-space 
needs to be obtained. For this, RF excitation, echo formation, signal encoding, and 
data acquisition have to be repeated multiple times to obtain the required number of 
phase-encoded k-space lines. For fast sequences, the repetition time TR between two 
RF pulses is in the range of 3–5 ms. Therefore, a 2D k-space with 256 × 256 k-space 
points leads to a total acquisition time of approximately 1 s, and a 3D k-space acqui-
sition then takes a few minutes to acquire.

8.3  Nyquist Sampling Theorem

The acquired MRI signal S  is not continuous but obtained on a finite number of 
discrete k-space locations ki. In order to ensure that an accurate image can be recon-
structed, the obtained k-space has to fulfill certain sampling requirements.

The following derivation of these sampling requirements is done for a simple 1D 
case of Nk regularly sampled k-space points ki but can easily be extended to higher 
dimensions and non-Cartesian trajectories. The acquired signals can be described 
by the following sampling function:

 

S k S k k n k r
k k

Fi
n k

 ( ) = ( ) −( )
+













=−∞

∞

∑δ ∆

∆
2

 

(8.6)

where S(k) is the continuous k-space signal and Fk = ∆kNk is the extend of the sam-
pled k-space. The rect function r(k) is defined as

 
r k k r k( ) = ≤ ( ) =1 0 5 0if otherwise.  (8.7)

The Fourier transform of the discrete k-space signal leads to
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(8.8)

The reconstructed image signal m r ( )  is therefore the original image signal m(r) 
obtained from the continuous k-space S(k) convolved with a comb and sinc func-
tion. The comb function leads to copies of the imaged object shifted by multiples of 

1/∆k  in image space. In order to avoid any overlap (so-called aliasing, fold-over, 

or backfolding artefacts) of these multiple copies of the object, the extend Fr of the 

imaged object (i.e., field of view, FOV) has to be smaller than 1
∆k

. A visual over-
view is given in Fig. 8.2.
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These acquisition requirements can also be derived directly from the Nyquist-
Shannon sampling criterion which states that the sample spacing ∆t of a signal f 
bandlimited to fmax needs to be smaller than 1

2 fmax
.  In the above case, the sam-

ple spacing is ∆k, and the bandlimit is half of the extend of the object in image 
space Fr.

The sinc functions lead to Gibbs ringing artefacts which can occur close to strong 
signal intensity changes (i.e., edges) [6]. Their frequency is proportional to the num-
ber of samples Nk, but their amplitude of ≈9% of the original signal is constant. 
Low-pass filtering can be applied to the obtained k-space to reduce Gibbs ringing, 
but this also leads to a reduced image resolution.

The reconstructed signal m r ( )  is also discrete and truncated with a pixel spacing 
∆r and a signal extend Fr. Applying the above considerations to m(r) and assuming 
that both k-space and image signal have the same number of samples Nk = Nr = N 
lead to

 ∆ ∆k r N=  (8.9)

For an image with a desired resolution of ∆r and a field of view of Fr, the k-space 
has to be sampled from −kmax + 1 to kmax on discrete sampling points separated by ∆k 
with

 
∆

∆
k

F
k

rr

≤ ≥
1 2 1and max  

(8.10)

If the Nyquist-Shannon sampling criterion is not met, so-called aliasing or under-
sampling artefacts appear in the reconstructed images. The appearance of these arte-
facts depends on which points in k-space have been acquired. One approach to 
study the effect of different sampling schemes on the final image quality is by 
assessing the point spread function (PSF). The PSF describes the response of a 

∆k

1/∆k

Fourier transform

a b c

Fourier transform Fourier transform

Fk

S
(k

)

S
(k

)

m
(r

)

m
(r

)

Fig. 8.2 Discrete data acquisition. (a) Ideal case of continuous Gaussian function S(k) and its 
Fourier transform m(r). (b) Discrete sampling in k-space leads to multiple copies of the images in 
image space. (c) Finite sampling in k-space causes Gibbs ringing artefacts in image space
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system to a delta peak. The system is described by the sampling of k-space along 
different trajectories and the subsequent Fourier transform. Consequently, the effect 
of sampling strategies is represented by convoluting each pixel in the MR image by 
the PSF. Figure 8.3 shows Cartesian, radial, and spiral undersampling patterns and 
the corresponding PSFs. Regular Cartesian undersampling leads to multiple copies 

of the PSF separated by 1
∆k

. The convolution of the image with such PSF would 

result in well-known “ghost images” at the position of the PSF peaks with the inten-
sity given by the magnitude of the peak. For higher undersampling factors, ∆k 
increases, and thus there are more peaks closer together. For the radial sampling 
scheme shown in Fig. 8.3, ∆k increases for k-space points further away from the 
k-space center. The corresponding PSF is more complex with many small peaks 
leading to incoherent streaking artefacts [7]. In order to ensure the same undersam-
pling artefact-free FOV as a Cartesian sampling scheme with N × N k-space points 

along kx and ky, N points need to be acquired along the radial direction at 
p
2
N  dif-

ferent equally spaced angles [8]. The increased number of required k-space points 

is due to the fact that ∆k increases with the distance from the k-space center, and in 

kya b c d

P
S

F
1D

 p
lo

t o
f P

S
F

kx

Fig. 8.3 Sampling pattern and PSF for (a) fully sampled Cartesian, (b) undersampled Cartesian, 
(c) undersampled radial, and (d) undersample spiral k-space trajectories. The trajectories in (b–d) 
are undersampled by a factor of four compared to the fully sampled k-space in (a). The PSF of the 
fully sampled Cartesian trajectory shows one single peak. For a regular undersampling factor of 
four, four peaks are visible in the PSF shifted by FOV/4 along the undersampling direction. The 
undersampling artefacts for radial and spiral trajectories are much more incoherent
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order to ensure there are no aliasing artefacts, the Nyquist-Shannon sampling crite-
rion also has to be fulfilled at the end of each radial spoke, where ∆k between two 
neighboring spokes is largest. The total energy of the undersampling artefacts (i.e., 
the integral over the PSF without the main peak) is similar for radial and Cartesian 
undersampling, but for radial sampling schemes, artefacts are incoherently spread 
out, which is usually more acceptable for visual inspection. For the spiral sampling 
scheme with constant density, similar artefacts appear in the PSF. Figure 8.4 shows 
transversal images of a human heart obtained with a Cartesian, radial, and spiral 
trajectory with varying degree of undersampling.

A straightforward measure to quantify undersampling artefacts is the peak to 
sidelobe ratio (PSR). For a regularly undersampled Cartesian trajectory, the ratio 
between the main peak of the PSF and the sidelobes is 1 and therefore indicates 
highly regular undersampling artefacts. For radial or spiral undersampling, the PSR 
is smaller than 1 which indicates much more incoherent aliasing artefacts.

After discretizing the acquired k-space and the reconstructed image, the MR 
signal equation can also be written in matrix notation

 s m= =E E LFwith  (8.11)

where s is the acquired k-space, m is the image, E is the encoding operator, F is 
the inverse fast Fourier operator, and L is the sampling operator which deter-
mines which k-space locations have been acquired. E describes the process from 
image information to acquired MR data. It can be extended to include further 
steps of the imaging process, such as the use of receiver coils with spatially vary-
ing sensitivities (which will be discussed in the Sect.  8.6) or even changes of the 
anatomy due to physiological motion such as breathing or heartbeat.

Fig. 8.4 Undersampling artefacts for Cartesian, radial, and spiral MR trajectories (symbolized in 
the corner of each image) with an undersampling factor of two (first row) and four (second row). 
The first image is the fully sampled reference image

8 Acceleration Strategies for Data Sampling in MRI



174

The inversion of the above linear equation provides the solution for the recon-
struction of image m. For regular Cartesian sampling schemes, E can be inverted in 
a straightforward way and corresponds to the discrete fast Fourier transform. 
Especially for non-Cartesian trajectories, the encoding matrix is too large to invert 
directly and therefore techniques which minimize the L2-norm between acquired 
and reconstructed data can be used:

 
m m s

m
= −min .



E
2

2
 (8.12)

As already mentioned before, the frequency-encoded k-space lines are sampled 
one by one in a serial acquisition. This can lead to long acquisition times which are 
not always feasible in clinical practice. Therefore, a wide range of fast imaging 
sequences and acceleration techniques has been developed to speed up MR scans.

There are basically two approaches to reduce acquisition times. One approach 
increases the ratio between time used for data sampling relative to TR by acquiring 
more than one readout line in each TR (fast sequences). The other approach is to 
acquire less data, than the Nyquist-Shannon sampling criterion would actually require. 
In order to avoid undersampling artefacts, different approaches have been proposed 
that utilize additional information, such as the Hermitian properties of k-space (partial 
k-space acquisitions) [9], additional information about the spatial sensitivity of 
receiver coils (parallel imaging) [10–12], or the temporal coherence of images (tem-
poral acceleration) [13]. Recently, techniques have also been developed which utilize 
information about the image (e.g., that the image is piecewise constant or sparse) to 
remove undersampling artefacts without impairing the actual image content [14].

8.4  Fast Sequences

Acquisition times can be strongly reduced by obtaining more than one frequency-
encoded k-space line within each TR. For SE imaging this can be achieved by apply-
ing multiple 180° RF-refocusing pulses after one excitation pulse (Fig. 8.5a). Each 
refocusing pulse creates one spin echo which can then be spatially encoded with 
standard phase encoding to sample multiple lines of k-space within each TR.

The main challenge of this approach is that the MR signal strength decreases due 
to T2 relaxation processes after the RF excitation pulse. The varying signal strength 
of the spin echoes leads to a varying intensity over the obtained k-space which acts 
like a filter and can lead to blurring and a reduced resolution of the reconstructed 
images. This effect becomes more severe for increasing number of echoes.

One possibility to overcome this limitation is to adapt the strength of the refocus-
ing RF pulses during data acquisition. Rather than using only 180° RF pulses, vary-
ing flip angle patterns are used to achieve an optimal image contrast.

The most efficient GE approach is echo planar imaging (EPI) which obtains a 
fully sampled k-space within one TR (Fig. 8.5b). A repeated bipolar gradient is used 
for frequency encoding producing multiple echoes after the RF excitation pulse. 
Phase encoding is achieved with so-called blip gradients, which lead to a small 
increase or decrease of the current phase encoding position.
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Similar to the fast spin echo sequence, EPI is affected by T2
* relaxation during 

the echo acquisition. EPI also requires very high gradient performance and fast 
gradient switching times. Any hardware-related inaccuracies in the gradients lead to 
strong image artefacts. In addition, EPI sequences are very susceptible to magnetic 
field inhomogeneities and off-resonance effects which can also lead to image 
distortions.

Both of these approaches are mainly carried out in 2D or combined with a tradi-
tional 3D phase encoding. 3D EPI sequences are available, but they can only achieve 
moderate image resolution due to the limitations discussed above.

8.5  Partial k-Space Acquisitions

The objects imaged with MRI are real objects, and therefore the reconstructed 
images should also be real-valued. The Fourier conjugate of a real signal is Hermitian 
symmetric such that

 
S t S tk k( )( ) = − ( )( )∗  (8.13)

90°

α°

180°
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Fig. 8.5 Fast MR sequences. (a) For a fast spin echo sequence multiple 180° RF-refocusing 
pulses are applied after each 90° excitation pulse. Standard phase encoding is used to encode the 
multiple echoes. (b) Echo planar imaging (EPI) uses a bipolar readout gradient which creates 
multiple gradient echoes after one excitation pulse. Small phase encoding blips are used to spa-
tially encode each echo. The small insert shows the k-space sampling pattern of EPI sequences
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Therefore, k-space would only need to be acquired between [0 kmax], and the 
missing data could be substituted by the complex conjugate of the obtained samples 
or by simple zero filling the missing k-space data and applying a Fourier transfor-
mation. Commonly partial k-space acquisitions are carried out which sample from 
−(PF − 0.5)∗kmax to kmax with a partial Fourier factor PF ≥ 0.5. If the partial Fourier 
acquisition is carried out along the frequency encoding direction, it is sometimes 
also referred to as partial echo acquisition and can lead to reduced scan times.

A more accurate image can be obtained with a homodyne reconstruction 
approach which uses PF > 0.5 to acquire a symmetrically sampled central k-space 
region. MR images can have a nonconstant phase due to field inhomogeneities, 
eddy currents, or motion occurring during data acquisition, which violates the 
Hermitian symmetry. Nevertheless, this phase is assumed to be slow varying over 
the image and can be captured by the symmetrically sampled central k-space region 
allowing for the reconstruction of low-resolution images from the central part. 
Commonly a PF between 0.6 and 0.75 is used to provide enough information to 
estimate and correct this image phase. As a first step, a weighting function is applied 
in k-space to ensure the symmetrically and asymmetrically sampled k-space regions 
contribute equally to the image reconstruction. In particular, k-space values in the 
center are weighted by one and outside by a factor of two. For the second step, a 
low-resolution phase map obtained from the symmetrically sampled central k-space 
region is reconstructed and then applied to the partial Fourier image data to com-
pensate for any image phase. The homodyne method can also be carried out itera-
tively to further improve image quality. Figure  8.6 compares the image quality 
achieved with simple zero filling and with the homodyne reconstruction.

Fully sampled Zero filled Low-resolution Homodyne rec

Fig. 8.6 Partial Fourier acquisition. Simple zero filling of the missing k-space data leads to strong 
blurring in the image. For the homodyne reconstruction, phase information is estimated from a 
low-resolution image reconstructed from the symmetrically sampled k-space center. The k-space 
is then weighted, and the phase information is used to reduce image blurring. Dashed lines: k-space 
data not used for image reconstruction
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There are of course exceptions where the obtained MR image contains diagnos-
tic phase information which needs to be preserved. In phase-contrast flow imaging, 
quantitative information about blood flow velocities can be encoded into the phase 
information. Water-fat separation techniques require information about the phase 
difference between fat and water due to their different resonance frequencies in 
order to be able to separate the two tissue types. Partial k-space acquisitions are still 
possible in these cases but require dedicated image reconstruction to preserve the 
correct phase information.

8.6  Parallel Imaging

The MRI signal is the sum over all the signals from the different magnetic 
moments. It is a time-dependent signal, and information about the spatial dis-
tribution of magnetic moments has to be obtained using encoding gradients as 
discussed in the first part of this chapter. Another option for spatial encoding 
is to exploit the spatially depending receiver sensitivity of multiple receiver 
coils [15]. Therefore, each receiver coil only records signals from magnetic 
moments in its vicinity, and signal is spatially weighted by the coil sensitivity. 
Using multiple receiver coils n with sensitivities cn(r) changes the MR signal 
equation to

 
S t e m c en

i t

V
n

i tk r r rrk( )( ) = ( ) ( )∫ − ( )ω π0 2 d
 

(8.14)

leading to n different sets of k-space information. Reconstruction of Sn(k(t)) yields 
multiple images mn(r), each weighted differently by cn(r).

The additional information provided by the multiple receiver coils can be uti-
lized during image reconstruction to remove undersampling artefacts [10–12, 16]. 
Therefore, less k-space data can be acquired without impairing image quality mak-
ing these parallel imaging techniques one of the most important technical develop-
ments to speed up MRI. Commonly, they are categorized into image- or k-space-based 
methods. The most widely used image-based approach is sensitivity encoding 
(SENSE), and k-space-based technique is generalized autocalibrating partially par-
allel acquisition (GRAPPA).

For GRAPPA cn(r) is used as an additional spatial encoding term. For SENSE on 
the other hand, it describes a standard Fourier encoding of spatially weighted 
images. Both techniques address the same problem of reconstructing an image 
without aliasing artefacts from undersampled k-space data, but they utilize the spa-
tially varying coil sensitivities in different ways [17].

In matrix notation, the above signal equation can now be written as

 s m= =E E LFCwith  (8.15)

where the encoding operator was extended by the coil sensitivity operator C.
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8.6.1  SENSE

As mentioned above, the receiver coils have different spatial sensitivity and there-
fore provide a spatial localization of the recorded MR signal. In an image recon-
structed from an undersampled k-space, each pixel is the sum of the true image 
information with aliased image information from different spatial locations. For 
each coil the aliased image information is now weighted differently with the differ-
ent coil sensitivities. If these sensitivities are known, the true and the aliased image 
information can be unwrapped or unfolded. How well the true image information 
can be recovered depends on the coil sensitivities, the undersampling scheme, and 
the imaged object.

If we assume a simple example of a 2D Cartesian k-space with a regular unders-
ampling factor of two (i.e., skipping every second k-space line) along the ky direc-

tion, then reconstructing an image from this k-space with ∆k
Fx
x

=
1

 and with 

∆k
Fy

y

=
2

 leads to aliasing artefacts along y. Due to the regular undersampling, 

these artefacts are copies of the original image morig shifted by 
Fy

2
:
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(8.16)

If the MR data has been acquired not just with one but with two receiver coils, 
two images can be reconstructed each weighted by different coil sensitivities c:
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leading to two equations for the two pixel intensities morig(x, y) and m x y
Fy

orig , +








2

. 

If these two equations are linearly independent, then the pixel intensities can be 
recovered accurately, and an undersampling artefact-free image can be reconstructed. 
A graphical representation of the above equations is given in Fig. 8.7.

The above equations can also be written more generally as

 
m m= C orig  (8.19)

The artefact-free image morig can therefore be reconstructed by inverting the 
matrix C. For a regularly undersampled Cartesian k-space, such as the one consid-
ered in the above example, this matrix can be directly inverted because only very 
few pixels contribute to the aliasing artefacts at a certain pixel position. For irregu-
larly undersampled k-space data or non-Cartesian trajectories, C is commonly too 
large to be directly inverted, and iterative approaches using, for example, conjugate 
gradient (CG), techniques are used to remove undersampling artefacts [18].
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Coil sensitivity information can be obtained from a separate so-called refer-
ence scan which is carried out prior to the actual image data acquisition. Self-
reference techniques have also been developed, which obtain cn(r) from the image 
data itself [19].

8.6.2  GRAPPA

GRAPPA does not remove the undersampling artefacts in image space, but utilizes 
the spatially varying sensitivity of the receiver coils to fill in the missing k-space 
information and then reconstructs artefact-free images. The term cn(r) is therefore 
seen as spatial encoding in addition to the spatial encoding carried out by the field 
gradients. The main idea of GRAPPA is that missing k-space data S(km) can be esti-
mated as a linear combination of acquired k-space data S(ka) recorded with Nc 
receiver coils:

 
S w Sn m

j

N

j
n

j a

c

k k( ) = ( )
=
∑

1  
(8.20)

The weights w for each coil n are determined from autocalibration lines acquired in 
the center of k-space. If the acquired k-space points lie on a regular lattice (i.e., 
Cartesian sampling scheme), then the weights learned from the k-space center can be 
used throughout the entire k-space. Non-Cartesian trajectories can require multiple sets 
of weights to ensure missing k-space information is accurately calculated [20, 21].

Multiple k-space points in each coil can be used to calculate one missing k-space 
point which determines the size of the GRAPPA kernel. In theory, the entire acquired 
k-space can be used for each missing k-space point, but in practice less than ten data 
points are sufficient for an accurate reconstruction.

=

mn=1(x,y) morig(x,y) cn=1(x,y) morig(x,y+Fy/2) cn=1(x,y+Fy/2)

mn=2(x,y) morig(x,y) cn=2(x,y) morig(x,y+Fy/2) cn=2(x,y+Fy/2)

* *+

= * *+

Fig. 8.7 Example of a 2D Cartesian acquisition with a regular undersampling factor of two using 
two receiver soils (n = 1 and n = 2). Each receiver coil leads to images with aliasing artefacts (mn = 1 
and mn = 2), but the image content (morig) and thus the undersampling artefacts are weighted by the 
respective spatially varying coil sensitivity maps (cn = 1 and cn = 2). This allows for the removal of the 
aliasing artefacts (so-called unfolding)
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GRAPPA yields a fully sampled k-space for each coil, and thus an undersam-
pling artefact-free image can be reconstructed for each coil. SENSE on the other 
hand does not recover the missing k-space information and provides only a single 
artefact-free image.

Any inaccuracies during the estimation of the coil sensitivities for SENSE or the 
calibration of the GRAPPA kernel directly affect the obtained image quality.

Even if the coil sensitivities are perfectly known, parallel imaging leads to a 
reduced SNR compared to a fully sampled data acquisition:

 

SNR
SNR

parallel
fullr
r

( ) =
( )Rg  

(8.21)

R is the undersampling factor, and g(r) depends on the conditioning of C and is deter-
mined by the spatial distribution of the coil sensitivities, the undersampling pattern, 
and the direction of undersampling. These parameters can vary as a function of 
space, and therefore, parallel imaging leads to a spatially dependent SNR with locally 
varying noise amplification compared to the fully sampled data acquisition.

8.7  Compressed Sensing

The concept of compressed sensing, which was originally proposed in the early 
2000s by Donoho [22] and Candes et al. [23] and was soon translated to MRI by 
Lustig et  al., [24] represents another powerful approach for increasing imaging 
speed in MRI by exploiting image redundancy in a different way. Compressed sens-
ing takes advantage of the fact that an image m is usually sparse in some appropriate 
transform basis (Ψ) and enables reconstruction from a reduced number of k-space 
samples s if they are acquired in an incoherent fashion. Incoherence is a key com-
ponent that aims to break the usual regularity in sampling patterns and enables the 
use of sparsity-based reconstructions.

A true representation of the image can then be reconstructed by using a nonlinear 
reconstruction approach maximizing the sparsity of signal subject to data 
consistency:

 
min .
m

m sΨm
1 2

subject to E − ≤   (8.22)

Compressed sensing allows for high acceleration and has found wide application 
in MRI [25–29].

8.8  Temporal Acceleration

Fast imaging is especially important if temporal processes such as the beating of the 
heart or the uptake of a contrast agent in the vasculature need to be resolved. 
Although real-time MR imaging is possible, it is mainly limited to 2D imaging with 
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limited spatial resolution. In order to reduce scan times and improve both temporal 
and spatial resolution, temporal acceleration schemes have been developed.

The main assumption of many imaging approaches is that a contrast agent mainly 
affects the image contrast which is captured mainly by low k-space frequencies. The 
surrounding anatomy, which requires also high k-space frequency information to be 
accurately imaged, does not change over time. Therefore, a central k-space region is 
acquired with a higher temporal resolution than the outer k-space. For the image 
reconstruction at a certain time point t, the central k-space region acquired at t is 
combined with the outer k-space acquired closest to t. This of course leads to incon-
sistencies in k-space, but as long as the initial assumption holds true, images with an 
apparent high temporal resolution can be reconstructed.

There is a wide range of acquisition techniques which follow this scheme but 
differ in the way the k-space is separated into different blocks and how these blocks 
are acquired over time (Fig. 8.8). The original keyhole imaging technique separates 
the k-space into an inner and outer region, the inner region is repeatedly acquired 
over time, and the outer region is only acquired once [30]. Other approaches such as 
BRISK (block regional interpolation scheme for k-space) [31], TRICKS (time-
resolved imaging of contrast kinetics) [32], or TWIST (time-resolved imaging with 
stochastic trajectories) [33] separate the k-space into an inner region and multiple 
outer regions. The outer regions are also repeatedly acquired but with a lower tem-
poral frequency as the inner k-space region.

8.9  K–t Acceleration Techniques

Temporal acceleration techniques such as keyhole imaging or TRICKS discussed in 
the previous section adapt k-space sampling to achieve higher temporal resolution 
but still assume that a fully sampled image is reconstructed for each time step.

ky

A

A A A A A A B A B A AB A BC C A C

time time

B

A A

B
C

ky kykx

kz kz
a b

Fig. 8.8 Temporal acceleration. (a) Original keyhole techniques separate k-space in an inner (A) 
and outer (B) regions. A is acquired repeatedly over time but B is only acquired once. (b) Similar 
techniques separate k-space into more than two regions and vary the sampling of these regions to 
ensure high temporal resolution for A and sufficient update of B, C, … to avoid artefacts
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K–t acceleration techniques achieve a scan acceleration by reconstructing under-
sampled images for each time point. The sampling pattern changes over time and 
thus leads to temporally varying undersampling artefacts.

The separation between undersampling artefacts and true image content is done 
in x–f space, where f is the temporal frequency of the dynamic image sequence 
(Fig. 8.9). If the temporal changes in image content (i.e., the change of the anatomy 
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Fig. 8.9 K–t sampling pattern. (a) First frame of a dynamic fully sampled cardiac MR sequence. 
(b) Temporal profile showing the changes of the heart during the cardiac cycle. (c) X–f space of (b). 
(d) First frame of a regular undersampled data (i.e., constant undersampling pattern at each time 
point). (e, f) Point spread function in x–f space and temporal profile in x–f space for a regular 
undersampling pattern. (g) First frame of k–t undersampled data (i.e., varying undersampling pat-
tern over time). (h, i) Point spread function in x–f space and temporal profile in x–f space for a k–t 
undersampling pattern. Due to the temporally varying undersampling patterns, undersampling 
artefacts have a higher frequency than the slowly varying anatomical information and thus can be 
separated in x–f space. For regular undersampled data, the undersampling artefacts do not vary 
over time and therefore overlap in the x–f space and cannot be separated
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of the heart during the cardiac cycle) are slow compared to the temporal resolution 
of the dynamic image sequence, anatomic information is confined to low frequen-
cies in x–f space. If the undersampling pattern varies with each time frame, unders-
ampling artefacts mainly occur in the high frequencies of the x–f space.

A straightforward approach to suppress undersampling artefacts is to apply a 
simple low-pass filter in x–f space (UNFOLD) [34] which can also be combined 
with parallel imaging for further acceleration (TSENSE) [35]. These techniques 
make assumptions about the distribution of image information and undersam-
pling artefacts in x–f space. K–t BLAST and k–t SENSE obtain a training data set 
with low spatial resolution but high temporal resolution in order to better distin-
guish between image information and undersampling artefacts in x–f space [36]. 
The training data can be obtained from an additional scan or from the data itself 
using for example non-Cartesian sampling schemes such as radial k-space trajec-
tories [37].

The information of the training data set can then be used as a regularization in x–f 
space during an iterative image reconstruction approach. Instead of the Fourier 
transform a long time, other transformations such as principal component analysis 
or Karhunen-Loeve transform can be used to separate image content and undersam-
pling artefacts [38, 39].

The k–t reconstruction can also be formulated as a L1-norm minimization prob-
lem and can then be solved with a compressed sensing approach to enforce spar-
sity in x–f space [40, 41]. This does not require any training data and is thus very 
well suited for nonperiodic dynamic processes, such as myocardial perfusion 
imaging [42].

8.10  Outlook

Making MRI faster is still a very active field of research. Especially the combination 
of different reconstruction approaches [43–45] including information about physi-
ological motion into the encoding operator [28, 46, 47] promises to allow for even 
higher undersampling factors without losing image quality. One of the main limita-
tions of undersampling is SNR, because SNR is proportional to the square root of 
the number of acquired data points. Therefore, for higher undersampling factors 
additional regularization terms become more and more important for image recon-
struction to ensure high image quality.

The temporal behavior of the magnetization during an MRI scan can be described 
by the Bloch equations. This can be used, for example, to obtain quantitative MR 
images (i.e., T1- or T2-maps) from qualitative MR images acquired with different 
MR sequence parameters [48, 49]. Other techniques utilize this additional informa-
tion to compensate for blurring effects due to T2-relaxation [50]. The main idea of 
all of these techniques is to keep MR sequence parameters constant and ensure a 
consistent magnetization for each TR.

Recently, a new type of MR approach has been introduced which uses different 
MR sequence parameters for each TR. These so-called MR fingerprinting techniques 
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create a magnetization signal which varies over time, and the time curves for each 
voxel depend on known sequence parameters (e.g., TE, TR, flip angle), unknown 
scanner parameters (e.g., inhomogeneities of the main magnetic field B0), and 
unknown diagnostic parameters (e.g., T1, T2, spin density) [51]. By comparing the 
measured signal time curves to a known signal library calculated from the Bloch 
equations, T1-, T2-, and B0-, and spin density maps can be determined from very few 
acquired k-space samples.

MR fingerprinting utilizes knowledge about the underlying spin physics to sepa-
rate MR image information and undersampling artefacts and allows for multipara-
metric quantitative MRI from a single scan in a very short time holding great 
promises for future clinical applications.
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Abstract
4D flow is a unique technique to measure the in vivo blood velocity vector spa-
tially and temporally resolved. It allows deriving important hemodynamic 
parameters such as peak velocity, net flow, wall shear stress, and others, which 
are important parameters for a large range of diseases. This chapter will cover the 
basic techniques of MR velocity encoding, current acquisition strategies and 
practical aspects, post-processing of the acquired data, current limitations, and 
an overview of current and future research directions.

9.1  Introduction

It was discovered more than a decade before the acquisition of the first human MR 
images that magnetic resonance allows the assessment of blood flow in vivo [1]. 
Several years later, in 1982, Moran [2] gave a mathematical and technical descrip-
tion for an experiment allowing to spatially resolve the blood velocity. The work 
demonstrated that velocity encoding can be realized in addition to spatial encoding 
using velocity sensitive gradients, which still is the basis of today’s velocity map-
ping techniques. In 1986, time-resolved two-dimensional phase-contrast (cine 2D 
PC) MR imaging was introduced [3], a technique that has been established as a 
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routine tool for a variety of clinical applications. Usually, only the through-plane 
component of the velocity vector is measured requiring accurate orientation of the 
imaging slice. Later, PC-MRI advanced toward a time-resolved PC imaging tech-
nique with full three-dimensional spatial coverage and with three-directional veloc-
ity encoding. It is often termed “4D flow MRI” [4] with “4D” referring to the 3D 
spatial and the temporal dimension and “flow” referring to the three-directional 
velocity encoding. 4D flow MRI offers the opportunity for retrospective assessment 
of blood flow in different regions in a volume, in contrast to cine 2D PC velocity 
imaging where the position of the slice needs to be planned carefully to the area of 
interest. It also allows the derivation of advanced parameters such as wall shear 
stress, pressure differences, and others.

Today, velocity-encoded MR imaging is being used in a large range of cardiovas-
cular applications. At present, however, cine 2D PC velocity imaging is predomi-
nantly applied in clinical routine. This is mostly explained by the longer scan time, 
which is a limitation of this technique as discussed later in more detail.

The following sections will provide an introduction to 4D flow MRI and its 
applications. First, a detailed description of encoding and velocity compensation 
using MR gradients will be given followed by practical realization of 4D flow MRI 
and common acquisition schemes. The post-processing required for subsequent 
quantification of various hemodynamic parameters will be covered prior to selected 
applications of 4D flow MRI. Finally, we will cover present limitations of this tech-
nique and provide an outlook of current research topics and future directions of 4D 
flow MRI.

9.2  Flow Compensation and Flow Encoding

Moving spins in a spatially heterogeneous magnetic field, such as produced by a 
gradient coil, accumulate a phase along their path relative to a stationary spin. Such 
phases, which are not fully rewound by switching a second gradient with opposite 
polarity, are blessing and curse at the same time: they can create unwanted artifacts 
in standard imaging techniques, but they also enable the quantification of the blood 
velocity.

9.2.1  Moving Spins in a Magnetic Gradient Field

In an MRI acquisition, the spins’ local precession frequency ω(r) in the rotating 
frame, i.e., a coordinate system rotating with precession frequency γB0, is given by:

 
ω γr Gr r( ) = + ( )( )∆B0  (9.1)

Here, B0 denotes the main magnetic field, G = (Gx, Gy, Gz)T the switched linear 
magnetic field gradient realized by the three gradient coils, r = (x, y, z)T the spatial 
coordinate vector measured from isocenter, and ΔB0(r) denotes local magnetic field 
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deviations from B0, for example, caused by local susceptibility differences (see 
Chap. 15).

For convenience, G = Gx describes a magnetic field gradient along the x-axis, and 
ΔB0 is assumed to be zero. Due to the application of the gradient, the spin’s local preces-
sion frequency depends on the position along the x-axis. Thus, the spins accumulate a 
spatially dependent phase that is given by the integration of the precession frequency:

 

φ γt( ) = ( ) ( )′ ′∫ ′

t

t

xG t x t dt
0  

(9.2)

Figure 9.1 illustrates a bipolar gradient waveform consisting of two rectangular 
gradient pulses of duration ∆t and 2∆t applied along the x-axis. If static spins at 
position x0 are considered, the accumulated phase at the end of the waveform is 

given by ϕ(t) = γx0m0  with m G t dt
t

x0
0

= ( )′∫ ′  being the zeroth gradient moment, 

which is the area under the gradient waveform in Fig. 9.1a. If moving spins are 
considered, such as flowing blood within a vessel, the spatial coordinate changes 
during applications of the gradient, and the phase will not only depend on the coor-
dinate, but also on the velocity, acceleration, and higher-order terms as illustrated in 
the following.

The spatial position of the spin can be expressed by a Taylor series around an 
expansion time point, which is here set to zero:
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x0, v0, and a0 denote the initial spatial coordinate, the velocity, and the accelera-
tion at t = 0. Thus, the accumulated phase for a gradient switched in x direction is 
given by:
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Here, m G t t tn

t

x
n= ( ) ′′ ′∫

0

d  denotes the nth gradient moment. In the following 

 discussion, only the first two terms of the Taylor series are considered, while accel-
eration, jerk, and higher terms are neglected. In this case, the phase is linearly 
dependent on the spatial coordinate weighted by the zeroth gradient moment as well 
as on the velocity weighted by the first gradient moment (see Eq. (2.66) in Chap. 2):

 
φ γ γt x m v m( ) ≅ +0 0 0 1  (9.5)
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Figure 9.1c illustrates m1(t) for the gradient waveform given in Fig. 9.1a, and the cor-
responding phases for spins with constant velocities of v0, 0, and −v0 starting at the same 
initial coordinate x0 are shown in Fig. 9.1d. At the end of the bipolar gradient pulse (t3), 
a residual phase ϕ ≠ 0 remains that scales linearly with the velocity of the moving spins.

When calculating the gradient moments, the time origin and the starting time of 
the gradient pulse are of importance. In slice-selective imaging, the time origin 
(t = 0) can be set to the isodelay time point of the excitation pulse. For symmetric 
SINC-shaped RF pulses of duration TRF that are often used in MRI, the isodelay 
time point is considered to be TRF/2. Gradient waveforms switched on an axis other 
than slice selection, such as the phase-encoding gradient, typically do not start at 
t = 0 but with a delay δt. In general, if a gradient pulse starting at t = 0 with moments 
m0 and m1 is shifted by δt > 0, the first moment m1

′ of the shifted waveform at time 
t + δt is given by m m m t1 1 0

′ = + •δ . In other words, the first moment is invariant with 
respect to temporal delays if m0 vanishes. This is the case for the bipolar gradient 
pulse in Fig. 9.1a at time point t = t3; shifting of the entire gradient waveform in time 
by δt will lead to unchanged m1 values at the end of the gradient waveform. It can 

∆t ∆t

Φ

2∆t

t2

t0=0 t1

m0

m1

Ga

b

c

d

t3
t

t

t

t
v = +v0

v = -v0

v = 0

Fig. 9.1 Bipolar gradient 
waveform (a) with 
corresponding zeroth (b) 
and first (c) gradient 
moment. The resulting 
m1-induced phase shown in 
(d) is linearly dependent 
on the velocity
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be shown more generally that similar relationships exist for higher gradient 
moments: the nth resulting gradient moment mn

′  is given by m m m tn n m
′

−= + •1 δ  if 
the waveform is shifted by δt.

9.2.2  Flow Artifacts and Flow Compensation

Non-compensated first gradient moments (m1 ≠ 0) typically cause artifacts in MR 
images. For example, a constant velocity in phase-encoding direction causes mislo-
calization in that direction if conventional phase-encoding gradients with m1 ≠ 0 are 
being used as shown in Fig. 9.2. In this case, not only m0 changes incrementally 
(Fig. 9.2b) with phase-encoding line number, as intended for phase-encoding pur-
poses, but also m1 as displayed in Fig. 9.2c. Therefore, assuming constant blood 
velocity within the voxel, such m1-induced linear phase in k-space generates a shift 
in image space. In vessels with pulsatile blood flow, the flow-induced phase varies 
over k-space resulting in more complex artifacts, often seen as multiple replication 
artifacts as shown in Fig. 9.2d. To avoid such artifacts, velocity-compensated gradi-
ent waveforms using bipolar gradient waveforms with m1 = 0 and constant m0 can be 
applied as illustrated in Fig. 9.3. In case of the slice selection gradient, both m0 and 
m1 vanish at the end of the gradient pulses, and therefore the resulting phase is inde-
pendent of the blood velocity. Velocity compensation can also be realized for 

Gmax

-Gmax

t0=0 t1
m0

m1

t

t

t

G
a d

b

c

Fig. 9.2 (a–c) Phase-encoding gradient and respective moments m0 and m1 as a function of time. 
(d) Typical artifacts (yellow arrows) observed in non-flow-compensated time-of-flight angiogra-
phy images caused by pulsatile blood flow
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phase-encoding gradients with m1 = 0 but m0 ≠ 0 as shown in Fig. 9.3. Because both 
gradient amplitude and gradient duration impact m0 and m1, the total duration is 
typically minimized while keeping the amplitude within gradient limits [5].

9.2.3  Encoding the Blood Velocity

Besides compensating velocity induced phase shifts, gradient pulses with m1 ≠ 0 
offer the ability to encode the velocity through the MR phase. It is the basis of 
velocity-encoded MR imaging, often also termed flow encoding, that allows for 
quantification of the blood velocity vector in vivo. For velocity encoding along an 
arbitrary spatial direction (“encoding direction”), two acquisitions with velocity- 
encoding gradients generating two different m1 values along that direction are 
being applied, yielding two images with different velocity sensitivities of the MR 
phase. Its phase difference is proportional to the velocity along the encoding 
direction, and the sensitivity of such phase difference with respect to the velocity 
encoding can be controlled by the difference of the first moments of the velocity-
encoding gradients ∆m1. In practice, it is the maximum measurable velocity, also 
termed the encoding velocity (venc), that needs to be set in the sequence protocol 
and that is given by:

 

v
menc = ∆

π
γ 1  

(9.6)

The velocity range from −venc to +venc is mapped onto the ±π range in the phase- 
difference images. Typical venc values are about 100  cm/s for brain imaging and 
150 cm/s or more for the thoracic aorta. Actual velocities larger than venc will be 
aliased as outlined later in this chapter; therefore, venc  is typically set above the 
maximum expected velocity. However, the venc value should not be set unreasonably 
high as it increases the velocity noise σv:

 
σ

πv
v
SNR

=
2 enc

 
(9.7)

Here SNR denotes the signal-to-noise ratio in the magnitude data.
So far, only velocity encoding along a single encoding direction was considered. 

This is typically the case for slice-selective imaging, where only the through-plane 
velocity is encoded. Three-directional encoding of the velocity vector can be per-
formed by applying m1 values successively along different directions (x, y, z). The 
respective venc values do not need to match for all directions; a lower venc can be set 
along directions in which lower velocities are expected.

If three-directional encoding is needed, at least four acquisitions (“four-point 
encoding”) with different velocity-encoding moments and directions are 
required to fully resolve the velocity vector. According to Eq. (9.6), venc depends 
on ∆m1 and not on the individual absolute m1 values chosen for each encoding 
step. Thus, for a given venc value, several different solutions exist for how to 
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choose m1 for each encoding step. A straightforward approach consists in choos-
ing one flow-compensated acquisition with m1 = 0 for all gradient axes and sub-
sequently three acquisitions with flow encoding enabled with gradient moments 

m
v1 =
π

γ enc

 for one of the three orthogonal directions i = u, v, w, respectively. The 

directions u, v, and w correspond to readout-, phase-, and slice-encoding direction, 
but they do not necessarily coincide with the scanner’s coordinate axes, x, y, and 
z. Shorter echo times while applying the same venc values can be achieved if the 
first acquisition applies an encoding moment of ∆mi

1 2/  in all three directions, 
and the same encoding is repeated for acquisition 2 to 4, but with inverted m1 for 
one direction at a time. Beside these methods other encoding techniques such as 
balanced four-point encoding as well as five-point encoding have been investi-
gated, which are explained in more detail in [6, 7].

9.3  4D Flow Acquisition

The three-directional velocity-encoding technique can be extended to acquire the 
data in a time-resolved manner in a 3D volume. This method is often termed “4D 
flow” MRI, with “4D” denoting the three-dimensional spatial imaging volume and 
the temporal dimension while the term “flow” is used synonymously for the three- 
directional encoding of the velocity vector. Note that in order to properly distin-
guish between the dimensions of velocity encoding and imaging volume, the term 
“dimension” refers to the spatial dimension of the imaging volume such as two 
dimensional for slice-selective imaging and three dimensional for volume-selective 
imaging, while the term “direction” refers to the velocity-encoding directions, such 
as one directional or three directional.

4D flow MRI requires data acquisition in synchrony with the cardiac cycle, 
which is typically realized using an ECG, a pulse oximeter (be aware that the 
detected R-wave using pulse oximetry ocurs later in time than the R-wave in your 
imaging volume, therefore ECG is the recommended triggering method), or other 
physiological units that detect the patient’s heart beat. Most 4D flow sequences are 
based on a gradient echo acquisition with Cartesian or non-Cartesian readout.

9.3.1  Cartesian 4D Flow Acquisition Sequence

Figure 9.4 illustrates the acquisition scheme of a Cartesian 4D flow sequence using 
a basic four-point velocity encoding [8] in combination with ECG trigger and respi-
ratory navigator. The cardiac cycle is divided into Np  cardiac phases, typically 
between 10 and 30 phases, and each phase covers a time frame of tp = 20–50 ms. 
Each phase is subdivided into four velocity- encoding blocks: assuming a simple 
four-point velocity encoding, the first block acquires a reference signal with 
m1 = 0 for all three axes at echo time. The same phase-encoding and partition line is 
acquired again in the following three blocks, but in each block a different first 
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moment m1 is set for one of the axis Gx, Gy, and Gz according to the preset venc value 
for that axis (see gray-shaded gradient pulses in Fig. 9.4). After the acquisition of 
the fourth block are acquired again for the next cardiac phase, and this scheme is 
repeated until phase Np is reached. If needed, a respiratory navigator can be acquired 
after phase Np as discussed later in the following paragraph. The acquisition is then 
stopped until the beginning of the next cardiac cycle is detected by the MR scanner. 
The entire acquisition is repeated but with different phase-encoding gradients for 
spatial encoding of the volume in k-space (line 1, line 2, etc.).

9.3.2  Non-Cartesian Acquisition

4D flow MRI is not limited to Cartesian imaging. Non-Cartesian PC-based velocity- 
encoded imaging has been successfully applied, for example, using the phase- 
contrast “vastly undersampled isotropic projection reconstruction” (PC-VIPR) 
technique, which is based on a 3D radial acquisition scheme [6]. Here, the k-space 
is sampled along isotropically distributed radial spokes that pass through the k-space 
origin. In radial imaging the angle between neighboring spokes is typically given by 
the spatial resolution of the 3D image according to the Nyquist theorem. An impor-
tant feature of radial imaging, however, is that the artifacts are more acceptable than 
in a Cartesian acquisition if fewer lines are acquired. Although the undersampling 
will introduce streaking artifacts, the object can still be resolved, and it has been 
shown that moderate streaking artifacts in PC-MRI are tolerable and that substantial 
acceleration is feasible. Therefore, the method can provide full 3D spatial coverage 
with high spatial isotropic resolution. Furthermore, radial acquisitions are less sus-
ceptible to motion, and navigator information can be derived from the radial data 
itself. On the other side, non-Cartesian acquisitions are typically more prone to 
eddy current effects and off-resonances. However, the opportunity to achieve high 
acceleration factors is highly attractive for future applications, particularly for high-
resolution scans.

9.3.3  Respiration Control

When 4D flow MRI is applied for thoracic targets, respiratory motion will cause 
artifacts and blurring especially in Cartesian implementations. Most prominent 
methods to address respiratory motion are external respiration bellows or naviga-
tor techniques [9]. In both cases a respiratory acceptance window is defined typi-
cally around the end-expiratory or end-inspiratory phase, such that only 
acquisitions are being accepted if the current respiratory position falls into the 
defined acceptance window (Fig. 9.5). In case of the respiratory bellow, an elastic 
strap is wrapped around the upper abdomen that fixates the bellow to the body. 
Changes in the respiratory position will cause pressure changes within the bellow, 
which is detected by the MR scanner. In case of the respiratory navigator, the 
position of the diaphragm dome along the head-feet direction is recorded by a 
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one-dimensional acquisition in combination with a pencil beam excitation. This 
pencil beam is created either by 2D selective RF pulse or by a pair of 90° and 180° 
slice-selective pulses where only the intersection of the two slices generates sig-
nal. The navigator is typically obtained after the acquisition of the last cardiac 
phase Np. Only if the diaphragm position falls within the defined acceptance win-
dow as illustrated in Fig. 9.5, the acquired data is accepted; otherwise it is rejected 
and automatically reacquired. Respiration control impacts the scan efficiency, 
which is defined as the number of accepted scans divided by the total number of 
accepted and rejected scans. Typical values are between 60 and 80% depending on 
several factors such as the acceptance width.

9.4  Resolution, Timing, and Practical Trade-Offs

Figure 9.4 shows the case where only a single segment (Nseg = 1), thus a single 
phase-encoding line, is acquired during each block in each cardiac cycle. This 
allows for high temporal resolution with a temporal spacing of Tres = 4 ∙ TR, with TR 
being the repetition time from RF pulse to RF pulse. Minimum TR values of 4–7 ms 
are feasible in 4D flow MRI, thus allowing for temporal resolutions of about 
4 × TR = 16–28 ms. Note that even higher temporal resolutions could be achieved if 
the four encodings are acquired in different cardiac cycles. The disadvantage of 
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Fig. 9.5 Navigator signal displaying the motion of the diaphragm. The peaks of the curve reflect 
the exhale position, while the valleys indicated the inhale position of the diaphragm. Accepted 
positions for the image reconstruction are marked by the green window. The red window indicates 
the search region for the detection algorithm
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high temporal resolutions is the resulting long scan time: assuming that no accelera-
tion techniques are being applied, a dataset with 128 × 32 phase-encoding lines 
(along y and z) will require 4096 cardiac cycles, thus ~68 min assuming a heart rate 
of 60 beats/min and 100% scan efficiency. One way to reduce the total acquisition 
time (TA) consists in increasing the number of acquired k-space lines per block, 
which are often termed segments (Nseg). For example, Nseg  =  3 will reduce TA 
approximately by a factor of 3, but to the cost of a reduced minimum temporal reso-
lution with temporal spacing of Tres = Nseg × 4 × TR = 48−84 ms. Other factors that 
impact TA are the spatial resolution and spatial coverage particularly in phase- 
encoding and partition-encoding direction as well as the adjusted venc. Therefore, a 
trade-off between temporal resolution, spatial resolution, and spatial coverage needs 
to be found in practice in order to limit TA.

9.5  Acceleration Techniques

The total duration of 4D flow acquisitions may still be beyond 20 min despite 
increasing the number of segments to Nseg, as illustrated in the previous para-
graph. Such TA is unacceptably long for clinical use and further acceleration is 
needed. MRI acceleration strategies are explained in detail in Chap. 8. Common 
acceleration methods such as GRAPPA or SENSE [10, 11] with acceleration 
factors between 2 and 3 are often included in the scans. Such acceleration tech-
niques acquire less k-space lines as required by the Nyquist theorem and recon-
struct the missing information via multiple receive coil elements. Higher 
acceleration factors can be achieved by combining GRAPPA or SENSE with 
acceleration in the temporal dimension, using techniques such as kt-GRAPPA 
[12, 13] or kt-SENSE [14, 15]. Acceleration factors of R = 5–8 have been used 
without significantly altering velocity curves in the clinical setting [16, 17]. 
Recently, also compressed sensing approaches have been investigated for 
higher acceleration exploiting the divergence- free properties of the flow vector 
field [18].

9.6  Post-processing, Visualization, and Quantification

Many studies over the last three decades have systematically validated the quantita-
tive and qualitative analysis of blood flow using in vitro and in vivo experiments. It 
was shown that there are a number of sources of inaccuracies in PC-MRI, which can 
results in errors of measured velocities. The major sources of errors include eddy 
currents [19], Maxwell terms [20], gradient field distortions [21], and velocity alias-
ing [8]. Appropriate correction strategies implemented in the post-processing pipe-
line should thus be applied to ensure accurate flow quantification using PC-MRI 
data. Additional sources of error as a result of complex flow and inadequate timing 
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of the flow encoding include acceleration effect and spatial displacement [22, 23]. 
Once data is corrected for errors, the complex data is reviewed by a radiologist, 
which is done qualitatively by inspecting the blood flow pattern and quantitatively 
based on derived hemodynamic parameters.

9.6.1  Maxwell Terms

4D flow MRI relies on switching magnetic field gradients for spatial encoding 
and for encoding the velocity. Switching a field gradient Gi always generates 
magnetic field components oriented in x- or y-direction, which cause the result-
ing B-field vector to not co-align with the z-axis except in isocenter. Due to these 
additional transverse components, the length of the residual B-field vector that 
determines the precession frequency of the spins exceeds the ideal B-field Bideal 
= B0 + Gr = B0 + Gxx + Gyy + Gzz by an additional amount Bc, termed “concomitant 
field” or “Maxwell term” [20]. These concomitant fields create phase errors, 
which increase with distance from isocenter and thus affect the velocity measure-
ments especially when protocols with large field of views are acquired. A promi-
nent example is 4D flow MRI of the thoracic aorta. The concomitant magnetic 
field Bc can be derived using a Taylor expansion, and to the lowest order, it is 
given by:

 
Bc x y z t

B
G z G z G z x y G G xz G G yzx y z x z y z, , ,( ) = + +

+
− −
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2 40

2 2 2 2 2 2
2 2

  
(9.8)

The concomitant magnetic field of Eq. (9.8) comprises five concomitant gradient 
terms or Maxwell terms. The first three terms are the so-called “self-squared” type, 
since they involve the product of a gradient with itself. The last two terms are the 
concomitant gradient cross-terms since they require the simultaneous activation of 
the longitudinal and a transverse gradient. Note that Bc scales with 1/B0 and with 
Gi

2  and thus decreases with increasing magnetic field strength, but strongly 
increases with gradient field strength. The resulting accumulated phase due to the 
concomitant gradient terms in phase-contrast imaging can be calculated by:

 
φ γc cx y z B x y z t dt, , , , ,( ) = ∫ ( )  (9.9)

The concomitant field errors can be described by a polynomial with the follow-
ing equation in magnet-based spatial coordinates:

 
∆φ x y z Az B x y Cxz Dyz, ,( ) = + +( ) + +2 2 2

 (9.10)

The coefficients A–D can be calculated directly in the sequence program based 
on the knowledge of the applied gradient waveforms and passed to the reconstruc-
tion program, which applies the phase correction according to Eq. (9.10) in the 
image domain [20].
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9.6.2  Gradient Field Nonlinearities

In addition to the aforementioned concomitant fields, there are secondary devia-
tions of the magnetic field gradients with nonlinear behavior also increasing with 
distance from isocenter. These gradient field nonlinearities can cause image warp-
ing and require correction. In PC-MRI, this introduces errors in velocity measure-
ments by affecting the first gradient moments used to encode velocity [21, 24], 
which can lead to considerable deviations between the designed and the actual 
velocity encoding. This does not only affect the magnitude of encoded velocities 
but also the velocity-encoding direction. Errors due to gradient field nonlinearities 
depend on spatial location and increase with distance to isocenter. In velocity mag-
nitude these errors can be as high as 60%, while errors in the velocity-encoding 
direction can be up to 45°. Correction for gradient field nonlinearities can be per-
formed during image reconstruction, based on the knowledge of the gradient field 
nonlinearities.

9.6.3  Eddy Currents

Switching of imaging and velocity-encoding gradients in PC-MRI results in 
changes in magnetic flux and thereby induces eddy currents in the conducting parts 
of the scanner system. These eddy currents can cause alterations of the desired 
gradient strengths and duration and thus result in spatially varying phase errors in 
the MR images [25]. For PC-MRI, the different gradient waveforms used for the 
subsequent velocity encodings lead to different eddy current-induced phase 
changes in the phase images of each velocity-encoded acquisition. As a result, 
subtraction of phase images from the reference phase does not take eddy current-
related errors into account, and additional post-processing correction schemes are 
needed.

Several correction strategies have been proposed and are typically based on the 
subtraction of an estimation of the spatially varying eddy current-induced phase 
effects. The spatial variation of the phase difference in regions containing static tis-
sue is used to calculate the eddy current-induced offset for the entire image. By fit-
ting a spatially linear function or higher-order polynomial to the detected static 
tissue of the phase-difference data, the phase offset characteristics can be estimated 
and subsequently used to correct the entire image by subtraction (Fig. 9.6) [19]. 
Automatic correction algorithms have been reported to correct for eddy currents; 
however, for a reliable estimation of background offsets, user interaction may often 
be required to correctly identify static background signal. An alternative approach is 
the use of a dedicated magnetic field monitoring device to measure the phase evolu-
tion during the sequence and to correct for phase effects in the reconstruction [26]. 
However, this comes at the cost of additional hardware and advanced reconstruction 
techniques.
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9.6.4  Velocity Aliasing and Noise

For each PC-MRI acquisition, the venc is set prior to acquisition to some maximum 
value at, for example, 50 or 100 cm/s, translating to an encoded phase difference 
of π. If, however, velocities in the acquired slice or volume exist with values 
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Fig. 9.6 Impact of eddy currents on velocity maps. The left image shows the signal magnitude in 
axial orientation through parts of the middle cerebral arteries. The middle image shows uncor-
rected velocity maps with velocity encoding in anterior-posterior direction. Successful eddy cur-
rent correction by fitting a spatially linear phase to the data that is subsequently subtracted from the 
phase data results in the right image
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Fig. 9.7 Velocity aliasing 
for a parabolic flow profile. 
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occurring flow, velocities 
get wrapped to be inverted
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greater than this maximum, then the phase will be aliased, meaning it falls outside 
the [−π, π] interval and is wrapped back onto itself (Fig. 9.7) [8]. Phase wrapping 
causes problems in flow quantification and in determining the flow direction (in 
vivo example in left panel). If the maximum likely velocity is known a priori, then 
the venc can be adjusted to prevent aliasing. However, phase-contrast velocity 
images suffer from noise that can lead to errors in the acquired velocities. Noise 
in the velocity- encoded images (σv) is inversely related to the signal-to-noise ratio 
(SNR) in the corresponding magnitude images (σv ~ 1/SNR, compare Eq. (9.7)). 
For a given SNR, the velocity noise is thus determined by the user selected venc, 
resulting in a trade-off between the minimum venc needed to detect velocities with-
out aliasing and with low noise. For optimal noise performance, venc should there-
fore always be selected as small as possible. Such an approach sometimes does 
result in velocity aliasing, which needs to be corrected in another post-processing 
step. Several algorithms and strategies have been introduced over the last couple 
of years, for example, a technique based on the Poisson solution to unwrap the 
phase [27]. The method is based on the assumption that the magnitude of the 
phase change between adjacent voxels is less than π per voxel. From this an esti-
mate of the phase gradient can be obtained by wrapping the gradient of the origi-
nal phase image. The remaining problem is then to obtain the absolute phase 
given the estimate of the phase gradient. The least-squares solution to this prob-
lem is a solution of the Poisson equation and can be solved with a Poisson solver. 
The absolute phase can then be obtained by mapping the least-squares phase to 
the nearest multiple of 2π from the measured phase. Recently, the usage of dual- 
or multi-venc approaches to correct for aliasing while increasing SNR gained popu-
larity as discussed in the outlook [28–33].

Magnitude+
Phase Difference data Post-Processing Phase-Contrast MRA

Optional Step:
Segmentation

Visualization+
Quantification

1. Eddy Current
    Correction 0.4

0.3

0.2

0.1

2. Noise Filtering

3. Anti-Aliasing

4. Calculation of
    PC-MRA

Fig. 9.8 Post-processing workflow example of a patient with a unicuspid aortic valve. Starting 
from the phase-difference and magnitude data, the images are first corrected for eddy currents, 
noise, and aliasing. The example shown here shows aliasing artifacts in the unprocessed phase- 
difference data (white circles in left panel). Then a PC-MRA is calculated, which is then either 
further segmented or directly used to mask the velocity vectors within vessel boundaries only. 
Resulting images are used to visualize the blood flow (here stationary streamlines at peak systole 
with color coding the speed from blue = slow to red = fast) and quantify the data. Quantification of 
net flow, peak velocity, and backward flow is typically done using analysis planes positioned per-
pendicular to the vessel (right panel). In this patient nine planes at (1) the aortic root, (2) the sino- 
tubular junction, (3) mid-ascending aorta, (4) distal ascending aorta, (5) proximal aortic arch at the 
brachiocephalic trunk, (6) mid aortic arch between brachiocephalic trunk and left common carotid 
artery, (7) distal aortic arch between left common carotid artery and left subclavian artery, (8) 
proximal descending aorta, and (9) mid-thoracic descending aorta
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9.6.5  Post-Processing Workflow and Phase-Contrast Angiogram

Once the phase-difference and magnitude images are reconstructed, a typical post- 
processing workflow starts with eddy current correction using either the abovemen-
tioned additional measurement of the non-flow situation or the estimation of the 
offset using a linear or polynomial fit on the detected static tissue [19] (Fig. 9.8). This 
is followed by anti-aliasing of wrapped velocities with either an automatic method 
based on the assumption that adjacent voxel velocities in temporal or slice direction 
should not differ by more than venc or by manually selecting aliased voxels and add-
ing venc, until the velocity is visually similar to the adjacent voxels. In a following 
step, noise masking is typically performed by thresholding the signal intensity in the 
magnitude images to exclude regions with low signal intensity such as air in the 
lungs or outside the vessels [19]. This step could also be omitted, since too aggres-
sive noise filtering could result in falsely deleting voxels within the vessels.

Beyond measuring the three-dimensional velocity vector field using 4D flow MRI, 
the technique can also be used to calculate a 3D phase-contrast MR angiogram 
(PC-MRA). A PC-MRA provides detailed information on the vascular geometry 
[34, 35]. Several strategies exist for calculating a PC-MRA from the flow MRI data 
[34–36]. The principle of PC-MRA is to combine the magnitude image to suppress 
image background with the velocity magnitude to highlight the vessels (Fig. 9.9a). It is 
important to note that the depiction of the vessels is determined by the choice of the 
velocity sensitivity venc. The maximum intensity projections (MIP) of the cranial vessels 
in Fig. 9.9b demonstrate the effect of the velocity sensitivity on PC-MRA data. Small 
vessels with slow flow are more clearly visible using a smaller venc factor (right panel 
Fig. 9.9b). Larger vessels with higher blood flow velocities demonstrate a decreased 
signal due to aliasing of the signal phase. For increased venc factors, the visualization of 
larger arterial vessels is improved, and venous or slow flow signal is suppressed. The 
quality of the depicted vessels is best with an as low as possible selected velocity sensi-
tivity, which still allows recovering aliased voxels using unwrapping strategies.

a b

Fig. 9.9 (a) Calculation of a 3D PC-MRA from 4D Flow MRI data. (b). Axial views of maximum 
intensity projections of a PC-MRA in the head with two different venc (left, high venc = 140 cm/s; 
right, low venc = 45 cm/s) showing the effect of increased sensitivity to slow velocities and decreased 
noise a low venc
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9.6.6  Visualization and Quantification of 4D Flow MRI Data

A first qualitative analysis of the data requires the visualization of the blood flow. 
Visualization and quantification of blood flow have been widely done in a number 
of applications and have proven to be useful tools for the assessment of blood flow 
within the cardiac- and neurovascular system [37–45].

Traditionally, MRI imaging of flow is accomplished using individual 2D slices 
with one-directional (through-plane) velocity-encoding direction. Such methods are 
typically used for blood flow quantification in the heart and great vessels. Applications 
include the assessment of left ventricular performance (e.g., cardiac output), regurgi-
tation volumes in case of valve insufficiency, or evaluation of flow acceleration in 
stenotic regions (e.g., aortic valve stenosis). Data analysis is done using semiauto-
matic segmentation of the vascular lumen of interest and calculation of time-resolved 
blood flow from mean flow velocities and vascular cross-sectional area.

Alternatively, 3D spatial encoding offers the possibility of high spatial, isotropic 
resolution and the ability to measure and visualize the temporal evolution of com-
plex flow and motion patterns in a 3D volume [38, 46–49]. This is typically done 
with third party commercial software. To visualize the blood flow, a first step is to 
restrict the velocities within the vessel boundaries for which the PC-MRA is 
employed. For some applications a thorough segmentation of the vessel boundaries 
using the PC-MRA as source images is advantageous (optional segmentation step, 
Fig.  9.8). This, however, means an additional step of image processing, and the 
usage of additional software with advanced segmentation capability is often neces-
sary. However, many clinical questions can already be answered by just using the 
boundaries from the calculated PC-MRA as is. Visualization of blood flow can be 
achieved by displaying the three-dimensional vector field, time-resolved pathlines 
within the 3D volume or stationary streamlines for each individual time frame. 
Basic parameters such as net flow (ml/cycle), peak or mean velocity (m/s), and 
regurgitant fraction can be determined at specific locations by positioning analysis 
planes (visualization + quantification) [50–52]. In specific clinical applications, 
only the evaluation of peak velocity may be of interest, for example, for the evalua-
tion of aortopathy for patients with bicuspid aortic valves. In this case a quick MIP 
analysis with automatic detection of peak velocity in addition to blood flow visual-
ization could be sufficient for clinical purposes [53]. Since 4D flow MRI data reflect 
the true underlying time-resolved blood flow velocity vector field, it is possible to 
calculate advanced parameters from the data such as pressure difference maps [54, 
55] between two points within a vessel computed from Navier-Stokes equations 
(see Eq. (2.50) in Chap. 2) or wall shear stress [56, 57] describing the tangential 
drag force on the vessel wall induced from flowing blood (more reading is provided 
in Chap. 3). Furthermore, parameters have been proposed to characterize turbulent 
flow and kinetic energy [28, 58, 59]. All these advanced parameters require above-
mentioned thorough segmentation of the vessel wall as well as sufficient spatial (at 
least 5–6 voxels across the vessel, ideally in the submillimeter range) [60, 61] and 
temporal resolution of the acquired data set (below 50 ms allowing the error to be 
below 10%) [61].
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9.7  Clinical Application for Intracranial Aneurysms

Many vascular regions have been investigated with 4D flow MRI. In this section 
however, we concentrate on one specific application, which uses many of described 
concepts. Figure 9.10 illustrates the potential of 4D flow MRI to assess, visualize, 
and quantify flow characteristics intracranially.

Intracranial aneurysms (IA) are focal dilations of arteries in the cerebral vascula-
ture (Fig.  9.10. The worldwide prevalence of IA without adjustment for IA risk 
factors is about 3%, [62] and the annual incidence of IA rupture resulting in sub-
arachnoid hemorrhage is about 1% [63]. The mortality rate of subarachnoid hemor-
rhage resulting from IA rupture without intervention ranges from about 35% to 
65%, and many survivors experience moderate to severe lifelong disabilities. 
Treatment for IA involving surgical clipping or endovascular coiling of the aneu-
rysm has an associated 1-year mortality of about 3% and morbidity.

Research using 4D flow MRI to study the hemodynamics of IA may yield more 
accurate patient risk stratification schemes by studying the fundamental character-
istics of IA that make them more prone to rupture. Many studies investigated, for 
example, flow pattern within the aneurysm [64, 65], flow residence time and its 
influence on thrombus formation within the aneurysm [66], as well as mean and 

Intracranial Aneurysm (left ICA aneurysm)

Fig. 9.10 Flow-sensitive 4D MRI in the brain. 3D flow visualization in the large intracranial arteries 
in the circle of Willis using streamlines at peak systole (color scale from blue to red, with red being 
fast velocities). The patient presented with a giant intracranial aneurysm at the ICA (internal carotid 
artery). The magnitude is shown in the background for anatomical reference. The tortuous routes of 
the different vascular segments and changes in regional velocities can clearly be appreciated
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peak velocity of different aneurysm morphologies (saccular versus fusiform shaped) 
[36]. Many studies also investigated wall shear stress (WSS, frictional force exerted 
by blood flow along the artery wall) as potential additional risk or growth factor to 
predict aneurysms rupture [36, 67]. Steiger et al. [68] showed that aneurysm growth 
could be understood as a passive yield to blood pressure and reactive healing and 
thickening of the wall with increasing aneurysm diameter. There are contradicting 
theories about the effects of WSS. The high-flow theory indicates WSS elevation 
results in aneurysm growth [69–72] and the low-flow theory with low WSS at the 
aneurysm wall assumes progressive thinning until rupture [73, 74]. At present, 4D 
flow MRI applied to intracranial aneurysms is still a research tool until hemody-
namic factors are completely understood. It constitutes an important tool to develop 
new imaging biomarkers and has promising potential to serve as predictive tool in 
the future.

9.8  Limitations

Most imaging techniques have limitations, which is also the case for 4D flow 
MRI. Major limitations are limited spatial resolution, long scan times, and limited 
SNR. The combination of these issues limits the wide use of 4D flow MRI in clinical 
routine. Improving one limitation may result in worsening another, since all imaging 
parameters are dependent. For example, increasing spatial resolution will extend scan 
time and decrease SNR. However, even if low spatial resolutions are chosen to shorten 
the acquisition to scan times below 10 min (considered as being clinically acceptable), 
such scan times are typically not achievable without using advanced acceleration of 
image acquisition. Therefore, a key challenge is to push current techniques to achieve 
higher acceleration factors or to develop novel, fast flow quantification methods. New 
acquisition methods based on the combination of phase-contrast MRI and fast sam-
pling strategies such as spiral or radial imaging with advanced acceleration methods 
have been proposed and shown promising results [6, 16, 75–81].

Another limitation is given by the fact that 4D flow MRI acquires data over a 
period of several minutes. The acquisition will therefore reflect hemodynamic proper-
ties averaged over the entire acquisition time and may miss temporally changing fea-
tures of one heart beat versus another or introduce imaging artifacts. In many cases, 
ECG triggering is used instead of gating hindering the acquisition during the R-wave. 
Although real-time phase-contrast MRI has been demonstrated for slice- selective 
velocity imaging [82–84], 4D flow MRI in real time is not feasible at present.

Furthermore, the wide use of 4D flow MRI in clinical routine is also limited by 
the amount of (semi-) automatic post-processing steps required for deriving the 
parameters of interest from the phase-contrast data. Many of such steps are still 
semiautomatic and require user interaction. Vendors are continuously working on 
streamlining this process to improve the post-processing pipeline for clinical rou-
tine applications.

Limited SNR and therefore high velocity noise are particularly challenging in 
applications requiring high dynamic velocity ranges. This is the case in some 
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pathologies, such as aneurysms and stenosis or if the venous and the arterial system 
is of interest at the same time. Such pathologies are characterized by high velocity 
jets adjacent to regions with slow blood velocity. High SNR is needed to reduce the 
velocity noise far enough to simultaneously capture slow and fast velocities 
simultaneously.

Addressing the abovementioned limitations is subject of numerous research 
projects worldwide conducted by an active research community in collaboration 
with the MR vendors.

9.9  Conclusions and Outlook

4D flow MR imaging offers the unique ability to directly quantify the blood velocity 
vector field in vivo. The technique has great potential for a large range of vascular 
diseases, which is being investigated in many studies.

Recently, initial studies have demonstrated that 4D flow MRI benefits from 7 T 
ultrahigh field MR imaging [67, 85]. The gain compared to clinical field strengths 
of 1.5 T and 3 T is multifold. A 2.2–2.6-fold increase in SNR compared to 3 T has 
been reported, which translates into a 5.5-fold increase of SNR compared to 1.5 T 
[86]. Note that such increases achieved by averaging multiple acquisitions would 
require a 4.8-fold (3 T) and more than 30-fold (1.5 T) increase in measurement time. 
Another benefit is given by increased T1 relaxation constant values at 7  T [87], 
which results in a stronger suppression of the background tissue and thus in lower 
background steady-state signal, while the blood flowing into the imaging slab pro-
vides strong signal. The resulting increased vessel-to-background contrast is 
expected to benefit the segmentation process. In addition to previous advantages of 
ultrahigh field MRI, the increased field strength also improves parallel imaging per-
formance and therefore allows for higher acceleration factors [88, 89].

According to Eq. (9.7), lower velocity noise can also be achieved by reducing venc 
values to the cost of potential phase wraps in the velocity data. In order to prevent 
phase wraps in the velocity data, dual-venc, or multi-venc, approaches have been pro-
posed and are presently under investigation to facilitate both high SNR and a high 
dynamic range [28, 32, 33]. The high-venc, dataset can then be utilized to unwrap the 
low-venc, data, which allows low velocity noise for the entire dataset [31, 32]. The 
trade-off of such approaches is longer scan time.

The present chapter has outlined the fundamental techniques of 4D flow MR 
imaging, the post-processing pipeline, clinical applications, as well as the limita-
tions. It should be noted, however, that a large range of advanced techniques beyond 
those presented here exist, such as the ability of decoding acceleration and higher 
orders, the decoding of velocity using Fourier-based methods, or the calculation of 
further parameters such as pressure differences. For such advanced topics, the 
reader is referred to current literature.
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CEST MRI

Martin Kunth and Leif Schröder

Abstract
Magnetic resonance imaging (MRI) with indirect detection through chemical 
exchange saturation transfer (CEST) offers unique features for quantitative imaging 
as many biophysical and biochemical tissue parameters are linked to exchange-cou-
pled magnetisation pools. The CEST approach also greatly improves the sensitivity 
of MRI and represents an emerging technique in diagnostic imaging. It uses an 
induced signal loss in an abundant spin pool to capture information from a dilute spin 
pool through an actively driven saturation transfer process and achieves much better 
signal than direct readout of the magnetisation from the low concentration analyte. 
This chapter provides an introduction into the concepts of CEST and its recent devel-
opments considering an extended library of agents, quantitative evaluation for con-
tributing physico-chemical parameters, and advanced encoding techniques. CEST 
applications nowadays rely on endogenous and synthetic agents that are both dis-
cussed here. The inclusion of spin hyperpolarisation as another signal amplification 
concept illustrates special features that come with the increased dynamic range and 
extended  timescale that magnetisation from hyperpolarised nuclei provide.

10.1  Quantitative MRI Using Exchange-Coupled 
Magnetisation Pools

Image contrast based on chemical exchange saturation transfer (CEST) is a relative 
new aspect of magnetic resonance imaging (MRI). It is an indirect detection tech-
nique that uses the abundant water signal as a proxy for obtaining information 
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about a more dilute molecular species. Both endogenous and exogenous substances 
can be used to generate CEST contrast. An important difference compared to con-
ventional T1 and T2 relaxivity agents is that the signal contrast is not just “pas-
sively” building up during the respective evolution intervals for the magnetisation 
by choosing a certain repetition (TR) or echo time (TE). Instead, the CEST MRI 
acquisition sequence with its initial saturation pulse actively drives the evolution of 
the CEST effect, thus generating an adjustable contrast. This makes it a unique 
technique with regard to quantitative imaging as the signal response of the tissue 
or the sample is linked to various molecular parameters of diagnostic interest. The 
CEST approach allows for either a simplified quantification to compare different 
tissues based on the observed tuneable CEST effect as collective measure for cer-
tain tissue conditions, or it can be used to further elucidate certain physico-chemi-
cal parameters that govern the exchange process and that are linked to disease 
onset and progression.

The structure of this chapter was motivated by the idea of making the reader 
familiar with saturation transfer experiments of both proton and xenon NMR/
MRI. It is an emerging field as illustrated by its dedicated conferences [1–4]; hence, 
this work is far from claiming to be complete. The CEST mechanism comes with 
numerous aspects that contribute to quantitative imaging, and in many cases, details 
of the technical implementation go beyond the scope of this book. This chapter 
should rather be considered as an introduction that brings attention to the core con-
cepts while referring to the original publications for further details. There are sev-
eral extensive reviews available for proton CEST like those by van Zijl and Yadav 
[5], Woods et al. [6], De Leon-Rodriguez et al. [7], Wu et al. [8], Terreno et al. [9], 
Vinogradov et al. [10], Zaiss and Bachert [11], McMahon and Gilad [12], and Wu 
et al. [13] as well as a dedicated book by McMahon et al. [14] and a web site [15]. 
These are complemented with regard to CEST using hyperpolarised xenon 
(HyperCEST) by the works of Schröder [16, 17], Schnurr et al. [18], Wemmer [19], 
and Wang and Dmochowski [20].

Since protons represent by far the more widely used species, we utilise this sys-
tem to present the general concepts of CEST and its underlying theoretical frame-
work based on the Bloch-McConnell equations. These are the basis to describe the 
evolution of magnetisation during a CEST experiment. Next, we briefly discuss 
early applications and the related limitations that were subsequently addressed to 
perform meaningful quantitative CEST experiments. In particular, we look at meth-
ods to compensate for saturation spillover and magnetic field inhomogeneities, and 
how exchange parameters can be quantified. This is important knowledge when 
analysing any kind of saturation transfer data. Section 10.3 introduces the main 
classes of proton CEST agents which can be grouped into exchangeable nuclei, 
exchangeable water molecules, and compartmental exchange. We discuss how these 
different classes of agents carry diagnostic information and look at their different 
benefits. With regard to quantitative imaging, the design of agents that are respon-
sive to their physico-chemical environment is one of the great potentials of the 
CEST technique. This concept has been implemented for different types of CEST 
agents that will be briefly reviewed.
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The fourth section is dedicated to HyperCEST as a technique that combines the 
inherent amplification of CEST with hyperpolarised xenon with its artificially 
increased spin polarisation. In contrast to proton CEST, the dilute pool is generated 
by the addition of a suitable xenon host. We review the different hosts that have been 
used, with a particular focus on the most common family of xenon hosts, crypto-
phanes. The HyperCEST technique offers additional aspects of quantitative imag-
ing, in particular for systems in which xenon is in exchange between lipidic and 
aqueous environments, as well as in and out of host molecules in both of these 
environments. We discuss how these systems, in combination with unique quantita-
tive analysis techniques, have been used to investigate model membrane systems 
and discriminate their membrane fluidity.

While proton CEST and HyperCEST are very different systems, due to their 
conceptual similarity many aspects are equally applicable to both of them. The 
choice of a certain saturation scheme is of particular importance when perform-
ing experiments on clinical MRI scanners that cannot apply continuous wave 
(cw)  saturation pulses. In addition, different pulse schemes can be used to 
reduce unwanted effects or may be less prone to particular artefacts. The last 
section deals with concepts that are of importance for data acquisition during 
the CEST magnetisation preparation itself or with respect to the subsequent 
spatial encoding. We review some recent advances to accelerated acquisition 
techniques which are of particular importance when working with hyperpolar-
ised xenon. However these are also valuable for proton CEST since including 
the spectral dimension into imaging series always imposes time issues on the 
acquisition protocol.

10.1.1  Clinical MRI Sensitivity Limitations and Origins of CEST

MRI typically detects very weak magnetic moments, and consequently low  sensitivity 
is an important issue. At physiological temperature and clinically available magnetic 
field strengths, these magnetic moments show only a tiny net alignment with the 
applied external magnetic field. It is both an advantage and a disadvantage that the 
energy transition of a spin-1/2 system as it manifests in water protons and as it is used 
in NMR experiments usually falls into the regime of radiofrequency (RF) wave-
lengths (nuclei with larger spin numbers are not discussed here). RF pulses are harm-
less (compared to, e.g. X-rays for atomic resolution) and come with excellent 
penetration depth. At the same time, this weak energy splitting is related to almost 
equal population densities according to the Boltzmann distribution. This results in a 
nearly vanishing net magnetisation and weak signals.

The laws governing the detectable macroscopic magnetisation leave only some 
limited approaches to increase the detectable signal based on Faraday induction. 
Regarding spin-1/2 systems, the Langevin equation for paramagnetism (M ~ tanh x, 
with x ~ γB0/kBT) contains only the sample temperature T and external magnetic 
field inductivity B0 as measures that can be controlled by the experimentalist. Due 
to the nature of the law and the small coupling energy of the magnetic moments to 
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B0 compared to thermal energy kBT, even for protons with their high gyromagnetic 
ratio, temperature only has a noticeable impact for very low values below 
1 K. Cooling the patient or animal is therefore not an option. Increasing the external 
field is an alternative approach but is usually impaired by the high costs and only 
yields limited improvements: The strongest permanent magnetic field inductivities 
achieved today reach ca. 45 T which provides, despite the tremendous technical 
challenge and efforts undertaken in various national high field laboratories [21], not 
much more than a 15-fold enhancement compared to the field inductivities of cur-
rent clinical MRI scanners of 3 T.

Nevertheless, MRI is based on our excellent ability to manipulate the macro-
scopic magnetisation, and this leaves also some room for indirect sensitivity 
enhancements. In its most simple form, i.e. an isolated spin pool, the MRI signal 
somewhat reflects a snapshot of the spin system during the acquisition period and 
contains only information about the (immediate) evolution history governed by the 
direct interaction of the RF (and gradient) pulses with the detected spin species 
(usually the water signal). This concept can be extended for the readout of another 
spin pool with its own chemical environment characterised by a distinct chemical 
shift. Introducing chemical exchange between two pools extends the possibilities 
tremendously since one magnetisation can be used as a storage pool for the evolu-
tion history of the other one. An example is the exchange between amide protons 
and water protons as illustrated in Fig. 10.1a.

Such detection goes far beyond the snapshot information that can be extracted 
from a single pool and comes with the inherent capacity for signal amplification. 
This concept dates back to the early achievements of NMR introduced by Forsén 
and Hoffman [22] where chemical exchange of labile atoms between distinct mol-
ecules could be detected by manipulating the spins in one molecular environment 
and observing changes in the RF signal from another molecular signature: The 
manipulation is usually done by driving the indirectly detected pool into 

a b

Fig. 10.1 Example of exchange-connected magnetisation pools. (a) NH protons of lysine (Lys) 
residues in a protein are in chemical exchange with protons from nearby water molecules. Shown 
is a short amino acid sequence (Lys)3 as a DiaCEST agent, and the protons that participate in 
exchange are highlighted in blue. (b) Cryptophane-A-monoacid molecule with two exchanging Xe 
atoms as it is used in HyperCEST NMR

M. Kunth and L. Schröder



217

saturation, i.e. cancelling its net magnetisation (see Fig. 10.2a). This lack of detect-
able magnetisation eventually manifests as a reduced signal of the other NMR 
resonance that was not directly affected by the saturation pulse. In principle, satu-
ration is easily achieved in a spin-½ system with only two energy levels. Such 
double-resonance experiments are known as CEST experiments and initially 
focused on the chemical exchange between two spin pools of similar concentra-
tion. This approach became a valuable tool to study reaction rates since the mag-
netic properties can be used for spin labelling without affecting the chemical 
reaction to be studied; it also found many applications for investigating biomedical 
systems and focused initially on determination of conversion rates rather than on a 
signal amplification strategy [23].
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Fig. 10.2 Principle of saturation transfer experiments. (a) Nuclei from two spin pools A and B 
yield two sharp resonances (line width 10 Hz) when they are isolated from each other (grey spec-
trum in background). Chemical exchange causes line broadening (front spectrum) but facilitates 
saturation transfer. The solid bars indicate the relative population of the different spin states under 
different conditions. Without saturation, there is a difference between the population densities for 
both pools A and B. The application of a cw saturation pulse to resonance B drives pool B into 
equal population densities. Due to chemical exchange, the vanishing net magnetisation of pool B 
eventually also reduces the magnetisation of pool A, as its population difference is diminished 
(middle spectrum; bars representing the population densities not to scale; spectra simulated with 
WinDNMR [214] with pool A and B separated by Δω = 400 Hz at 300 MHz proton NMR fre-
quency, 80% of the signal in pool A). (b) Collecting a whole series of spectra from pool A with 
application of the RF pulse at different carrier frequencies around resonance B yields an array of 
intensities of A as a function of the saturation frequency offset. This type of data is called a 
z-spectrum
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10.1.2  Capabilities of CEST Detection

The CEST technique has become an important approach for addressing the MRI 
sensitivity problem and represents a special case of indirect or “remote” detection 
[24] because information from a dilute pool is transferred to and stored in a much 
more abundant and easily detected spin pool. This transfer requires a moderately 
fast chemical exchange of NMR-detectable nuclei. Besides revealing the sheer pres-
ence of such a dilute pool, with careful design, such saturation transfer experiments 
can reveal quantitative information about the exchange dynamics and size of partici-
pating spin pools. For certain cases, this exchange is sensitive to physiological 
parameters like pH or temperature. Moreover, the information about the chemical 
shift of the exchanging species can be recovered by applying the saturation pulse at 
different frequencies: The magnetisation of the abundant pool is recorded for each 
different saturation frequency to build up a spectrum (see Fig. 10.2b). Such a data 
set is referred to as a z-spectrum or nowadays as a CEST spectrum (when there are 
no additional components, see Sect. 10.2.1). This approach is useful when multiple 
dilute pools are present that are successively encoded in an abundant spin ensemble 
such as water.

In its most simple case of two exchanging pools, quantification of the intensity 
of the CEST effect is based on differential equations describing the dynamics of a 
two-site exchange system as introduced by McConnell in terms of modifications to 
the Bloch equations [25] which will be discussed in the next section. Despite being 
a very simple two-pulse NMR experiment (evolution under saturation conditions, 
followed by detection), it can reveal a surprising amount of information while pre-
serving the chemical shift dimension of NMR. Although the pulse sequences used 
for such saturation transfer experiments are usually quite simple and can be imple-
mented as easy extensions of already existing methods (especially for MRI), they 
can be quite demanding for the hardware because of the length of the saturation 
pulses. For human MRI studies, limitations for applied RF power also have to be 
considered [26].

10.1.3  Exchanging Nuclei and the Bloch-McConnell Equations

For identifying two separate spin pools, they must have distinct chemical shifts. 
Though CEST detection is not strictly limited to the case of slow exchange (this 
would be the case where the difference in chemical shift between the two pools is 
larger than the rate of exchange in Hz) such exchange conditions do represent the 
most common case in (pre-)clinical MRI applications. Whereas the exchange rate is 
intrinsic to the physico-chemical properties of the system (with some control by the 
experimentalist through temperature and potentially pH of the sample or chemical 
design of the agent), the difference in resonance frequency depends linearly on the 
external field B0. Systems with faster exchange rates are in general candidates for 
more efficient saturation transfer onto the detected pool. Stronger external fields B0 
therefore provide favourable experimental conditions to resolve the exchanging 
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resonances at sufficient concentration for identifying the right saturation frequency 
of not yet characterised systems. Higher fields also often come with the added ben-
efit of decelerated T1 relaxation. Such relaxation is in general an effect that dimin-
ishes the theoretically achievable saturation transfer (both for thermally polarised 
and hyperpolarised systems) as T1 drives the z-magnetisation of the detected pool 
towards the thermal polarisation, independent of the applied saturation pulses. 
Hence, the build-up of any detectable saturation effect must be dominant over the T1 
dynamics [27].

The Bloch-McConnell (BM) equations (a coupled system of first-order linear 
differential equations) that describe two exchanging spin pools under saturation are 
given by

 

These can be summarised as the following matrix notation originally proposed 
by Woessner et al. [28]:

 

with the formal solution

 
M M B Bt t( ) = +






 ( ) −0 Â

Â
Â

exp .
 

(10.1)

This allows for powerful and fast solution of the BM equations. An even faster 
numerical solution has been proposed by Murase and Tanki [29] by reordering the 
matrix with the aim to remove the inhomogeneity of the equation:
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with solution M(t) = M0 exp(Ât). Herein, the parameters in the rotating frame are 
ΔωA/B for the saturation frequency offset in Hz with respect to the Larmor frequency 

of each pool A/B, and ω1 is the power of saturation pulse of 


B1 1 0 0= ( )ω γ/ , , , γ 

being the gyromagnetic ratio (for 1H: γH  =  2π·42.577  MHz/T and for 129Xe: 
γXe = −11.777 MHz/T). The intrinsic longitudinal and transverse relaxation rates in 
Hz of both pools are R1/2, A/B, and the chemical exchange rates kAB from A→B and vice 

versa in Hz obey the rate equation in steady state k M
M

k f kAB
B

A
BA B BA= = ⋅

0

0  where fB 

is the relative size of pool B. The green terms are the magnetisations in thermal 
equilibrium, the red terms describe the impact of the RF saturation field, and the 
blue terms describe the chemical exchange dynamics. Without going into the details 
of deriving these equations, a few useful statements can already be concluded from 
the different matrix elements. In order to achieve a strong saturation transfer, the 
terms including ω1 and kAB should be the dominant ones on the timescale of longi-
tudinal relaxation of the detection pool A. The saturation pulse will convert 
z- magnetisation, i.e. spin polarisation, temporarily into transverse components. For 
small sizes of pool B and if the saturation pulse duration is about or shorter than T2A, 
ripples around the solution resonance appear in the z-spectrum [29]. A commonly 
accepted convention in CEST experiments is that the dominant pool, here referred 
to as pool A, is also denoted by the index w (for bulk water protons). This is the 
detection pool. The dilute pool, here referred to as pool B, is accordingly denoted by 
the index s (for solute protons of the CEST pool, i.e. the exchanging labile protons). 
The observed longitudinal magnetisation, MzA, decreases upon irradiation on the 
resonance frequency of MzB. The parameters to quantify the chemical exchange kAB 
will be further investigated in Sect. 10.2.

An analytical solution of the BM equations M(t) =  M(t = 0) ⋅ eA ⋅ t including the 
above-mentioned matrix A has later been used to gain insight into the build-up of 
CEST contrast and the design of improved contrast agents [28].

10.1.4  Basic CEST Quantification and Limitations of Original 
CEST Agents

The term CEST for chemical exchange saturation transfer was first coined by Ward 
et al. [30]. They classified saturation transfer effects for OH, NH2, and NH groups 
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of a set of sugars, amino acids, nucleosides, imino acids, as well as barbituric acid 
and some of its derivatives. The reported CEST effects ranged from 7% (250 mM 
sorbitol, saturation of OH group) to 67% (125 mM l-alanine, saturation of NH2 
group). Although the applied saturation pulses did not exceed 3.5 μT, it was obvious 
right from the beginning that the small chemical shift range of protons imposes 
limitations for achieving strong CEST effects. Based on these early observations, 
exchange-related parameters had been investigated in initial studies with deriving 
the analytic expressions for water exchange filter spectroscopy, CEST effect, and 
amide proton transfer [31].

Increasing the amplitude B1 of the saturation pulses affects spins over a wider 
spectral range (for long pulses the width of the pulse in the spectral domain is no 
longer given by the inverse of the pulse length in the time domain; the Fourier trans-
form of a pulse only predicts the excitation profile in a reasonable way for small 
perturbations). Hence, efficient saturation schemes are usually not very selective 
and often result in unwanted direct saturation of pool A while applying the satura-
tion pulse on-resonant to pool B at the offset Δω, i.e. the so-called spillover effect. 
This manifests itself in a z-spectrum through the observation that the baseline 
between the two resonance responses does not completely recover to the full 
z- magnetisation of pool A. Such effects were already reported by Ward et al. when 
introducing the CEST technique [30], especially when accelerating the exchange by 
increasing pH. In order to eliminate this effect, reference data has to be taken with 
a pulse applied symmetrically on the opposite side of pool A (see Fig. 10.3). This 
second saturation at offset −Δω is then called the off-resonant (with respect to pool 
B) measurement. Many CEST effects just show up in the z-spectrum as an addi-
tional dip on the shoulder of the saturation response from the detected water pool. 
An alternative evaluation of the experiment is therefore defined by the magnetisa-
tion transfer ratio MTR = (1 − Son/Soff) that yields the parameter MTRasym by quan-
tifying the spectral asymmetry as follows: instead of just determining one pair of 
signal values (at Δω and −Δω symmetrically around pool A), a whole range of 
symmetric pairs Son/Soff around the detected signal (intensity S0 at thermal equilib-
rium) is evaluated (see Fig. 10.3). The saturation response under investigation is 
then identified as the asymmetric shape of the broad dip in the z-spectrum and by 
plotting (Son − Soff)/S0.

 
MTR MTR MTRasym on off on off= ( ) − −( ) = −( ) − ( )∆ ∆ ∆ ∆ω ω ω ωS S S S/ /  (10.2)

However, this parameter is not always exclusively determined by chemical 
exchange. Additional effects following the saturation of one species may also 
impact the signal of the detected pool.

Z-spectra are actually often obtained from an MR image series and subsequent 
pixel-wise evaluation or the definition of regions of interest (ROIs) for further 
quantification. Since the CEST information is stored in terms of z-magnetisation, 
a series of MRI scans with saturation pulses applied at different frequencies prior 
to the spatial encoding of the image data maps this information and enables 
extraction of the spectral information when plotting the intensity of the z-magne-
tisation versus the variable carrier frequency of the saturation pulse. This evalua-
tion of CEST data is illustrated in Fig. 10.4 with an example of dissolved xenon 
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Fig. 10.3 Evaluation of true CEST effect and spillover contribution for the spin system from 
Fig. 10.2. (a) A weak saturation pulse (black line) may cause only a small CEST response. Increasing 
the saturation power (green line) improves the signal decrease at 400 Hz offset from the observed 
pool but also broadens all resonances and causes an increasing contribution of direct saturation of 
this pool. Hence, a reference measurement is performed with 400 Hz offset on the opposite side 
(−400 Hz, red dashed line). The signal decrease at that position yields the unwanted spillover effect. 
Excessive saturation (blue line) can cause substantial line broadening in the CEST spectrum that 
makes the CEST pool almost invisible as the spillover is even more pronounced. (b) Comparison of 
the signals from positive offset with negative offset. The shaded separation of the curves illustrates 
the true CEST effect and how clear the CEST response manifests within the spectrum. (c) In order 
to isolate the true CEST effect, the parameter MTRasym can be defined (see text). The medium satura-
tion (green line in (a, b)) yields a clear maximum of ca. 15% CEST effect in this example
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that reversibly binds to a molecular cage and hence forms a CEST agent. Such 
systems will be discussed in more detail in Sect. 10.4.

10.2  Detailed CEST Analysis and Quantification

In general, quantitative MRI can already be performed using the above-mentioned 
MTRasym parameter as a relative collective measure for signal contrast between dif-
ferent tissues. The experimentalist should always be aware of the fact that the 
achieved saturation transfer is usually not a universal number but rather a collec-
tive effect that depends on each experimental setting including the hardware, the 
selected pulse sequence, and the sample/tissue conditions. This imposes certain 
challenges when actual physical parameters shall be derived from the induced sig-
nal loss and the community developed a multitude of quantitative evaluation 
approaches. Some of them will be discussed here, while there is also a recent 
review that focuses on exchange quantification [32]. It should also be mentioned 
that there is a related approach based on spin-lock experiments. For a comparison 
of CEST and related spin-lock techniques, the reader is referred to other publica-
tions [33–37].

10.2.1  CEST Information and Interfering Effects

A considerable effort has been undertaken to ensure proper analysis and quantifica-
tion of the CEST effect and its related parameters. This holds especially true for 
studies where there is a potential strong impact from other effects, spillover as men-
tioned above being one of them. The separation from magnetisation transfer effects 
[38] (MT; based on saturating a broad spectral component of semi-solid macromo-
lecular protons) is another important aspect [5, 11]. One technique is transformation 
of z-spectra into the time domain, followed by filtering of fast-decaying components 
attributed to MT effects [39]. Another one addresses MT effects that are asymmetric 
around the water resonance: Applying two different saturation frequencies flattens 
out MT asymmetry when both frequency components lie within the spectrum of an 
MT pool and allows separation of the CEST effect [40]. Line-shape analysis also 
helps to isolate such MT contributions and spillover from the desired saturation 

Fig. 10.4 z-spectrum derived from a CEST imaging series illustrating the link between imaging 
and z-spectroscopy (modified from the work by Kunth et al. [159] with permission). (a) z-spectra 
from three different regions of interest in the 129Xe MRI scans shown in (b). The Xe host (CrA) is 
dissolved in water with different admixtures of DMSO (20% in the top compartment, 10% in the 
bottom compartment). (b–d) Axial Xe MRI scans of a setup with two different compartments and 
definition of the three ROIs. Off-resonant saturation yields signal from both compartments, satura-
tion at the resonance frequency of Xe inside the host in either of the solvent mixtures yields selec-
tive signal decrease in the bottom compartment (c) or the top compartment (d)

10 CEST MRI



224

transfer [41]. Another approach to combined elimination of diluting effects from 
spillover and MT for better quantification of the underlying biochemical exchange 
processes is based on the evaluation of the inverse z-spectrum [42]. This method 
reveals the exchange-dependent relaxation rate in the rotating frame and the inher-
ent exchange rate. A combined analytical solution describing z-spectra of a water 
pool in the presence of a semi-solid MT pool and multiple CEST pools applicable 
to both transient- and steady-state saturation transfer experiments is a more recent 
progress [43].

For some responses in a z-spectrum, it was also realised that because of their 
assignment in the aliphatic region, they actually originate from nonexchangeable 
protons. The observed signal contribution rather comes from the nuclear Overhauser 
effect (NOE) [44]. This is another contribution that complicates asymmetry analysis 
when it is used to derive pure exchange-related parameters. However, it can be cor-
related with information about the folding of proteins that are the source of the 
signalling protons [45]. The NOE contribution has also been investigated in the 
context of tumour imaging [46] and for acquisition schemes that avoid extensive 
data sampling for full asymmetry analysis [47].

Keeping such interfering contributions in mind, a quantitative CEST experiment 
often focuses on revealing the pure net exchange. This is also described as the pro-
ton transfer ratio (PTR) that is a normalised quantity with respect to the number of 
protons involved. Under the assumption of negligible spillover at the end of the 
saturation time tsat, this quantity is eventually based on the Bloch-McConnell equa-
tions and is given by

 
PTR es sw w

sat w= ( )−x k T t Tα 1 1 1− /
 (10.3)

with xs

solute protons
water protons

=
[ ]
[ ]

 being the normalised concentration of the solute (CEST 

agent) protons, T1w as the water longitudinal relaxation time, ksw the exchange rate 
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transfer rate for a certain saturation amplitude B1. For negligible MT and NOE 
effects, the PTR is obtained from the observed normalised signal loss:

 
PTR on off= − ( ) −( )1 S S∆ ∆ω ω/  (10.4)

It illustrates how the induced signal loss is related to the exchange parameters ksw 
and xs but is of limited value as long as the interfering effects are not isolated.

CEST applications for MRI are also prone to distortions of the spectral data 
caused by field inhomogeneities. As demonstrated above, the MTRasym analysis is 
based on referencing the saturation effect symmetrically around the water signal. 
Hence, changes in the water resonance frequency between different regions require 
individual referencing for each pixel. An illustration for the necessity of such cor-
rections is given in Fig. 10.5 where direct saturation of the water signal is evaluated. 
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The effect of spatially varying saturation is emphasised in this case where only a 
short saturation pulse was used (100 ms pulse duration, 15 μT pulse amplitude). 
Pulse limitations of clinical scanners might require the use of relative short but 
strong saturation pulses. Here, wiggles in the z-spectrum [29] make the direct satu-
ration effect very susceptible to small field deviations. A small frequency offset 
causes large variation in achieved saturation. Hence, neighbouring regions with 
slightly different resonance frequencies show large contrast, and the patterns seem 
to move through the sample as the saturation pulse frequency is varied. A fast map-
ping and correction of MTRasym is achieved using the WASSR method [48] that 
relies on weak direct water saturation for identifying the true reference frequency in 
each pixel of the localised MTRasym data set. Field inhomogeneities are not only an 
issue for B0 but also for the applied saturation field B1. Various correction approaches 
have been published, one of them relying on multiple acquisitions with different 
B1-values [49].

Methods for general improvement of z-spectra are also useful for noisy data that 
can be an issue from imaging series with high resolution. Spline-based methods that 
smooth the data for fitting and correcting z-spectra can compensate for this [50]. A 
related approach called enhanced and integral saturation transfer aims to better 
exploit all the information contained in the z-spectrum [51] and achieves significant 
improvements for certain in vitro and in vivo detections.

10.2.2  Quantification of Exchange Parameters

As mentioned above, PTR is a measure for the overall exchange-mediated signal 
transfer and is linked to the underlying exchange kinetics determined by ksw and xs. 
These quantities can be obtained by analysing the response of the system to well- 
defined changes in saturation time or power. In many experiments, it is assumed that 
a steady state of the water signal is reached instantaneously after saturating the 

Fig. 10.5 Influence of magnetic field inhomogeneities on CEST imaging series of 10 mm NMR 
tube filled with water (axial scan). Using a 100 ms pulse with B1 = 15 μT, small frequency offsets 
cause already large variation in direct saturation of the water signal in neighbouring areas. The 
patterns move through the sample as the saturation pulse frequency changes
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CEST agent pool. The observed PTR can then be described by the following equa-
tion in which the former T1w relaxation time is replaced by the water exchange rate 
R1w = 1/T1w plus a term xsksw that accounts for back-exchange of saturated water back 
into the CEST pool:

 
PTR , esat on off

s sw

w s sw

sat wt S S x k
R x k

t Rα ω ω
α( ) = − ( ) −( ) =
+

− −1 1
1

1∆ ∆/ ++( )( )x ks sw

 
(10.5)

The sum R1w + xsksw in fact counteracts the desired signal loss as relaxation is 
restoring already saturated magnetisation and back-exchange is a null-contribution, 
i.e. “wasted” exchange capacity of the system. This equation illustrates that the 
observed signal loss increases with saturation time tsat and saturation power B1 that 
drives the saturation transfer rate α. Evaluating a whole set of saturation conditions 
therefore in principle yields access to ksw and xs. The corresponding QUEST and 
QUESP methods (quantifying exchange rates in chemical exchange saturation 
transfer agents using the saturation time/power dependencies) were first applied to 
pH calibration for poly-l-lysine and a starburst dendrimer [52]. A simplified quan-
tification of the exchange rate is also possible with the QUESTRA method [53] 
(quantification of labile proton concentration-weighted chemical exchange rate 
with RF saturation time-dependent ratiometric analysis).

Various other evaluation techniques have been compared by Randtke et al. [54] 
and are also discussed in other reviews [10, 55]. The problem is that the CEST effect 
depends on both the exchange rate ksw and the size of the CEST pool relative to the 
water pool, xs. Unfortunately, the two parameters appear as a product term and can 
compensate for each other while still producing the same CEST response. These 
saturation parameter-derived approaches therefore require knowledge of the agent 
concentration for proper evaluation of ksw through the Bloch-McConnell equations. 
Different studies focused on obtaining the two parameters separately. A concentration- 
independent determination of the exchange rate can be achieved by so-called omega 
plots [56] that yield the water exchange rate from the x-intercept of a plot of steady-
state CEST intensity divided by reduction in signal caused by CEST irradiation ver-
sus (ω1)−2. Further studies used such omega plots to obtain both proton concentration 
and the exchange rate [57, 58]. Sun developed another method based on the fact that 
there is an optimum saturation power that depends much more on ksw than on xs [59]. 
This allows the simultaneous determination of the two parameters [60].

10.3  Proton CEST Agents

The field of CEST MRI has brought up quite a variety of molecular probes in the 
last decade. Most of them are still based on 1H NMR detection since water provides 
an obvious dominant pool to encode information from other molecules. In the fol-
lowing, we use the classification of CEST agents as introduced by van Zijl and 
Yadav [5], i.e. we will discuss exchangeable nuclei, exchangeable water molecules, 
and compartmental exchange.
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10.3.1  Exchangeable Nuclei: DiaCEST and APT

Despite the above-mentioned limitations of agents relying on exchangeable protons 
within a limited chemical shift range, numerous applications have been realised 
with such systems. The term DiaCEST was coined to have a clear distinction from 
agents containing a paramagnetic shift centre which later became the ParaCEST 
class. Based on the molecules initially studied by Ward et al. [30] and the successful 
observation of a CEST effect in vivo, the molecular explanation for the origin of 
such contrast was often assigned to tissue rich in amide-containing compounds, i.e. 
endogenous mobile proteins and peptides. In such cases, the term amide proton 
transfer, APT, was established. MRI scans with and without signal saturation of 
such compounds have found applications in diagnostic imaging of, e.g. brain 
tumours [61], pH mapping [62], and acute ischemia [63]. The effect is usually not 
very pronounced; a maximum water signal reduction of 2.9 ± 0.3% between isch-
emic and normal brain regions was reported for 0.75 μT in the latter case.

More specific mapping of endogenous molecules due to their identified CEST 
effect has been performed in terms of glycoCEST [64] (detecting glycogen) and 
gagCEST [44] (revealing glycosaminoglycan, GAG). The first one has been used 
for monitoring glycogen metabolism in isolated, perfused mouse livers before and 
after administration of glucagon. The results correlated with 13C NMR spectroscopy 
which is usually much more challenging to perform and cannot be that easily trans-
lated into clinical diagnostics. GagCEST is of interest since GAG loss in cartilage is 
linked to osteoarthritis and intervertebral disc degeneration. Again, the CEST 
approach allows a more direct access to the molecular tracer itself than indirect 
monitoring through delayed Gd contrast agent uptake or 23Na MRI. Quantitative 
GAG investigation also found applications in detecting disease-related pH changes 
intervertebral discs [65, 66]. Related to the search for biocompatible DiaCEST 
agents are also protocols that administer a bolus of a nonmetabolisable derivative of 
glucose such as 3-O-methyl-d-glucose (3OMG) [67]. The substance is taken up 
rapidly and preferentially by tumours, followed by complete excretion by the 
 kidneys. The concept is similar to fluorodeoxyglucose (FDG) as the most common 
tracer in positron emission tomography (PET; see Chap. 11). Another approach for 
visualising the increased energy consumption in tumours is based on glucosamine 
(GlcN). Enhanced accumulation of GlcN is postulated for all tumours that overex-
press the glucose transporters and could be demonstrated for lung metastasis in 
mice as illustrated in Fig.  10.6 with additional evaluation yielding quantitative 
CEST kinetic measurements [68].

Another endogenous compound is creatine (Cr) where the related CEST detec-
tion has been coined CrEST. This metabolite has been studied extensively in con-
junction with phosphocreatine (PCr) in in vivo 1H and 31P NMR spectroscopy. The 
proton signals of PCr and Cr are difficult to separate, and 31P NMR only detects PCr 
but with even lower sensitivity. The CEST imaging approach for these metabolites 
that are linked through the important creatine kinase (CK) reaction is of great poten-
tial: Quantification of the exchange rates of the amine protons suggests a ca. seven-
fold faster dissociation of Cr amine protons when compared to PCr and ATP [69]. 
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Appropriate selection of the saturation parameters yields CEST contrast that mainly 
originates from Cr with negligible contribution from PCr and ATP and is the basis 
for high-resolution proton imaging of Cr. Initial in vitro experiments then initiated 
studies for mapping conversion of PCr to Cr by spatiotemporal detection of Cr in 
human calf muscle under exercise with potential translation to studying myocardial 
disorders [70]. However, a tissue Cr concentration of ca. 10 mM causes only ca. 8% 
CEST effect. The CEST effect of the creatine NH and NH2 protons was also used to 
reveal the energy landscape for proton exchange with water with two distinct regions 
corresponding to the zwitterionic creatine structures and deprotonated creatine [71]. 
Another metabolite known from 1H NMR spectroscopy is myo-inositol (mIns) 
which has been shown to increase at early stages of Alzheimer’s disease (AD). 
Saturation transfer using its hydroxyl groups is done in the MICEST technique [72] 
that revealed ca. 50% higher CEST effect in the AD mouse model compared to wild 
type controls.

The second generation of DiaCEST agents comprises compounds with high 
numbers of exchangeable protons such as cationic polymers that are reported to 
cause water signal changes of 40–50% at concentrations of ~100 μM [73]. Poly-
l- Lysine (PLL) with more than 7000 exchangeable sites yielded an enhancement 
factor of more than 486,000. Polyuridilic acid, a polymer of 2000 uridine units, 
was observed at 10 μM with an enhancement factor of ~10.8 × 106 via its imino 
protons [74]. Related CEST agents have subsequently been used in the context of 
implementing MRI reporter genes [75]. The common principle is to monitor pro-
teins providing an overall large number of exchangeable protons. A first applica-
tion was based on lysine-rich protein [76] (LRP, 200 lysine residues) and saturation 
of its OH resonance with CEST effects of up to 8% in LRP-expressing tumour 
xenografts. Arginine-rich proteins such as hPRM1 (47% arginine residues) also 
cause a detectable CEST effect [77]. For its CEST characterisation, microwave-
assisted peptide synthesis was used to obtain the 51 amino acid-long hPRM1. 
Both bacterial and human cells could be engineered such that they express an 
hPRM1 gene to achieve higher CEST contrast compared to controls. In a non-
polymer-based approach for gene expression MRI, imaging of the herpes simplex 
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Fig. 10.6 GlcN CEST MRI results for mice bearing 4T1 breast tumours at B0 = 7 T. (a) A T2- 
weighted image for a mouse bearing a 4T1 breast tumour (before administration of the agent). (b) 
A CEST image before administration of the agent; at frequency offset of 1.2 ppm, B1 = 2.4 μT, 
10.4% CEST was obtained in the tumour. (c) A CEST image 48 min after PO treatment with GlcN, 
1.1 g/kg; at a frequency offset of 1.2 ppm, B1 = 2.4 μT, 20.2% CEST was obtained in the tumour. 
The CEST calculation was made for the marked ROI (Reproduced from Rivlin and Navon [68] 
under the Creative Commons license)
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virus type 1 thymidine kinase (HSV1-tk) reporter gene expression in rodents 
could be achieved by CEST detection of 5-methyl-5,6-dihydrothymidine 
(5-MDHT) [78].

Despite the limited chemical shift range, the spectral dimension was recognised 
early as valuable parameter and led to the idea of multiplexing and multicolour 
imaging with DiaCEST agents [79]. The different imaging “channels” correspond 
to the CEST signatures of NH, NH2, and OH groups. Due to spillover effects, the 
suitable subtraction of some data sets has to be done to isolate the different compo-
nents. An increased chemical shift range can eliminate such unwanted direct satura-
tion of the observed water signal. This concept ultimately triggered the development 
of ParaCEST agents which will be discussed in the next section. But also without a 
paramagnetic shift, it is possible to design molecules with well-separated responses 
in the z-spectrum. Salicylic acid analogues containing a 2-hydroxybenzoic acid 
scaffold provide highly shifted protons for CEST MRI contrast [80]. An in vivo 
application was demonstrated for quantitative monitoring the opening of the blood–
brain barrier [81].

10.3.2  Exchangeable Water: ParaCEST

It soon became clear that labile protons of the early CEST applications do not have 
sufficient spectral separation from the water signal to completely avoid unwanted 
spillover effects during saturation. The use of paramagnetic substances was there-
fore the obvious approach to increase the chemical shift separation between the 
saturated and observed pool. The chelates used in conventional contrast agents pro-
vide only very short life times for the coordinated water and do not allow for observ-
ing a second resonance. In fact, a fast exchange is usually wanted for conventional 
Gd contrast agents to ensure efficient relaxation of the bulk water pool that yields 
the relaxivity contrast of the image [82]. Sherry and co-workers realised that slow 
exchange could be achieved [83, 84] for enabling the observation of a second pool 
that introduces the chemical shift dimension for encoding of information. Slower 
exchange dynamics of coordinated water allowed the first ParaCEST agent intro-
duced by Zhang et al. [85] for which coordinated water exhibited a chemical shift 
separation of 49.7  ppm relative to free water due to coordination to Eu3+ in a 
DOTAtetra(amide) derivative.

Studying the system at 4.7  T (hence 9.8  kHz chemical shift separation) 
allowed application of relative strong saturation pulses to achieve a CEST effect 
of 61% which is a significant increase compared to the molecules that were ini-
tially investigated [30]. Since serious spillover occurs only for extreme condi-
tions, some studies report saturation pulse amplitudes of up to 250 μT (~10.6 kHz) 
at 7 T [86]. A summary about the early development of ParaCEST can be found 
in earlier reviews [6, 87] that discuss lanthanide(III) complexes of DOTA with 
decelerated exchange of water at the inner-sphere coordination sites. Nevertheless, 
the coordination lifetime is still relative short and represents a problem that 
causes broad saturation responses in the z-spectrum. This is illustrated in 
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Fig. 10.7 where data from a EuDOTA ParaCEST agent with its true exchange 
parameters is compared with simulated spectra for slower exchange. Previous 
studies have demonstrated that for field strengths below 10 T only complexes 
containing the lanthanide ions Eu3+, Tb3+, Dy3+, and Ho3+ have the right combina-
tion of water exchange time and induced chemical shift to justify further investi-
gations [87]. Detection limits of ca. 10 μM have been reported for chelates that 
show up to 500 ppm shift for bound water.

Increasing the available chemical shift range also enabled the further develop-
ment of the above-mentioned multiplexing approach in which several agents can be 
detected simultaneously at different frequencies. This approach can either be 
realised by using complexes of different lanthanides [86] (dotamGly complex of 
Eu3+ with +50 ppm induced shift for bound water and a Tb3+ version with a −600 ppm 
shift) or by using the same central ion (Eu3+) with different ligands [88]. The former 
approach allowed selective in vitro cell imaging of two marked cell populations 
incubated with either of the ParaCEST probes at 40 mM concentration. The multi-
plexing concept also applies in the context of HyperCEST but with usually much 
lower agent concentrations (see Sect. 10.4).
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Fig. 10.7 Typical ParaCEST z-spectrum and simulation for decelerated chemical exchange. Data 
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A way to increase the sensitivity is to link several ParaCEST agents in a poly-
meric approach to have multiple CEST sites per molecule [89]. In doing so, the 
sensitivity was enhanced ca. tenfold. The general concept behind this idea is a 
nanoparticle approach that has been used in various contexts [90]. Liposomes (see 
Sect. 10.3.3) are a special case with an impressive sensitivity when referring to the 
particle concentration instead of the CEST site concentration.

The concept of ParaCEST agents comes with a side effect due to the large chemi-
cal shift separation between the two pools involved: Protons hopping between dif-
ferent frequencies can experience significant T2 shortening due to chemical exchange 
rather than due to conventional transverse relaxation effects [91]. Using a set of 
different Eu3+ complexes with water exchange rates ranging from 0 to 5 × 106 s−1 
revealed that intermediate water exchange rates can cause exchange relaxivity of ca. 
0.5 s−1 mM−1, whereas fast or very slow exchange does not contribute significantly 
to transverse relaxation. Impact of the water exchange kinetics in different Eu com-
plexes is also still used for further optimisation of ParaCEST agents. Introduction of 
carboxyl groups or carboxyl ethyl ester groups on the amide substituents of DOTA- 
tetraamide ligands modifies water exchange in such complexes depending on the 
axial versus equatorial orientation of the carboxyl groups relative to the inner-sphere 
Eu(III)-bound water molecule [92]. Such insights are helpful for designing even 
more slowly water exchanging systems which will be necessary for in  vivo 
applications.

10.3.3  Compartmental Exchange: LipoCEST

The basic idea behind this class of agents is to generate two different compartments 
of water with exchange between them. The resonance frequency for spins in one 
compartment is shifted relative to the other using a paramagnetic shift reagent (SR). 
The separation is realised by liposomes that are loaded with the SR. With liposome 
diameters of approximately 270 nm, about 300 million water molecules are encap-
sulated in the core of each liposome that contribute to the CEST effect. Such agents 
can be imaged at concentrations as low as 90 pM [93].

The chemical shift between the two compartments is of particular importance as 
large shifts allow to benefit from fast exchange rates and allow better separation 
between the exogenous CEST agent and endogenous proteins with exchangeable 
protons. Early designs were limited to chemical shifts of approximately ±5 ppm, 
which was mainly determined by the maximum concentration of the SR that could 
be encapsulated in the liposomes. Further increases in the chemical shift exploited 
the effects from bulk magnetic susceptibility on the chemical shift. This effect 
depends on the shape and orientation of the liposomes as well as the concentration 
and magnetic moment of the SR but does not require a direct chemical interaction 
between the paramagnetic SR and the water molecules. For spherical liposomes, 
this contribution is zero, but for nonspherical liposomes, it can be the dominant 
contribution. Such nonspherical liposomes can be prepared by osmotically shrink-
ing them [94]; this increases the effective chemical shift range to approximately 
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±12 ppm [90]. Further improvement came from incorporating amphiphilic SRs into 
the liposomes in addition to encapsulating them [94]. With chemical shifts between 
the two compartments as large as +30/−45 ppm, two different LipoCEST agents 
could be co-localised [95].

The other major parameter that can be modified is the exchange rate between 
the water in the two compartments. Phospholipid composition of the liposomes 
and incorporation of amphiphiles such as cholesterol alter the water permeability 
of the membrane [96]. Alternatively the exchange rate can be controlled by alter-
ing the size of the nanoparticles [97, 98]. By modelling the effect of liposome 
size, it was found that smaller liposomes led to greater CEST contrast [97]. This 
needs to be balanced against the influence of size on bio distribution and uptake 
of liposomes. An optimal diameter of 200  nm was found, and additionally the 
liposome should be PEGylated to improve the pharmacokinetic properties of the 
liposomes.

Liposomes themselves are also of particular interest as they are well-studied 
drug carrier systems and CEST opens the door to investigating the delivery of the 
payload to its desired location in vivo. Such theranostic applications look for char-
acteristic changes in the CEST signal upon breakup of the liposomes. Delli Castelli 
et al. [99] were able to investigate differences in payload release between stealth and 
pH-sensitive liposomes in vivo using LipoCEST. Dual 19F/CEST liposomes, trig-
gered by changes in temperature, allowed the monitoring of carrier localisation 
using CEST and quantitative drug release using 19F MRI [100]. Recent work has 
used the conversion of LipoCEST contrast to ParaCEST contrast upon breakup of 
the liposomes to determine the selective release of liposomal content triggered by 
either pH or the application of ultrasound [101].

Rather than using liposomes that release their contents upon changes in their 
environment, these SR-loaded carriers that are sensitive to their environment are an 
alternative method to make responsive LipoCEST agents. This has been used to cre-
ate pH- and temperature-sensitive LipoCEST agents [102]. Targeted LipoCEST 
agents have also been developed. In particular, αvβ3 receptors are strongly expressed 
during angiogenesis in tumours, and, using an RGD peptide, liposomes were tar-
geted to these receptors and imaged [103].

It should also be mentioned that encapsulation of CEST agents using lipo-
somes is not limited to paramagnetic SRs. The idea of compartmentalisation also 
works with DiaCEST agents and has been reviewed by Chan et  al. [104]. By 
loading the liposomes with different diamagnetic agents, multicolour CEST 
images could be acquired in live mice [105]. This has also been used in a novel 
sensor for cell death of implanted cells. Cells and pH-sensitive LipoCEST agents 
(l-arginine in liposomes) were incorporated into hydrogel microcapsules. By 
monitoring the CEST effect, the apoptosis of the subcutaneously transplanted 
xenogeneic hepatocyte cells could be observed [106]. In addition other devices 
can be used to partition water into two exchanging pools. As alternative to lipo-
somes, red blood cells [107] and block copolymer vesicles [108] have both been 
successfully used to encapsulate paramagnetic SRs and observed to function as 
contrast agents.
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10.3.4  Chemo-responsive CEST Imaging

Since exchange rates and availability of coordination sites depend for many com-
pounds on parameters such as temperature, pH, the presence of competing ligands, 
etc., the design of agents that are responsive to their physico-chemical environment 
is one of the great potentials of the CEST approach. ParaCEST and the related 
LipoCEST agents with their large range in chemical shifts and exchange rates are of 
particular interest in this context. An early application was thermometry [109], but 
such agents have also been used to detect the presence of glucose [110, 111], lactate 
[112], singlet oxygen [113], or zinc ions [114]. The activity of the enzyme transglu-
taminase has been detected by its catalytic activity to form a covalent bond between 
Tm-DO3A-cadaverine and the side chain of a glutamine amino acid residue [115] 
(therefore termed catalyCEST). This approach shows both changes in CEST peak 
positions (at −9.2 ppm for the chelate unit and +4.6 ppm for the albumin unit) and 
modified exchange rates when analysing the data with BM equations. The cataly-
CEST approach was also applied to quantitatively detect β-galactosidase and 
β-glucuronidase activities [116], the enzyme sulfatase [117], and activity of 
γ-glutamyl transferase (GGT) within mouse models of human ovarian cancer [118].

Apart from the exchangeable water molecules, some ParaCEST agents also con-
tain labile protons from NH groups. The combination of exchangeable water and 
amide protons is very valuable to establish a ratiometric pH measurement. It was 
described early on that the CEST effect of NH is pH sensitive [119]. However, 
changes in CEST amplitude may also be concentration related and not unambigu-
ously assigned to a certain pH difference. An internal concentration reference (from 
the metal-coordinated water) is therefore needed to delineate changes in local con-
centration from changes in pH-mediated exchange rates [120, 121].

A somewhat different idea was realised with a Eu(III) complex that had a single 
phenolic proton as pH-sensitive unit [122] to induce a ~5 ppm shift in the water 
exchange CEST peak for 6 < pH < 7.6. Acquiring CEST data at two slightly differ-
ent saturation frequencies yields the solution pH without the need of a concentration 
marker. ParaCEST pH measurements achieve a precision of 0.21 pH units and an 
accuracy of 0.09 pH units [123]. An additional pH imaging application for monitor-
ing cell death has been demonstrated with hydrogel-embedded LipoCEST sensors 
[106]. Because this conventional ratiometric approach works only with certain 
CEST agents, a generalised ratiometric pH MRI method has been developed based 
on the analysis of CEST effects under different RF irradiation power levels [124]. 
The sensitivity of this RF power-based ratiometric CEST ratio (rCESTR) is ca. 
0.15–0.20 pH units [125]. With respect to biocompatibility, a series of intramolecu-
lar hydrogen bonded imidazoles has demonstrated promising pH mapping in the 
mouse kidney [126]. It should be mentioned that a recent approach was able to 
demonstrate pH monitoring via the exchange rates of the 15N-bound protons in a 
heteronuclear CEST experiment that is initiated by inversion of neighbouring pro-
tons that are scalar coupled to 15N [127].

Redox-activated ParaCEST agents have been implemented in different 
approaches: either by changing the oxidation state of the side groups of a 
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lanthanide complex [128] or by acting directly on the paramagnetic ion [129]. In 
the first case, two N-methylquinolinium moieties on a Eu3+ complex are reduced 
by β-NADH and become CEST-active. The other example makes use of switch-
ing between the paramagnetic Co(II) and an NMR-invisible Co(III) complex. 
Another class of Co(II)-responsive CEST agents also relies on the paramagnetic 
properties of the central ion but are not considered as ParaCEST agents in the 
above-mentioned definition since the saturation transfer relies on labile protons 
of NH groups of such Co(II) complexes [130]. This approach includes an exam-
ple with multiple CEST peaks that is suitable for ratiometric pH measurements 
as initially demonstrated by Wu et al. [122]. A switchable ParaCEST agent can 
also be generated by influencing the properties of the detected water, i.e. by using 
the agent to alter the T1 properties of the bulk pool. By introducing nitroxide free 
radical groups to a model Eu(DOTA- tetraamide) complex, the T1 of the bulk 
water protons is substantially shortened. This quenches the CEST effect which is 
turned on upon reduction of the paramagnetic nitroxide moieties to diamagnetic 
−NOH units by l-ascorbate [131]. In addition to the sensing abilities for bio-
medical imaging applications, the CEST effect has also been used to screen for 
parameters that influence water exchange in ParaCEST complexes [132]. Such 
an MRI assay in turn allows rapid screening of libraries for identifying the most 
sensitive imaging agents.

Despite their smaller chemical shift range, DiaCEST agents can also show a 
responsive behaviour. Amine-based block copolymers show no CEST effect when 
they are intact around physiological pH but become detectable through saturation 
transfer upon dissociation at acidic pH [133]. Enzyme detection of cytosine deami-
nase (CDase, catalysing the deamination of cytosine to uracil) has been demon-
strated for two different substrates, namely, cytosine and 5-fluorocytosine (5FC). 
Deamination by recombinant CDase causes the CEST contrast to disappear when 
applying saturation pulses to protons at +2 ppm and +2.4 ppm downfield from water 
[134]. This allowed visualisation of different expression levels of CDase in different 
cell lines with CEST MRI.

A somewhat unique case of CEST detection is a recent approach by Bar-Shir 
et  al. based on 19F NMR [135]. Although the detected nucleus does not itself 
exchange nor is it part of an exchanging molecule, a saturation transfer between 
different conformations of the 5,5′-difluoro derivative of 1,2-bis(oaminophenoxy) 
ethane-N,N,N′,N′-tetraacetic acid (5F-BAPTA) occurs in the presence of different 
divalent metal central ions that are bound by 5F-BAPTA. This agent allowed detec-
tion of 500 nM of Ca2+ ions in 19F MRI.

10.4  HyperCEST

This technique is a special combination of two kinds of amplification processes, 
namely CEST and hyperpolarised (hp) nuclei. We will first briefly introduce the 
concept of hyperpolarisation itself before making the link to CEST applications that 
are possible under particular conditions.
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10.4.1  Hyperpolarised Nuclei

Improving the intrinsically poor sensitivity of NMR that is governed by the 
Boltzmann distribution has been addressed in numerous approaches. One of them is 
to artificially increase the difference of the spin state populations. There are differ-
ent ways to achieve this but all of them utilise either polarisation or high spin order 
of a precursor that is eventually converted into a hyperpolarisation (hp) of the 
detected spin system [136]. The achieved enhancement factors can be quite high 
(>104). However, the systems return to the thermal equilibrium through longitudinal 
relaxation which occurs on the timescales of seconds to many hours. This can limit 
the available time frame, but it is in many cases enough to apply many of the estab-
lished NMR encoding techniques and detect spins at much lower concentrations 
than usually required.

Xenon is of particular interest for CEST experiments because of its large chemi-
cal shift range [137]. In fact, the absolute chemical shift separations in xenon sys-
tems can be comparable to ParaCEST agents despite the 3.6-fold lower gyromagnetic 
ratio compared to protons. The isotope 129Xe is a spin-½ nucleus, and its 2-level spin 
system can easily be saturated for implementing the combination of CEST and 
hyperpolarised nuclei as introduced by Schröder et al. [138]. A related version is 
xenon transfer contrast (XTC) for lung imaging [139–141] by Mugler and 
co-workers.

Hyperpolarised Xe also comes with the advantage that T1 relaxation is reason-
able slow in many applications. This has two consequences: (a) it provides a 
large dynamic range to encode CEST information and (b) it allows studying 
fairly low concentrations of a CEST agent where the build-up of the signal loss 
of the detected pool takes several 10  s of seconds. Moreover, weak saturation 
with B1 ≈ 1 μT at a host concentration of 50 μM can cause ongoing CEST build-
up for ca. 1 min but is a very selective saturation [27]. This situation is conceptu-
ally different from proton CEST where the desired saturation competes with 
counteracting T1 relaxation on the same timescale and the maximum achievable 
CEST effect is usually limited to a fraction of the initial thermal magnetisation 
and also reaches a steady state after few seconds—everything that could not be 
detected within that timeframe remains invisible. Consequently, the dynamic 
range for HyperCEST is much better than for proton CEST applications. The 
saturation pulse parameters have to be adjusted accordingly when compartments 
of high and low concentrations of HyperCEST agents appear in the same object 
side by side. Otherwise, either “overexposure” of the first compartment or 
“underexposure” of the second one occurs [142].

A challenge of hp Xe is the fact that the valuable spin polarisation does not recover 
by itself but rather requires a redelivery of fresh hp Xe into the sample before the next 
measurement with identical starting conditions can be acquired. The repetition cycles 
for such redelivery into sample solutions can be much longer than those usually 
applied in 1H CEST for which they are governed by the corresponding T1. Optimised 
shared use of the Xe magnetisation for multiple encodings to partially circumvent this 
problem will be discussed later. In the conventional approach, accurate HyperCEST 
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measurements depend on very stable repetitive Xe delivery. Shot- to- shot noise of 
more than 10% can be an issue [143] but can be minimised to less than 1% with care-
ful design of sample preparation with mass flow controllers that are triggered by the 
spectrometer [144] and a constant flow through the pumping cell [145].

10.4.2  Suitable Host-Guest Systems

Although Xe participates only in some very few covalent bonds, it forms inclusion 
complexes through hydrophobic cores of host structures. Often the interaction time 
is short, and the only detectable effect is a shift of the Xe solution peak or a change 
in the line shape that is verified by repeating measurements at different concentra-
tions of the host [146]. Dedicated host-guest systems, however, can provide excel-
lent CEST conditions.

Cryptophanes [147] have been investigated in many studies since they have been 
introduced as host systems for Xe [148] because they show favourable binding 
properties for the noble gas with binding constants up to 42,000 M−1 depending on 
the solvent [149]. They are by far the most extensively characterised group of hosts 
for NMR of reversibly bound Xe. Cucurbit[n]urils (CB[n]) are alternative host mol-
ecules and have been investigated in terms of CB[5] [150], CB[6] [151, 152], and 
CB[7] [153]. Nanoemulsions, such as perfluorooctyl bromide (PFOB), that are 
known to have favourable gas-binding properties provide another approach to con-
vey a separate chemical shift to exchangeable xenon [154, 155].

The high interest in cryptophanes as very potent host structures for CEST experi-
ments with hp xenon is based on their ability to induce a change in chemical shift of 
xenon of more than 100 ppm. The host-guest interaction between Xe and crypto-
phanes can be very efficient and is dominated by van der Waals (vdW) forces, an 
aspect that makes the size of the cavity relative to the size of the noble gas (42 Å3 
vdW volume for Xe) an important parameter. Optimising this cavity size was ini-
tially performed with the aim of increasing the binding constant [156]. However, 
important in the context of CEST detection is also a relative fast exchange to achieve 
efficient saturation transfer. In general, cryptophanes come in a variety of sizes and 
possess different Xe-binding properties, leaving quite some parameter space for 
optimisation concerning reversible binding of xenon [157, 158]. Many studies have 
been performed with cryptophane-A (CrA, also known as Cr-222), especially for 
demonstrations of HyperCEST imaging [159, 160]. This host has a cavity size of 
95 Å3, and its derivative with one carboxylic acid group for further synthesis steps 
to attach functional groups is shown in Fig. 10.1b.

It has been demonstrated that despite a lower Xe solubility in water at increased 
temperature, the CEST sensitivity for exchangeable hp Xe increases with tempera-
ture [161, 162]. In general, fairly low total host concentrations have been detected 
at elevated temperature such as 250  nM for imaging [159] and 1.4  pM for 
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unlocalised detection [163]. This illustrates that the signal transfer in HyperCEST is 
extremely efficient, especially when keeping in mind that the fractional occupancy 
of the hosts leaves room for improvement (for cryptophane-A conjugates in water, 
ca. 30% of the hosts are assumed to be occupied [152]). For the imaging application 
by Kunth et al. [159], a signal contrast of ~40% was achieved with only ~30 nM 
concentration of NMR-active sensor and ~95 μM of dissolved, detectable xenon. 
This is in contrast to CEST experiments with thermally polarised protons that usu-
ally require agent concentrations of at least ~10 μM to achieve signal changes of a 
few percent and are based on significantly higher concentrations of detectable nuclei 
(factor ~42 or ~72 for protons at 7 or 11  T, respectively). Though the above- 
mentioned PLL agent [73] caused ca. 50% CEST effect, one has to keep in mind 
that the concentration of active CEST sites was 700 mM in that case. HyperCEST 
works at much lower concentrations and can reduce acquisition times by a factor of 
~109 compared to conventional biosensor detection implemented by Hilty et  al. 
[164]. These impressive numbers are related to the fact that the adjusted acquisition 
time is inverse proportional to the square of the gain in sensitivity. The nanomolar 
detection by Kunth et al. represented already a ca. 1500-fold sensitivity enhance-
ment compared to the original HyperCEST paper (20-fold reduced sensor concen-
tration, 13-fold reduced acquisition time, better spatial resolution) which itself 
represented already a ~57-fold increased sensitivity compared to direct detection. 
Further sensitivity enhancement can be achieved by grafting multiple cages onto a 
carrier structure. This follows a similar principle as used for ParaCEST agents [89] 
or the PLL example and has been demonstrated by using viral capsids [165, 166], 
bacteriophages [167, 168], or liposomal carriers [155].

The so-called multiplexing option that comes with the large chemical shift range 
of Xe in different hosts was already discussed in early applications and supported 
the idea of designing a whole class of “biosensors” [148]. Multichannel imaging has 
also been addressed for Dia- and ParaCEST agents, but for protons it often suffers 
from spectral overlap of the different agents (see Sect. 10.3.1). For Xe NMR appli-
cations, such detection is easier to achieve, and it has been shown with different 
approaches: (a) different cages in different liquid phases [169], (b) identical cages 
exchanging between different environments [170] (see also next section), (c) identi-
cal cages in two physically separated solutions using different solvents [159], (d) 
different cages in the same solvent [145], and (e) an approach with two different 
types of hosts [155]. While (a) employed selective direct detection with extensive 
signal averaging, HyperCEST was used in (b)–(e) with excellent spectral resolution 
and clearly demonstrates the feasibility to selectively address different reporters like 
in fluorescence imaging. Kunth et al. used an adjustable system for chemical shifts 
based on variable DMSO concentrations (see also Fig.  10.4) with two Xe@host 
peaks separated by only 130 Hz [159]. Such high selectivity is important since some 
sensors show only small chemical shift changes upon enzymatic activity [171] or 
small chemical modifications [145].
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Similar to the responsive agents discussed in Sect. 10.2.4, caged xenon has also 
been used to detect the presence of other particular molecules or the change of 
parameters that influence the exchange rate or binding properties. Impacts of tem-
perature changes on HyperCEST were discussed early [161, 162, 172] and also led 
to the “transpletor” concept [162] in which the cages are used as controllable depo-
larisation gates with signal amplification similar to a transistor. Binding to different 
targets has been demonstrated with the biotin-avidin system [148] and much weaker 
DNA hybridisation [173] of certain nucleotides but also for the detection of ions 
like zinc [174], Pb, and Cd [175]. Enzyme detection was investigated for matrix 
metalloproteinase  [171] (MMP-7) and human carbonic anhydrase [176] (HCA). A 
sensitivity to pH has also been reported for two different concepts  
[177, 178]. Cellular internalisation has been addressed both in targeted approaches 
(through the receptors for transferrin [179] and folate [180] or cell-penetrating 
 peptides [181, 182]) or just based on the hydrophobic properties of CrA that enables 
Xe MRI cell tracking [160].

The combination of HyperCEST and fluorescence readout, partially based on 
corresponding building blocks [183], has turned out useful to quantify cell labelling 
efficiency through optical methods and then in an opaque sample through the high 
sensitivity of the HyperCEST technique. It could be used to demonstrate novel 
applications with labelling concentrations in the nanomolar range that are otherwise 
inaccessible with conventional relaxivity-based contrast agents. Sensors have been 
designed to detect inflammation marker CD14 with Xe MRI [184] as well as cell 
surface glycans [185] or to highlight cells of the blood–brain barrier [186].

10.4.3  Nested Exchanging Hyperpolarised Systems

The large chemical shift range of Xe enables investigations of more complex chemi-
cal exchange systems similar to the LipoCEST approach. The spectral dimension 
can contain information about the molecular environment of the Xe host which 
might be itself in chemical exchange between different environments. This was first 
described by Meldrum et al. [170] using a solution of mixed micelles that provide 
good solubility conditions for hydrophobic CrA.  The partitioning of CrA from 
aqueous solution into lipids was then studied in more detail with liposomes of pure 
phospholipids and modified CrA molecules using HyperCEST and fluorescence- 
based methods [187]. Characteristically, the relatively broad NMR resonance attrib-
uted to CrA in lipid environment shows up 8–12 ppm shifted downfield from the 
resonance of CrA in aqueous solution. This typical chemical shift difference 
between the two cage pools is reduced at higher temperature. The large separation 
of the resonances is of particular interest since unbound Xe swapping between 
aqueous and lipid environment only shows a small chemical shift difference which 
is due to relative fast exchange and only becomes measurable at temperatures below 
277 K [170]. Thus the distinct chemical shift difference can be helpful to identify 
that CrA is cell associated [160, 179]. It confirms the uptake even without dedicated 
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cell-penetrating peptides as they were used in earlier studies [181]. An example of 
HyperCEST identification of CrA-labelled cells is shown in Fig. 10.8. The broaden-
ing of the lipid-based CrA resonance is presumably due to fast exchanging Xe 
atoms inside the lipid environment. Hence, in the lipid environment, the HyperCEST 
effect is more efficient, which also benefits from a higher local concentration of 
both CrA and Xe atoms which show high solubility in lipid environments [188].

10.4.4  DeLTA Spectroscopy

The large dynamic range of HyperCEST enables the investigation of the build-up of 
the CEST effect and thus introduces an additional dimension. It can resolve differ-
ent HyperCEST pools even if they have the same chemical shift and offers a quan-
titative tool to discriminate different micro-environments. One example is different 
lipid environments that consist of different types of phospholipids and thus possess 
different membrane fluidity. Membrane fluidity is determined by the packing and 
ordering of the membrane’s components. Low membrane fluidity hampers the per-
meation of Xe atoms in and out of the membrane as well as the diffusion of CrA and 
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Fig. 10.8 HyperCEST spectroscopy of caged xenon in phospholipid environments. (a) Schematics 
for axial view of two NMR tubes nested inside each other. The inner one contains only free CrA, 
the outer one also cells labelled with CrA. (b) Schematics for free CrA as Xe host and cell- 
associated CrA. (c) Xe MRI scan with off-resonant saturation showing the Xe distribution inside 
the sample. (d) CEST spectra obtained from an MRI series showing two distinct CEST responses 
for cell-associated and free CrA (Figs. (b–d) modified from supplementary material of work by 
Klippel et al. [160])
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Xe atoms inside the membrane. That hampering entails a slow build-up time of the 
HyperCEST effect. Schnurr et al. investigated the CEST-driven depolarisation of 
Xe atoms that interact with CrA nested in lipid environment using a Laplace trans-
form analysis [189, 190] known as depolarisation Laplace transform analysis 
(DeLTA). The concept of using this operation to investigate saturation transfer was 
previously applied for amide protons [191]. The Laplace transform yields the depo-
larisation times which—in that case—can be assigned to highly fluid and less fluid 
model membranes, namely, 1-palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine 
(POPC) and 1,2-dipalmitoyl-sn-glycero-3-phosphocholine (DPPC). In POPC the 
depolarisation time was sevenfold faster than in DPPC at 303  K.  Combining 
HyperCEST encoding schemes developed for Xe MRI [159] with variable satura-
tion times and performing a pixel-wise DeLTA yields an MRI contrast that repre-
sents the fluidity of the model membranes.

Beside model membranes consisting of different phospholipids, the cholesterol 
level of model membranes can be determined using HyperCEST with DeLTA [190]. 
The saturation transfer is less pronounced when membrane fluidity is decreased due 
to the incorporation of cholesterol. Thus, also the build-up of the depolarisation is 
decelerated and can be further investigated with DeLTA. This approach comple-
ments existing methods which detect membrane fluidity using fluorescence-based 
methods. Moreover, as DeLTA is based on NMR and HyperCEST, it is not limited 
by penetration depth and is able to detect low concentrations CrA.

10.4.5  Quantitative HyperCEST

The ability to derive quantitative results from HyperCEST data is of equal interest 
as for proton CEST. However, the special starting conditions with hyperpolarised 
nuclei are favourable for eliminating some of the limitations mentioned in Sect 10.2. 
It is common practice that some of the parameters from proton CEST are renamed 
in a more general way when water is not the abundant pool. The fractional size of 
the CEST pool B (formerly xs) becomes fB, and the exchange rate out of the CEST 
pool (formerly ksw) is generalised as kBA. Zaiss et al. derived a simplified solution for 
the driven depolarisation of hp nuclei [192] in a HyperCEST experiment. It benefits 
from the fact that the steady state magnetisation is typically much smaller than the 
initial magnetisation of the hyperpolarised system. The observed normalised 
 magnetisation of the solution pool is then given by
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where λdepol is the depolarisation rate that depends on the saturation offset Δω, the 
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Herein, ωB is the on-resonance frequency of the pool of caged xenon. Kunth 
et  al. used this theoretical framework to quantify the Xe exchange with crypto-
phane in different solvents and demonstrated that fB and kBA can be determined 
independently from different saturation conditions [193]. Hence, a HyperCEST 
system is much more simple to characterise than proton CEST systems. Knowing 
the concentration of free Xe in solution through the Ostwald solubility coefficient 
and the applied partial pressure, it is possible to derive further parameters from fB 
such as the binding constant Ka of the system and the fraction of occupied hosts, β. 
These can be mapped with MRI to characterise inhomogeneous samples or to 
determine unknown concentrations next to a reference sample [194]. Quantitative 
HyperCEST also allows straightforward prediction of optimum saturation condi-
tions for maximum signal contrast once the exchange kinetics of a system have 
been characterised [27].

The comprehensive characterisation of labile Xe complexes also allows for clas-
sification of Xe hosts in terms of their HyperCEST efficiency. It is possible to define 
the product βkBA as the gas turnover rate, i.e. the host efficiency in terms of maximal 
129Xe depolarisation rate per μM host concentration at a given Xe concentration. 
This quantitative approach revealed that CB[6] is a ca. 100-fold more potent 
HyperCEST agent than CrA [152].

10.5  Advanced Encoding and Evaluation

Proton CEST and HyperCEST face different challenges due to their respective start-
ing conditions and exchange dynamics. Although recent developments for both 
techniques addressed different problems, they can be grouped into two categories 
according to the sequence of the experiment: saturation preparation and subsequent 
spatial/spectral encoding.

10.5.1  Improved Saturation Schemes

As mentioned earlier, some CEST experiments can be quite demanding for the 
hardware of a spectrometer and especially for clinical MRI scanners. One limitation 
on such systems is often that no continuous wave (cw) irradiation can be applied. In 
order to circumvent this limitation, the cw saturation can be decomposed into a 
pulse train [195], which can be efficiently implemented with multiple transmitters 
known from parallel imaging [196]. The decomposition into a pulse train also intro-
duces the inter-pulse delay as an additional parameter. By acquiring two or more 
datasets with different delays between the pulses, effects of direct water saturation 
can be removed [47]. This method eliminates the need to acquire whole z-spectra 
and perform asymmetry analysis as usually done with DiaCEST agents.

Other new saturation schemes focus on separating the pure CEST effect from other 
contributions. Two-frequency RF irradiation can be used to uniformly saturate the 
protons in macromolecules [40], allowing for an isolation of the CEST contrast from 
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MT asymmetry, whereas a technique termed LOVARS [197] (length and offset varied 
saturation) modulates the exchange contrast from different pools (e.g. MT, CEST) 
with different frequencies and phases by systematically varying the saturation param-
eters. LOVARS phase maps furthermore show better contrast-to- noise ratios than con-
ventional CEST maps and are less prone to B0 inhomogeneities. However, they are 
also less sensitive to concentration and exchange rate of the CEST agent.

A different approach is frequency-labelled exchange transfer (FLEX) [198], 
where the modulation of the bulk water signal is observed as a function of the chem-
ical shift evolution time of the dilute pool. In the resulting FLEX FID, rapidly 
decaying components such as MT effects can be removed by time domain analysis, 
which has been successfully demonstrated for ParaCEST agents in vitro [199] and 
in vivo [200]. FLEX has also been employed with on-resonant frequency labelling 
[201], detecting rapidly exchanging protons that resonate close to the bulk water 
frequency. However, FLEX is a rather slow technique since the FID data is acquired 
point-wise before reconstructing its spectral components.

CEST contrast is traditionally based on a signal difference after signal depletion, 
hence a negative contrast mechanism. A hybrid approach between CEST and a spin- 
lock preparation implemented a positive signal (pCEST) [202]. Although the abso-
lute pCEST effect is smaller than the absolute CEST effect, the positive CEST 
contrast shows improved background suppression and hence a better dynamic range.

Regarding ParaCEST agents, one drawback is the severe T2 shortening that comes 
with the paramagnetic effect. When conventional imaging sequences are employed, 
this can hamper the detection of the CEST effect. The problem has been addressed in 
a method called SwiftCEST [203], where almost zero echo time imaging (TE < 10 μs) 
is achieved by swept RF excitation with nearly simultaneous acquisition.

10.5.2  Accelerated Acquisition

Once the saturation transfer into the bulk pool is generated, there is usually the 
demand to do further encoding for either the spatial distribution of the magnetisa-
tion or for the spectral dispersion of the CEST effect. Particularly the latter aspect 
can make CEST imaging very time-consuming when it goes beyond CEST MRI in 
its most simple form with just two preparations of magnetisation. Including the 
spectral dimension (with or without further spatial encoding) is more demanding 
and conventionally requires a repetitive starting magnetisation which undergoes 
saturation at different frequencies. One of the limitations is obviously that the 
z-spectrum has to be acquired point by point with long TR for either (a) full recov-
ery of 1H magnetisation or (b) redelivery of hp Xe.

In order to accelerate the characterisation of multiple CEST agents, an initial 
approach was proposed using spectral CEST imaging of a whole bundle of test 
tubes [204]. The main achievement was to eliminate field inhomogeneities for 
proper realignment of the CEST data from different parts of the array. More effi-
cient k-space sampling for spectral CEST images can be achieved by using the 
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keyhole technique [205]. Here, only the central k-space lines are acquired per fre-
quency encoding step and then reconstructed using a fully sampled reference scan, 
allowing for an approximately fourfold reduction in scan time. Principal component 
analysis (PCA) and constrained reconstruction of undersampled CEST image data 
rely on correlations between data points in the spectral domain [206]. For hp Xe, 
this technique is not only useful to reduce the acquisition time (this effect is  marginal 
for HyperCEST) but mainly for having more magnetisation per encoding step which 
results in an up to five times increased SNR.

Other approaches also aim to avoid multiple acquisitions that are performed 
using a selective saturation pulse with variable carrier frequency. While in the origi-
nal experiment, this scheme is combined with a homogeneous magnetic field 
throughout the sample the problem can be inverted by using a single saturation 
frequency and a linear field gradient along one dimension of the sample. This 
requires that the available magnetisation is sufficiently large to allow for 1D projec-
tion measurements. The result encodes the spectral information along the gradient’s 
direction, thus rendering the use of multiple saturation frequencies redundant. Such 
fast z-spectroscopy can be applied to samples that are homogeneous along the 
dimension that is used for the field gradient [207]. Multiple samples can be investi-
gated at once when incorporating slice selection [208], and the gradient-based 
approach has meanwhile also been extended to localised CEST spectroscopy [209] 
and the quantitative investigation of tissue samples with solid state NMR techniques 
under magic angle spinning [210].

Hp nuclei should be used as efficient as possible for avoiding time-consuming 
redelivery of fresh magnetisation into the sample. Any longitudinal magnetisation 
that has been converted into detectable transverse components does not recover as 
is the case for thermally polarised magnetisation. For HyperCEST, it is therefore 
helpful that T2 in aqueous solutions of cryptophane systems has been proven to be 
long enough to acquire entire echo trains, either based on spin echoes (RARE 
imaging [152, 160, 206] or z-spectroscopy applications [211]) or on gradient 
echoes (e.g. for EPI-based imaging [159]). A complementary approach for hp 
nuclei is to share the available magnetisation for multiple applications by using 
variable flip angles [212]. Since CEST requires a minimum of two acquisitions 
(reference and saturation encoding), a 45°/90° excitation scheme has been 
 implemented in the smashCEST approach [159] (using shared magnetisation after 
single hyperpolarisation). With careful calibration of the pulses, this method can 
acquire MRI scans with a single delivery of hp nuclei and encode the entire infor-
mation in less than 1 s.

Based on this gradient-encoded z-spectroscopy for proton CEST, the idea has 
been further developed and implemented for applications with hp Xe by Döpfert 
et al. [211] and Boutin et al. [213]. To make maximum use of available magnetisa-
tion, both studies included spin echo refocussing to increase SNR. The smashCEST 
approach [159] was also utilised in both papers to further accelerate data acquisi-
tion, requiring only a single hp Xe delivery for the entire experiment. However, 
smashCEST results were only shown by Döpfert et al.
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 Conclusion

The CEST signal amplification is a powerful tool with a variety of different 
aspects for quantitative MRI.  It tackles the NMR sensitivity problem when 
exchange- coupled spin systems are available and the technique has experienced 
promising refinement over the last decade with an increasing number of (respon-
sive) agents and improved encoding and evaluation protocols. Quantitative CEST 
MRI yields access to exchange-related parameters such as pH and pool sizes of 
certain dilute substances. Synthetic CEST agents extend the toolbox of endoge-
nous diamagnetic substances to benefit from paramagnetic and hyperpolarised 
compounds. They also can be designed as chemo-responsive agents for a variety 
of stimuli. Their in vivo applications are still limited, but they have shown a great 
potential for further studies and may also prove valuable for NMR in vitro diag-
nostics. Applications cover various markers for medical imaging and illustrate an 
unprecedented sensitivity that will stimulate the design of further MRI sensors 
for molecular diagnostics.
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11Innovative PET and SPECT Tracers

Ulrich Abram

Abstract
Although suitable radiotracers are available for many clinical applications in 
emission tomography such as SPECT and PET, improved tracers are required for 
advanced nuclear medical imaging. But their development remains a challenge. 
The demand for new tracers arises from recent progress in the development of 
imaging techniques and innovations in isotope production. Particularly the latter 
has triggered an interest in hitherto less favored radionuclides for routine appli-
cations of nuclear medical imaging. Since most new tracers are radioactive met-
als, the coordination chemistry of some of the elements of interest needs to be 
extended to meet the specific requirements that apply to the preparation of radio-
active pharmaceuticals.

New tracers for SPECT and PET are typically developed for one or more of 
the following reasons: (a) to optimize (frequently multidentate) ligand structures 
for specific radiometal ions, (b) to develop multiuse ligands for the complexation 
of multiple metal ions, (c) to search for convenient coupling strategies for bio-
conjugates, and (d) to provide agents for theranostic solutions. This chapter gives 
an overview of strategies in radiochemistry and tracer development for nuclear 
medical imaging applications.

11.1  Introduction

Despite significant advances in the development of medical imaging modalities that 
do not use ionizing radiation, computed tomography (CT) and nuclear medical tech-
niques (SPECT, PET) still take a prominent place in the portfolio of methods 
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currently in clinical use. The provision of healthcare worldwide relies on the avail-
ability of diagnostic tests wherever needed and at reasonable costs for individual 
patients and national healthcare systems.

The probes used in SPECT and PET studies are key to meeting these demands. 
They are the chemical compounds that contain the radioactive tracer isotope and 
provide the desired organ distribution for the administered radiopharmaceutical. 
Classically, small molecules are preferred, since they frequently possess favorable 
pharmacokinetics and distribution patterns due to their small size [1]. More specific 
studies, however, also require specific distribution mechanisms, which also stimu-
late the related chemistry. Imaging a biological target with a reasonable signal-to- 
noise ratio and with high specificity requires the development of molecules 
optimized for the specific imaging modality. The molecular probes must also follow 
the specific biological transport and uptake mechanisms of the target organ. This 
can be accomplished by direct radioactive labelling of target-seeking biomolecules 
or by the synthesis of bioconjugates in which radioactive tracers are attached to 
target-seeking molecular fragments via a covalent spacer. The first approach is lim-
ited to radioactive isotopes of the native elements of organic compounds (carbon, 
hydrogen, nitrogen, oxygen, sulfur, phosphorus, selenium) or halides (fluorine, 
iodine), which may replace H, OH, or CH3 groups in organic molecules without 
drastically changing their biological properties. For the majority of radioactive 
metal ions, however, direct labelling is less favorable or impossible, as is explained 
in the following sections. Thus, the development of suitable synthetic routes for 
coordination chemistry-based bioconjugates remains a major task for the upcoming 
years. The recent progress in isotope production, which has made additional radio-
metals available for diagnostic mass applications, and the goal of coupling imaging 
tools with metal-based radiotherapy in what is known as theranostics represent new 
challenges for the chemistry behind nuclear medical imaging.

11.2  SPECT and PET: The Methods and Classic Tracers

Single photon emission computed tomography (SPECT) and positron emission 
tomography (PET) are well-established imaging techniques in nuclear medicine. 
Both rely on the ability of medium-energy gamma radiation to penetrate living 
organisms and to deliver spatially resolved images by means of a suitable detector 
system. However, these two imaging techniques use different gamma radiation 
sources. While most SPECT applications exploit gamma quants emitted as accom-
panying radiation of ß− decay or (preferably) arising from metastable nuclear iso-
mers, the γ-quants used for PET are formed by the annihilation of an electron-positron 
pair. The latter process produces two γ-quants, which are coincidently emitted in an 
angle of exactly 180° to each other (Fig. 11.1) and can be used for a coincident 
detection of the events in a tube-shaped detector system, PET normally produces 
images of higher quality and resolution. On the other hand, the instrumentation 
required for the generation of high-quality PET images and particularly the high 
production costs of classic PET tracers such as 18F or 11C still limit the mass applica-
tion of positron emitters. Unfortunately, there exist no radioactive isotopes of 
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“organic” chemical elements such as carbon, nitrogen, oxygen, or sulfur with opti-
mal nuclear properties in terms of decay scheme, half-life, availability, and photon 
energy.

Thus, a rather unusual nuclide, the metastable nuclear isomer 99mTc, has become 
the “workhorse” in diagnostic nuclear medicine. It is estimated that between 80 and 
90% of all studies in diagnostic nuclear medicine are currently performed with this 
nuclide, amounting to a total of about 35 million clinical studies per year [2–5]. The 
dominating role of 99mTc in diagnostic nuclear medicine is mainly attributable to its 
favorable nuclear properties. Its radiation is almost free of accompanying particle 
radiation, the γ-energy of 140 keV is in the optimal range for collimation, and the 
half-life of 6 h is long enough to acquire diagnostic scans, but short enough to pre-
clude a considerable radiation burden to the patient. The fact that no organ accumu-
lates technetium ensures rapid excretion of the non-targeted technetium compound 
from the human body. Another important argument for the use of 99mTc is its perma-
nent availability at clinical sites from 99Mo/99mTc nuclide generators [6].

Chemically, technetium, which is the first man-made element, is not an optimal 
candidate for the synthesis of novel tracers for medical imaging procedures. We find 
it in the 7th group of the Periodic Table of Elements, together with manganese and 
rhenium. This means that the chemistry behind almost all nuclear medical applica-
tions of 99mTc is the coordination chemistry of the artificial transition metal techne-
tium. This causes a number of problems in the synthesis of biologically active 
tracers, since it is chemically impossible to simply attach a 99mTc label to a small 
organic molecule without significantly changing its biological properties. Recent 

99Mo
18F

18O

a b

6h single photon
(Eγ = 140 keV)

110 min 180º two photons
(each 511 keV)

99mTc

β-,γ, 66h
(86%)

β-,66h
(14 %)

99Tc

Fig. 11.1 The formation of (a) photons from the metastable 99mTc and a typical SPECT/CT sys-
tem (courtesy of Siemens Healthcare GmbH) and (b) the formation of annihilation photons from 
the positron decay of 18F and a PET TF/CT system (courtesy of Philips Healthcare) with the typical 
detector ring
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attempts to solve such problems at least for larger biomolecules resulted in the 
development of bioconjugates and will be treated in Sect. 11.4.

Most of the classic 99mTc imaging agents belong to a group of relatively small 
molecules (M  <  2000) whose biological distribution patterns are determined by 
their charge, polarity, lipophilicity, and other parameters. A first generation of 99mTc 
radiopharmaceuticals was developed almost 40 years ago, and the compounds are 
still in regular clinical use. Many ligands currently in use belong to the family of 
complexones. The periphery of the related aminoacetic acids can readily be modi-
fied, and via the resulting changes in the lipophilicity of the anionic technetium 
complexes, they can be directed to specific biological excretion pathways. For 
instance, the technetium complex with the hydrophilic DTPA (diethylenetriamine 
pentaacetic acid) ligand is directed to renal excretion, while hepatobiliary excretion 
is preferred by the more lipophilic EHIDA (N-(2,6-diethylacetanilido)iminodiacetic 
acid) derivative, and consequently the compounds are used for kidney and liver 
scintigraphy, respectively (Fig. 11.2). It is interesting to note that the exact chemical 
structures of these classic technetium radiopharmaceuticals are still not known [6]. 
The same holds true for the 99mTc complex with MDP (methylene diphosphonate) 
(Fig. 11.2). The compound (like related complexes with 1-hydroxyethylene diphos-
phonate or 1-hydroxy-4-aminobutylidene-1,1-diphosphonate) has been in routine 
use for bone imaging for a long time. It is highly probable that the diphosphonates 
act as bidentate ligands for technetium and calcium and, thus, can incorporate 99mTc 
into the mechanism of the formation of the inorganic components during bone 
growth.

Much more structural information is available for a second generation of 99mTc 
radiopharmaceuticals, since most of these heart- and brain-seeking 99mTc molecules, 
shown in Fig.  11.3, were specifically designed taking into account fundamental 
pharmacological parameters and rational structure-activity relationships. This 
means that the sum parameters of the entire 99mTc complex molecules have been 
optimized. Thus, the term “labelling,” which means the replacement of a nonradio-
active atom in a target-finding molecule by a radioactive one of the same element of 
by another group chemically resembling the replaced atom as closely as possible, 
should not be used for such metal-based radiopharmaceuticals. The biological dis-
tribution pathway of metal-based, small-molecule SPECT (and also PET) tracers is 
determined by the nature of the ligand (donor atoms, polarity, lipophilicity), charge, 
size and shape of the resulting complex molecule, and the inherent polarity of a 
potential metal core.
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O O
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COOH

DTPA EHIDA MDP

Fig. 11.2 Ligands of the first generation of 99mTc radiopharmaceuticals used for kidney (DTPA), 
liver (EHIDA), and bone scintigraphy (MDP)
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Following the fundamental concepts of pharmacology, cationic compounds 
became interesting for the replacement of 201Tl in myocardial imaging. Two of the 
widely used 99mTc complexes are shown in Fig. 11.3: 99mTc sestamibi and 99mTc- 
tetrofosmin. Both compounds are cationic and contain ligands with peripheral ether 
substituents. These functionalities ensure retention of the radioactive tracers in 
myocardial cells by (partial) hydrolysis and the associated change in the charges of 
the complex molecules [6]. Neutral molecules with a balanced lipophilicity and a 
relatively low molecular weight are able to cross the blood-brain barrier and are thus 
potential candidates for brain imaging. 99mTc-HMPAO, an optimized member of a 
whole series of technetium complexes with tetradentate amineoxime ligands, was 
the first technetium-containing standard drug for this application. Retention of this 
compound in the brain is explained by an enzymatic conversion into a more hydro-
philic complex, which can no longer pass the blood-brain barrier. This trapping 
mechanism is more effective for the complex with the d,l-isomer of the chiral ligand, 
while its meso-form shows much faster redistribution and is, thus, not suitable for 
brain imaging. This example nicely illustrates the problems that may occur when 
chiral molecules are involved in the development of pharmaceuticals. Such prob-
lems were avoided with the second brain-seeking agent shown in Fig. 11.3, 99mTc- 
ECD.  This agent contains the ethylene cysteine ester dimer as a nonchiral, 
tetradentate ligand. It belongs to the extensively studied diaminodithiolato family, 
and only one of the two amino groups deprotonates during coordination with the 
{TcO}3+ core. Brain retention of the resulting neutral technetium(V) complex is 
effected by (partial) hydrolysis of the peripheral ester functionalities, a mechanism 
already discussed for tissue retention of the heart-seeking technetium radiopharma-
ceuticals [6].

While 99mTc diagnostic agents are widely used, routine application of other 
SPECT tracers is comparatively rare. They are used in special cases or when the 
availability of 99mTcO4

− is (locally) restricted. Typical nuclides and applications are 
123,131I-iodohippurate for renal imaging, 47Ca for studies of calcium metabolism, 
201Tl for myocardial perfusion, 75Se-selenomethionin for pancreas studies, 133Xe for 
pulmonary perfusion, and 111In-oxine for the detection of infections [2].
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Similar to the situation with SPECT tracers, there is one positron emitter that 
dominates routine applications: 18F. It can be prepared in cyclotron reactions start-
ing from 18O or 20Ne targets. For the majority of 18F applications, a (p,n) reaction 
with a H2

18O target is used, which yields 18F− ions in aqueous solution. This method 
delivers the isotope in a high specific activity (typically in the range of 100 GBq/
μmol). The fluoride ions are suitable for a large number of nucleophilic reactions. 
Electrophilic reactions require production of F2. This can also be made from 
18- oxygen using an 18O2 gas target with the same nuclear reaction or by a 20Ne(d,α)18F 
reaction [7, 8]. The availability of 18F for both nucleophilic and electrophilic reac-
tions gives access to a large variety of 18F-containing molecules that can be used in 
clinical imaging and as valuable tools in the development and/or evaluation of (con-
ventional) drugs [9].

18F emits positrons with βmax = 0.630 MeV, which corresponds to a maximum 
range of the positrons of 2.4 mm in water and yields images with good spatial reso-
lution. The workhorse of clinical 18F applications is 18F-desoxyglucose (FGD). As a 
modified sugar, this molecule can be used for imaging of a large variety of malig-
nant tumors and a number of metabolic diseases (see Chap. 18). Some examples of 
18F-labelled organic molecules, including amino acids, nucleosides, and neurotrans-
mitters, are presented in Fig. 11.4. A special case is 5-fluorouracil, which is fre-
quently used for the (conventional) treatment of several forms of cancer, and the 
degree of uptake of the 18F-labelled compound in tumor tissue helps to evaluate the 
response to 5-fluorouracil chemotherapy.

The half-lives of the “organic” positron emitters 11C, 13N, and 15O are very short 
(20 min, 10 min, and 2 min, respectively), representing a considerable obstacle to 
the use of these PET nuclides in routine applications. Naturally, all processes related 
to the synthesis of these pharmaceuticals, their administration, and their biodistribu-
tion and/or metabolism must be fast [2]. As a result of these restrictions, the two- 
minute nuclide 15O can only be used as C15O2, H2

15O, or 15O2 for fast blood flow or 
oxygen extraction studies (see Chap. 21). Some more specific organic compounds 
can be prepared for 13N and particularly for 11C. 11CO2 and 11CH4 are common pre-
cursors for the synthesis of 11C-labelled compounds. Finally, some amino acids, 
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nucleosides, or drugs can be prepared and employed for imaging of blood flow, 
tumor viability, and neuroreceptor characterization. Some frequently used com-
pounds are shown in Fig. 11.4.

11.3  Prospective SPECT and PET Radionuclides and Tracers

Recent developments in isotope production, manufacturing, and supply, but also 
progress made in imaging modalities and related data processing, have drawn atten-
tion to nuclides hitherto difficult to access or neglected for other reasons. Tables 
11.1 and 11.2 list suitable PET and SPECT tracers together with some basic infor-
mation on their production and radiation properties.

As outlined in subchapter 11.2, radiopharmaceuticals based on 99mTc and 18F cur-
rently dominate routine clinical applications. This domination is mainly attributable 
to the radiation properties and/or the availability of these nuclides and not their 
chemical properties or related favorable biological distribution patterns of readily 

Table 11.1 PET nuclides

Isotope Physical half-life β+ energy (MeV)a Isotope production
18F 6.0 h 0.634 Cyclotron
11C 20.4 min 1.983 Cyclotron
13N 9.9 min 2.220 Cyclotron
15O 2.0 min 2.757 Cyclotron
68Ga 1.1 h 1.899 68Ge/68Ga generator
62Cu 9.6 min 2.910 62Zn/62Cu generator
64Cu 78.2 h 0.653 Cyclotron
182Rb 1.3 min 3.381 82Sr/82Rb generator
44Sc 80.2 h 1.474 44Ti/44Sc generator
124I 100.2 h 2.138, 1.532 Cyclotron
86Y 14.7 h 1.221 Cyclotron

aData taken from http://www.nucleide.org/DDEP_WG/DDEPdata.htm

Table 11.2 SPECT nuclides

Isotope
Physical 
half-life

Mode of 
decay (%) γ Energy (MeV)a Isotope production

99mTc 6.0 h IT (99.99) 0.141 99Mo/99mTc generator
131I 8 days β− (100), γ 0.284, 0.365 Reactor
123I 13.2 h EC (100) 0.159 Cyclotron
111In 67.4 h EC (100) 0.171, 0.245 Cyclotron
201Tl 73 h EC (100) 0.135, 0.167 Cyclotron
67Ga 78.2 h EC (100) 0.093, 0.185, 0.300, 0.393 Cyclotron
133Xe 5.2 days β−, γ 0.081 Reactor

aData taken from http://www.nucleide.org/DDEP_WG/DDEPdata.htm
IT internal transition, EC electron capture
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available compounds of these nuclides. Therefore, research aims not only at devel-
oping 99mTc and18F compounds with improved properties, but also at replacing them 
by agents with other isotopes, including those with relatively short half-lives such 
as 11C. This has become possible by the development of novel and fast synthetic 
routes for important key compounds of the 11-carbon chemistry such as 11C–CH3I, 
which can nowadays be produced from cyclotron-produced 11CO2 with reaction 
times of less than 30 min [10]. This is commonly done using a kind of online pro-
cedure with computer-controlled synthesis modules. Such modules integrate a 
series of vials, solvent reservoirs, valves, pumps and heaters, and chromatographic 
columns. They allow remote, computer-controlled synthesis of radiotracers with 
high specific activities and reduce the radiation burden of the operator to a mini-
mum. A typical synthesis module is shown in Fig. 11.5.

The modular design and the operation in a shielded cell grant access to synthetic 
procedures generally not recommended for use with highly radioactive compounds. 
Thus, 11CO2 is reduced in a catalyzed gas phase reaction to give 11CH4, which is 
finally converted to 11CH3I by free-radical iodination. The efficient and fast synthe-
sis of methyl iodide gives access to a variety of innovative 11C-methylated tracers. A 
collection of such compounds is shown in Fig. 11.6. It is clearly apparent that rela-
tively “complicated” compounds, such as 11C-raclopride, a synthetic antagonist on 
D2 dopamine receptors; 11C-doxepin, which binds selectively to histamine H1 recep-
tors; and many other products, can be prepared in a rational, fast, and reproducible 
way. This approach also paves the way for other reactive secondary precursors such 
as 11C-methanol, 11C-formaldehyde, 11CO, H11CN, 11C-carboxylates, 11CS2, or other 
methylating agents such as 11C-triflate or 11C-nitromethane [10].

The development of innovative fluorination methods for (nonradioactive) organic 
compounds, particularly those with “late-stage” strategies [11, 12], has also stimu-
lated the synthesis of 18F tracers. Unfortunately, not all of the sophisticated 

Fig. 11.5 Typical 
computer-controlled 
module for the automated 
synthesis of PET tracers 
(courtesy of GE 
Healthcare)
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procedures can readily be transferred to a synthesis under “clinical conditions.” 
Nevertheless, the established methods of cyclotron reactions provide access to 18F 
in the form of “nucleophilic” and “electrophilic” precursors; however, it must be 
noted that batches of the nucleophilic 18F− are available with high specific activity 
(typically 100  GBq/μmol and higher), while the production and isolation of the 
electrophilic 18F2 in corresponding gas targets lower the accessible specific activity 
significantly (typical values are lower than 1 GBq/μmol). This is mainly due to the 
need to add nonradioactive fluorine during the isolation of 18F2 from the target, 
which in turn lowers the specific activity of 18F (or increases the mass of the pro-
duced radiotracer) and thus strongly limits the use of 18F compounds synthesized 
from electrophilic procedures in nuclear medical receptor binding studies due to 
receptor saturation or pharmacological effects resulting from the relatively high 
(chemical) concentration of the fluorinated compounds [13].

For both nucleophilic and electrophilic reactions, the 18F from the target has to be 
converted into a chemical form that is suitable for the ongoing organic labelling 
procedures. Therefore, the nucleophilicity of 18F−, which is drastically decreased by 
a number of strong hydrogen bonds in aqueous solutions, must be increased. This is 
commonly done by the addition of phase transfer agents such as tetramethylammo-
nium or tetrabutylammonium ions or cryptants such as Kryptofix-222, which forms 
stable complexes with the accompanied potassium ions and provides transfer of F− 
into aprotic solvents (acetonitrile, dimethylformamide, or dimethylsulfoxide). After 
removal of the water, which is commonly done by azeotropic distillation, the 18F− is 
highly reactive and can be used for numerous reactions following the SN2 or SNAr 
mechanisms. They allow aliphatic as well as aromatic fluorination. Again, the use of 
automated synthesis modules decreases the time required for the production and 
purification of novel 18F radiotracers.

Some examples of the use of such an approach for aliphatic fluorination are pre-
sented in Fig. 11.7. They include the synthesis of 18F-fluoro-17β-estradiol, which 
was performed in a cassette-type 18F-FDG synthesizer [14], but also that of 
18F-fluoroethylflumazenil, a tracer for the imaging of human benzodiazepine recep-
tors [15], and a series of phosphonium salts (MitoPhos), which are explored as 
candidates for the imaging of myocardial perfusion by targeting mitochondrial 
membrane potential depletion [16].
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Several attempts have been undertaken to make electrophilic fluorination more 
effective, particularly with regard to the achievable specific activity of the nuclide 
and the selectivity of the labelling procedures. An interesting approach is the con-
version of “nucleophilic” 18F− ions into 18F2 by means of an electric discharge cham-
ber. The procedure, which involves the intermediate formation of 18F-fluoromethane, 
results in a reported specific activity of the final 18F-labelled radiopharmaceutical of 
15 GBq/μmol[17, 18]. The selectivity of electrophilic fluorination can be increased 
by the intermediate conversion of 18F2 into less reactive (and thus more selective) 
intermediates such as XeF2, N-fluorobenzenesulfonimides, or N-fluoropyridinium 
salts. An interesting, mild electrophilic fluorination reagent was introduced by 
V. Gouveneur and her group: Selectfluor (Fig. 11.7) [17]. This diamine can be pre-
pared using the electric discharge method mentioned above and has been used in the 
synthesis of 6-[18F]fluoro-l-DOPA [18]. Another interesting approach for electro-
philic fluorination has been proposed by the group of Ritter [19] (Fig. 11.7). They 
use an organopalladium compound as fluoride transfer reagent. The palladium ion 
in the octahedral complex has the high formal oxidation state “+IV” and acts as 
oxidant, which transfers the substrate to the nucleophilic fluoride, while being 
reduced to a lower oxidation state. It has successfully been used, e.g. for the synthe-
sis of 18F-paroxetine. The transfer of this conceptually highly interesting two- step 
approach to an automated 18F reaction for clinical application, however, revealed a 
number of problems [20]. Nevertheless, the use of transition metal complexes as 
transfer reagents in electrophilic fluorination is a promising innovative route, and 
we are likely to read about successful applications of this method in the near future. 
Similar reactions with nickel and copper complexes have already been applied for 
the 18F labelling of aromatic systems [21–26].

The introduction of copper-catalyzed 1,3-dipolare cycloaddition—a so-called 
click reaction—by Huisgens and Sharpless [27, 28] has also influenced the 
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development of organic and inorganic radiopharmaceuticals. A “click reaction” is a 
convenient option for orthogonal coupling of a target-seeking molecule to a radio-
active label. The chemistry of corresponding metal complexes will be described in 
the following subchapters. “Click reactions” have also been used for the designing 
of 11C and 18F compounds [29]. An example using Mitophos derivatives is shown in 
Fig. 11.7 [16].

Although the dominance of 99mTc in classic SPECT imaging is based on the use 
of small molecules (some of them are shown in Fig. 11.3), current research in 99mTc 
tracer chemistry mainly focuses on bioconjugates, which will be discussed in sub-
chapter 11.4. Nevertheless, some more small-molecule 99mTc tracers shall shortly be 
mentioned. Most of them were developed in parallel to or after the major products 
presented in Fig.  11.3. It is obvious that the cardiac imaging agents shown in 
Fig. 11.8 differ completely from the cationic reagents like 99mTc-sestamibi or 99mTc- 
tetrofosmin in terms of their structure. 99mTcN-NOET and 99mTc-teboroxim are neu-
tral compounds, and their myocardial uptake and retention are most probably due to 
membrane binding of the highly lipophilic compounds. On the other hand, the 
structure of 99mTc-MAG3 is very similar to those of the brain perfusion reagents 
99mTc-HMPAO and 99mTc-ECD shown in Fig. 11.3. All three compounds possess 
five-coordinate Tc(V) ions with a central {TcO}3+ core and tetradentate ligands. 
Unlike the neutral, lipophilic brain-seeking compounds, however, 99mTc-MAG3 is a 
hydrophilic anion with a peripheral carboxylic group. These examples underline the 
previous discussion that the biological distribution pattern is governed by the over-
all charge, lipophilicity, and polarity of the entire molecule.

Although 99mTc radiopharmaceuticals are inexpensive, well established, and 
available for almost all routine SPECT studies, they have a considerable drawback: 
the production of the mother isotope, 99Mo, which is commonly obtained from 235U 
targets by fission with a high yield of approximately 6% in nuclear reactors. With 
regard to the huge number of nuclear reactors running worldwide, this sounds like 
an inexhaustible source. In fact, however, most 99Mo is produced in only five 
research reactors, which are all about 40 years old, and planned or unplanned out-
ages of these reactors cause considerable problems in 99Mo production. A 
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considerable shortage of 99Mo occurred in 2008–2009, and another shortage is 
expected during the scheduled outage in 2017 and 2018 of a Canadian reactor, 
which currently supplies about 20 percent of the world’s 99Mo demand [30]. Thus, 
there are good reasons to search for alternative agents for use in routine imaging 
modalities.

Additionally, new agents are desirable to replace or supplement traditional 
SPECT imaging procedures by PET solutions. 68Ga is a nuclide with high potential 
for such a task. It can be eluted from 68Ge/68Ga generators. The germanium mother 
isotope is efficiently produced in a (p,2n) reaction in high-energy accelerators [4, 5, 
31]. Due to the long half-life of 68Ge (271 d), such generators can produce 68Ga at 
clinical sites over a period of months. The immobilization of 68Ge in such commer-
cial generators is accomplished by several solid carrier materials: SiO2, TiO2, SnO2, 
or polymer- supported CeO2 [32]. The resulting 68Ga3+ ions are washed from such 
columns using diluted HCl. Another interesting nuclide in this context is 64Cu. It 
decays in three different modes (EC, ß−, and ß+) and can, thus, potentially be used 
for imaging and therapy. The formation and disintegration characteristics of the two 
isotopes are shown in Fig. 11.9.

About the “radiopharmaceutical chemistry” of 64Cu virtually nothing is known 
[33]. Studies have been conducted using 64Cu complexes with diacetyl-2,3-bis(N4- 
methyl- 3-thiosemicarbazone) (64Cu-ATSM, see Fig.  11.10) and some related  
thiosemicarbazones for PET imaging of hypoxia [34–36]. Most of other 64Cu stud-
ies (e.g., as PET probe for cancer imaging) have been done with non-chelated Cu2+ 
ions [33].

Far more research has been spent on developing the nuclear medical coordina-
tion chemistry of gallium. Gallium is a nonphysiological metal and occurs in aque-
ous solutions exclusively in the oxidation state “+3.” Ga3+ ions are relatively “hard” 
Lewis acids and form stable complexes, preferably with ligands having “hard” 
donor atoms such as oxygen or nitrogen. But stable Ga3+ complexes with relatively 
“soft” sulfur donor atoms also exist. The coordination chemistry of most Ga3+ ions 
is similar to that of the physiologically important Fe3+ ions. Both ions have the same 
charge, electronic configurations without ligand field stabilization energy, and simi-
lar radii (Ga3+: 0.62  Å, Fe3+: 0.65  Å) [4]. They form preferably octahedral 
complexes.

Typical ligand systems for the coordination of Ga3+ ions are summarized in 
Fig.  11.10. Most of them belong to the class of aminocarboxylic acids like the 
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DTPA ligand presented in Fig. 11.2. DTPA is applied for renal imaging as its 99mTc 
complex and can also be used for the complexation of Ga3+ ions. Most of the ligands 
shown in Fig. 11.10 are representatives of whole families, and substitutions in the 
periphery of the organic compounds allow modifications in their coordination 
modes, the number of donor atoms used for coordination, and lipophilicity. An 
example of such modifications is shown with the NOTA and NOTP ligands. Both 
compounds have a 1,4,7-triazacylononane skeleton, while their side chains have 
different donor groups. Other representatives including those with thiolates or phos-
phonic acid esters have also been studied [37, 38]. The hitherto most popular repre-
sentatives of the class of cyclic ligands are DOTA and NOTA. Both ligands form 
Ga3+ complexes with a thermodynamic stability that is high enough for clinical 
applications. Of the two derivatives, NOTA is clearly preferred because the “hard” 
Ga3+ ions are perfectly coordinated by the “N3 unit” of the triazacyclononane ring. 
The “N4 unit” of the corresponding DOTA ligand produces more steric strain in the 
octahedral coordination sphere. On the other hand, coordinated DOTA provides an 
“additional,” non-coordinated carboxylic group for the formation of bioconjugates. 
Applications of the ligands presented in Fig. 11.10 for bifunctional labelling are 
discussed in subchapter 11.4.

For the NOTA derivatives, Ga3+ chelates form relatively fast when conditions are 
appropriate. Reaction times are short and no elevated temperatures are required. 
The same holds true for most of the open-chain chelators such as HBED [39] or 
TAME. Particularly the facial triamine moiety of the latter ligand system allows 
generation of ligands with a large structural variety and functional groups and donor 
atoms that can readily be modified. The 68Ga complex with the tris(hydroxypyridinone) 
ligand YM103 is formed rapidly under mild conditions and with high yield, thus 
representing a promising candidate for future clinical applications of 68Ga-based 
PET [40].
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A ligand with valuable properties in terms of tracer chemistry is the open-
chained, pyridine-based H2DEDPA (or H4octapa), which forms stable complexes 
with gallium and indium [41, 42]. The products are formed in facile procedures at 
room temperature in a short time and with good labelling yields, which is a clear 
advantage over the more abrasive conditions of related syntheses with cyclic 
DOTA, and they form complexes of high thermodynamic stability and kinetic 
inertness. The indium compound is 8-coordinate with one unbound picolinic acid 
group. The remaining carboxylic unit recommends H2DEDPA also as chelator for 
bioconjugates with 68Ga, 111In, or other M3+ ions, which will be discussed in the 
following subchapter. 111In is produced in a cyclotron from 111Cd via a (p,n) reac-
tion. It emits two photons (172 and 245 keV) and Auger electrons, which can be 
used for therapy. A classic application of this isotope is blood cell labelling with 
111In oxine.

The examples just outlined show that particularly 68Ga has a high potential for 
assuming an important role in future nuclear medical imaging applications. Before 
it can become a serious complement or even competitor for the dominating isotope 
99mTc, however, several issues must be addressed: (a) the costs of PET scanners and 
of routine clinical PET examinations must be significantly lowered to ensure wider 
use worldwide. (b) the 68Ge/68Ga generator systems must be improved to ensure 
consistent quality of 68Ga that is independent of the supplier. (c) 68Ga reagents must 
be developed to meet the demands arising from routine nuclear medical use in 
procedures including myocardial perfusion scans, cerebral imaging, bone scans, 
lung scintigraphy, and renal and hepatobiliary excretion studies and (d) kit-like 
formulations for such standard 68Ga reagents should be provided. As long as these 
requirements are not fulfilled, there are good reasons to develop and/or to improve 
68Ga and 99mTc compounds for existing and novel applications. Some recent prom-
ising developments in this field will be described in the following sections.

11.4  Targeting and Multi-targeting by Bioconjugation

While real labelling of target-seeking molecules, that means the substitution of a 
nonradioactive atom by a radioactive one, has been accomplished for most 11C, 18F, 
and 123I tracers, such a procedure is more or less impossible for radiometals, and 
much effort has been undertaken to develop the “small-molecule” tracers discussed 
above. Although many of these tracers have sophisticated biological distribution 
and retention mechanisms, they result from the optimization of molecular sum 
parameters and not from specific receptor binding. Attempts to mimic the shape and 
charge distribution of estradiol by inorganic building blocks have failed so far [43, 
44]. More promising is the so-called bifunctional approach with bioconjugated 
tracer molecules (Fig. 11.11). In such units, the radioactive label (commonly a che-
lator with a tight bond to the corresponding metal ion) is clearly separated from the 
receptor-binding part of the molecule (commonly a real or modified biomolecule) 
by a spacer. Implementation of the spacers can be done in different ways. Frequently, 
it is an integral part of the chelator and consists of a small alkyl chain with a 
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terminal reactive group (e.g., a carboxylic group), but it can also be established dur-
ing the coupling procedure, e.g., a “click reaction.” The latter is the favored method 
although it requires modification of both the chelator and the biological vector.

Targeting in such large bioconjugates is accomplished by the biological part of 
the molecule, while the formation of stable or inert chelates remains a domain of 
coordination chemistry. For technetium compounds, the well-established cores of 
the small-molecule chemistry are typically also used for the designing of bioconju-
gates. In conjunction with the chelator, they ensure stable binding of the radioactive 
metal and determine the net charge of the conjugate. Some frequently used cores are 
compiled in Fig. 11.12.

It becomes clear that technetium compounds with the metal in different oxida-
tion states require chelators of different denticity and net charge for the formation 
of chelates with optimal stability. The most important oxidation states for such 
tracers are “+1,” “+5,” and (with less examples) “+3.” Thus, the selection of 
ligands with appropriate donor atom constellations becomes important. Sulfur-
containing ligands are well suitable for the relatively “soft” TcV cores, while oxy-
gen and nitrogen donors are preferred to stabilize lower oxidation states. In most 
cases, ligands with different functional groups (amines, amides, carboxylates, 
aliphatic and aromatic hydroxylic groups, thiones, thiolates, or phosphines) are 
used. This allows optimization of the stability of the chelates and control over of 
the net charge of the complex. Fortunately, a large portfolio of technetium che-
lates is available from the development of small-molecules tracers, from which 
suitable candidates can be selected and equipped with an anchor group for bind-
ing the spacer and/or the biomolecule. Classic examples of reactive functionalities 
suitable for linking chelates to biological vectors are carboxylic groups, active 
esters, anhydrides, aromatic thiocyanates, and isothiocyanates. In addition, azides 
and alkynes for “click coupling” became popular for use in potential 
radiopharmaceuticals.

Biomolecule Spacer Chelator Radiometal Labelled Bioconjugate

Fig. 11.11 Schematic representation of the bifunctional approach
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A small collection of Tc(V) chelates suitable for bioconjugation is shown in 
Fig.  11.13. The first three compounds possess the {TcO}3+ core, which is fre-
quently formed for Tc(V) compounds when pertechnetate is reduced using com-
mon reducing agents such as stannous chloride in the presence of a suitable ligand. 
Many oxidotechnetium(V) compounds have a coordination number of five, since 
the oxido ligand exerts a relatively strong trans-labilizing influence. This means 
that tetradentate ligands provide sufficient stability for the complex molecules, as 
has been shown for the DADT and tcb-4 ligands of Fig.  11.13 [45, 46]. More 
examples are presented in references [4–6, 47]. Pseudo-octahedral TcO complexes 
are frequently established when the position trans to the oxido ligand can be occu-
pied by an oxygen donor. In such cases, some electron density is transferred from 
the Tc = O unit to the trans Tc-O bond, which results in higher stability of the 
complexes. A rare example of a highly stable TcO complex with a pentadentate, 
trinegative ligand is TcO-tcb-5-COOH [48]. A somewhat different bifunctional 
strategy is pursued with the HYNIC complexes [49, 50], which enable straightfor-
ward synthesis of bioconjugates with a wide range of targeting vectors [4]. The 
technetium- organohydrazino unit is a robust core, but its stability can be further 
improved by the use of 6-hydrazinonicotinic acid (HYNIC). A major drawback of 
the HYNIC compounds, however, is the uncertainty induced by the required co-
ligands. They influence the course of the reactions, and some uncertainties in the 
choice of optimal coordination are inherent in this chemistry, particularly when the 
reactions are transferred from the macroscopic scale to the clinically relevant tracer 
chemistry with 99mTc. A variety of co-ligands have been tested including phosphine 
sulfonates, pyridine carboxylates, nicotinic acid, glucaric acid, glucamine, and tri-
cine [49], but although bioconjugation, particularly with peptides, works well, sev-
eral questions remain concerning the basic chemistry, which also pertain to (the 
important) structures of the HYNIC complexes at tracer level and even the oxida-
tion state of the metal.

A facile precursor for 99mTc bioconjugates is the fac-{99mTc(CO)3}+ core. The 
development of a normal-pressure synthesis of the organometallic aqua complex 
[99mTc(CO)3(OH2)3]+ by Alberto [51] was a breakthrough not only for organometal-
lic pharmaceutical chemistry in general but particularly for designing new biocon-
jugates. The basic arrangement of such complexes with three facially coordinated 
carbonyl ligands is very robust and can readily be completed with tripodal ligand 
systems of various donor atom constellations. The resulting complexes possess 
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sufficient stability in vivo, while attempts with monodentate and bidentate ligands 
were less successful due to labilization of such ligands by carbonyls, which could 
not be compensated by the chelating effect in such ligands. Figure 11.14 shows 
only a small selection of neutral and cationic tricarbonyltechnetium(I) complexes 
with tripodal ligands designed for bioconjugation. Representatives with different 
O,N,N [52, 53], S,N,N [54], and N,N,N donor atoms [55] are shown, but a huge 
amount of other stable compounds with this core has been studied [4–6, 48, 52, 
56–58]. {99mTc(CO)3} compounds of particular interest are the cyclopentadienyl 
compounds [59, 60]. They provide by far the smallest labelling units, and the tech-
netium atom is embedded deep inside a nonpolar unit. This means that such label-
ling units will most probably have no influence on the distribution patterns of the 
corresponding bioconjugates. The (substituted) cyclopentadienyl ligands are con-
veniently prepared by retro-Diels-Alder reactions from stable organic components 
during the labelling procedure or by using corresponding ferrocene units as cp− 
sources [59–63].

Technetium(III) compounds are relatively less explored, since this oxidation 
state has a kind of “border line behavior.” This means that such compounds are 
stabilized by ligands with a balance of acceptor and donor properties, and Tc(III) 
compound occurs as paramagnetic octahedral complexes or as diamagnetic, trigo-
nals of pentagonal bipyramids. Nevertheless, 99mTc(III) chemistry may become 
interesting with regard to ligands that are relevant for other M3+ ions such as In3+, 
Ga3+, and several lanthanide ions.

The development of 68Ga agents follows the route outlined for 99mTc. Multidentate 
chelators, which form stable complexes with gallium ions, are provided with an 
anchor group for bioconjugation. The formation of amides, thioureas, or triazols 
follows common coupling strategies. Some prototype systems are shown in 
Fig. 11.15; a comprehensive collection of ligands tested for 68Ga labelling has been 
compiled in a recent review [64].

A crucial issue in the labelling of biological vectors with 68Ga is the search for 
mild reaction conditions. Depending on the pH of the solutions, “hard” and highly 
charged Ga3+ ions are surrounded by relatively large hydrate shells. Thus, some of 
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the complexation procedures require an elevated temperature and relatively long 
reaction times, which is unfavorable with regard to the peptide nature of many of the 
biological vectors, and work with a radioactive isotope with a half-life of 1.1 h. 
Ideally, 68Ga labelling procedures should also be performed in a kit-like fashion, as 
is state of the art for 99mTc. Such kits should produce the 68Ga radiopharmaceutical 
in a few minutes under mild conditions with regard to temperature and pH and in 
high yields. Ideally, no further purification steps are required, and the kit tolerates 
the presence of small amounts of competing metal ions (e.g., Zn2+, which is the 
disintegration product of 68Ga).

So far, some of the labelling procedures have been optimized and provide bio-
conjugates with DOTA- and NOTA-type ligands within a reasonable time and qual-
ity [65–67]. Faster labelling under mild conditions has been achieved with 
open-chain chelators of the tris(hydroxypyridinone) type, which allow labelling 
procedures to be performed at ambient temperature within a short time [68, 69].

11.5  Multi-metal Solutions and Theranostic Approaches

The discussion in the previous subchapters has shown that for each nuclear medical 
routine application an individual tracer molecule was developed. This also holds true for 
the vast majority of the metal-based reagents and is clearly justified by the fact that the 
biological distribution patterns of 99mTc compounds are determined by the overall prop-
erties of the complex molecule and changes in both the periphery of the ligands and the 
metal core (see Fig. 11.12) have drastic consequences for their biological behavior.

With increasing interest in radiotherapy using β−- or α-emitting metal isotopes, 
there grew also a need to visualize the in vivo distribution of these potentially haz-
ardous particle emitters [70–73]. A compilation of radiometals with radiation char-
acteristics suitable for in vivo therapy is presented in Table 11.3.
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The chemical properties of some of the elements show a remarkable number of 
parallelisms to the behavior of some of the PET and SPECT tracers listed in Tables 
11.1 and 11.2. For instance, technetium (99mTc) and rhenium (186Re, 188Re) belong to 
the same group of elements in the periodic table and have similar chemical proper-
ties, and the coordination chemistry of the isotopes 111In and 68Ga closely matches 
that of the lanthanide ions 177Lu3+, 153Sm3+, and 90Y3+.

Although 99mTc and 186,188Re have similar physicochemical properties, the hope 
of medical chemists to find in them a perfect matched pair of isotopes for imaging 
and therapy did not come true immediately. The two elements have different redox 
potentials and reaction kinetics, and the classic kit approaches starting from pertech-
netate did not work with rhenium.

With the implementation of the tricarbonyltechnetium(I) chemistry [51, 52] and 
the development of a kit-like synthesis for [M(CO)3(OH2)3]+ complexes (M = 99mTc, 
188Re) [74–76], however, there exist two precursors which indeed behave like chem-
ical twins. The extraordinary stability of the {M(CO)3}+ cores prevents oxidation, 
and the ligand exchange behavior with tridentate chelators shows no differences 
between the two elements. Thus, this core is particularly suitable for the synthesis 
of stable bioconjugates for targeting a variety of biological sites with both radiomet-
als [77, 78]. This can be done by relatively small molecules such as the androgen 
and estrogen receptor tracers shown in Fig. 11.16 (99mTcCO-flutamide and 99mTcCO- 
estradiol) or by larger conjugates with peptides or proteins [79–82].

The idea to use the chelators shown in Figs. 11.10 and 11.15 for metal ions other 
than 68Ga or 111In is straightforward, and the implementation of concerted solutions 
for M3+ radiometals suitable for imaging and those suitable for radiotherapy is a 
challenge for the future. An example already in use is shown in Fig. 11.16. M3+-
DOTATOC, which targets the somatostatin receptor of neuroendocrine tumors and 
is used for therapy with 90Y or 177Lu, while diagnostic imaging to monitor the 

Table 11.3 Radiometals suitable for therapya

Isotope
Physical 
half-life

Decay 
(%) β−max (%) / α (MeV) Isotope production

186Re 3.72 days β− 10.93 (22), 1.07 (71) Reactor
188Re 17 h β− 1.97 (26), 2.12 (71) 188W/188Re generator
90Y 2.67 days β− 2.28 (100) 90Sr/90Y generator
177Lu 6.65 days β− 0.18 (12), 0,39 (9), 0.50 

(79)
Reactor

153Sm 1.9 days β− 0.64 (30), 0.70 (49), 0.81 
(20)

Reactor

225Ac 10 days α 5.90 (19), 5.94 (52) 229Th/225Ra/225Ac generator
223Ra 11.4 days α 5.64 (11), 5.71 (26, 5.82 

(50), 5.85 (10)

227Ac/227Th/223Ra generator

213Bi 46 min α (2.1),
β− 
(97.9)

α: 5.65 (0.2), 5.98 (1.9);
β−: 0.98 (31), 1.42 (66)

225Ac/213Bi generator

89Sr 50.6 day β− 1.50 (100) Reactor
aData taken from http://www.nucleide.org/DDEP_WG/DDEPdata.htm
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response to treatment has been done using the corresponding 68Ga or 111In deriva-
tives [71]. This example impressively illustrates the high flexibility of the related 
macrocyclic ligand, which coordinates metal ions with ion radii ranging from 0.62 
(Ga3+: coordination number 6) to 1.02 Å (Y3+: coordination number 8) [83]. On the 
other hand, such differences produce noticeable differences in the thermodynamic 
stability of the resulting complexes [71]. It also becomes clear that the DOTA ligand 
system is not optimized for the binding of multiple metal ions. To overcome this 
limitation, many efforts have been made in the designing of more cyclic and open- 
chain ligand systems. Their structures are manifold, and they comprise a variety of 
donor atom constellations. Details are summarized in some excellent reviews and 
original papers [5, 31, 64, 71–73, 84].

A very recent theranostic approach comes from optical labelling of metal-based 
drugs. The use of organic fluorophores or luminescent metal complexes seems to be 
an excellent method to keep drugs trackable in in vitro studies. Clinical applications, 
however, are strongly limited by the low tissue penetration of the radiation [85]. 
This drawback can be avoided when the fluorophores are replaced with radioactive 
labels-a strategy that can be used for radiometals suitable for both imaging and 
therapy. 18F, 64Cu, and 99mTc have been used for such experiments [86–88], and it is 
expected that this approach will receive more attention in the coming years.

 Conclusions
The development of novel tracers for PET and SPECT is stimulated by innova-
tions in radionuclide production, the use of new methods and principles of organic 
synthesis, and the advent of innovative technical tools such as modern synthesis 
modules. Such modules are computer-controlled and allow fast and reproducible 
syntheses with nuclides of short half-lives such as 11C or 18F. 68Ge/68Ga nuclide 
generators represent a tremendous progress in the development of novel metal-
based radiotracers. 68Ga has the potential to become a very important isotope for 
routine radiopharmacy and, thus, an important alternative to 99mTc-currently the 
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predominant isotope in medical imaging. The development of specific radiophar-
maceuticals based on these two nuclides requires serious efforts in the develop-
ment of novel chelators and/or fast and reliable techniques for the formation of the 
corresponding complexes. Bioconjugation will allow precise targeting of the 
radiotracers, and the combination with radionuclides for therapy is the basis for 
developing new theranostic approaches.

References

 1. Rao J, Contag CH.  More chemistry is needed for molecular imaging. Bioconjug Chem. 
2016;27:265–6.

 2. Kuntic V, Brboric J, Vujic Z, Uskokovic-Markovic S. Radioisotopes used as radiotracers for 
in vitro and in vivo diagnostics. Asian J Chem. 2016;28:235–41.

 3. Alshaabi Y. Radioisotopes in medicine therapeutic techniques. http://www.world-nuclear.org/
information-library/non-power-nuclear-applications/radioisotopes-research/radioisotopes-in-
medicine.aspx, updated December 2016.

 4. Bartholomä MD, Louie AS, Valliant JF, Zubieta J. Technetium and gallium derived radiophar-
maceuticals: comparing and contrasting the chemistry of two important radiometals for the 
molecular imaging era. Chem Rev. 2010;110:2903–20.

 5. Dilworth JR, Pascu SI. The radiopharmaceutical chemistry of technetium and rhenium. In: 
Long N, Wong W-T, editors. The chemistry of molecular imaging. New York: Wiley; 2015.

 6. Abram U, Alberto R. Technetium and rhenium - coordination chemistry and nuclear medical 
applications. J Braz Chem Soc. 2006;17:1486–500.

 7. Roeda D, Dolle F. Recent developments in the chemistry of [18F]fluoride for PET. In: Long N, 
Wong W-T, editors. The chemistry of molecular imaging. New York: Wiley; 2015.

 8. Jacobson O, Kiesewetter DO, Chen X.  Fluorine-18 radiochemistry, labeling strategies and 
synthetic routes. Bioconjug Chem. 2015;26:1–18.

 9. Preshlock S, Tredwell M, Gouverneur V. 18F-Labeling of arenes and heteroarenes for applica-
tions in positron emission tomography. Chem Rev. 2016;115:719–66.

 10. Miller PW, Kato K, Langstrom B.  Carbon-11, nitrogen-13, and oxygen-15 chemistry: an 
introduction to chemistry with short-lived radioisotopes. In: Long N, Wong W-T, editors. The 
chemistry of molecular imaging. New York: Wiley; 2015.

 11. Campbell MC, Ritter T. Modern carbon–fluorine bond forming reactions for aryl fluoride syn-
thesis. Chem Rev. 2015;115:612–33.

 12. Neumann CN, Ritter T. Late-stage fluorination: fancy novelty or useful tool? Angew Chem Int 
Ed. 2015;54:3216–21.

 13. Cai L, Lu S, Pike VW. Chemistry with [18F] fluoride. Eur J Org Chem. 2008;39:2853–73.
 14. Mori T, Kasamatsu S, Mosdzianowski C, Welch MJ, Yonekura Y, Fujibayashi Y. Automatic 

synthesis of 16α-[18F]-fluoro-17β-estradiol using a cassette-type [18F]-fluorodeoxyglucose 
synthesizer. Nucl Med Biol. 2006;33:281–6.

 15. Gründler G, Siessmeier T, Lange-Asschenfeld C, Vernaleken I, Buchholz HG, Stoeter P, 
Drzezga A, Lüddens H, Rösch F, Bartenstein P. [18F]-Fluoroethylflumazenil: a novel tracer for 
PET imaging of human benzodiazepine receptors. Eur J Nucl Med. 2001;28:1463–70.

 16. Haslop A, Wells L, Gee A, Plisson C, Long N.  One-pot multi-tracer synthesis of novel 
18F-labeled PET imaging agents. Mol Pharm. 2014;11:3818–22.

 17. Bergman J, Solin O. Fluorine-18-labeled fluorine gas for synthesis of tracer molecules. Nucl 
Med Biol. 1997;24:677–83.

 18. Teare H, Robins EG, Kirjavainen A, Forsback S, Sandford G, Solin O, Luthra SK, Gouverneur 
V. Radiosynthesis and evaluation of [18F]-Selectfluor bis(triflate). Angew Chem Int Ed Engl. 
2010;49:6821–924.

11 Innovative PET and SPECT Tracers

http://www.world-nuclear.org/information-library/non-power-nuclear-applications/radioisotopes-research/radioisotopes-in-medicine.aspx
http://www.world-nuclear.org/information-library/non-power-nuclear-applications/radioisotopes-research/radioisotopes-in-medicine.aspx
http://www.world-nuclear.org/information-library/non-power-nuclear-applications/radioisotopes-research/radioisotopes-in-medicine.aspx


276

 19. Lee E, Kamlet AS, Powers DC, Neumann CN, Boursalian GB, Furuya T, Choi DC, Hooker 
JM, Ritter T. A fluoride-derived electrophilic late-stage fluorination reagent for PET imaging. 
Science. 2011;334:639–42.

 20. Kamlet AS, Neumann CN, Lee E, Carlin SM, Moseley CK, Stephenson N, Hooker JM, Ritter 
T.  Application of palladium-mediated (18)F-fluorination to PET radiotracer development: 
overcoming hurdles to translation. PLoS One. 2013;8(3):e59187.

 21. Lee E, Hooker JM, Ritter T. Nickel-mediated oxidative fluorination for PET with aqueous [18F] 
fluoride. J Am Chem Soc. 2012;134:17456–8.

 22. Ren H, Wey H-Y, Strebl M, Neelamegam R, Ritter T, Hooker JM.  Synthesis and imaging 
validation of [18F]-MDL100907 enabled by Ni-mediated fluorination. ACS Chem Neurosci. 
2014;5:611–5.

 23. Zlatopolskiy BD, Zischler J, Urusova EA, Endepols H, Kordys E, Frauendorf H, Mattaghy 
FM, Neumaier BA.  A practical one-pot synthesis of positron emission tomography (PET) 
tracers via nickel-mediated radiofluorination. Chemistry Open. 2015;4:457–62.

 24. Tredwell M, Preshlock SM, Taylor NJ, Gruber S, Huiban M, Passchier J, Mercier J, Genicot 
C, Gouverneur VA. A general copper-mediated nucleophilic 18F fluorination of arenes. Angew 
Chem Int Ed Engl. 2014;53:7751–5.

 25. Niwa T, Ochiai H, Watanabe Y, Hosoya T. Ni/cu-catalyzed defluoroborylation of fluoroarenes 
for diverse C–F bond functionalizations. J Am Chem Soc. 2015;137:14313–8.

 26. Mossine AV, Brooks AF, Makaravage KJ, Miller JM, Ichiishi N, Sanford MS, Scott 
PJH. Synthesis of [18F]-arenes via the copper-mediated [18F]-fluorination of boronic acids. Org 
Lett. 2015;17:5780–3.

 27. Huisgens R. 1,3-Dipolare cycloadditions. Proc Chem Soc. 1961:357–96.
 28. Kolb HC, Finn MG, Sharpless KB. Click chemistry: diverse chemical function from a few 

good reactions. Angew Chem Int Ed Engl. 2001;40:2004–21.
 29. Meyer J-P, Adumeau P, Lewis JS, Zeglis BM. Click chemistry and radiochemistry: the first 10 

years. Bioconjug Chem. 2016;27:2791–807.
 30. Tollefson J. Reactor shutdown threatens world’s medical-isotope supply. Nature. 2016. https://

doi.org/10.1038/nature.2016.20577.
 31. Price EW, Orvig C. Chemistry of inorganic nuclides (86Y, 68Ga, 64Cu 89Zr 124I). In: Long N, 

Wong W-T, editors. The chemistry of molecular imaging. New York: Wiley; 2015.
 32. Chakravarty R, Chakraborty S, Ram R, Vatsa R, Bhusari P, Shukla J, Mittal BR, Dash 

A.  Detailed evaluation of different (68)Ge/(68)Ga generators: an attempt toward achieving 
efficient (68)Ga radiopharmacy. J Labelled Comp Radiopharm. 2016;59:87–94.

 33. Chakravarty R, Chakraborty S, Dash A. 64Cu2+ ions as PET probe: an emerging paradigm in 
molecular imaging of cancer. Mol Pharm. 2016;13:3601–12.

 34. Bonnitcha PD, Vavere AL, Lewis JS, Dilworth JR. In vitro and in vivo evaluation of bifunc-
tional bisthiosemicarbazone 64Cu-complexes for the positron emission tomography imaging of 
hypoxia. J Med Chem. 2008;51:2985–91.

 35. Vavere AL, Lewis JS.  Cu-ATSM: a radiopharmaceutical for the PET imaging of hypoxia. 
Dalton Trans. 2007;4:4893–902.

 36. Lopci E, Grassi I, Chiti A, Nanni C, Cicoria G, Toschi L, Fonti C, Lodi F, Mattioli S, Fanti. 
SPET. PET radiopharmaceuticals for imaging of tumor hypoxia: a review of the evidence. Am 
J Nucl Med Mol Imaging. 2014;4:365–84.

 37. Yang DJ, Azhdarinia A, Kim EE. Tumor specific imaging using Tc-99m and Ga-68 labeled 
radiopharmaceuticals. Curr Med Imaging Rev. 2005;1:25–34.

 38. Lazar I, Ramasamy R, Brucher E, Geraldes CFGC, Sherry AD. NMR and potentiometric stud-
ies of 1,4,7-triazacyclononane-N,N′,N″-tris(methylenephosphonate monoethylester) and its 
complexes with metal ions. Inorg Chim Acta. 1992;195:89–93.

 39. Sun Y, Anderson C, Pajeau T, Reichert D, Hancock R, Motekaitis R, Martell A, Welch 
M. Indium(III) and gallium(III) complexes of bis(aminoethanethiol) ligands with different den-
ticities: stabilities, molecular modeling, and in vivo behavior. J Med Chem. 1996;39:458–70.

 40. Berry DJ, Ma Y, Ballinger JR, Tavare R, Koers A, Sunassee K, Zhou T, Nawaz S, Mullen 
GED, Hider RC, Blower PJ. Efficient bifunctional gallium-68 chelators for positron emission 
tomography: tris(hydroxypyridinone) ligands. Chem Commun. 2011;47:7068–70.

U. Abram

https://doi.org/10.1038/nature.2016.20577
https://doi.org/10.1038/nature.2016.20577


277

 41. Boros E, Ferreira CL, Cawthray JF, Price EW, Patrick PO, Wester DW, Adams MJ, Orvig 
C. Acyclic chelate with ideal properties for 68Ga PET imaging agent elaboration. J Am Chem 
Soc. 2010;132:15726–33.

 42. Price EW, Cawthray JF, Bailey GA, Ferreira CL, Boros E, Adam MJ, Orvig C. H4octapa: an 
acyclic chelator for 111In radiopharmaceuticals. J Am Chem Soc. 2012;134:8670–83.

 43. Chi YD, Katzenellenbogen JA. Selective formation of heterodimeric bis-bidentate aminothiol- 
oxometal complexes or rhenium(V). J Am Chem Soc. 1993;115:7045–6.

 44. Chi YD, O’Neil JP, Anderson CJ, Welch MJ, Katzenellenbogen JA. Homodimeric and het-
erodimeric bis(aminothiol) oxometal complexes with rhenium(V) and technetium(V). Control 
of heterodimeric complex formation and an approach to metal complexes that mimic steroid 
hormones. J Med Chem. 1994;37:928–37.

 45. Rao TN, Adhikesavalu D, Camaraman A, Fritzberg AR.  Technetium (V) and rhenium (V) 
complexes of 2,3-bis(mercaptoacetamido)propanoate. Chelate ring stereochemistry and influ-
ence on chemical and biological properties. J Am Chem Soc. 1990;112:5798–804.

 46. Castillo Gomez JD, Hagenbach A, Abram U. Propargyl-substituted thiocarbamoylbenzami-
dines of technetium and rhenium: steps towards bioconjugation with use of click chemistry. 
Eur J Inorg Chem. 2016;2016:5427–34.

 47. Nguyen HH, Pham CT, Abram U. Rhenium and technetium complexes with pentadentate thio-
carbamoylbenzamidines: steps toward bioconjugation. Inorg Chem. 2014;54:5949–59.

 48. Liu S, Chakraborty S. 99mTc-centered one-pot synthesis for preparation of 99mTc radiotracers. 
Dalton Trans. 2011;40:6077–86.

 49. Meszaros LK, Dose A, Biagini SCG, Blower PJ. Hydrazinonicotinic acid (HYNIC) - coor-
dination chemistry and applications in radiopharmaceutical chemistry. Inorg Chim Acta. 
2010;363:1059–69.

 50. Rennen H, van Eerd JE, Oyen WJG, Corstens FHM, Edwards DS, Boermann OC. Effects of 
coligand variation on the in vivo characteristics of Tc-99m-labeled interleukin-8 in detection 
of infection. Bioconjug Chem. 2002;13:370.

 51. Alberto R, Schibli R, Egli A, Schubiger PA, Herrmann WA, Artus G, Abram U, Kaden 
TA. Metal carbonyl syntheses XXII. Low pressure carbonylation of [MOCl4]− and [MO4]−: 
the technetium(I) and rhenium(I) complexes [NEt4]2[MCl3(CO)3]. J Organomet Chem. 
1995;493:119–27.

 52. Alberto R, Schibli R, Egli A, Schubiger PA.  A novel organometallic aqua complex of 
technetium for the labeling of biomolecules: synthesis of [99mTc(OH2)3(CO)3]+ from 
[99mTcO4]− in aqueous solution and its reaction with a bifunctional ligand. J Am Chem Soc. 
1998;120:7987–8.

 53. Morais M, Paulo A, Gano L, Santos I, Correia JDG. Target-specific Tc(CO)3-complexes for 
in vivo imaging. J Organomet Chem. 2013;744:125–39.

 54. Oehlke E, Nguyen HH, Kahlke N, Deflon VM, Abram U.  Tricarbonyltechnetium(I) 
and -rhenium(I) complexes with N'-thiocarbamoylpicolylbenzamidines. Polyhedron. 
2012;40:153–8.

 55. Braband H, Imstepf S, Benz M, Spingler B, Alberto R. Combining bifunctional chelator with 
(3  +  2)-cycloaddition approaches: synthesis of dual-function technetium complexes. Inorg 
Chem. 2012;51:4051–7.

 56. Alberto R.  The particular role of radiopharmacy within bioorganometallic chemistry. J 
Organomet Chem. 2007;692:1179–86.

 57. Alberto R.  Radiopharmaceuticals. In: Jaouen G, editor. Bioorganometallics: biomolecules, 
labeling, medicine. Weinheim: Wiley; 2005.

 58. Soler M, Feliu L, Planas M, Ribas X, Costas M. Peptide-mediated vectorization of metal com-
plexes: conjugation strategies and biomedical applications. Dalton Trans. 2016;45:12970–82.

 59. Liu Y, Spingler B, Schmutz P, Alberto R. Metal-mediated retro Diels−Alder of dicyclopentadi-
ene derivatives: a convenient synthesis of [(Cp-R)M(CO)3] (M = 99mTc, Re) complexes. J Am 
Chem Soc. 2008;130(5):1554.

 60. Wald J, Alberto R, Ortner K, Candreia L. One-pot synthesis of derivatized cyclopentadienyl–
tricarbonyl complexes of 99mTc with an in situ CO source: application to a serotonergic recep-
tor ligand. Angew Chem Int Ed Engl. 2001;40:3062–6.

11 Innovative PET and SPECT Tracers



278

 61. N’Dongo HWP, Liu Y, Can D, Schmutz P, Spingler B, Alberto R.  Aqueous syntheses of 
[(Cp-R)M(CO)3] type complexes (Cp = cyclopentadienyl, M = Mn, 99mTc, Re) with bioactive 
functionalities. J Organomet Chem. 2009;694:981–7.

 62. Sulieman S, Can D, Mertens J, N’Dongo HWP, Liu Y, Schmutz P, Bauwens M, Spingler 
B, Alberto R. Cyclopentadienyl-based amino acids (Cp-aa) as phenylalanine analogues for 
tumor targeting: syntheses and biological properties of [(Cp-aa)M(CO)3](M = Mn, re, 99mTc). 
Organometallics. 2012;31:6880–6.

 63. Ursilio S, Can D, N’Dongo HWP, Schmutz P, Spingler B, Alberto R. Cyclopentadienyl chem-
istry in water: synthesis and properties of bifunctionalized [(η5-C5H3{COOR}2)M(CO)3] 
(M = Re and 99mTc) complexes. Organometallics. 2014;33:6945–52.

 64. Spang P, Herrmann C, Rösch F. Bifunctional gallium-68 chelators: past, present, and future. 
Sem Nucl Med. 2016;46:373–94.

 65. Roosenburg S, Laverman P, Joosten L, Cooper MS, Kolenc-Peitl PK, Foster JM, Hudson C, 
Leyton J, Burnet J, Oyen WJG, Blower PJ, Mather SJ, Boerman OC, Sosabowski JK. PET and 
SPECT imaging of a radiolabeled minigastrin analogue conjugated with DOTA, NOTA, and 
NODAGA and labeled with 64Cu, 68Ga, and 111In. Mol Pharm. 2014;11:3930–7.

 66. Simecek J, Zemek O, Hermann P, Notni J, Wester H-J. Tailored gallium(III) chelator NOPO: 
synthesis, characterization, bioconjugation, and application in preclinical Ga-68-PET imag-
ing. Mol Pharm. 2014;11:3893–903.

 67. Notni J, Pohle K, Wester H. Be spoilt for choice with radiolabelled RGD peptides: preclinical 
evaluation of 68Ga-TRAP(RGD)3. Nucl Med Biol. 2013;40:33–41.

 68. Ma MT, Cullinane C, Imberti C, Torres JB, Terry SYA, Roselt P, Hicks RJ, Blower PJ. New 
tris(hydroxypyridinone) bifunctional chelators containing isothiocyanate groups provide a 
versatile platform for rapid one-step labeling and pet imaging with 68Ga3+. Bioconjug Chem. 
2016;27:309–18.

 69. Ma MT, Cullinane C, Waldeck K, Roselt P, Hicks RJ, Blower PJ.  Rapid kit-based (68)
Ga-labelling and PET imaging with THP-Tyr(3)-octreotate: a preliminary comparison with 
DOTA-Tyr(3)-octreotate. EJNMMI Res. 2015;5:52.

 70. Heeg MJ, Jurisson SS.  The role of inorganic chemistry in the development of radiometal 
agents for cancer therapy. Acc Chem Res. 1999;32:1053–60.

 71. Cutler CS, Hennkens HM, Sisay N, Huclier-Markai S, Jurisson SS. Radiometals for combined 
imaging and therapy. Chem Rev. 2013;113:858–83.

 72. Bhattachrayya S, Dixon M. Metallic radionuclides in the development of diagnostic and thera-
peutic radiopharmaceuticals. Dalton Trans. 2011;40:6112–28.

 73. Price EW, Orvig C. Matching chelators to radiometals for radiopharmaceuticals. Chem Soc 
Rev. 2014;43:260–90.

 74. Causey PW, Besanger TR, Schaffer P, Valliant JF. Expedient multi-step synthesis of organo-
metallic complexes of Tc and re in high effective specific activity. A new platform for the 
production of molecular imaging and therapy agents. Inorg Chem. 2008;47:8213–21.

 75. Schibli R, Schwarzbach R, Alberto R, Ortner K, Schmalle H, Dumas C, Egli A, Schubiger 
PA. Steps toward high specific activity labeling of biomolecules for therapeutic application: 
preparation of precursor [188Re(H2O)3(CO)3]+ and synthesis of tailor-made bifunctional ligand 
systems. Bioconjug Chem. 2002;13:750–6.

 76. Park SH, Seifert S, Pietzsch H-J.  Novel and efficient preparation of precursor 
[188Re(OH2)3(CO)3]+ for the labeling of biomolecules. Bioconjug Chem. 2006;17:223–5.

 77. Morais GR, Paulo A, Santos I. Organometallic complexes for SPECT imaging and/or radionu-
clide therapy. Organometallics. 2012;31:5693–714.

 78. Jürgens S, Herrmann WA, Kühn FE. Rhenium and technetium based radiopharmaceuticals: 
Development and recent advances. J Organomet Chem. 2014;751:83–9.

 79. Nayak TK, Hathaway HJ, Ramesh C, Arterburn JB, Dai D, Sklar LA, Norenberg JP, 
Prossnitz ER. Influence of charge on cell permeability and tumor imaging of GPR30-targeted 
111In-labeled non-steroidal imaging agents. J Nucl Med. 2008;49:978–86.

 80. He HY, Morely JE, Silca-Lopez E, Bottenus B, Montajano M, Fugate GA, Twamley B, 
Benny PD. Synthesis and characterization of nonsteroidal-linked M(CO)3

+(M = 99mTc, Re) 

U. Abram



279

compounds based on the androgen receptor targeting molecule flutamide. Bioconjug Chem. 
2009;20:78–86.

 81. Binkley SL, Ziegler CJ, Herrick RS, Rowlett RS. Specific derivatization of lysozyme in aque-
ous solution with Re(CO)3(H2O)3

+. Chem Commun. 2010;46:1203–5.
 82. Binkley SL, Leeper TC, Rowlett RS, Herrick RS, Ziegler CJ.  Re(CO)3 (H2O)3

+ binding to 
lysozyme: structure and reactivity. Metallomics. 2011;3:909–16.

 83. Shannon RD. Revised effective ionic radii and systematic studies of interatomic distances in 
halides and chalcogenides. Acta Cryst. 1976;A32:751–67.

 84. Boros E, Lin Y-HS, Ferreira CL, Patrick BO, Häfli UO, Adam MJ, Orvig C. One to chelate 
them all: investigation of a versatile, bifunctional chelator for 64Cu, 99mTc, Re and Co. Dalton 
Trans. 2011;40:6253–9.

 85. Bertrand B, Doulain P-E, Goze C, Bodio E. Development of trackable metal-based drugs: new 
generation of therapeutic agents. Dalton Trans. 2016;45:13005–11.

 86. Natarajan A, Türkcan S, Gambhir SS, Pratx G. Multiscale framework for imaging radiolabeled 
therapeutics. Mol Pharm. 2015;12:4556–60.

 87. Lagisetty P, Vilekar P, Awashi V. Synthesis of radiolabeled cytarabine conjugates. Bioorg Med 
Chem Lett. 2009;19:4764–7.

 88. Vineberg JG, Wang T, Zuniga ES, Ojima I. Design, synthesis, and biological evaluation of 
theranostic vitamin–linker–Taxoid conjugates. J Med Chem. 2015;58:2406–16.

11 Innovative PET and SPECT Tracers



281© Springer International Publishing AG 2018
I. Sack, T. Schaeffter (eds.), Quantification of Biophysical Parameters in Medical 
Imaging, https://doi.org/10.1007/978-3-319-65924-4_12

H. Tzschätzsch
Department of Radiology, Charité – Universitätsmedizin Berlin, Berlin, Germany
e-mail: Heiko.Tzschaetzsch@charite.de

12Methods and Approaches in Ultrasound 
Elastography

Heiko Tzschätzsch

Abstract
Medical ultrasound is one of the most common medical imaging modalities. 
It allows real-time visualization of the morphology of soft tissues in the human 
body based on backscattered compression waves in the high-frequency (MHz) 
range. Special technologies are sensitive to organ functions such as blood flow and 
tissue strain. Over the past decade, ultrasound-based elastography (USE) has been 
developed and became widely applied in the clinic for the assessment of tissue 
stiffness in a variety of conditions including malignant tumors and liver fibrosis. 
The clinical benefit of USE has been overwhelmingly demonstrated in a large 
number of clinical studies and reviews. Unlike other sonographic methods, USE is 
not a single technique but rather a set of methodological ideas and approaches 
centered on the mechanical stimulation of soft tissues, deformation readout, and 
stiffness reconstruction. This chapter provides an overview of the key concepts of 
current USE methods and their potential clinical applications. Many of the meth-
ods discussed are still experimental, while others have already been replaced by 
more sophisticated quantitative and image-resolved methods. The aim of this chap-
ter is to guide readers through the pros and cons of individual concepts, thereby 
helping them to gain insight into the basic principles of USE.

12.1  Introduction

Since the basic developments of medical ultrasound in the 1940s, sonography has 
become one of the most widely applied diagnostic imaging technique worldwide. 
The option of real-time data acquisition and intermediate image display, the high 
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cost efficiency, the mobility of ultrasound devices, and the possibility of quantifying 
functional parameters such as flow and marked improvements of detail resolution 
and image quality over the past years have made sonography the diagnostic imaging 
modality with the widest dissemination. Since the early 1990s, elastography has 
been developed as a method to enhance the sensitivity of sonography to mechanical 
changes caused by pathologies such as benign nodules, malignant tumors, or fibro-
sis in the human body. The basic image contrast in sonography relates to the com-
pression properties of the tissue, which are determined by the high water content of 
soft biological tissues and do not vary largely in the body. Elasticity, or more spe-
cifically shear elasticity, is measured by controlled imposition and readout of 
mechanical tissue deformations, followed by somewhat elaborate image processing 
to reconstruct stiffness maps or elastograms. Since the advent of ultrasound elastog-
raphy (USE), many methods have been devised to address the three key points 
involved in USE—namely, mechanical stimulation, acquisition of deformation field 
data, and stiffness image reconstruction. This chapter is a brief introduction to med-
ical ultrasound, the key concepts of USE, and the systems most commonly used to 
measure shear elasticity by ultrasound.

12.2  Medical Ultrasound

The basic principle of medical ultrasound includes the following steps: 1) genera-
tion of sound waves with a transducer, 2) propagation and interaction of these waves 
with the tissue, 3) acquisition of the reflected waves by the transducer, and 4) recon-
struction of an anatomical image from the reflected waves. More insight is gained 
by considering the three fundamental ultrasound modes — A-mode, M-mode, and 
B-mode — which will be explained in the following. Additionally, a short introduc-
tion to functional ultrasound will be presented.

12.2.1  A-Mode

The A-mode (amplitude mode) is the basic and most simple ultrasound mode. Sound, 
or compression waves, is generated by the piezoelectric element in the head of the 
transducer (see Fig.  12.1). This element converts electric voltage into mechanical 
strain (indirect piezoelectric effect). The created compression wave pulse, which is 
commonly in the megahertz range, propagates from the transducer placed on the skin 
surface into deeper tissue (in positive x direction) at the speed of sound, c‖ = 1540 m/s 
(see Table 12.1). There are three main interactions between the propagating compres-
sion wave pulse and biological tissues in the body: reflection, scattering, and absorp-
tion. Reflection acts at the interface of two tissues with different impedance. The 
reflection coefficient, R, depends on the relative change of impedance. Due to energy 
conservation, the corresponding transmission coefficient, T, is given by T = 1 + R (see 
Chap. 2, Eq. (2.35)). In contrast, scattering acts inside one tissue. The compression 
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wave scatters at microscopic tissue inhomogeneities. Both effects result in partial 
reflection and partial transmission of the wave. Absorption causes attenuation of the 
wave while it propagates through a viscous medium. Wave attenuation has to be com-
pensated for by time-dependent amplification of the received high-frequency signals. 
Since it is merely an artifact rather than a contrast-generating interaction, absorption 
of compression waves will not be discussed further. The reflected wave pulse reaches 
the transducer and will be converted into an electric signal via the direct piezoelectric 

time

right ventricle

aortaleft ventricle

left atrium

transducer

x

A-mode M-mode

Fig. 12.1 (Left) Setup of single-element transducer and human heart; (middle) corresponding 
A-mode; (right) M-mode over one cardiac cycle [1]

Table 12.1 Comparison of compression wave 
speed c‖ (Eq. (2.22) in Chap. 2) and shear wave c┴ 
speed (Eq. (2.23) in Chap. 2) of different media, 
organs, and tissues

Organ c‖ in m/s c┴ in m/s
Air 331 –
Water 1492 –
Breast 1450–

1570
1.1–3.5

Liver 1522–
1623

0.9–3.0

Brain 1460–
1580

1.0–4.6

Thrombus 1586–
1597

0.3–1.3

Muscle 1500–
1600

1.6–7.6

Bone 1630–
4170

1420–3541

Values taken from Sarvazyan et al. [2]
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effect. The corresponding depth, x, of the reflection can be calculated as the time of 
flight, Δt, between sending and acquiring the echoes:

 
x

t c
=
∆ || .
2  (12.1)

To ensure that no interaction occurs between two wave packages consecutively 
emitted from the transducer, all echoes of the first pulse must return to the trans-
ducer before the next pulse is sent. Therefore, the pulse repetition frequency (PRF) 
is limited by the maximum penetration depth, xmax, through PRF  =  c‖/(2 xmax). 
Typical values for PRF are in the range of a few thousands of hertz. The magnitude 
of the reflected wave pulses is related to the anatomical structure and is visualized 
over the spatial profile (see A-mode in Fig. 12.1).

12.2.2  M-Mode

The M-mode (motion mode) is an extension of the A-mode in time. The magnitude 
of the A-mode is displayed in gray scale over a certain time with the temporal reso-
lution of 1/PRF (see M-mode in Fig. 12.1). High amplitudes of the reflected waves 
are displayed as hyperintense structures, while tissue regions with few scattering 
events appear as hypointense areas. Due to its high time resolution, the M-mode is 
mainly used in echocardiography.

12.2.3  B-Mode

The B-mode (brightness mode) is an extension of the A-mode in space. A two-
dimensional image is created by the combination of certain A-mode lines with dif-
ferent sector orientation (see Fig. 12.2). For this the transducer consists of an array 
of piezoelectric elements. For each sector orientation, a so-called line of sight (LoS), 
a certain number of elements are activated simultaneously and act as one element 
(see Sect. 12.2.1). To acquire the next lateral LoS, another group of elements are 
activated. In common clinical ultrasound devices, the number n of LoS is in the 
order of 27–29. Therefore, the frame rate (FR) is reduced to FR = PRF/n and is typi-
cally in the order of several tens of hertz.

12.2.4  Functional Ultrasound

Unlike anatomical ultrasound, functional ultrasound measures the velocity of fluids 
like blood and moving tissues such as the cardiac wall. As such functional ultra-
sound relies on motion encoding based on the Doppler effect or by correlation tech-
niques as explained in Chap. 2, Eq. (2.59).
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12.3  Principles of Ultrasound Elastography

The clinical motivation for developing elastography is lent from palpation. During 
palpation the physician uses his or her hands to apply a force to the surface of the 
body and senses the tissue response in terms of hard and soft. However, palpation is 
subjective and limited to the surface. To overcome these limitations, an elastogra-
phy experiment uses three major techniques: 1) mechanical stimulation of deep 
tissue, 2) measurement of deep tissue deformation, and 3) quantification of visco-
elastic parameters within the field of view. To understand the basic principles of 
USE, we briefly introduce, in the next section, four key concepts used by different 
elastography methods.

12.3.1  Qualitative Elastography

The physical background of palpation is the relationship between the amount of tis-
sue deformation/strain and the applied force/stress. This relationship is in linear 
elasticity theory defined by Hooke’s law (see Chap. 2, Eqs. (2.8) and (2.9)) by which 
the tissue’s shear modulus is defined. Strain can be defined as relative tissue defor-
mation or the gradient of tissue displacement (see Chap. 2, Eq. (2.6)). Strain mea-
sured by elastography can be generated by external force or intrinsic motion. The 
resulting tissue motion can be quantified by cross-correlation techniques similar to 
the approaches used in the color mode (see Sect. 12.2.4). Strain images are obtained 
by calculating the spatial derivative from the tissue motion image. The resulting 
strain map (elastogram) shows high strain for soft tissue portions and low strain for 
stiff tissue portions. Due to the unknown force/stress and boundary conditions, the 
strain map provides only qualitative information.

12.3.2  ARFI

Strain can be directly generated within the region of interest using a technique 
known as acoustic radiation force impulse (ARFI), which reduces artifacts due to 
ribs or ascites. ARFI generates a highly focused ultrasound pulse by a controlled 
delay of the electronic pulse for each single piezoelectric transducer element (see 
Fig. 12.3) [3]. The ultrasound pulse yields an axially orientated force, which deforms 
the tissue along the focus direction, thereby generating a laterally propagating shear 
wave. The resulting shear strain can be measured as described in Sect. 12.3.1. For 
quantitative elastography, the shear wave propagation speed has to be measured.

12.3.3  Quantitative Elastography

In contrast to strain, the shear wave velocity is independent of the amount of the 
applied stress and can thus be exploited as a quantitative parameter of the tissue’s 
inherent stiffness (see Table 12.1). Shear waves can be generated in different ways 
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(see Fig. 12.4) such as by ARFI (see Fig. 12.3) or using external actuators. Most 
quantitative ultrasound elastography techniques track the shear wave at different 
time points and lateral positions. The velocity, which is typically in the order of 
several m/s, can be estimated using a time-of-flight algorithm. Depending on the 
specific method used, the shear wave speed is given either as mean value averaged 
over a small area or as a color-coded elastogram.

12.3.4  Coherent Plane-Wave Compounding

Common ultrasound frame rates are in the order of several tens of hertz. To observe 
rapid events such as fast shear waves, a higher frame rate is required. The technique 
of plane-wave imaging allows acquisition of B-mode images in a single shot 
(frame), yielding a frame rate equal to the PRF [4]. This is accomplished by the 
simultaneous activation of all piezoelectric elements, which generates an unfo-
cused, plane compression wave. To achieve lateral resolution, the backscattered 
plane waves are acquired with a depth-dependent time delay between signal acqui-
sitions in each piezoelectric element. This approach is called dynamic receive 
focusing and is similar to the focusing principle shown in Fig. 12.3 but in the receive 
mode. Due to the loss of focusing in the transmit mode, the improvement in frame 
rate is achieved at the cost of spatial resolution.

shear wave

force

compression
wave

Fig. 12.3 The principle of ARFI. An electric delay between the transducer elements generates a 
highly focused compression wave, resulting in an axially orientated force within the focus region. 
The focused force is a new point source which generates a shear wave propagating in lateral 
direction

12 Methods and Approaches in Ultrasound Elastography



288

q
u

al
it

at
iv

e 
va

lu
es

manual compression
or endogenius motion

S
R

I
S

I

external driver

ca
rd

ia
c 

T
H

E
*

ARFI

E
W

I
P
W
I

sh
ea

r 
w

av
e 

sp
ee

d

T
E
*

S
W
E
I

S
S
I

C
U
S
E

S
M
U
R
F

pS
W
E
*

P
G

 S
on

o
1D

*/
2D

 T
H

E
C

W
 S

on
o

H
M

I
S

D
U

V
*

sh
ea

r 
w

av
e 

sp
ee

d
 +

 a
d

d
it

io
n

al
 in

fo
rm

at
io

n

un
ia

xi
al

fo
rc

e
tr

an
si

en
t

ha
rm

on
ic

m
ul

tif
re

qu
en

cy
ha

rm
on

ic

A
R

F
I

en
do

ge
no

us
m

ot
io

n 
w

av
e

m
ec

an
ic

al
 e

xc
ita

tio
n 

A
R

F
I I

m
ag

in
g

V
A

V
A

 S
on

o

Fi
g.

 1
2.

4 
Sc

he
m

at
ic

 o
ve

rv
ie

w
 o

f 
ul

tr
as

ou
nd

 e
la

st
og

ra
ph

y 
m

et
ho

ds
. A

bb
re

vi
at

io
ns

 o
f 

th
e 

na
m

es
 o

f 
U

SE
 m

et
ho

ds
 c

or
re

sp
on

d 
to

 s
ec

tio
n 

tit
le

s 
of

 S
ec

t. 
12

.4
, 

w
hi

ch
 e

xp
la

in
s 

th
e 

m
et

ho
ds

 in
 g

re
at

er
 d

et
ai

l. 
C

om
pr

es
si

on
 w

av
es

 a
re

 m
ar

ke
d 

in
 r

ed
, w

he
re

as
 s

he
ar

 w
av

es
 a

re
 m

ar
ke

d 
in

 b
lu

e.
 M

et
ho

ds
 w

hi
ch

 p
ro

vi
de

 a
 s

ca
la

r 
pa

ra
m

et
er

 i
ns

te
ad

 o
f 

an
 i

m
ag

e 
ar

e 
m

ar
ke

d 
by

 “
as

te
ri

sk
”.

 N
ot

e 
th

at
 l

ou
ds

pe
ak

er
s 

ge
ne

ra
te

 b
ot

h 
sh

ea
r 

w
av

es
 a

nd
 c

om
pr

es
si

on
 w

av
es

; 
ho

w
ev

er
, f

or
 b

re
vi

ty
 w

e 
he

re
 a

ss
um

e 
th

at
 in

 U
SE

 o
nl

y 
th

e 
sh

ea
r 

w
av

e 
sp

ee
d 

is
 m

ea
su

re
d

H. Tzschätzsch



289

The coherent plane-wave compounding method compensates for this draw-
back in image quality of plane-wave imaging by combining several plane-wave 
images of different tilting angles [5–7]. The final image quality is comparable to 
that of conventional B-mode ultrasound while the frame rate is one order of 
magnitude higher (in the order of a few hundreds of hertz). As a limitation, the 
coherent plane-wave compounding technique makes high demands on scanner 
hardware.

12.4  Ultrasound Elastography Methods

Many USE methods are reviewed in the literature [2, 8–14]. In this chapter we will 
only briefly summarize most of the USE methods and their (potential) application 
in diagnostic imaging. Some of the methods described below are commercially 
available, while others are still in an experimental state. Most USE methods can be 
classified by the values they measure, either strain, shear wave speed, or dispersion. 
Dispersion denotes the frequency dependence of the shear wave speed. Additional 
parameters such as the nonlinearity or anisotropy are also addressed, but, due to the 
highly experimental nature of these methods, we do not discuss them. A schematic 
overview of USE methods is given in Fig. 12.4.

12.4.1  Strain Imaging (SI)

Strain imaging (SI) was developed by Ophir et al. and first presented in 1991 [15]. 
An overview is given in Varghese [16].

SI is based on quasi-static tissue deformations with a dynamical change far 
below 10 Hz. Quasi-static deformations can be induced by manually applying com-
pression forces to the body surface or by exploiting internal excitation such as respi-
ratory movements, cardiac motion, or vascular pulsation. The resulting axial or 
lateral tissue displacement, u, can be detected using the color mode. This displace-
ment is the tissue movement between two consecutive frames or over the temporal 
integration of several frames. Tissue strain ε (see Chap. 2, Eq. (2.6)) can be calcu-
lated using the spatial derivative of the displacement. In one dimension

 
ε =

∂
∂
u
x
.
 

(12.2)

The resulting strain images are visualized as shown in Fig. 12.5. In general, the 
amount of force/stress applied to the tissue is unknown, and therefore SI is a qualita-
tive elastography method, and only the relative shear modulus can be reconstructed 
[17]. Due to the simple and palpation-related setup, SI requires no special hardware 
but longer training periods.

SI is used for evaluation of the breasts, prostate, thyroid, muscle, and lymph 
nodes, and in principle, all organs accessible to manual palpation can be exam-
ined [16].
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12.4.2  Strain Rate Imaging (SRI)

Strain rate imaging (SRI) is related to the cardiac Doppler measurement and there-
fore mainly used in echocardiography [18]. In contrast to SI, the basic measurement 
value is the tissue velocity v u=  , and therefore the strain rate ε  is displayed:

 



ε =

∂
∂
u
x
.
 (12.3)

Besides real-time tracking of the strain rate, the color mode-based values enable 
derivation of information on tissue dilatation ( ε  > 0) or contraction ( ε  < 0). SRI 
has been applied to intrinsic tissue deformation like in the heart, the muscle, or the 
gastrointestinal wall [8].

12.4.3  Acoustic Radiation Force Impulse (ARFI) Imaging

Acoustic radiation force impulse (ARFI) imaging is based on the work of Sarvazyan 
et al. [19] and was first published by Nightingale et al. [20] in 2002. An overview 
can be found in [21].

To avoid external tissue compression and to stimulate the tissue directly in the 
target region, ARFI uses highly focused ultrasound pulses to generate force/stress 
as explained above. The resulting deformation is in the order of tens of microm-
eters. Rapid acquisition of signals near the focus of the ARFI pulses provides 
information on strain, and the resulting images are comparable to SI. Due to the 
decreasing focus quality with increasing depth, ARFI is limited to approximately 
8 cm depth.

Fig. 12.5 Standard display of a liver examination by strain imaging using a Toshiba Aplio i900 
ultrasound scanner (Toshiba, Otawara, Japan)
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ARFI imaging has been used to investigate abdominal organs, the breast, heart, 
vessels, nerve, and prostate and to monitor thermal ablation procedures [21].

12.4.4  Vibro-Acoustography (VA)

Vibro-acoustography (VA) was introduced by Fatemi and Greenleaf [22, 23] in 
1998. An overview can be found in Urban et al. [24].

VA uses time-harmonic tissue excitation generated by two ARFI beams with 
slightly different ultrasonic frequencies. Within the focus region, a point source is 
generated with a difference frequency of typically 10–70 kHz. The amplitude of the 
emanating compression wave is detected by a hydrophone. The size of the compres-
sion wave amplitude is related to the tissue’s stiffness. Spatial resolution in the field 
of view (5  ×  5  cm2) is achieved by sweeping the joint focus. Unlike ultrasound 
images, VA images are speckle free and highly sensitive to calcifications. It takes 
several minutes to scan a 5 × 5 cm2 image; however, this time can be reduced to 
1 min using a linear transducer.

VA has been applied to the breast, thyroid, liver, ex vivo prostate, and porcine 
arteries [24].

12.4.5  Vibration Amplitude Sonoelastography (VA Sono)

Vibration amplitude sonoelastography (VA Sono) was developed by Lerner et al. 
[25] in 1988. An overview can be found in Parker [26].

VA Sono was the first ultrasound elastography method based on time-harmonic 
vibration. For this an external driver generates mono- or multifrequency excitation 
in the range of 20–1000  Hz. The resulting tissue displacement is captured by 
Doppler techniques, and the corresponding vibration amplitude is calculated using 
Fourier-Bessel functions. Like in ARFI imaging and VA, this amplitude provides 
qualitative information on tissue stiffness.

VA Sono has been used in the liver, breast, kidney, prostate, and eye and to char-
acterize lesions [26].

12.4.6  Cardiac Time-Harmonic Elastography (Cardiac THE)

Cardiac time-harmonic elastography (cardiac THE) was developed by Tzschätzsch 
et al. [27] and presented in 2012.

Cardiac THE is based on observations made by cardiac magnetic resonance elas-
tography showing that externally induced shear wave amplitudes in the left ventricle 
vary in synchrony with alterations in myocardial stiffness [28, 29]. The technical 
principles are similar to vibration amplitude sonoelastography (see Sect. 12.4.5). 
An external loudspeaker generates a 30 Hz vibration, and the resulting myocardial 
wall vibration is captured in the A-mode. The vibration amplitude, which is dis-
played in real time, shows mechanical tissue contraction during systole and tissue 
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relaxation during diastole by high and low values, respectively. Mechanical contrac-
tion and relaxation occur prior to the geometrical phases of the heart. The time delay 
between the wave amplitude alteration and heart geometry is a direct measure of 
isovolumetric times of the cardiac cycle [30]. Cardiac THE is currently under inves-
tigation for detecting cardiac diastolic dysfunction.

12.4.7  Electromechanical Wave Imaging (EWI)

Electromechanical wave imaging (EWI) was first published by Pernot and 
Konofagou [31] in 2005 and revised by Konofagou et al. [32].

EWI exploits the intrinsic electromagnetic activation of the heart muscle, which 
involves the generation of shear waves that propagate though the myocardium. These 
waves can be captured in the B-mode at a high frame rate of 500 frames/s. This is 
achieved by subdividing the color mode image into several sectors, which are con-
secutively acquired through the cardiac cycle. The isochrones are reconstructed in 3D 
based on the segmented strain image. Isochrones are hypothetical lines connecting 
sites where the activation signal at the tissue deflection due to electromechanical 
waves passes at the same time. In this way EWI visualizes the spreading of electrome-
chanical activation across the myocardium. The feasibility of EWI has been demon-
strated in canine tissue and humans [32]. An alternative approach based on the acoustic 
waves produced by heart sounds was developed by Kanai and Koiwa [33] in 2001. 
This method captures the shear wave generated by an aortic valve closure within the 
left ventricular septum. A high frame rate of 450 Hz is achieved by reducing the num-
ber of lines of sight to 16, and wave propagation is displayed in a time-distance plot 
whose slope indicates the shear wave speed [34].

12.4.8  Pulse Wave Imaging (PWI)

Pulse wave imaging (PWI) was published by Pernot et al. [35] in 2007, and an over-
view can be found in Konofagou et al. [32].

The pulse wave caused by cardiac contraction travels along the aorta as a bulk 
wave. The pulse wave velocity, c, is related to Young’s modulus of the aortic wall, 
E, via the Moens-Korteweg equation [32]:

 
E R c

b
=
2 2ρ

 
(12.4)

where ρ is the density of the aortic wall, R is the inner radius, and b is the thickness 
of the wall.

PWI is based on the findings of Kanai in 1994 [36] using Doppler ultrasound to 
measure the pulse wave displacement of the aortic wall at two lateral positions. From 
the displacements, the time of flight and finally Young’s modulus are calculated.
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To provide spatial resolution, Pernot et al. [35] used plane-wave imaging with up 
to 8000  frames/s to capture the pulse wave at multiple time points. Pulse wave 
velocity can be measured by a time-of-flight algorithm.

PWI has been applied to the aorta of mice and humans [32].

12.4.9  Point Shear Wave Elastography (pSWE)

Point shear wave elastography (pSWE) was developed by Palmeri et  al. [37] in 
2008. An overview is given in Bruno et al. [38].

The pSWE technique is also known as ARFI quantification. In contrast to ARFI 
quantification, tissue displacement is measured outside the excitation point (see 
Fig. 12.6). Furthermore, a time-of-flight algorithm estimates the mean speed from 
the spherically propagating shear wave, providing a quantitative value of intrinsic 
tissue properties.

pSWEI has been applied to the liver, spleen, kidney, pancreas, and thyroid [38].

12.4.10  Shear Wave Elasticity Imaging (SWEI)

Shear wave elasticity imaging (SWEI) was developed by Nightingale et al. [39] and 
presented in 2003. It is based on the principle of ARFI [19].

Tissue excitation in SWEI is similar to that in pSWEI except that a map of the 
shear wave speed (in the order of 3 × 4 cm2) is obtained by repeated ARFI excita-
tions at different lateral positions. Similar to pSWEI, the wave speed is calculated 
using wave peak detection and a time-of-flight algorithm (see Fig. 12.7).

SWEI has been used for investigation of the liver, spleen, breast, and lymph 
nodes [40–42].

12.4.11  Comb-Push Ultrasound Shear Elastography (CUSE)

Comb-push ultrasound shear elastography (CUSE) was developed by Song et al. 
[43] and presented in 2012.

CUSE uses simultaneous ARFI excitation to overcome the limited frame rate 
of SWEI, which is due to repeated scanning at different lateral positions. Using 
simultaneous excitations and plane-wave imaging, CUSE acquires multiple 
shear waves within a few milliseconds. The displacement is estimated by a 2D 
autocorrelation algorithm. Directional filtering combined with a time-of-flight 
algorithm is used to reconstruct the elastogram in smaller regions (approxi-
mately 4 × 4 cm2).

The feasibility of CUSE was demonstrated in phantoms, in vivo thyroid, and 
breast tissue [44, 45].
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12.4.12  Supersonic Shear Imaging (SSI)

Supersonic shear imaging (SSI) was developed by Bercoff et al. [46] in 2004.
Spherically propagating shear waves from point sources as generated in pSWEI 

and SWEI can produce artifacts in the elastograms since most reconstruction meth-
ods assume plane-wave propagation. To generate plane waves, SSI applies repeated 
ARFI excitation at different focal depths. The foci are moved through the tissue 
with a higher speed than the shear wave speed, which gives rise to a Mach cone of 
nearly cylindrical geometry. The tissue displacement is captured with a frame rate 
of a few thousands of hertz by coherent plane-wave compounding. Shear wave 

Fig. 12.6 Liver investigation by pSWEI using a Siemens Acuson S2000 ultrasound scanner 
(Siemens, Mountain View CA, USA). The ARFI focus and the corresponding shear wave speed of 
1.40 m/s are obtained inside the rectangular region of interest

Fig. 12.7 Liver investigation by SWEI using a Toshiba Aplio i900 ultrasound scanner (Toshiba, 
Otawara, Japan). The mean shear wave speed within the selected ROI is 1.42 m/s
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speed is calculated using a time-of-flight algorithm, and the final elastogram is dis-
played with a frame rate of 3–4 Hz.

SSI has been applied to many organs and tissues including the breast, liver, 
spleen, thyroid, prostate, skeletal muscle, and transplanted kidneys [13].

12.4.13  Spatially Modulated Ultrasound Radiation Force 
(SMURF)

Spatially modulated ultrasound radiation force (SMURF) was developed by 
McAleavey et al. [47] and presented in 2007.

Most elastography methods control the temporal behavior of tissue motion and 
analyze the spatial behavior of the motion to reconstruct elastic properties. In con-
trast, SMURF attempts to control the spatial behavior of motion by a laterally mod-
ulated ARFI pattern. This pattern determines the wavelength, λ, of the shear wave, 
while its oscillating frequency, f, is measured by c = λ f. SMURF uses a high pulse 
repetition rate for each image line since the transiently induced shear waves are 
rapidly attenuated due to geometrical and viscous dispersion. SMURF was demon-
strated in phantoms and an ex vivo porcine liver tissue [47, 48].

12.4.14  Transient Elastography (TE)

Transient elastography (TE) was developed by Sandrin et al. [49] for noninvasively 
staging liver fibrosis and presented in 2002.

In TE the tissue is excited by an external piston driver operated with a burst of a 
single 50 Hz vibration cycle. The generated shear wave propagates from the skin 
surface into deeper tissue and is captured in the M-mode. The shear wave fronts 
appear in the time-depth plot of the M-mode as parallel lines whose slope is the 
shear wave speed (see Fig. 12.8). TE provides a mean value for shear wave speed 
without spatial resolution. Similar to ARFI-based methods, TE is limited to a maxi-
mum depth of approx. 8 cm. TE was one of the first commercially available ultra-
sound elastography methods and is therefore best validated. Due to the lack of 
B-mode guidance, positioning the M-mode beam can be challenging.

The main application of TE is the staging of liver fibrosis. However, TE has also 
been tested in the breast, skeletal muscles, skin, and blood clots [13].

12.4.15  Harmonic Motion Imaging (HMI)

Harmonic motion imaging (HMI) was developed by Konofagou and Hynynen [50] 
and presented in 2003. An overview is given in Konofagou et al. [51].

The motivation for the development of HMI was the observation of changes in 
viscoelastic properties during thermal ablation with high-intensity focused ultra-
sound (HIFU). In contrast to other elastography techniques, HMI allows evaluation 
of tissue behavior during HIFU ablation in real time which is useful to control the 
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duration of the ablation procedure. HMI is accomplished by amplitude modulation 
of the HIFU beam, which generates a harmonic vibration in the order of 50 Hz. 
Tissue deflection is captured using a second image transducer, embedded in the 
HIFU transducer. The necessary frame rate of a few hundreds of hertz is achieved 
by reducing the number of lines of sight. After temporal Fourier transformation, a 
phase gradient algorithm calculates the shear wave speed in the focus. As additional 
information, the phase shift between the vibration excitation and the measured tis-
sue vibration is captured. This phase shift is identical to the phase angle of the 
complex-valued shear modulus. HMI is used for detection of breast cancer and 
other lesions and for real-time monitoring of thermal ablation [51].

12.4.16  Shear Wave Dispersion Ultrasound Vibrometry (SDUV)

Shear wave dispersion ultrasound vibrometry (SDUV) was developed by Chen 
et al. [52] and presented in 2004. An overview is given by Urban et al. [53].

Most ultrasound elastography methods measure only the shear wave phase 
velocity at one frequency or the group velocity of a transient burst. Additional infor-
mation on viscosity can be obtained by evaluating the frequency dependence of 
shear wave speed (dispersion). Therefore SDUV excites harmonic vibration by 
ARFI at a base frequency and also at higher harmonics, which are typically in the 
range of 200–800 Hz. The superimposed tissue deflection is captured and frequency 
decomposed using Kalman filtering. For each frequency, the shear wave phase is 
evaluated at two lateral positions. The corresponding shear wave speed is calculated 
from this phase shift. Viscoelastic tissue properties can be reconstructed by fitting 
the Kelvin-Voigt model to the shear wave speed dispersion curve.

Fig. 12.8 Liver investigation by TE using a FibroScan® ultrasound scanner (Echosens, Paris, 
France). From left to right, M-mode, A-mode, feedback-color bar for contact pressure, and time- 
depth images of the shear wave with fitted slope (dashed white line)
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SDUV was used to investigate the skeletal muscle, liver, excised arteries, excised 
prostates, and excised porcine kidney [53].

A variant of SDUV, termed Lamb wave dispersion ultrasound vibrometry (LDUV), 
was used to investigate porcine myocardium during an open chest surgery [54].

12.4.17  Vibration Phase Gradient (PG) Sonoelastography

Vibration phase gradient (PG) sonoelastography is based on vibration amplitude 
sonoelastography and was developed by Yamakoshi et  al. [55] and presented in 
1990. An overview is given by Parker [26].

Tissue excitation and acquisition of the deflection are similar to vibration ampli-
tude sonoelastography (see Sect. 12.4.5). In addition to the vibration amplitude, the 
vibration phase is captured, which allows quantification of shear wave speed using 
a phase gradient algorithm. When the tissue is stimulated by multifrequency excita-
tion, PG sonoelastography can measure the dispersion of the shear wave speed.

PG sonoelastography was demonstrated in the skeletal muscle [26].

12.4.18  Crawling Waves (CW) Sonoelastography

Crawling waves (CW) sonoelastography was developed by Wu et al. [56] and pre-
sented in 2004. A review is given by Parker [26].

CW sonoelastography was developed to overcome limitations with regard to 
the frame rate of normal clinical scanners used for PG sonoelastography. Since 
the oscillation frequency f of time-harmonic shear waves in elastography is in the 
order of the frame rate of commercial ultrasound devices (approx. 80 Hz), the 
propagation of shear waves cannot be captured directly without aliasing artifacts. 
Therefore, CW sonoelastography uses two loudspeakers which are placed at 
opposite sides of the tissue and which have a slightly different vibration frequency, 
f + Δf and f − Δf, with Δf ≪ f. The resulting interference pattern is composed of 
a wave with two apparent wavelengths (λ1 = Δf/c and λ2 = f/c) oscillating at two 
vibration frequencies (f and Δf). The apparent wave with wavelength λ1 and oscil-
lation frequency Δf meets the criteria to be captured by low frame rates while 
being suitable for inversion techniques since wavelengths are short (λ1 ≪  λ2). 
Using multifrequency excitation CW sonoelastography is able to measure shear 
wave dispersion. CW sonoelastography with external loudspeakers was applied to 
ex  vivo prostate and liver tissue [26] and demonstrated in  vivo in the skeletal 
muscle [57–59].

12.4.19  Time-Harmonic Elastography (1D/2D THE)

Time-harmonic elastography (THE) is similar to vibration phase gradient sonoelas-
tography except that it uses multiple harmonic drive frequencies and compound 
shear wave speed mapping [60].
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THE uses a loudspeaker integrated into a patient bed and operated by a superpo-
sition of harmonic signals in the frequency range between 30 and 60 Hz. In 1D 
THE, the resulting tissue displacement is captured in the M-mode along multiple 
profiles corresponding to varying transducer positions. A fit-based algorithm auto-
matically selects the most reliable wave speed values and evaluates the dispersion of 
shear wave speed.

2D THE also uses multifrequency wave stimulations. However, since motion is 
captured by a standard B-mode scanner with frame rates in the order of 80  Hz, 
vibrations slightly above the Nyquist limit are evaluated at aliasing frequency. 
Compound maps of wave speed are reconstructed by multifrequency inversion of 
directionally filtered wave images [61]. 2D THE is less limited in penetration depth 
than other methods and provides an elastogram which covers the entire B-mode 
image. A similar compounding reconstruction technique, external vibration multi-
directional ultrasound shear wave elastography (EVMUSE), was proposed by 
Zhao et al. [62]. However, in EVMUSE, a single-frequency 50 Hz wave is observed 
a few milliseconds after vibration is stopped, giving rise to some transient wave 
effects.

1D THE was used in healthy volunteers [60, 63, 64], in liver fibrosis staging 
[65], and for evaluating liver decompression after shunt implantation [66]. 
Feasibility of 2D THE was demonstrated for liver and spleen examinations in vol-
unteers [61].

 Conclusion
Despite widespread clinical applications of USE, consistent thresholds and 
standardized stiffness-based diagnostic indices are still lacking. The discrepant 
results of USE studies are mainly attributable to the fact that so many different 
techniques are used. This is exactly the boon and bane of a rapidly developing 
and highly innovative field such as USE. On the one hand, new USE methods 
offer more insight into tissue mechanical parameters in health and disease. On 
the other hand, research groups and manufactures worldwide are inclined to 
validate their own methods for self-consistency instead of searching for modal-
ity-independent quantitative and tissue-inherent parameters. The importance of 
modality-independent and quantitative imaging biomarkers has been recog-
nized and addressed by many alliances worldwide including the Quantitative 
Imaging Biomarkers Alliance (QIBA) or the European Imaging Biomarkers 
Alliance (EIBALL). The rapid progress made by USE promises that one day a 
gold standard of mechanical tissue properties will be developed, to which new 
methods can be compared. One promising approach is time-harmonic elastog-
raphy (THE), which measures stiffness at well-defined excitation frequencies 
and which can thus be compared with reference methods such as MRI elastog-
raphy. There is no doubt that well-documented standards in elastography will 
foster the dissemination of mechanical imaging biomarkers and thus contribute 
to higher precision of ultrasound-based diagnoses.
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Photoacoustic Imaging: Principles 
and Applications

Jan Laufer

Abstract
Photoacoustic (PA) imaging is an emerging imaging technology with potential 
for preclinical biomedical research and clinical applications. PA imaging, which 
relies on the generation of broadband acoustic waves via the absorption of 
intensity- modulated light in tissue, offers the combination of strong optical con-
trast and high spatial resolution provided by ultrasound. For excitation wave-
lengths in the visible and near-infrared region, image contrast is predominately 
due to haemoglobin. Exogenous contrast agents, such as dyes or genetically 
expressed absorbers, can be used to obtain targeted molecular contrast. Over the 
past decade, PA imaging has rapidly evolved into different microscopy and 
tomography modalities, while novel methodologies have led to a variety of excit-
ing applications. This chapter explains the basic principles of PA imaging, its 
implementation in the different modalities and provides examples of applications 
to morphological, functional and molecular imaging. Furthermore, the challenge 
of recovering quantitative information from PA image data sets is described.

13.1  Introduction

Photoacoustic (PA) imaging [1] relies on the generation of broadband ultrasound 
waves in biological tissue following the absorption of short, low energy optical 
pulses. By detecting the waves at multiple points on the tissue surface and by 
employing reconstruction algorithms, 3D images of the initial pressure are recon-
structed from the recorded signals. Since the initial pressure is a function of the 
local abundance of tissue chromophores, PA images acquired using visible or 
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near-infrared excitation wavelengths typically show the vasculature (Fig. 13.1). PA 
imaging combines a number of powerful attributes. It has multiscale imaging capa-
bilities ranging from single cell resolution, achieved using PA microscopy (PAM), 
to micron resolution using PA tomography (PAT) (tens of micrometres at millimetre 
depths to hundreds of micrometres at centimetre depths). It provides strong contrast 
in vascularised soft tissues due to the absorption by haemoglobin where other 
modalities, such as MRI, X-ray CT and ultrasound lack sensitivity. However, its 
greatest strength arguably lies in the potential to recover the spatial distribution of 
the local abundance of tissue chromophores, such as oxyhaemoglobin (HbO2) and 
deoxyhaemoglobin (HHb), and exogenous contrast agents, by exploiting the differ-
ences in their wavelength-dependent optical absorption. From the spatial maps of 
HbO2 and HHb, derived parameters, such as blood oxygen saturation (sO2) may 
then be obtained. PA imaging therefore provides the capability of functional and 
molecular imaging at depths and spatial resolutions that are inaccessible to most 
other purely optical imaging modalities, such as microscopy, optical coherence 
tomography and diffuse optical tomography. Importantly, PA imaging has the 
potential to allow spatially resolved quantitative measurements of chromophore 
concentrations and derived parameters. However, this potential has yet to be har-
nessed. Deep-tissue 3D quantitative PA tomography (qPAT) in particular remains 
challenging due to the large scale of the inverse problem, and remains an active area 
of research.

This chapter introduces the physical principles of the generation of PA signals, 
provides an overview of current ultrasound detectors used in PA scanners, discusses 

Fig. 13.1 x-y maximum intensity projection of a 3D photoacoustic image data set acquired in a 
mouse in vivo showing the vasculature of the skin and a subcutaneous tumour (reproduced with 
permission from [2])
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the main PA imaging modalities and image reconstruction algorithms, and gives 
examples of in vivo molecular and functional imaging applications. Finally, a brief 
introduction to qPAT is given.

13.2  PA Signal Generation

The generation of PA waves in tissue relies on the absorption of intensity-modulated 
light, i.e. short pulses, frequency chirps or single frequency illumination. The pho-
tons of the excitation light penetrate the tissue where they are scattered and eventu-
ally absorbed by the chromophores that are present in the illuminated volume. The 
absorbing chromophores are promoted to an excited state from which they relax to 
the more stable ground state. Assuming predominately vibrational relaxation path-
ways, the optical energy of the photons is converted to heat. Provided the heat depo-
sition occurs sufficiently quickly to ensure thermal and stress confinement,1 the heat 
deposition is accompanied by an increase in pressure. This initial pressure is pro-
portional to the absorbed energy density, i.e. the pressure increase is greatest in 
regions of high optical absorption. The spatial distribution of the tissue chromo-
phores is therefore encoded onto the pressure field, which relaxes by emitting a 
broadband acoustic wave in the ultrasound frequency spectrum. The acoustic field 
is then detected outside the organism, for example on the skin, using ultrasound 
transducers. By recording acoustic transients at multiple locations, the differences 
in the time-of-arrival of the PA waves are exploited to reconstruct the location of the 
source, i.e. the initial pressure distribution, using image reconstruction algorithms. 
The initial pressure distribution, p0(r), is defined as

 
p r r ra0 ( ) = ( ) ( )Γ Φµ  (13.1)

where r is the spatial coordinate, Γ  =  βc2/Cp is the dimensionless Grüneisen 
parameter, which represents the conversion efficiency of heat energy to pressure 
(β—the volume thermal expansivity, c—speed of sound, Cp—specific heat 
capacity), μa is the absorption coefficient, and Φ(r) is the fluence [3]. The local 
absorption coefficient and its wavelength dependence is typically expressed as

 
µ λ α λa

i
i ir c r,( ) = ( ) ( )∑  

(13.2)

where λ is the wavelength, ci is the local chromophore concentration and αi is the 
wavelength-dependent specific absorption coefficient. While PA imaging can be 

1 Thermal confinement requires the heating pulse to be much shorter than thermal relaxation of the 
source. Since thermal diffusion in tissue is orders of magnitude slower than typical excitation pulse 
durations, thermal confinement is not a strongly limiting factor in PA imaging. Stress confinement 
requires the heating pulse duration to be shorter than the time it takes the photoacoustic wave to 
propagate across the heated source region. Let us assume that the excitation laser provides optical 
pulses of tp = 10 ns duration and that photoacoustic waves are excited in a water-based medium, 
i.e. the speed of sound is cs = 1500 ms−1 = 1.5 μm ns−1. Within the duration of the excitation pulse, 
an acoustic wave will therefore travel a distance of s = cs tp = 1.5 μm ns−1 × 10 ns = 15 μm. In terms 
of photoacoustic imaging, this figure also approximates the maximum spatial resolution that can 
be achieved with this pulse duration.
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described as providing absorption-based contrast, the initial pressure in turbid 
media is not a linear function of μa, and therefore chromophore concentration, 
because optical scattering by cells or cell components affects the fluence distribu-
tion. The Φ(r; μa, μs, g) in scattering tissue is a non-linear function of μa, the scatter-
ing coefficient, μs, and the scattering anisotropy, g. A simplified model of stochastic 
wave scattering in non-absorbing media is discussed in Chap. 2. The combined 
effect of absorption and scattering is the gradual decrease in fluence with depth, 
which can be described using the effective attenuation coefficient μeff  =  (3 μa 
(μa + μs′))−1/2 derived from diffusion theory where μs′ = μs(1 − g) is the reduced scat-
tering coefficient. Its reciprocal value is the optical penetration depth, leff = 1/μeff, 
which represents the depth at which the fluence has been reduced to 1/e of that 
incident on the tissue surface. An example for the wavelength dependence of the 
optical penetration depth is shown in Fig. 13.2 (black solid line) for typical chromo-
phore concentrations and scattering coefficients of human tissue. The largest optical 
penetration depths are observed between 650 and 850 nm. This is explained be the 
absorption spectra of the endogenous chromophores and the wavelength depen-
dence of the scattering coefficient. The absorption spectra of oxyhaemoglobin and 
deoxyhaemoglobin, lipid, water and melanin are shown in Fig. 13.2. Oxyhaemoglobin 
and deoxyhaemoglobin, for example, exhibit strong absorption at wavelengths 
shorter than 600 nm while the absorption and lipid becomes more dominant in the 
near-infrared wavelength region (λ > 950 nm).
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Fig. 13.2 Spectra of the absorption of the main endogenous tissue chromophores and the optical 
penetration depth in tissue. The absorption coefficient spectrum of oxyhaemoglobin and deoxy-
haemoglobin was calculated assuming a concentration of 2.3 mM. For lipid and water, tissue vol-
ume fractions of 20% and 80%, respectively, were assumed. The absorption spectrum of melanin 
corresponds to that found in skin (http://omlc.org/spectra/melanin/mua.html). The optical penetra-
tion depth was calculated by assuming a total blood volume of 2%, a blood oxygenation of 70%, 
and a reduced scattering coefficient of 10 cm−1

J. Laufer

http://omlc.org/spectra/melanin/mua.html


307

To excite PA waves in tissue, low energy optical pulses below the maximum 
permissible exposure are typically used and result in temperature increases that are 
typically below 100 mK, which results in comparatively low initial pressures in the 
tens to hundreds of kPa [1]. These waves, which are broadband in terms of fre-
quency content, then propagate to the surface where they are detected by ultrasound 
sensors. The propagation of the waves through the tissue results in a reduction in 
amplitude due to geometric spreading and frequency dependent acoustic attenua-
tion. The combination of the optical and acoustic attenuation can be estimated to 
reduce the signal amplitude by an order of magnitude per cm, which makes it chal-
lenging to obtain good signal-to-noise ratios. This can be mitigated through careful 
choice of excitation wavelengths and detectors but the strong attenuation both opti-
cally and acoustically place significant demands on the capabilities of ultrasound 
detectors, in particular in terms of acoustic sensitivity and frequency response.

13.3  Ultrasound Detection Technologies

The ultrasonic pressure field generated via the PA effect is broadband in frequency 
(kHz to hundreds of MHz) and low in amplitude. By mapping the PA field on the 
tissue surface using a detector array, data sets are obtained from which 3D images 
can be reconstructed. To obtain images with high spatial resolution, an ideal acous-
tic detector should possess the following attributes: (1) small active element size, 
(2) high acoustic sensitivity, (3) high acoustic bandwidth and (4) flat frequency 
response. In addition, optical transparency is advantageous as it allows backward 
mode imaging, i.e. PA signal generation and detection on the same side of the 
target.

Piezoelectric transducers, such as those used in conventional ultrasound scan-
ners, are the by far most popular type of detector for PA imaging. However, while 
they are convenient due to their wide availability and flexible design, they have a 
number of disadvantages when applied to high resolution PA tomography. First, the 
acoustic sensitivity scales with active element size, i.e. small active element sizes 
result in low sensitivity. Second, the frequency response of piezoelectric detectors 
tends to be resonant, which results in high pass filtering effects and hence a loss of 
information. Third, piezoelectric detectors are typically opaque—a disadvantage for 
backward mode PA imaging.

Optical methods for ultrasound detection have been shown to be attractive alter-
natives that meet many of the above criteria. Methods such as Schlieren [4] and phase 
contrast imaging [5] rely on the detection of acoustically induced modulations of the 
refractive index in a transparent coupling medium. While these methods have been 
shown to provide high spatial resolution of tens of microns and potentially short 
image acquisition times (from a few seconds to real-time), their disadvantage lies in 
relatively low acoustic sensitivity (several kPa mm) due to the typically small elasto-
optic coefficients of the coupling medium. While integrating line detectors provide 
higher acoustic sensitivity (0.5 kPa mm) [6, 7], image acquisition is slow due to the 
need for mechanical scanning of the sample. Microring resonators (MRR) are 
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another type of optical ultrasound sensor that has been applied to PA imaging. They 
have been shown to provide large acoustic detection bandwidths (hundreds of MHz), 
high acoustic sensitivity (0.1 kPa for a detection bandwidth up to 350 MHz), and 
high axial (or vertical) resolution of a few micrometres [8, 9]. However, the lateral 
resolution is likely to be limited by the minimum diameter of the microring required 
to ensure total internal reflection (typically >60 μm). Also, while the fabrication of 
MRR arrays for parallelised detection is feasible, PA imaging has to date only been 
achieved using single, mechanically scanned MRRs [10–13], resulting in slow image 
acquisition. Non-contact surface displacement measurements have also been reported 
[14, 15] with a sensitivity of hundreds of Pa (20 MHz bandwidth). Again, the acquisi-
tion of images is slow due to the need for mechanical scanning.

Over the last decade, Fabry–Pérot interferometer (FPI) based optical ultrasound 
sensors have arguably set a standard for high resolution 3D imaging to cm depths 
[16]. Figure  13.2a shows the structure of the sensor. The FPI is formed by two 
dielectric mirrors separated by a transparent polymer spacer, and is supported by a 
polymer substrate. It is illuminated by a wavelength tuneable cw interrogation laser. 
The reflections from the mirrors, which have a phase difference determined by the 
optical thickness of the FPI, interfere and are directed to a photodetector. The inter-
ferometer transfer function, shown in Fig. 13.2c, describes the reflectivity of the FPI 
as a function of optical phase, ϕ. By tuning the interrogation wavelength to a point 
where the slope of the transfer function, i.e. the phase sensitivity, is at a maximum, 
small acoustically induced modulations in the phase difference result in a large 
change the reflected optical power. The FPI sensor design has a number of distinct 
advantages over piezoelectric detectors: (1) small active element sizes (tens of 
microns) for high lateral resolution and near omnidirectional response, (2) high 
acoustic sensitivity (0.2 kPa, 20 MHz bandwidth), (3) broad detection bandwidth 
(DC to potentially 100 MHz) with a flat frequency response and (4) transparency 
(600–1100 nm) (Fig. 13.2b) for backward mode operation, multiwavelength excita-
tion, and compatibility with other optical imaging technologies, such as optical 
coherence tomography [17].

Capacitive micromachined ultrasound transducers (CMUT) have also been 
explored as an alternative to piezoelectric and optical ultrasound detectors [18–20] 
as they provide detector arrays with small active elements that can be made using 
established semiconductor fabrication technologies. These detectors have been 
shown to provide acoustic sensitivity of ~100 mPa Hz−1/2 but tend to exhibit reso-
nant frequency responses. In addition, their opacity requires more complex optical 
arrangements to couple the excitation pulses into the target.

13.4  PA Imaging Modalities

13.4.1  PA Tomography

PA tomography relies on the detection of PA waves using detectors at multiple loca-
tions around the target. Three detection geometries are typically used: spherical, 
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cylindrical, and planar. A spherical arrangement of ultrasound detectors allows, at 
least in theory, a perfect reconstruction of the initial pressure since the propagating 
PA wave is recorded in all spatial directions. However, its practical implementation 
is less straightforward and half-spherical or circular line detector arrangements are 
often used instead [21]. The cylindrical detector geometry has been adopted in a 
large number of PA scanners. Some of the first PA imaging systems relied on circu-
lar scanning of focussed piezoelectric ultrasound detectors [22] and allowed the 
acquisition of 2D images. By translating the imaging plane, 3D image stacks can be 
obtained. This work led to the development of focussed, arc-shaped detector arrays 
[23, 24], which are now used routinely in commercial PA small animal imaging 
systems. A cylindrical detection geometry is also suitable for integrating line detec-
tors, in particular those based on optical interferometers. This approach provides 
high acoustic sensitivity but also requires the rotation of the object or the detectors 
to enable 3D tomographic imaging [6, 7]. By contrast, planar detection geometries 
are the most versatile and practical. A drawback of the planar geometries for tomo-
graphic imaging is the generation of image reconstruction artefacts that are caused 
by the limited detection aperture (Fig. 13.3).
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of the sensor showing its transparency in the visible wavelength region. (c) FPI transfer function
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13.4.2  Optical-Resolution and Acoustic-Resolution PA 
Microscopy

Over the last decade, two major microscopic PA modalities have emerged: (1) opti-
cal resolution and (2) acoustic resolution PA microscopy [25], typical experimental 
configurations of which are illustrated in Fig. 13.4. Optical resolution PA micros-
copy (OR-PAM), where the excitation light is focussed below the tissue surface to 
diffraction limited spot sizes (Fig. 13.4a), has been shown to provide the highest 
spatial resolution.

For linear PA excitation, the lateral resolution is determined by the beam waist at 
the optical focus and is typically of the order of a few microns [26] while sub- 
micron resolution up to 0.22 μm [27] has been achieved using a water immersion 
objective. Moreover, by exploiting non-linear effects observed during dual pulse 
excitation [28] and photobleaching [29], resolutions of 0.41  μm and 0.12  μm, 
respectively, have been achieved. Due to optical scattering, the maximum imaging 
depth is limited to approximately 1 mm and therefore comparable to that of optical 
microscopy. The vertical resolution is dependent upon the frequency response of the 
ultrasound transducer, the duration of the excitation pulse, and the frequency- 
dependent acoustic attenuation along the source–detector path. For example, using 
5  ns pulses and a 125  MHz transducer, an axial resolution of 7.5 μm has been 
reported [30]. Nonlinear effects, such as the temperature dependence of the 
Grüneisen coefficient, have been used to achieve vertical resolutions of up to 2.3 μm 
[28].

In acoustic resolution PA microscopy (AR-PAM, Fig. 13.4b), by contrast, the 
excitation beam is weakly focussed into the tissue to generate PA waves, and a 
focussed ultrasound detector, typically made from piezoelectric materials, is used to 
acquire the PA signals. The lateral resolution is limited by acoustic diffraction at the 
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Fig. 13.4 Typical detection geometries for PA microscopy. (a) optical-resolution PA microscopy, 
where the excitation beam is focussed into the tissue, and (b) acoustic-resolution PA microscopy 
using a focussed ultrasound transducer. (reproduced with permission from Wang and Gao [25])
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transducer focus. Away from the focal region, the lateral resolution degrades rap-
idly. As in OR-PAM, vertical resolution is determined by the detector frequency 
response and the excitation pulse duration. To acquire acoustic diffraction limited 
3D images requires mechanical scanning of the co-aligned transducer and excita-
tion beam. AR-PAM has been used to image, for example, the vasculature in the 
mouse brain through the intact skin and skull to yield lateral and axial resolutions of 
70 μm and 27 μm, respectively, with an imaging depth of 3.6 mm [31]. In soft tissue, 
lateral and axial resolutions of 44 μm and 15 μm, respectively, with an imaging 
depth of 4.8 mm have also been achieved [32].

Typical OR-PAM and AR-PAM systems rely on large area piezoelectric trans-
ducers to provide sufficient acoustic sensitivity. The disadvantages of these trans-
ducers are (a) opacity, which requires some form of acoustic or optical beam 
splitting to couple the excitation light into the tissue, (b) a resonant frequency 
response, which reduces the information content of the signals and (c) acoustic 
sensitivity scales with active area, i.e. low sensitivity for small active element sizes. 
Other novel ultrasound detection approaches include optical methods, such as plas-
monic detection [33] and the use of microring resonators [9, 34, 35].

13.5  Spatial Resolution

Figure 13.5 provides an overview of the spatial resolution and penetration depth 
provided by some of the main PA imaging modalities. The greatest penetration 
depth in tissue is achieved using tomographic scanners, which offer imaging depths 
on the order of cm. Their spatial resolution ranges from tens of microns for the 
Fabry–Pérot-based PA scanner (OD-PACT in Fig.  13.5, i.e. optical detection PA 
computed tomography) to hundreds of microns for acoustic-resolution PA macros-
copy (AR-PAMac) and C-PACT. By contrast, PA microscopy modalities achieve 
sub-micron spatial resolutions but the trade-off is imaging depth, which ranges from 
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a few hundred microns for sub-micron PA microscopy (SM-PAM) to <3 mm for 
AR-PAM.

13.6  Image Reconstruction

The PA signals acquired using OR-PAM and AR-PAM, where the excitation beam 
and the acoustic detector are raster scanned similar to B- and C-scans in conven-
tional ultrasound imaging (see Chap. 12), a 3D image is from the individual wave-
forms following signal processing, such as frequency filtering and Hilbert 
transformation [37].

The reconstruction of tomographic images is based on the backprojection of the 
recorded PA signals. This is illustrated in Fig. 13.6, which shows a turbid target with 
a single optically absorbing inclusion that is illuminated with excitation light from 
the top. The resulting PA pressure field is mapped as a function of time and location 
on the surface of the target, r, using an ultrasound detector array. The time-of-arrival 
of the PA waves, t, detected by each array element varies according to its distance 
from the source, R. Assuming that the array elements are point-like acoustic detec-
tors, which are characterised by an omnidirectional response, the PA wave must 
have originated from a position that is located somewhere on a spherical surface 
with the detector at its centre and a radius R that is related to the time-of-arrival via 
the speed of sound, i.e. R = ct. By backprojecting the PA signals detected at each 
array element into a spatial domain, the “projection arcs” combine to reveal the 
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Fig. 13.6 Principle of PA image reconstruction using backprojection for a planar detection geom-
etry. PA signals are recorded by each detector array element at position r and backprojected over 
spherical surfaces of radius R = ct where c is the speed of sound into the image volume. (In this 
illustration, the output of each detector is depicted as a time-integrated pressure waveform for 
illustrative purposes as the backprojected quantity is the velocity potential. In practice, the detec-
tors record a pressure waveform and the time integration is performed computationally)
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location of the PA source. The principle of backprojection reconstruction can be 
implemented in different ways, such as delay-and-sum [38], Fourier-transform- 
based algorithms [39], and time-reversal pseudo-spectral methods [40, 41].

13.7  In Vivo Applications: Morphological, Functional 
and Molecular PA Imaging

Due to the strong absorption of excitation pulses in the visible to near-infrared 
wavelength region by haemoglobin, PA imaging is highly suited to the study of the 
changes in the vascular morphology during disease and therapy. Early studies have 
shown that PA tomography provides 3D images of the vasculature in superficial and 
deep tissue in preclinical applications, such as PA imaging of the skin [42], the brain 
[22, 43, 44] and subcutaneous tumours [2] (Fig.  13.7). The ability to monitor 
changes in the vasculature in the same organism repeatedly over time has been dem-
onstrated in a longitudinal study in which the effects of a vascular disrupting agent 
were investigated [2]. The agent was administered systemically and resulted in the 
enlargement of the epithelial cells lining the blood vessels of the tumour. This effec-
tively blocks the supply of nutrients and oxygen to the tumour core, where the cells 
undergo rapid apoptosis. The images obtained in this study are shown in Fig. 13.7 
and illustrate that the PA contrast detected in the intact tumour vasculature before 
the treatment (Fig. 13.7b) is largely completely removed 24 and 48 h after the injec-
tion of the vascular disrupting agent (Fig. 13.7c, d). It is noticeable, however, that 
the PA contrast is strong in the image region that corresponds to the rim of the 
tumour. This is because this region of the tumour, including the blood vessels within 
it, received sufficient oxygen and nutrients from the surrounding tissue to survive.

A number of groups have pursued the clinical application of PA imaging of the 
vasculature in the area of mammography [21, 45–47]. The PA scanners typically 
rely on large area piezoelectric ultrasound detectors to achieve an optimal combina-
tion of acoustic sensitivity, and hence imaging depth, and spatial resolution. Figure v 
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Fig. 13.7 Longitudinal photoacoustic imaging of the effect of a vascular disrupting agent (com-
bratestatin OXi4503) on the blood vessel network of a tumour. (a) 3D volume rendered image of 
the tumour and the surrounding region prior to the administration of the agent. x-y MIPs through 
the centre of the tumour (b) before, (c) 24 h and (d) 48 h after treatment for z = 0.8–2.0 mm. The 
green arrows in (a) and (b) indicate common vascular features in the skin. All images were 
acquired at an excitation wavelength of 640 nm. (Reproduced with permission from [2])
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shows PA images obtained with a dedicated PA mammography system developed 
by Optosonics Inc [48], which illustrate that detailed images of the vasculature in 
the breast are obtained with imaging depths of several cm.

By acquiring PA image data sets at difference excitation wavelengths and by 
using some form of spectral unmixing that exploits the wavelength dependence of 
oxyhaemoglobin and deoxyhaemoglobin, PA imaging has been shown to enable 
functional imaging. This approach relies on determining the relative concentrations 
of oxyhaemoglobin and deoxyhaemoglobin from the wavelength dependence of the 
PA image intensity from which the derived parameter of blood oxygen saturation, 
i.e. the ratio of the concentration of oxyhaemoglobin and the total haemoglobin 
concentration, can be calculated. This approach has been shown to provide reliable 
quantitative results when modalities based on optical resolution PA microscopy 
were used since the adverse effects of optical scattering on the accuracy of the spec-
tral inversion are minimal. This is shown in Fig.  13.9, which depicts OR-PAM 
images of blood oxygenation acquired in the mouse brain using two excitation 
wavelengths. The colour-codes blood oxygenation image shown in Fig.  13.9a 
clearly visualises the location of arteries and veins while Fig. 13.9b shows the abso-
lute blood oxygenation values along the vessel trees. While acoustic resolution PA 
microscopy and PA tomography have also been shown capable of acquiring high 
resolution images of the mouse brain (Fig. 13.9c, e), these modalities probe deeper 
tissue regions than OR-PAM for which experimentally validated and generally 
applicable methods for deep-tissue quantitative PA imaging do not yet exist. This 
often restricts functional PA imaging to qualitative measurements of changes in 
blood oxygenation as shown in Fig. 13.9d, f.

However, OR-PAM also offers alternative methods for measuring blood oxygen-
ation by exploiting non-linear phenomena that arise from the high photon densities 

1 27.5 cm 3 4

Fig. 13.8 Maximum intensity projections in the medial-lateral (ML) projection of bilateral PAM 
exams of four healthy volunteers with known mammographic breast density and brassiere cup size 
(back-to-back images: left breast on right, right breast on left as is normally presented clinically for 
X-ray mammograms): (1) heterogeneously dense, D cup; (2) scattered fibroglandular densities, 
DD cup; (3) scattered fibroglandular densities, C cup; and (4) scattered fibroglandular densities, 
DD cup. (Reproduced with permission from Kruger et al. [48])
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at the focus of the excitation beam. An example is a recent study by Yao et al. [52], 
which demonstrated quantitative blood oxygenation imaging using single- 
wavelength dual pulse excitation. By generating PA waves using subsequent excita-
tion pulses of picosecond and nanosecond duration, differences in the excited state 
lifetime of oxyhaemoglobin and deoxyhaemoglobin lead to varying PA signal 
amplitudes as illustrated in Fig. 13.10c. This was then used to obtain maps of blood 
oxygenation in the mouse brain to depths of 0.8 mm (Fig. 13.10e–f). The advantage 
of this method is that it eliminates the effects of the wavelength-dependent optical 
attenuation, which has to be accounted for in conventional multiwavelength acquisi-
tion and spectral unmixing approaches to functional PA imaging.

The absorption-based contrast provided by PA imaging modalities has also been 
applied to molecular imaging, where exogenous or genetically expressed absorbing 
compounds are used to label specific tissue types or cells. A wide range of exoge-
nous optical contrast agents has been reported in the literature [53]. One of the 
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Fig. 13.9 Photoacoustic tomography (PAT) of mouse brain oxygenation. (a) OR-PAM of oxygen 
saturation (sO2) in a mouse brain based on two-wavelength measurements at 570 and 578 nm [49]. 
(b) sO2 values in percentage along an arterial tree and a venous tree marked by the dashed boxes 
in (a), showing decreased sO2 with vessel branch orders. (c) AR-PAM of cortical vasculature in a 
living mouse [50]. The dotted white line indicates the line scanning range for oxygenation mea-
surement. CS coronal suture. (d) Dynamic vessel responses acquired through a hypoxic challenge, 
shown in percent change of ratiometric PA signals at 561 and 570 nm. Each coloured trace corre-
sponds to the respective cortical vessel crossed by the dotted line in (c). (e) PACT of cortical vas-
culature in a living mouse [51]. SSS superior sagittal sinus. (f) Dynamics of absolute sO2 measured 
by PACT on the SSS in response to a hypoxic challenge. The measured sO2 values based on the 
new oxygenation-state method are compared with the conventional two-wavelength method. 
(Reproduced with permission from Refs. [31, 49–51])
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earliest reports used systemically injected single-walled carbon nanotubes into 
tumour-bearing mice to demonstrate targeted molecular PA imaging [54]. A subse-
quent study by the same group addressed the limited molecular absorption of car-
bon nanotubes by chemically attaching dyes, such as indocyanine green (ICG) or 
fluorophores [55] (Fig. 13.11). This achieved an increase in optical absorption by 
two orders of magnitude since fluorophores typically exhibit high molar extinction. 
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In addition, the close proximity of the fluorescent dye molecules to the carbon nano-
tube resulted in efficient quenching of the fluorescence, which results in predomi-
nately vibrational relaxation pathways to generate heat, and hence PA pressure. By 
contrast, the radiative relaxation observed in fluorophores results in a reduction in 
PA pressure compared to a non-fluorescent absorber of equal molar absorption.

Another example of particle-based molecular PA imaging is the use of gold 
nanocages to visualise extravasation in tumours, i.e. the passage of the compounds 
through the leaky tumour vasculature [56]. Systemically administered exogenous 
molecular absorbers, such as ICG, were used to, for example, to show the ability of 
2D PA imaging to visualise the time course of their biodistribution in mice using 
multiwavelength image acquisition and spectral unmixing based on a fluence- 
corrected linear inversion [57]. An alternative, experimental methodology for the 
detection of fluorescent contrast agents was recently developed by using pump- 
probe excitation to acquire tomographic PA difference images [58–60]. The attrac-
tion of this approach lies in the generation of fluorophore-specific PA contrast while 
the endogenous contrast is eliminated (Fig. 13.12).

While the development of methods for the detection of contrast agents using PA 
imaging is important for its long term translation to clinical applications, the use of 
reporter genes that encode absorbing proteins and pigments are a powerful tool for 
basic research in the life sciences and preclinical applications. The reporter gene in 
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conjunction with a suitable promoter is incorporated into the cells either transiently 
or permanently, for example via viral transduction. Once the gene is inside the cell, 
it is transcribed to result in the expression of either proteins that absorb light directly, 
and therefore provide the absorption-based PA contrast, or enzymes which convert 
endogenous cellular components into light-absorbing pigments. This method was 
first demonstrated by Razansky et al. who visualised fluorescent proteins in com-
paratively small and translucent organisms, such as fruit fly pupae and zebrafish 
[61], using multiwavelength imaging and linear spectral unmixing. PA reporter 
gene imaging of mammalian cells was later demonstrated using near-infrared fluo-
rescent proteins [62], while deep tissue PA imaging was shown using the genetic 
expression of the enzyme tyrosinase, which results in the synthesis of light- 
absorbing eumelanin [63] (Fig. 13.13).

13.8  Quantitative PA Tomography

In the previous sections, the potential of PA imaging to enable functional measure-
ments and to detect exogenous contrast agents or genetically expressed labels has 
been demonstrated. However, to recover chromophore concentrations or concentra-
tion ratios, such as blood oxygen saturation, from tomographic images acquired in 
deep tissue, methods are required that correctly account for the physical processes 
involved in PA excitation and image acquisition. This area of research is referred to 
as quantitative PA tomography (qPAT) and the following section will give a brief 
overview of its principles.
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The forward problem of qPAT [3, 64] can be split into the optical and the acous-
tic forward problem (Fig. 13.14). The distribution of the tissue chromophores and 
scatterers determines the optical properties, i.e. the absorption coefficient, μa, and 
scattering coefficient, μs, and therefore the light transport in the tissue. The light 
transport can be described by the fluence distribution, Φ, from which the absorbed 
energy, Η = μa Φ, is obtained. The absorbed energy is converted into an initial pres-
sure distribution, p0 = ΓΗ, where Γ is the Grüneisen parameter. The propagation of 
the PA waves to the surface is a function of the acoustic properties. PA signals are 
detected at multiple points on the surface to yield a time series, p(t), and are affected 
by the detector response. Finally, images are obtained using reconstruction algo-
rithms. The inverse problem in qPAT lies in recovering the spatial distribution of the 
chromophore concentrations from the measured PA time series or images, i.e. going 
up the flowchart in Fig. 13.14. This means that the inversion scheme has to account 
for the generation, the propagation, and the detection of PA waves. qPAT typically 
requires the acquisition of multiwavelength images to (a) avoid the non-uniqueness 
problem in determining μa and μs at a single excitation wavelength [65], and to (b) 
exploit the differences in the absorption spectra of the chromophores for 
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quantitative imaging. Assuming PA images represent p0, the inversion can be 
reduced to solving the optical inverse problem using one of two general approaches 
[3]. The first is a two-stage inversion, in which the spatial distribution of the absorp-
tion coefficient, μa(r, λ) is obtained from images of p0 using an approximate fluence 
correction. Using the known molar absorption coefficient spectra, αk(λ), the chro-
mophore abundance can then be obtained via a linear matrix inversion. The second 
approach, termed model-based inversion, involves a forward model to predict PA 
signals or images directly as a function of chromophore concentrations. In a single-
stage inversion, the model output is fitted to measured data using minimisation tech-
niques to recover the spatial distribution of the chromophore concentrations, ck.

Accounting for the fluence is at the core of the inverse problem in qPAT as identi-
fied in two recent reviews [3, 66]. If a linear relationship between the absorbed 
energy and the concentrations could be assumed, ck could easily be recovered from 
measured absorbed energy, Η(λ), using the known molar absorption spectra, αk(λ), 
and a linear matrix inversion. Unfortunately, Η is also dependent upon the fluence 
(Η = μa Φ). The fluence, Φ, is typically unknown and a nonlinear function of μa and 
μs. Its effects on PA images have been described as spectral colouring and structural 
distortion. Spectral colouring arises because photons may travel long and 
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convoluted paths in scattering tissue before they are absorbed. The fluence at one 
point will therefore be affected by the optical properties of the surrounding region. 
Structural distortion refers to the corruption of the image of μa(λ) by the heteroge-
neous fluence [3]. For example, a superficial blood vessel may cast a “shadow” onto 
a deeper vessel. Given these effects, it is not reasonable to assume proportionality 
between the absorbed energy, Η, and the absorption coefficient, μa, unless the effects 
of fluence are accounted for. This, however, is a distinctly non-trivial problem and 
one of the main reasons why qPAT has not yet been demonstrated in vivo.

Three-dimensional in vivo imaging of absolute chromophore concentrations rep-
resents a formidable challenge likely to require a long-term research effort. However, 
there is sufficient evidence to suggest that PAT of absolute blood oxygen saturation, 
sO2, which is an important physiological parameter, can be achieved more readily. 
Blood sO2, defined as the ratio of the concentrations of oxyhaemoglobin, cHbO2

, to 
total haemoglobin, cTHb, has been shown to be a more robust parameter compared to 
absolute concentrations [67]. This is because errors in the absolute concentrations 
are divided out, making blood sO2 dependent upon the shape rather than the ampli-
tude of the PA spectrum and allowing the Grüneisen parameter to be neglected. The 
measurement of absolute blood sO2 is therefore an achievable intermediate goal. 
The demonstration of non-invasive, longitudinal qPAT of blood sO2 will have a 
major impact on a range of areas in life sciences and is vital for the widespread 
adoption of PAT as a biomedical research tool.

Optical resolution PA microscopy methods are mentioned here for completeness 
as they have enabled innovative approaches to the measurement of blood sO2. They 
allow, for example, the exploitation of nonlinear absorption phenomena to measure 
blood sO2 [68] or fast imaging of blood sO2 changes in individual red blood cells 
[69]. Since the imaging depth of PA microscopy is restricted to superficial regions 
where ballistic photon propagation can be assumed (<1  mm), linear inversion 
schemes have been shown to be applicable. In addition, non-linear phenomena can 
easily be created by focussing the excitation light and thus creating high fluences. 
However, PA microscopy approaches are largely unsuitable for qPAT. First, nonlin-
ear absorption effects are unlikely to be generated in deep tissue since the maximum 
permissible exposure limits the fluence at the skin. Second, linear inversion schemes 
are not valid due to effect of the fluence.

 Conclusion

PA microscopy and tomography provide multiscale imaging capability ranging 
from sub-micron resolutions at superficial depths (<1 mm) using OR-PAM to cm 
imaging depths using PA tomography with spatial resolutions of few hundreds of 
micrometres. PA imaging is a hybrid technology that combines the strong 
absorption- based contrast and spectroscopic specificity of purely optical modali-
ties with high spatial resolution afforded by ultrasound imaging. While the 
potential for enabling functional and molecular imaging has been demonstrated 
in a large number of basic science and preclinical studies, the translation of these 
methodologies to clinical applications nevertheless remains challenging. This is 
because deep-tissue 3D PA tomography of functional parameters or contrast 
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agent accumulations requires robust methods for their recovery from multiwave-
length PA images. Based on recent progress in the field of quantitative PA imag-
ing and in the development of experimental methods for difference imaging of 
contrast agents, it is reasonable to assume that these goals will be reached in the 
intermediate future. PA imaging can then be expected to be translated to a broad 
range of potential applications in biology and medicine, such as imaging of 
angiogenesis, tumour microenvironments, drug response, brain function and tis-
sue metabolism.
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14Fundamentals of X-Ray Computed 
Tomography: Acquisition 
and Reconstruction

Marc Dewey and Marc Kachelrieß

Abstract
Computed tomography (CT) provides quantitative assessment of tissue proper-
ties by a unique linear relationship between signal and CT contrast agents. 
Clinically, CT is widely used in the acute setting but also for chronic conditions. 
High radiation dose and the potential for contrast-induced acute kidney injury 
are the two major challenges for CT. This chapter briefly summarizes the clinical 
use of CT and presents the physical and technical basis of CT data acquisition 
and image reconstruction.

14.1  Introduction/Aims

14.1.1  Historical Summary

Since the invention of CT by Godfrey Hounsfield [1, 2] and Allan Cormack [3, 4] in 
the 1960s and 1970s of the last century and with the advent of spiral CT in the 1980s 
[5], remarkable advances in speed, temporal resolution, and voxel size have enabled 
CT to become the most sensitive test for many diseases. Among these clinical sce-
narios is, for instance, the noninvasive detection of coronary artery stenosis [6–8]. 
Moreover, CT may even be safer than invasive angiography techniques for the man-
agement of certain patients [9]. Thus, there is great clinical need to further 
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improving the widespread availability of CT as it would allow added clinical value 
while reducing the burden on patients.

14.1.2  CT Examination Setting

A typical CT examination is shown in Fig. 14.1. The patient is accompanied here by 
a physician as a stress cardiac examination is shown (for details see Chap. 22): 
besides the contrast agent injector, also a stress agent infusion system is placed on 
the CT table. Apart from that, the situation is similar from the perspective of the 
patient for any other CT examination with contrast agent injection.

14.1.3  Major CT Issue: Radiation Exposure

One of the major issues with CT is the requirement of ionizing radiation. The 
first and comprehensive European Commission report on medical radiation dose 
shows that CT accounts for only 8.7% of all examinations but the CT-related 

Fig. 14.1 Typical picture of a CT examination. The patient lies on the CT table and is positioned 
within the CT gantry. The contrast agent is injected via a contrast agent pump (arrow). In this 
specific examination, the patient is closely observed by a board-certified radiologist for vital signs 
as a stress agent (adenosine) is intravenously infused using an infusion system (arrowhead). As a 
result of that, the heart rate increased to 80 beats/min. CT examinations are typically short with an 
acquisition duration of just a few seconds during about 2–3 breath holds
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radiation dose is far higher with about 57% of all medically induced radiation 
exposures. This demonstrates the great need to further reduce CT-related radia-
tion dose [10].

14.1.4  Major Current and Future Clinical Potential of CT

The major current clinical potential of CT is in its high accuracy of depicting anatomi-
cal details inside the human body without interventional procedures. With this ability 
of submillimeter three-dimensional depiction of human anatomy, clinical approaches 
to trauma imaging, lung and liver imaging, as well as oncologic, cardiac, and vascular 
imaging have been revolutionized. Also, early and fast imaging of patients with sus-
pected stroke is possible using anatomic depiction of hypoperfused and hemorrhagic 
areas in the brain. Adding quantitative information about the perfusion of infarcted or 
ischemic tissue is one of the key challenges for CT. Thus, the major future potential of 
CT is its unique ability to quantify tissue perfusion and tissue changes over time. This 
is due to an optimal linear relationship between the amount of CT tracers and the 
resulting signal on CT images [11]. Thus, CT is theoretically in the pole position for 
quantification of tissue changes as well as tissue perfusion.

The aim of this chapter is thus twofold: (1) present the current clinical use of CT 
and (2) explain the physics and technical basis of CT. A further outlook on bio-
physical parameters that can be derived by 3D as well as 4D CT perfusion of the 
myocardium is presented in Chap. 22.

14.2  Clinical Use of 3D CT

14.2.1  Clinical Standing of CT in Guidelines

3D CT is already included in many guidelines as the primary diagnostic test to con-
sider in most acute presentations to the emergency rooms of hospitals but also for 
many chronic clinical scenarios. A primary example for this are any patients with 
stable typical or atypical angina where CT is actually recommended as the frontline 
test for ruling out obstructive coronary artery disease (CAD) according to the 
National Institute for Health and Care Excellence (NICE) guideline drafted in the 
UK in 2016 [12].

14.2.2  Example of Cardiac and Chest Imaging Guidelines

In addition to the above NICE guideline from 2016, CT is also recommended in 
patients with 15–50% pretest probability of obstructive CAD in the most recent 
European stable angina and myocardial revascularization guidelines from 2013 and 
2014 [10, 11]. These recommendations were made because CT is an effective gate-
keeper for invasive coronary angiography based on its high sensitivity and negative 
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predictive value [6, 7], as we have confirmed in a randomized trial of patients with 
atypical symptoms [9], and is best suited to reduce the over 2 million negative invasive 
coronary angiographies performed in Europe each year [13]. This is also supported by 
encouraging findings in the SCOT-Heart trial where patients were randomized to CT 
or standard of care and myocardial infarction were reduced on follow-up in the CT 
group [14]. Another example is the use of CT as the primary test for screening patients 
for the presence of lung nodules (Fig. 14.2), according to the United States Preventive 
Services Task Force (USPSTF) recommendation [15–19], based on findings of the 
very large randomized National Lung Screening Trial [20–24] in patients with a long-
standing history of smoking and thus increased risk of lung cancer.

14.2.3  Clinical Challenges: Radiation Dose and Risk 
of Nephrotoxicity

One of the results of the rather frequent use of CT as a radiation exposure test, with 
higher exposure levels than other modalities, is that the population-based radiation 
exposure from CT is now higher than that from natural radiation sources [25]. This 
is a cause of concern. In any case the radiation exposure by CT needs to be as low 
as reasonably achievable. This can be achieved by better individualizing radiation 
output to the specific patient and related clinical scenario.

Moreover, another important cause of concern for clinical decision making about 
the use of CT is the requirement of contrast agents. Contrast-enhanced CT allows 
the differentiation of different types of tumors and is used for angiographic CT 
examinations, e.g., of the coronary arteries (Fig. 14.3). CT contrast agents are intra-
venously injected for most diagnostic questions but can lead to contrast-induced 
nephrotoxicity [26], which is the third most common cause of hospital-acquired 
acute kidney injury [27]. With about 5–6% contrast-induced nephropathy rates and 
about 70 million CT examinations each year in the United States of America and 
Europe alone [28, 29], an estimated 3–4  million people have contrast-induced 
nephropathy after a CT examination with contrast every year. Thus, close 

Soft Tissue
Window

Lung Tissue
Window

Lung Nodule
Measurement

Fig. 14.2 Typical result and visualization of chest CT examinations. Data are reconstructed using 
soft tissue as well as lung tissue kernels and are then displayed using soft and lung tissue window- 
level settings. In case of pulmonary nodules such as the 7 mm nodule shown here, any measure-
ments of dimensions are performed on the lung kernel-based images that are viewed using lung 
window-level settings
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monitoring and meticulous decision making about the appropriateness of imaging 
involving contrast agent use in general (also for MRI) is thus key to avoiding com-
plications and providing high-value clinical care.

14.2.4  Clinical Potential: Quantitative Image Scale

A major clinical advantage of CT is the quantitative Hounsfield unit (HU) scale 
(Table 14.1) which is used for CT image analysis (Fig. 14.4) using different organ- 
based window-level settings (Table 14.2). This facilitates the quantitative analysis 
of tissue properties which may become crucial for diagnosis and prediction. Such 
quantification is likely to become most relevant when follow-up imaging is per-
formed and compared with baseline assessment. During such follow-up imaging, it 
would be possible to quantify not only the extent but also the composition of coro-
nary artery plaques by CT. Such clinical applications are not feasible by any of the 
other noninvasive imaging modalities in clinical practice with quantitative results.

RCA LCX LAD

Fig. 14.3 Cardiac CT results. Shown are the curved multiplanar reformations along the course of 
the three coronary arteries (right coronary artery RCA; left circumflex coronary artery LCX; and 
left anterior descending coronary artery LAD) based on the volumetric 3D CT data that encompass 
between 80 and 120 million voxels. An examination is acquired within a fraction of a second (typi-
cally less than 200 ms with state-of-the-art CT). The curved reformations in this patient show no 
obstructions or vessel wall changes

Table 14.1 Tissue types and 
CT image scale results (in 
HU)

Organ/tissue Min/average Max
Air −1000
Lung −900 −500
Fat −100 −70
Water 0
Kidney 20 40
Pancreas 20 50
Blood 30 60
Liver 40 70
Bone (inner) 70 350
Bone (cortical) 350 2000
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Fig. 14.4 Quantitative Hounsfield unit (HU) scale and window selection (window center C and 
window width W) for image analysis. Wide windows encompass all gray levels of the CT image 
and are thus rather low contrast but are used (with variation), e.g., for bone analysis. Cardiac win-
dows are focused on depicting soft tissue and vascular structures and are thus suitable for vessel 
and plaque analysis. Lung windows have a negative center of the window and nicely demonstrate 
contrasting tissues with the lung parenchyma and are thus suitable for lung nodule detection. 
Published with kind permission of copyright Marc Kachelrieß/Marc Dewey 2017. All Rights 
Reserved

Table 14.2 Organ-based 
window-level settings in CT 
(in HU)

Organ/tissue Window center C Window width W
Pelvis 35 350
Abdomen 40 300
Liver 40 200
Lung −600 1200
Heart 200 600
Bone 450 1500
Spine 40 350
Shoulder 400 2000
Extremities 300 1400
Mediastinum 40 400
Larynx 50 250
Inner EArt 700 4000
Cerebrum 35 80
Nasal sinuses 400 2000
Dental 400 2000
Angiography 80 700
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14.3  Physics and Technical Basis of CT

14.3.1  Hardware

The CT system geometry is show in Fig. 14.5. The CT system typically consists of 
one tube-detector unit. There are special dual source CT systems on the market that 
comprise two tube-detector units and thereby achieve twice the temporal resolution. 
The main hardware components are, besides the gantry mechanics, the X-ray tube 
and the X-ray detector.

The X-ray tube design and cooling is shown in Fig. 14.6. Directly cooled X-ray 
tubes are the most advanced cooling design which, however, is more expensive to 
build. Direct cooling offers shorter cooling times which in turn increases versatility 
of CT scanners, for instance, in regard to dynamic 4D scanning and high-mA low- kV 
scanning. Collimators within the CT systems allow that only the X-ray beam required 
for generating images hits the patient and that low-energy photons are removed by 
prefilters in order to reduce radiation dose to the patients (Fig. 14.7). Bow-tie filters 
are commonly used in CT to shape the X-ray beam to the curvature of the human 
body by reducing the amount of photons in the periphery. Moreover, scatter grids 
mounted on the detector improve image quality by removing scattered radiation 

Lateral Geometry Longitudinal Geometry

y

x z

F

G

RF

RM

RD

c = 40 mm c = 80 mm c = 160 mm

Fig. 14.5 CT system geometry. The lateral geometry shows that CT systems have either one or 
two tube-detector units shown as points and blue curvatures. Each detector unit consists of almost 
1000 detector elements per CT detector row. The longitudinal geometry along the patients’ Z-axis 
is variable depending on the CT type and can cover a collimation C of up to 160 mm based on the 
acquisition of up to 320 detector rows. RF is the distance from the focus of the tube to the rotation 
center and is typically about 0.6 m. RD the distance from the rotation center to the detector. The 
entire distance from the focus of the tube to the detector is typically about 1 m. Published with kind 
permission of copyright Marc Kachelrieß/Marc Dewey 2017. All Rights Reserved
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Indirectly cooled X-ray tube
(Rotating anode)

Directly cooled X-ray tube
(Rotating anode, cathode and housing)

Cooling medium

Cathode
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Fig. 14.6 Indirectly and directly cooled X-ray tube design. Conventional X-ray tubes are indirectly 
cooled with heat generated by the anode being transported to the cooling medium. Directly cooled 
X-ray tubes have an anode that is in direct contact with the cooling medium allowing shorter cooling 
times but requiring higher technical efforts as the housing also has to rotate. Published with kind 
permission of copyright Marc Kachelrieß/Marc Dewey 2017. All Rights Reserved
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Fig. 14.7 Collimation of the X-ray beam in CT systems as shown in the X-Y plane and along the 
Z-axis. Wedge and prefilters improve the quality of the X-ray beams that hit the patient, e.g., by remov-
ing low-energy photons that will never reach the detector but only increase biological radiation dose. 
Bow-tie filters are important to shape the X-ray beam to the configuration and shape of the patient and 
reduce the amount of photons in the periphery where the diameters of the “round object” patients are 
typically smaller. Scatter grids remove scattered radiation and improve image quality. Note that not all 
vendors use all filter approaches shown here in their specific configurations. Published with kind per-
mission of copyright Marc Kachelrieß/Marc Dewey 2017. All Rights Reserved
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(Fig. 14.7). The size of the focal spot (focus) in the tube influences spatial resolution 
achievable by the specific CT with small focal spots allowing for higher spatial reso-
lution at the cost of lower maximum tube currents compared to larger focal spots.

The detector is opposite to the X-ray tube and has a curved shape. High-end CT 
systems from the four main vendors (GE, Philips, Siemens, Toshiba/Canon) include 
more than 100 detector rows in the Z-axis (longitudinal geometry, Fig. 14.5) per 
detector unit. Each of the CT detector rows consists of nearly 1000 detector ele-
ments in the X-Y plane (lateral geometry, Fig. 14.5). With up to 320 detector rows, 
the Z-axis collimation is up to 160 mm which allows covering the entire heart in a 
single tube-detector unit rotation. The structure and design of CT detector elements, 
which are inclined against each other so that a circular arc is formed, are shown in 
Fig. 14.8. The detector components along the direction of the X-ray beams consist 
of the anti-scatter grid, the scintillator, a photodiode array, and the analog-to-digital 
converter (Fig. 14.8). The technology that will most likely dominate the configura-
tion of CT detectors in the near future is that of direct converters which avoid 
analog- to-digital conversion and may enable reliable photon counting and signal 
measurement that is proportional to the energy of the specific photon (Fig. 14.9).

Typical rotation times of CT gantries are nowadays below 0.5  s and down to 
0.25 s, and maximum Z-axis coverage is between 57.6 and 320 mm (Table 14.3). 
Exponentially increasing centrifugal forces on the CT gantry with decreasing rota-
tion times (Table 14.4) and raw data transfer challenges are the main barrier to fur-
ther speeding up rotation times.

Fig. 14.8 Design of a CT detector. A modern CT detector consists of several detector modules, 
which are inclined against each other so that they form an approximate circular traverse (small 
inset on the left). For illustration the detector elements A–C are mounted in the large panel in dif-
ferent stages of building. A shows a detector module with the photodiode array (black), below 
which the analog-to-digital converter is located. B shows the scintillator (white) already on top of 
the photodiode. C shows a module where the scatter grid (beige) has already been mounted on top 
of the scintillator. For further information on the functionality of a detector, see Fig. 14.9. Printed 
with permission of Siemens Healthineers, Forchheim, Germany
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Indirectly converting Directly converting

Gd2O2S
7.44 g/cm3

CdTe
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i.e. max O(40-103) cps
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Fig. 14.9 Functionality of CT detectors. Currently, CT detectors are “indirectly converting” 
X-rays into visible light which is then transformed by photodiodes into photon current which can 
finally be measured and digitized for image reconstruction. Future concepts foresee “directly con-
verting” detectors which allow to directly transform X-ray into electric impulses enabling single- 
photon counting. Published with kind permission of copyright Marc Kachelrieß/Marc Dewey 
2017. All Rights Reserved

Table 14.3 Detector configuration and collimation of different high-end CT systems

CT system Vendor Configuration
Collimation 
(mm)

Fan angle 
(°)

Rotation 
time (s)

Aquilion ONE 
vision edition

Toshiba 
(Canon)

320 × 0.5 mm 160 15 0.275

Somatom force Siemens 2 × 96 × 0.6 57.6 5.5 0.25
Revolution CT GE 256 × 0.624 mm 160 15 0.28
Brilliance iCT Philips 128 × 0.625 mm 80 7.7 0.27

Configuration means number of CT detector rows times the thickness

Table 14.4 CT detector 
rotation times and centrifugal 
forces

Rotation time (s) Centrifugal force (g)
1.00 2.41
0.75 4.29
0.50 9.66
0.40 15.1
0.30 26.8
0.25 38.6
0.20 60.4
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14.3.2  Acquisition

There are three main acquisition types of a CT system. The simplest one is a circle 
scan where the patient table remains stationary. A number of images, typically cor-
responding to the number of active detector rows, are simultaneously acquired dur-
ing a half or a full rotation. The circle scan gains more and more importance because 
the z-coverage of the CT systems tends to increase. Thus, it becomes more likely 
that a complete anatomical area can be covered by a single circle scan.

If the z-coverage of a single circle is too small, one may append multiple circle 
scans, with a table shift in-between. This scan mode is known as the sequence scan, 
or as the step-and-shoot scan. The disadvantage of this scan type is the delay 
between two adjacent circles, which may be problematic when the patient moves or 
when the contrast agent distribution changes quickly.

The most important and most widely used trajectory is the spiral trajectory. Here, 
the CT system is continuously acquiring while, simultaneously, the patient table is 
continuously shifted through the gantry. In the patient’s coordinate system, the 
X-ray focal spot follows a spiral, or helical, trajectory. The advantage of the spiral 
data acquisition is its high symmetry: it is the only trajectory that symmetrically 
covers long scans with all voxels being treated on an equal footing. Moreover, the 
ratio of the table increment per rotation and the collimation of the CT system, which 
is known as the pitch value, is a parameter that can be freely selected, typically 
between 0.1 and 1.5. Low values imply an overlapping data acquisition (more data 
than necessary are acquired) which may be advantageous for thicker patients or for 
certain contrast agent injection types, while high pitch values mean faster scans. 
One may be tempted to think that low pitch values mean higher dose and vice versa. 
But this is not the case: the CT systems adjust the tube current accordingly, i.e., 
proportional to the pitch value.

14.3.3  Reconstruction

For reconstruction, projection data need to cover at least 180° rotation of the lateral 
geometry (which implies that the scan range needs to cover 180° plus fan angle) and 
the number of projections (line integrals) needs to be sufficiently high (Fig. 14.10). 
During a rotation of the tube-detector unit, typically about 1000 projections are 
obtained. With up to 320 detector rows and 1000 detector elements per row, more than 
300 million projection data are acquired in the raw data space per gantry rotation.

The principles of CT image reconstruction are shown in Fig. 14.10. The mea-
sured intensities of the raw data are normalized, logarithmized, and finally con-
volved (filtered) with the reconstruction kernel. Then, the data are backprojected 
into the image (or volume). This means that for each filtered data point, which cor-
responds to a measurement along a line in space, its value is added onto the pixels 
of the image just along that line. Once all data have been backprojected, the image 
is reconstructed. Filtered backprojection (FBP) is the cornerstone of analytic image 
reconstruction.
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During the last decade, iterative image reconstruction algorithms have become 
available. In contrast to the analytical algorithms, such as the abovementioned fil-
tered backprojection algorithm, they iteratively estimate the image. This can be 
thought of reconstructing a first image (e.g., by using FBP), by imposing some prior 
knowledge on this image (e.g., by applying an edge-preserving filter to reduce noise 
but to preserve spatial resolution), by computing another raw data set from this first 
image using a forward projection algorithm, and by comparing these forward- 
projected raw data with the measured raw data. If there is any difference between 
these two raw data sets, this difference is reconstructed (e.g., by FBP) and added to 
the initial image. Then, one iteration is finished. One may repeat this procedure as 
often as necessary to obtain a good image. In some iterative reconstruction algo-
rithms, the FBP step may be replaced by an unfiltered (or direct) backprojection 
(Fig. 14.11). This has the downside of requiring much more iterations and thus is 
typically not done in diagnostic CT. The aim of iterative reconstruction is to obtain 

Raw data

Normalized
Normalized and
logarithmized

Normalized, logarithmized
and folded

Backprojection into image space
After 36° After 72° After 108° After 144° After 180° (done)

1 Projection 2 Projections 4 Projections 8 Projections All Projections

Fig. 14.10 Principles of CT image data reconstruction. Before backprojection into image space, 
the measured intensities are normalized and logarithmized and finally convolution happens with 
the reconstruction kernel in a line-wise fashion. To achieve high-quality images, two requirements 
need to be fulfilled: (1) data come from rotation of at least 180° and the number of projections is 
high enough. The window-level settings of the CT images in the last two rows are Center 0 HU and 
Window 1000 HU. Published with kind permission of copyright Marc Kachelrieß/Marc Dewey 
2017. All Rights Reserved
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images that are sharper, less noisy, and less prone to artifacts than the FBP images. 
Resulting advantages in image quality by reduced noise and better perception of 
fine anatomical details by iterative reconstruction in comparison to standard filtered 
backprojection are shown in Fig. 14.12. For special applications one may use the 
standard iterative reconstruction techniques in combination with dedicated meth-
ods, such as in cardiac CT, for example [30].

XT . p X–1 . p

Fig. 14.11 Difference between unfiltered (left) and filtered backprojection (right). CT images of 
the lower lung and the upper abdomen based on unfiltered backprojection do not contain high 
frequencies as only positive raw data values are backprojected. Published with kind permission of 
copyright Marc Kachelrieß/Marc Dewey 2017. All Rights Reserved

Filtered Backprojection Iterative Reconstruction

Fig. 14.12 Difference between filtered backprojection (left) and iterative reconstruction (right). 
Example of CT along the left ventricular outflow tract, aortic valve, and ascending aorta. Images 
based on iterative reconstruction contain relevantly less noise than standard filtered backprojection 
images. Ao aorta, AV aortic valve, LV left ventricle, LAD left anterior descending coronary artery, 
RCA right coronary artery. Published with kind permission of copyright Marc Kachelrieß/Marc 
Dewey 2017. All Rights Reserved
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Abstract

Cardiovascular magnetic resonance imaging (CMR) has become an indispens-
able tool in the assessment of cardiac structure, morphology, and function. CMR 
also affords myocardial tissue characterization and probing of cardiac physiol-
ogy, both being in the focus of ongoing research. These developments are fueled 
by the move to ultrahigh magnetic field strengths, which permits enhanced sen-
sitivity and spatial resolution that help to overcome limitations of current clinical 
MR systems.

This chapter reviews the potential of using CMR as a means to assess phys-
iology in the heart muscle by exploiting quantification of myocardial effective 
transverse relaxation times (T2

*) for the better understanding of myocardial 
(patho)physiology. For this purpose the basic principles of T2

* mapping, the  
biophysical mechanisms governing T2

*, and Otherwise this implies that all 
preclinical applications of myocardial T2

* mapping ever done are being pre-
sented which is not the case. Technological challenges and solutions for  
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T2
*-sensitized CMR at ultrahigh magnetic field strengths are discussed fol-

lowed by a survey of acquisition techniques and post processing approaches. 
Preliminary results derived from myocardial T2

* mapping of healthy subjects 
and in patients at 7.0 T are presented. A concluding section provides an out-
look including future developments and potential applications.

15.1  Introduction

15.1.1  Basics of T2
*-Sensitized CMR

A growing number of reports refer to mapping the effective transverse relaxation 
time T2

* in basic cardiovascular magnetic resonance (CMR) research and emerging 
clinical CMR applications. By making use of the blood oxygenation level- dependent 
(BOLD) effect [1], T2

*-sensitized CMR has been suggested as a means of assessing 
myocardial tissue oxygenation and perfusion. T2

* mapping has been shown to be 
capable of detecting myocardial ischemia caused by a stenotic coronary artery [2], 
to reveal myocardial perfusion deficits under pharmacological stress [3–8], to study 
endothelial function [9], or to assess breathing maneuver-dependent oxygenation 
changes in the myocardium [10–14]. T2

* mapping is a proven clinical tool for myo-
cardial iron quantification, an essential parameter for guiding therapy in patients 
with myocardial iron overload [15–19].

The fundamental principle behind T2
* relaxation is the loss of phase coherence of 

an ensemble of spins contained within a volume of interest or voxel. Unlike T1 
relaxation which is based on spin–lattice interactions or T2 relaxation which is 
caused by spin–spin interactions both being inherent tissue properties of tissues in a 
magnetic field, T2

* relaxation includes contributions from external magnetic field 
perturbations [20]. These magnetic field inhomogeneities affect the effective trans-
versal MR relaxation time T2

* [21, 22]. T2
* describes the loss of coherence and decay 

of the MR signal and is governed by [20]

 

1 1 1

2 2 2T T T∗ ′= +
 

(15.1)

with T2 being the transverse relaxation time and T2' embodying magnetic 
susceptibility- related contributions [23].

The most common way of acquiring T2
*-weighted images is gradient recalled 

echo (GRE) imaging. The magnitude signal intensity response Sm(θ) created by a 
basic GRE pulse sequence is

 

S S TE T
TR T

TRm θ θ
θ

( ) = ( ) −( ) − −( ) 
− ( ) −

∗
0 2

11
1

sin exp /
exp /

cos exp /TT1( )   
(15.2)
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with ρ0 representing the tissue spin density, TR the repetition time, TE the echo time 
defined by the time between MR signal excitation and MR signal readout [24], T1 
and T2

* tissue-specific longitudinal and effective transversal relaxation time con-
stants, and θ the tip angle about which the magnetization is deflected by the excita-
tion RF pulse. If TR and T1 are being kept constant, Eq. (15.2) can be simplified to

 
S TE Tm θ( ) ∝ −( )∗exp / 2  (15.3)

Making use of this relationship, T2
*-driven decay of the MR signal intensity can 

be estimated by acquiring a series of images at different echo time TE followed by 
an exponential fit of the measured signal intensity versus the echo time TE. This is 
commonly achieved by using multi-echo gradient echo (MEGRE) pulse sequences, 
which take advantage of refocusing gradients to quickly acquire a series T2

*-
sensitized images at several echo times as illustrated in Fig.  15.1. T2

*-sensitized 
MRI is most sensitive to field perturbations when TE is equal to T2

* [25]. Exponential 
fitting can be done for each voxel individually or for the mean signal within a region 
of interest. The former is more prone to noise but provides spatially resolved infor-
mation in the form of relaxation maps (Fig. 15.1). Besides mono-exponential fitting, 
also multi-exponential fitting can be applied, if multiple signal compartments with 
different relaxation times are expected within an imaging voxel.
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Fig. 15.1 T2
* decay and T2

*-weighted image contrast. (Top left) Plot of signal intensity over echo 
time. (Bottom) Example of a mid-ventricular short-axis view of the human heart at 7.0 T acquired 
with increasing T2

* weighting (from left to right). (Top right) Corresponding myocardial T2
* map 

superimposed to a CINE FLASH image
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15.1.2  Biophysics of T2
* and Relation to Physiology

T2
* relaxation is blood oxygenation level dependent (BOLD) and provides a func-

tional MR contrast [1, 22]. The effect is based on a change of the magnetic suscep-
tibility of hemoglobin (Hb) depending on its oxygenation state. While oxygenated 
hemoglobin is diamagnetic and has minor effect on magnetic field homogeneity, 
deoxygenated hemoglobin is paramagnetic and causes magnetic field perturbations 
on a microscopic level resulting in spin dephasing and signal loss. T2

*-weighted 
MRI is sensitive to changes in the amount of deoxygenated Hb (deoxy Hb) per tis-
sue volume element (voxel). T2

* decreases and a signal attenuation in T2
*-weighted 

MR images occurs if the volume fraction of deoxy Hb increases. The phenomenon 
led to the development of functional MRI for mapping of human brain function but 
also inspired research into myocardial T2

* mapping [7, 26].
BOLD imaging, T2

*-sensitized imaging, and T2
* mapping are widely assumed to 

provide a surrogate of oxygenation. Yet the factors influencing the transverse relaxation 
rate other than oxygenation are numerous including macroscopic magnetic field inho-
mogeneities, blood volume fraction, and hematocrit [14]. The magnetic field perturba-
tions can have different origins. The most prominent B0 effects are of macroscopic 
nature including strong susceptibility transitions at air tissue interfaces which are due 
to gradients in the magnetic susceptibility of the interfacing tissues and which can be 
moderated by dedicated magnetic field shimming techniques. B0 perturbations can also 
be of microscopic nature. Considering a biologic tissue with a certain blood volume 
BVf, a hematocrit Hct, and a local blood oxygen saturation So2, T2

* can be modeled as

 

1 1 1 4
3

1
2 2 2

0 2 0T T
B

T
BVf Hct So B B∗ = + = + ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ −( ) ⋅ +γ γ π χ γ∆ ∆ ∆ other  

(15.4)

with γ|ΔBother| describing additional field inhomogeneities such as macroscopic field 
changes [27, 28] and Δχ0 = 3.318 ppm being the difference between the magnetic 
susceptibilities of fully oxygenated and fully deoxygenated hemoglobin (in SI 
units) [29]. Equation (15.4) can be utilized to noninvasively estimate tissue oxygen-
ation using MRI when tissue blood volume fraction, hematocrit, and macroscopic 
B0 contributions are known and echo times are greater than a characteristic time 
[28]. It is important to note that a reduction in the tissue blood volume fraction can 
result in a T2

* increase which could be misinterpreted as an oxygenation increase 
and hence result in premature conclusions if the blood volume fraction is not con-
sidered [30]. If all the parameters are considered correctly, T2

* can serve as a nonin-
vasive means to probe physiology in vivo.

15.1.3  Why Myocardial T2
* Mapping Benefits from Higher 

Magnetic Field Strengths

The linear relationship between magnetic field strength and microscopic suscepti-
bility effects (Fig. 15.2) renders it conceptually appealing to perform myocardial T2

* 
mapping at ultrahigh magnetic fields (B0 ≥ 7.0 T) [31]. The enhanced susceptibility 
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effects at 7.0 T may be useful to lower the detection level and to extend the dynamic 
range of the sensitivity for monitoring T2

* changes. Transitioning to higher magnetic 
field strengths runs the boon that the in-phase inter-echo time governed by the fat- 
water phase shift is reduced from 4.8 ms (210 Hz) at 1.5 T to 1.02 ms (980 Hz) at 
7.0 T. This enables rapid acquisition of multiple echoes with different T2

* sensitiza-
tion and facilitates high spatiotemporally resolved myocardial CINE T2

* mapping of 
the human heart [32]. Taking advantage of this technique, T2

* mapping at ultrahigh 
magnetic fields has been suggested as a means to probe myocardial physiology and 
to advance myocardial tissue characterization.

15.2  Challenges and Technical Solutions for Cardiac MRI at 
Ultrahigh Magnetic Fields

Magnetic resonance signal excitation and readout rely on the transmission and 
reception of radio-frequency (RF) waves at the resonance frequency of the nucleus 
under investigation. With the move to higher frequencies, the RF wavelength λ 
becomes shorter. At 7.0 T the resonance frequency of the proton is equal to about 
298 MHz which corresponds to a wavelength in the myocardium of λmyocardium ≈ 12 cm. 
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This wavelength is relatively short compared to the size of the upper torso which 
poses a severe challenge for a uniform signal excitation. The heart being a deep- 
lying organ surrounded by the lung within the comparatively large volume of the 
thorax is a target region that is particularly susceptible to nonuniformities in the RF 
transmission field (B1

+). These detrimental transmission field phenomena can cause 
shading, massive signal drop-off, or even signal void in the images and hence bear 
the potential to offset the benefits of UHF-CMR due to non-diagnostic image qual-
ity. These constraints are not a surprise as it might appear at the first glance, since 
transmission field nonuniformities, though somewhat reduced, remain significant in 
CMR at 3.0 T [33]. Further to the challenges imposed by B1

+ nonuniformities, mag-
netohydrodynamic effects severely disturb the electrocardiogram (ECG) commonly 
used for cardiac triggering at clinical field strengths. This challenge evoked the need 
for practical solutions that support synchronization of MR data acquisition with 
cardiac activity at ultrahigh magnetic field strengths [34–36].

To address the practical obstacles of UHF-CMR, technical innovations in RF 
antenna design have been implemented [37–41]. Novel pulse sequences for trans-
mission field mapping and shaping as well as innovative RF pulse designs along 
with multichannel RF transmission were developed to overcome the detrimental B1

+ 
phenomena at 7.0 T with the goal to enable cardiac imaging [42–47]. Novel trigger-
ing techniques that are immune to electromagnetic fields have been established as 
an alternative to ECG. In this light this section surveys enabling technical innova-
tions tailored for UHF-CMR.

15.2.1  Hardware for UHF-CMR

15.2.1.1  Enabling Radio-Frequency Antenna Technology
To overcome the obstacle of compromised transmission field uniformity in UHF- 
CMR, a dedicated effort has been invested in technical innovations in RF antenna 
design. Developments include (1) local transceiver (TX/RX) arrays and (2) mul-
tichannel transmission arrays in conjunction with multichannel local receive 
arrays.

A trend toward higher number of transmit and receive elements—up to 32—
can be observed with the intention to increase the degrees of freedom for trans-
mission field shaping [43], to enhance anatomic coverage, and to allow faster 
acquisition by exploiting local RF antenna sensitivity profiles [37–41, 48, 49]. 
Rigid, flexible, and modular RF antenna configurations have been reported. 
Recent developments exploited building blocks including stripline elements [42, 
50–53], electric dipoles [41, 53–58], dielectric resonant antennas [59], and loop 
elements [37–40, 48, 49].

Loop element-based 7.0 T transceiver configurations optimized for CMR were 
reported for a 4-channel TX/RX [37] (Fig.  15.3a), an 8-channel TX/RX [38] 
(Fig. 15.3b), and a two-dimensional 16-channel TX/RX design [39] (Fig. 15.3c). A 
modular 32-channel TX/RX array [40] (Fig. 15.3d) extended the two-dimensional 
element layout.

T. Huelnhagen et al.
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A pioneering eight-element transverse electromagnetic field (TEM) transceiver 
array design was proposed where each stripline element was independently con-
nected to a dedicated RF power amplifier [50]. Other stripline configurations exploit 
flexible designs [42, 51] or automated tuning with piezoelectric actuators [60].

Electric dipoles come with a linearly polarized current pattern, where RF 
energy is directed perpendicular to the dipole along the Poynting vector to the 
subject. The resulting symmetrical, uniform excitation field with good depth pen-
etration [55] is beneficial for cardiac MR at 7.0 T and provided the momentum for 
explorations into electric dipole configurations [41, 54, 55, 57, 58]. Straight dipole 
elements [55] are detrimental for multichannel transceiver coil arrays due to size 
constraints. This limitation inspired the design of a short building block contain-
ing a bow tie-shaped λ/2 dipole antenna immersed in D2O that shortens the effec-
tive antenna length. With this progress electric dipole configurations comprising 
8 or 16 bow tie antenna building blocks tailored for UHF-CMR were implemented 
[41] (Fig. 15.3e, f).

15.2.1.2  Ancillary Devices for Cardiac Gating/Triggering
At ultrahigh magnetic fields, magnetohydrodynamic (MHD) effects severely dis-
turb the electrocardiogram (ECG) [36, 61, 62] commonly used for cardiac trigger-
ing at clinical field strengths [63–65]. The MHD effect is pronounced during cardiac 
phases of systolic aortic flow resulting in distortions of the ECG’s S-T segment 
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TX/RX loop
coil array
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TX/RX loop
coil array
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TX/RX loop
coil array

modular 32
channel TX/RX
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modular 16
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a b c d e f

Fig. 15.3 Examples of multichannel transceiver arrays tailored for cardiac MR at 7.0 T. (Left) 
Photographs of cardiac optimized 7.0  T transceiver coil arrays including (top to bottom) a 
4- channel, an 8-channel, a 16-channel, and a 32-channel loop array configuration together with an 
8-channel and 16-channel bow tie antenna array. For all configurations, the RF elements are used 
for transmission and reception. (Middle and right) Four-chamber and short-axis views of the heart 
derived from 2D CINE FLASH acquisitions using the RF coil arrays shown on the left and spatial 
resolution (1.4 × 1.4. × 4.0) mm3
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already apparent in ECG traces acquired at 1.5 T [66]. Artifacts in the ECG trace 
might be misinterpreted as R-waves so that image quality can be impaired due to 
mis-detected cardiac activity, a limitation pronounced at ultrahigh fields [35, 42, 
67]. Realizing this constraint, an MR stethoscope was proposed (Fig. 15.4) as an 
alternative to conventional ECG to support cardiac gating and triggering within 
strong magnetic fields [34–36]. An MR stethoscope employs acoustic instead of 
electrical signals. It builds on the first heart tone of the phonocardiogram which 
resembles the onset of the cardiac cycle. The phonocardiogram was reported to be 
immune to interferences with electromagnetic fields. It has been demonstrated that 
the phonocardiogram offers reliable trigger information in UHR-CMR as illustrated 
in Fig. 15.4 [34–36].
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Fig. 15.4 Comparison of ECG and acoustic triggering or gating showing a basic scheme of the 
main technical principals (left) and four-chamber views of the heart acquired at 7.0 T (right) using 
ECG (top) and acoustic (bottom) gating. The ECG-gated image shows severe artifacts due to incor-
rect cardiac synchronization, while the acoustically triggered image reveals decent image quality 
with good blood myocardium contrast and clear delineation of subtle structures
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15.2.2  Imaging Methodology for T2
* Mapping

15.2.2.1  RF Pulse Sequences
T2

*-sensitized imaging and mapping can be achieved through gradient echo imaging 
with changing echo times. To decrease scan time and minimize motion artifacts, 
multi-echo techniques can be employed acquiring multiple echoes with each excita-
tion instead of only one echo per repetition time TR (Fig. 15.5a, top). For myocar-
dial T2

* mapping, acquisitions are commonly performed in end-expiratory 
breath-hold conditions to avoid respiratory motion and to reduce macroscopic B0 
field fluctuations.

The ability to acquire multiple echoes within a single TR renders MEGRE a valu-
able candidate for T2

* mapping. The echo times should be adapted to cover the T2
* 

decay properly and to support the fitting and mapping algorithm. As the contributing 
fat and water signal are oscillating at different frequencies, mapping algorithms 
must either account for or compensate the varying signal intensity from fat and 
water. Acquiring T2

*-weighted images at times when fat and water are equally con-
tributing (in-phase) is the simplest approach to achieve this goal. At 7.0 T, fat and 
water are in phase for echo times being a multiple of 1.02 ms due to the chemical 
shift between fat and water of approximately 980 Hz. Acquisition of echoes at every 
in-phase time point within a single TR is challenging due to gradient amplitude and 
rise time limitations, especially when large acquisition matrix sizes are used for 
imaging. As an alternative, the acquisition of echoes can be interleaved and distrib-
uted to multiple excitations (Fig. 15.5a, middle). This approach permits low inter- 
echo spacing even at high spatial resolution but results in longer acquisition times 
since more than one TR is required to acquire a full T2

* decay series. While T2
* map-

ping at clinical field strengths is limited to single cardiac phase acquisitions, CINE 
T2

* mapping covering the whole cardiac cycle is feasible at UHF [32]. This is mainly 
due to two reasons. First, thanks to transversal relaxation time shortening at ultra-
high magnetic fields, TE can be limited to a range of TE = 0 ms to TE = 20 ms to 
properly sample the T2

* decay. This approach is beneficial for reducing the duration 
of the gradient echo trains versus lower magnetic field strengths. Second, the reduced 
in-phase echo spacing permits acquisition of a sufficient number of echoes needed 
to cover the signal decay and to provide an appropriate number of data points for 
signal fitting. Interleaving of echo times can be used to ease gradient constraints 
while distributing the acquisition to multiple breath-holds limiting breath-hold dura-
tion for each acquisition (Fig. 15.5a, bottom). All described acquisition strategies 
are capable of producing T2

* maps of similar fidelity as illustrated in Fig. 15.5b for a 
homogenous MR phantom resembling the relaxation properties of human myocar-
dium. To reduce the effect of macroscopic magnetic field contributions on spin 
dephasing and T2

*, a small voxel size is preferable. Of course this preference has to 
be balanced with SNR requirements for accurate mapping which can be challenging 
particularly at lower magnetic field strengths. Figure 15.5b compares the effect of 
slice thickness on T2

*. While maps acquired with slice thicknesses of 8 or 6 mm 
show intravoxel dephasing and T2

* decrease pronounced at the phantom interfaces, 
this effect is reduced if the slice thickness is reduced to 4 or 2.5 mm resulting in a 

15 Quantification of Myocardial T2
* with Ultrahigh Field MRI for Probing Physiology



352

0

5

10

15

20

25

30

35

40

45

50

b

a

ME

slice thickness
8mm

slice thickness
6mm

slice thickness
4mm

slice thickness
2.5mm

MS

MB
CINE

R-R Interval

TE1 TE2 TE3 TE4

R-R Interval

TE1 TE3 TE2 TE4

R-R Interval

breath hold 1 breath hold 2

TE1 TE3

I) Multi-Echo (ME) gradient echo

II) Multi-shot (MS) gradient echo

III) Multi-breathhold CINE (MB-CINE) gradient echo

R-R Interval

TE2 TE4

T
2∗  i

n 
m

s

Fig. 15.5 Acquisition schemes used for T2
*-weighted imaging/mapping and corresponding T2

* 
maps. (a) (1) Multi-echo gradient echo (MEGRE) acquisition, (2) multi shot (MS) interleaved 
multi gradient echo acquisition, (3) multi breath-hold CINE (MB-CINE) interleaved multi gradi-
ent echo acquisition. (b) Comparison of T2

* maps derived from a homogenous phantom resembling 
myocardial tissue acquired using the three different approaches and slice thicknesses from 8 to 
2.5 mm. All acquisition strategies provide similar T2

* maps. Through-plane dephasing is reduced 
for lower slice thickness. Adapted from [32]
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more uniform T2
* map. Employing the described multi-breath-hold CINE technique 

at 7.0 T, CINE T2
* mapping with more than 20 cardiac phases is feasible which 

allows monitoring of myocardial T2
* across the cardiac cycle (Fig. 15.6).

In contrast to gradient echo imaging, rapid acquisition with relaxation enhance-
ment (RARE) imaging is largely immune to B0 inhomogeneities, provides images 
free of distortion due to the use of RF refocused echoes, and inherently suppresses 
blood signal. The applicability of cardiac RARE at 3.0 T [68] provided momentum 
for RARE-based myocardial T2

* mapping at 7.0 T [69]. T2
* weighting in RARE is 

accomplished by inserting an evolution time τ after the excitation RF pulse whereby 
an additional phase is accrued reflecting the T2

* effect [70] (Fig.  15.7a). This 
approach runs the benefit that T2

* can be adjusted from zero upward to maximize 
functional or tissue contrast [68]. Inserting the evolution time τ results in violation 
of the Carr–Purcell–Meiboom–Gill (CPMG) condition [71, 72] and requires mea-
sures to avoid destructive interferences between odd and even echo groups that con-
stitute the signal in RARE imaging. Displaced RARE has been proposed [70] and 
avoids image artifacts by discarding one of both echo groups but comes with a loss 
in SNR of factor two. Alternatively a split-echo variant [73] can be employed where 
both echo groups are used, reconstructed separately, and superimposed to restore 
the full signal intensity. Figure 15.7b shows a series of T2

*-weighted images derived 
from RARE using evolution times τ ranging from 0–10  ms. For comparison 
MEGRE images covering the same echo time range are presented in Fig. 15.7b. The 
geometric integrity of the RARE images is maintained over the range of T2

* weight-
ing. Myocardial T2

* mapping was feasible for the RARE-based technique as demon-
strated in Fig. 15.7c. In comparison, MEGRE imaging exhibited less myocardium 
to blood contrast since signal contributions from the blood pool were not sup-
pressed. As a consequence, the delineation of the myocardium in the corresponding 

TT = 50 ms TT = 122.5 ms TT = 197.5 ms TT = 270 ms TT = 342.5 ms

TT = 415 ms TT = 490 ms TT = 562.5 ms TT = 635 ms TT = 710 ms

0 5 10 15 20 25 30 35 40 45 50

T2
∗ in ms

Fig. 15.6 Example of cardiac phase resolved myocardial T2
* mapping of a short-axis view of a 

healthy volunteer (10 out of 20 phases shown). Spatial resolution (1.1 × 1.1 × 4.0) mm3. Temporal 
resolution = 37 ms. T2

* variations can be observed across the cardiac cycle. TT indicates the time 
since the trigger provided by the first heart tone
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Fig. 15.7 RARE-based myocardial T2
* mapping at 7.0 T. (a) Basic pulse sequence diagram of T2

*-
weighted split-echo RARE. T2

* weighting is introduced into RARE by adding an evolution time τ after 
the excitation RF pulse. The dephasing gradient in frequency encoding direction is imbalanced (marked 
in gray) to avoid destructive interferences between odd and even echo groups. (b) T2

*-weighted split-
echo RARE images of a short-axis view employing evolution times ranging from τ = 0 to τ = 10 ms (top). 
MEGRE images with TE ranging from 2 to 10 ms (bottom). For improved visualization, the images do 
not exhibit identical windowing over the range of increasing susceptibility weighting. The myocardium 
was delineated and the contour is shown in the images with minimal τ/TE. (c) T2

* maps derived from data 
shown in (b) are depicted for the RARE (left) and the GRE (right) approach. The contours defined in the 
images with minimal τ/TE were copied to the T2

* maps for better delineation of the myocardium
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T2
* map (Fig. 15.7c) is more challenging compared to the RARE-based T2

* map. 
The T2

* map derived from RARE imaging shows an averaged effective transversal 
relaxation time which accords well with previously reported results based on 
MEGRE [32]. These preliminary results demonstrate that the concerns of RF power 
deposition and RF nonuniformity of RARE imaging can be offset at 7.0 T to enable 
myocardial T2

* mapping using split-echo RARE. This approach holds the potential 
to provide a valuable alternative for T2

* mapping free of geometric distortion and 
viable blood myocardium contrast.

15.2.2.2  Assessment and Adjustment of Main Magnetic Field 
Homogeneity: B0 Mapping and Shimming

T2
*-sensitized images are commonly obtained through gradient echo (GRE) tech-

niques, where the complex MR signal at a location r is given by

 
S t S t e S t S ei t

t
Tr r, ,( ) = ( ) ⋅ ( ) ∝ ⋅− ( )

− ∗


φ , 0
2  (15.5)

where S t


( )  is the magnitude signal, i is the imaginary unit, and ϕ is the phase sig-
nal, which has both time-independent and time-dependent components. The phase 
ϕ can be written as a function of spatial location and time [74]:

 
φ r r,t B t( ) = − ⋅ ( ) ⋅φ γ0 ∆  (15.6)

with γ the gyromagnetic constant of the nucleus (for 1Hγ = 2.675 × 108rad/s/T) 
and ΔB(r) the local magnetic field deviations (compare Eq. (2.64) in Chap. 2, Eq. 
(2) in Chaps. 8 and 9). While the constant component ϕ0 is a receiver phase offset 
arising from several artefactual factors, the time-dependent component is domi-
nated by the deviation from the static magnetic field and linearly evolving over 
the time [75]. Thus, assuming there are no other external sources of dephasing 
(e.g. motion or flow), the phase ϕ serves as a direct measure of deviations from 
main B0.

It should also be noted that the net signal and net phase within a voxel are the 
sum of an ensemble of spins, each spin having its own phase. As a consequence, the 
signal reaches its maximum when all spins are in phase. Because of local magnetic 
field differences, spins within a voxel dephase over time resulting in a loss of phase 
coherence and an overall loss of signal. T2

*-weighted images are particularly 
affected by this effect since T2

* is given by [27, 74]

 

1 1 1 1

2 2 2 2T T T T∗ ′= + ≅ + γ ∆B
 

(15.7)

The approximation in Eq. (15.7) is valid if a linear B0 gradient within a voxel is 
assumed, which is justified for typical cardiac voxel sizes at 7.0 T using an in-plane 
spatial resolution of about 1 mm and a slice thickness of 2–4 mm. This dependency 
highlights the need to monitor and possibly compensate B0 inhomogeneities when 
applying GRE-based techniques.
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By acquiring a series of GRE images at multiple echo times (TE) and by employ-
ing a phase difference method to eliminate the initial phase offset, the local mag-
netic field variations can be calculated at each voxel by making use of Eq. (15.6):

 

∆B
TE TE
TE TE

r
r r( ) = ( ) − ( )

−( )
φ φ

γ
, ,2 1

2 1  
(15.8)

where ΔB(r) is given in Tesla. It is also very common to find local magnetic field 
variations represented in Hz by means of off-center frequency maps: ΔBHz(r) = (ϕ(r, 
TE2) − ϕ(r, TE1))/(2π(TE2 − TE1)).

The sources of magnetic field perturbations may be either macroscopic (scale of 
about the voxel size) or microscopic (well below the size of a voxel).While the 
macroscopic field inhomogeneities are commonly associated with poor magnet B0 
homogeneity and strong susceptibility transitions producing image distortion and 
miscalculation of the real tissue T2

*, the microscopic magnetic field variations can, 
e.g., be caused by physiologic changes and may thus provide information about tis-
sue function at a mesoscopic level above that of the cell.

B0 shimming in MRI describes the process of applying additional magnetic field 
gradients to improve macroscopic B0 homogeneity. Active shimming employs gen-
eration of compensatory currents driving dedicated gradient coils, thereby creating 
compensatory magnetic fields up to the fifth-order spherical harmonics [76]. Various 
shimming modes are implemented on commercial MR scanners, and their selection 
has a major impact on the ability to homogenize B0. Shimming options include fixed 
shim current settings (tune-up) stored in a configuration file or shimming modes 
based on an individual B0 map (which for cardiac imaging may be acquired with or 
without cardiac triggering). The possibility of adjusting a shim volume to a target 
anatomy is also an important B0 shimming feature. Ideally the target volume should 
cover a small region of interest like the heart, to allow good field homogeneity even 
when a limited order of shim coils is available. Figure 15.8 shows a comparison 
between the applications of a volume shim (Fig. 15.8a), which is focused only on 
the heart, and a global shim (Fig. 15.8b), which includes the entire field of view for 
a healthy subject at 7.0 T. Volume-selective shimming was found to lead to a signifi-
cant increase in macroscopic B0 homogeneity versus global B0 shimming. The posi-
tion of the adjustment volume also plays an important role for the shimming quality; 
e.g., adjusting the volume tightly to the heart using long- and short-axis views 
appeared to provide better B0 homogeneity when compared to planning the volume 
based on conventional orthogonal (coronal, axial, sagittal) views of the heart. 
Depending on the system manufacturer, the available geometries of the shim vol-
ume may vary. Possible options include cuboids, cylinders, or ellipsoids.

Due to increased susceptibility effects, magnetic field inhomogeneities are pro-
nounced at higher magnetic field strengths [31]. However, employing dedicated 
shimming approaches, a mean peak-to-peak off-resonance frequency across the 
heart of 80 Hz [32] was reported at 7.0 T (Fig. 15.8d) and is comparable to the 
71 Hz field dispersion across the heart reported for 1.5 T [77]. Yet, peak-to-peak 
off-resonance is a suboptimal metric for the assessment of magnetic field (non)
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at 7.0 T. (Top) Placement of the adjustment volume in a magnitude image. (Middle) B0 maps with 
the region of interest (red) and a profile across the heart through the septum (dashed black line) 
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uniformity. The full width half maximum (FWHM) of the off-resonance frequency 
(Fig. 15.8c) provides a viable alternative.

Obtaining a macroscopic B0 homogeneity across the heart at 7.0 T which is com-
petitive with that obtained at lower magnetic field strengths provides encouragement 
to pursue susceptibility-based myocardial T2

* mapping at ultrahigh fields. 
Notwithstanding this encouragement temporally resolved B0 assessment across the 
cardiac cycle, and detailing its implications on T2

* is required for a meaningful inter-
pretation of dynamic T2

*-weighted acquisitions. Shah et al. reported temporal variation 
of the main magnetic field B0 to be negligible across the cardiac cycle at 1.5 T [78], but 
B0 inhomogeneities are increased at UHF [31]. Moreover, T2

*-weighted contrast is 
determined by magnetic field gradients rather than absolute magnetic field strength; 
thus, it is essential to investigate the change of these gradients over the cardiac cycle. 
For this purpose, a study conducted at 7.0 T assessed dynamic intravoxel macroscopic 
B0 gradients together with high temporal and spatial resolution T2

* maps in the heart of 
healthy volunteers over the cardiac cycle [79, 80]. T2

*-weighted series of short-axis 
views were acquired using a MEGRE CINE approach (Fig. 15.9a, top) for T2

* map-
ping. Temporally resolved B0 maps of short-axis views of the heart were calculated and 
filtered using a Gaussian low-pass to reduce high- frequency (microscopic) contribu-
tions while maintaining macroscopic B0 variations (Fig. 15.9a, middle). The in-plane 
B0 gradient maps were calculated for each voxel as the norm of the gradients in x (Gx) 
and y (Gy) directions. Analysis was focused on mid-ventricular septal segments includ-
ing segments 8 and 9 (according to the AHA convention, [81]) which are less prone to 
susceptibility artifacts than other myocardial segments [31] and hence are commonly 
assessed in clinical routine. Through- plane B0 gradients (Gz) were approximated by the 
slope of a line profile placed in the septum of B0 maps of a four-chamber view of the 
heart (perpendicular to the in- plane short-axis view) at each phase of the cardiac cycle.

The septal in-plane gradients were found to be significantly larger compared to 
through-plane gradients within a voxel (with a mean in-plane field dispersion of 
2.5 ± 0.2 Hz/mm against a mean through-plane field dispersion of 0.4 ± 0.1 Hz/mm) 
[82]. This might be unexpected for an in-plane resolution almost four times higher 
than the through-plane slice thickness. Yet, these results are plausible, considering 
the pronounced anisotropic anatomy of the heart which is changing only a little 
along the long axis of the heart but significantly in the short-axis plane of the heart.

In-plane and through-plane macroscopic gradient information were combined in 
a total intravoxel B0 gradient map (Fig. 15.9a, bottom) by calculating the square root 
sum of square at each voxel (Gxyz):

 
G G G Gxyz x y z= + +2 2 2

 (15.9)

For simplification, the through-plane B0 gradients were approximated by the 
slope of a line profile of a single end-diastolic four-chamber view, which was found 
to be reasonable since total gradients were dominated by their in-plane contribution 
and results were similar compared to using temporally resolved through-plane gra-
dients. In order to evaluate how these B0 gradients affect T2

* measurements, the B0 
gradient-induced ΔT2

* was estimated based on Eq. (15.7):
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where 2T2
* is the measured T2

* including macroscopic susceptibility effects, 1T2
* is 

the hypothetical real T2
* free from these B0 effects, and 2 1∆ ∆B B−( ) 1 is the 

1 Where 1|ΔB| is the hypothetic magnetic field gradient without macroscopic contributions and 
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Fig. 15.9 Spatial and temporal variation of macroscopic intravoxel B0 gradients in the in vivo 
human heart. (a) Magnitude images of a short-axis view (top), in-plane macroscopic B0 maps 
(middle), and intravoxel macroscopic B0 gradient maps (bottom) over the cardiac cycle. (b) Mean 
septal T2

* (blue), intravoxel B0 gradient (black), and estimated ΔT2
* (red) over the cardiac cycle, 

averaged among a group of healthy volunteers. Temporal macroscopic magnetic field changes over 
the cardiac cycle are minor regarding their effects on T2

*
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intravoxel macroscopic magnetic field gradient. If T2 is assumed to be constant for 
each cardiac phase ∆

1 0
2T
=











, Eq. (15.10) can be simplified to
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where ΔT2
* is the portion of 2T2

* induced by 
2 1∆ ∆B B− . The calculated septal 

mean T2
* and B0 gradient plots were used to estimate mean gradient-induced ΔT2

* in 
the septum over the cardiac cycle. Figure 15.9b shows the plot of mean septal T2

*, 
intravoxel B0 gradients, and estimated gradient-induced ΔT2

* over the cardiac cycle 
averaged over a group of healthy subjects. The mean septal T2

* per cardiac phase 
was found to vary over the cardiac cycle in a range of approximately 23% of the 
total mean T2

* for all phases. Yet, the temporal range of mean ΔT2
* induced by the 

calculated intravoxel macroscopic B0 gradients represented only a 5% change of 
total mean T2

*. The remaining 18% were suggested to reflect microscopic B0 gradi-
ent changes (potentially caused by physiological events) rather than macroscopic 
field inhomogeneities [80, 82]. In conclusion, it was shown that, after applying 
dedicated shimming, macroscopic B0 gradients in the intraventricular septum at 
7.0 T are minor regarding their effects on T2

*. This provides support for temporally 
resolved susceptibility sensitized CMR at ultrahigh magnetic field strengths.

15.2.2.3  Data Post Processing
The relaxation time T2

* can be assessed by fitting a series of gradient echo images 
with increasing T2

* weighting, i.e., increasing echo times describing the T2
* decay 

with an exponential function (see Eq. (15.3)). One way of calculating such a fit 
avoiding nonlinear fitting procedures is to take the natural logarithm of the acquired 
signal intensities and apply a least squares linear fit to the resulting data. This pro-
cedure is fast and produces the best solution in a least squares sense. Further to this, 
nonlinear fitting approaches which can be applied directly to the measured data are 
available which use nonlinear models in conjunction with optimization algorithms 
like Levenberg–Marquardt or Simplex [83]. No matter what kind of fitting proce-
dure is applied, care should be taken, not to include voxels with intensity being at 
the noise level and hence potentially deteriorating the fit quality. Such voxels should 
consequently be excluded from the fit, which is referred to as truncation.

While most commercial MR systems support exponential fitting algorithms as 
part of the (black box) system software, using customized fitting routines is very 
much beneficial for cardiac research. First, it is often unclear what model or fitting 
approach is used by commercial software and how good the fit quality was, i.e., how 
well the fit describes the measured data. Measures like the coefficient of determina-
tion R2 or the standard deviation of the T2

* fit [84] should be used to evaluate the 
reliability of the results. Taking fitting results for granted without considering fit 
quality may lead to wrong results and eventually wrong conclusions. Second, indi-
vidual fitting procedures offer the freedom to select the most appropriate fit model, 

2|ΔB| the magnetic field gradient including macroscopic inhomogeneities
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optimization approach, truncation threshold, etc. for the given application. 
Depending on the kind of application, it may make sense to use a bi-exponential 
model instead of a mono-exponential approach.

Measurement of relaxation times offers the advantage over qualitative signal inten-
sity images of providing quantitative, comparable results. However, effects like B0 inho-
mogeneities or noise can impair assessment of T2

* and deteriorate fitting results. 
Dedicated B0 shimming approaches help to reduce the impact of macroscopic magnetic 
field inhomogeneities. A reduction in voxel size can further reduce the impact of B0 
gradients on T2

* (Fig. 15.5b). Yet, reducing voxel size is always accompanied by a loss 
in SNR, which in turn can result in poor fit quality. While this reduction in SNR might 
be counteracted by signal averaging and increasing acquisition times in static acquisition 
situations (e.g., MRI of the brain), it is not feasible in cardiac applications, where acqui-
sitions need to be synchronized with the cardiac cycle and are often performed under 
breath-hold conditions constraining the viable acquisition window to few seconds. This 
issue is even further pronounced in patients suffering from cardiac diseases and for 
acquisitions at high spatial and temporal resolution such as dynamic T2

* mapping.
Image de-noising provides a viable alternative to address this constraint and to 

allow the use of small voxel sizes while enabling acceptable fit quality. Powerful de-
noising approaches like nonlocal means filtering [85] are available that can greatly 
improve SNR with minimal loss of information in contrast to simple de- noising 
approaches such as Gaussian filtering which are accompanied by loss of detail.

While direct de-noising of the T2
* maps can lead to wrong results, filtering of the 

magnitude images prior to fitting represents a robust way of improving fit quality 
and has been shown to increase fitting accuracy and precision [80, 86, 87]. 
Figure 15.10 shows an example how T2

* mapping can benefit from noise filtering. In 
this example a 30% reduction of T2

* fits standard deviation was achieved. If fitting 
results are affected by low SNR, de-noising approaches should be considered.

15.3  In Vivo Insights from Myocardial T2
* Mapping in Humans 

at Ultrahigh Fields

Making use of the technological and methodological developments outlined above, 
MRI at ultrahigh magnetic fields permits for the first time the in vivo assessment of 
temporal myocardial T2

* changes across the cardiac cycle. The following section 
gives first insights of using this technique in healthy volunteers and patients suffer-
ing from cardiovascular diseases and provides interpretation of the results.

15.3.1  Cardiac Phase Resolved Myocardial T2
* Mapping in Healthy 

Subjects and Its Physiological Interpretation

The first pioneering study investigating the temporal changes of myocardial T2
* in 

healthy subjects at 7.0 T was published in 2016 [80]. The authors investigated the 
time course of myocardial T2

* across the cardiac cycle along with basic morphologi-
cal parameters of the heart such as ventricular septal wall thickness and inner left 
ventricular radius as potential confounders of T2

*. The results showed that T2
* in the 
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ventricular septum changes periodically across the cardiac cycle, increasing in sys-
tole and decreasing in diastole with a mean systole to diastole ratio of about 1.1 
(Fig. 15.11a). Despite the numerous influential factors such as blood volume, hema-
tocrit, etc., myocardial T2

* is still commonly regarded as a surrogate for tissue oxy-
genation. Interpreting T2

* to reflect tissue oxygenation, the observed systolic T2
* 

increase would imply an increase in left myocardial oxygenation during systole, 
which is contrary to physiological knowledge. Instead, changes in myocardial blood 
volume fraction induced by variations in blood pressure and resulting myocardial 
wall stress are assumed to be responsible for the observed T2

* changes [80]. The 
contraction of the myocardium compresses the intramyocardial vasculature such 
that inflow of arterial blood ceases while deoxygenated blood is squeezed out of the 
myocardium toward the venous coronary sinus [88–90] (Fig. 15.11b). The major 
decrease in blood volume fraction of the myocardium reduces the amount of deoxy-
genated blood per tissue volume, thereby increasing—instead of lowering—T2

* dur-
ing systole.

Besides this finding, a significant correlation of ventricular septal wall thickness 
and T2

* was reported. The hypothesis, that the observed T2
* changes could be induced 

by changes of the macroscopic B0 field variations induced by morphologic changes 
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Fig. 15.10 Impact of spatially adaptive nonlocal means (SANLM) noise filtering on T2
* maps of 

a mid-ventricular short-axis view of the heart. (Left) Original and SANLM filtered signal magni-
tude images of the first echo (TE  =  2.04  ms) of a series of multi-echo gradient echo images. 
(Center) Corresponding T2

* maps in ms. (Right) T2
* standard deviation maps illustrating the preci-

sion of the T2
* maps. By applying the noise filter, an average decrease in T2

* standard deviation of 
about 30% in the left ventricular myocardium was achieved
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Fig. 15.11 Results of temporally resolve myocardial T2
* mapping in healthy volunteers at 7.0 T. 

(a) Course of mean septal wall thickness, mean LV inner radius, and mean septal T2
* plotted over 

the cardiac cycle averaged for all volunteers. Error bars indicate SD. Myocardial T2
* changes peri-

odically across the cardiac cycle increasing in systole and decreasing in diastole. (b) The periodic 
T2

* changes can be explained by cyclic variations of myocardial blood volume fraction related to 
differences in blood pressure and myocardial wall stress. The massive pressure increase in the left 
ventricle in the beginning of systole results in high myocardial wall stress compressing the myo-
cardial vessels leading to a reduced blood supply to the myocardium, while the blood contained in 
the tissue is squeezed out. The resulting reduced myocardial blood volume fraction explains the 
systolic T2

* increase, which cannot be explained by increased oxygenation
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occurring between systole and diastole, was investigated but not confirmed. Both in 
silico magnetostatic simulations and in  vivo temporally resolved B0 mapping 
showed negligible impact on the macroscopic B0 field in the ventricular septum and 
hence T2

* [80].

15.3.2  Myocardial T2
* Mapping in Patients with Cardiovascular 

Diseases

Besides the application of myocardial T2
* mapping at ultrahigh magnetic fields in 

healthy volunteers, first investigations were carried out to explore the potential of 
the technique to distinguish between healthy and pathologic myocardium. These 
early UHF-CMR studies focused on T2

* mapping in patients with hypertrophic 
cardiomyopathy (HCM). HCM is the most common inherited heart defect affect-
ing about 0.5% in the general population. The disease is characterized by an 
increase in myocardial wall thickness related to myocyte hypertrophy, microstruc-
tural changes like myocardial disarray, fibrosis, and microvascular dysfunction. 
Based on these structural and physiologic changes, a difference in myocardial T2

* 
was expected for HCM patients compared to age- and gender-matched healthy 
controls. This was investigated using high spatiotemporal resolution T2

* mapping 
at 7.0 T (Fig. 15.12). It was shown that septal T2

* is significantly increased in HCM 
with mean septal T2

* being (17.5 ± 1.4) ms in a cohort of HCM patients compared 
to (13.7 ± 1.1) ms in a healthy age- and body mass index-matched group of healthy 
controls. Patient and control group could clearly be distinguished by septal T2

* 
septal wall thickness (Fig. 15.12b). While temporal variations of myocardial T2

* 
have been attributed to changes in myocardial blood volume fraction related to left 
ventricular blood pressure and resulting wall stress rather than changes in tissue 
oxygenation as described in the previous section [80], two main factors are 
assumed to cause the observed overall T2

* increase in HCM. Improved tissue oxy-
genation in HCM is unlikely. Instead, T2 has been reported to be elevated in HCM 
[91] related to inflammation and edema which would also increase T2

* as outlined 
in Eq. (15.1). Also, reduced myocardial perfusion and ischemia are common in 
HCM [92], effectively reducing the tissue blood volume fraction resulting in a T2

* 
increase as suggested by Eq. (15.4). These conditions are also associated with a 
higher risk for a poor outcome in those patients [93]. With this in mind, it is fair to 
conclude that myocardial T2

* mapping could be beneficial for a better understand-
ing of cardiac (patho)physiology in  vivo with the ultimate goal to support risk 
stratification in HCM.

15.4  Conclusion and Outlook

The progress in myocardial T2
* mapping at ultrahigh magnetic fields creates excite-

ment. Yet, the clinical benefit remains to be carefully investigated. This includes 
putting further weight behind the solution of unsolved problems and unmet needs 
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standing in the way en route to broader clinical studies. For example, the relatively 
long breath-hold times required for the acquisition of high spatiotemporal T2

* maps 
constitute a challenge particularly in cardiac patients. Free breathing acquisition 
techniques could offset this constraint, permit broader application, and allow for full 
3D heart coverage. This would also help to further investigate the effect of through- 
plane motion. Techniques like simultaneous multi-slice excitation can be used to 
reduce scan times, while multichannel transmit systems can be employed to balance 
excitation field homogeneity and RF power deposition constraints [46, 47].
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Fig. 15.12 Cardiac phase resolved myocardial T2
* mapping in healthy volunteers and HCM 

patients. (a) Temporally resolved myocardial T2
* maps of a short-axis view of a healthy control 

(top) and an HCM patient (bottom), (5 out of 20 phases shown) of a healthy volunteer (10 out of 
20 phases shown). Spatial resolution (1.1 × 1.1 × 4.0) mm3. T2

* variations can be observed across 
the cardiac cycle. (b) Course of mean septal wall thickness, inner LV radius, and mean septal T2

* 
plotted over the cardiac cycle averaged for groups of healthy controls (left) and HCM patients 
(right). Relative cardiac phase 0 indicates the beginning of the cardiac cycle. T2

* changes periodi-
cally over the cardiac cycle increasing in systole and decreasing in diastole in both healthy controls 
and HCM patients but is significantly higher in HCM patients
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Based on the multifaceted contributions of physiological parameters on T2
*, 

research will not stop at just mapping myocardial T2
*. Tailored acquisition schemes, 

data post processing, analysis, and interpretation will allow exploiting the breadth 
of information encoded into T2

*. For example, it is conceivable that high- fidelity 
spatial resolution T2

* mapping facilitated by ultrahigh magnetic field strengths 
might be beneficial to gain a better insight into the myocardial microstructure 
in vivo with the ultimate goal to visualize myocardial fibers or to examine helical 
angulation of myocardial fibers using T2

* mapping, since the susceptibility effects 
depend on the tilt angle between blood-filled capillaries and the external magnetic 
field [94]. Myocardial fiber tracking using T2

* mapping holds the promise to be less 
sensitive to bulk motion than diffusion-weighted MR of the myocardium [95, 96]. 
The results reported in this book chapter also suggest that the increased susceptibil-
ity contrast available at 7.0 T could be exploited to quantitatively study iron accu-
mulations in in the heart with high sensitivity and temporal and spatial resolution 
superior to what can be achieved at 1.5 and 3.0 T. This requires the determination of 
norm values for healthy myocardial T2

* at 7.0 T as a mandatory precursor to broader 
clinical studies.

The ability to probe for changes in myocardial tissue oxygenation using T2
*-

sensitized imaging/mapping offers the potential to address some of the spatial and 
temporal resolution constraints of conventional first-pass perfusion imaging and 
holds the promise to obviate the need for exogenous contrast agents. Since micro-
scopic susceptibility increases with field strength, thus making oxygenation sensi-
tivity due to ischemic (patho)physiology more pronounced, T2

* mapping at 7.0 T 
might be beneficial to address some of the BOLD sensitivity constraints reported for 
the assessment of regional myocardial oxygenation changes in the presence of coro-
nary artery stenosis [97] or for the characterization of vasodilator-induced changes 
of myocardial oxygenation at 1.5 and at 3.0 T [8].

Meanwhile, the pace of discovery is heartening and a powerful motivator to 
transfer the lessons learned from T2

* mapping research at 7.0 T into the clinical sce-
nario. These efforts are fueled by the quest for advancing the capabilities of quanti-
tative MRI, a story worth following since the implications feed into a broad spectrum 
of MR physics, biomedical engineering, radiology, cardiology, internal medicine, 
and other related fields of basic research and clinical science. The requirements of 
T2

* mapping at 7.0 T are likely to pave the way for further advances in MR technol-
ogy and MR system design. With appropriate multitransmit systems that offer more 
than 16 TX channels each providing at least 4 kW peak power, an optimistically 
inclined scientist might envisage the implementation of high-density transceiver 
arrays with 64 and more elements with the ultimate goal to break ground for a many 
element upper torso or even a body coil array. This vision continues to motivate new 
research on integrated multichannel transmission systems [98], on novel RF pulse 
design, and on RF coil design together with explorations into ideal current patterns 
yielding optimal signal-to-noise ratio for UHF-CMR [99]. Perhaps another develop-
ment is the move toward myocardial T2

* mapping using reduced field of views 
zoomed into the target anatomy enabled by spatially selective excitation techniques 
which put the capabilities of parallel transmission technology to good use.
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Abstract
All tissues in the human body are composed of cells that are embedded in the 
extracellular matrix. The extracellular matrix has, besides their structural role, 
several important functions. These functions include important regulatory mech-
anisms for signal transduction and matrix cell interactions. If pathological pro-
cesses, e.g., in atherosclerosis or aortic aneurysms, occur, the extracellular matrix 
changes in response. This includes alterations in the structural and functional 
components of the extracellular matrix.

While traditional imaging technologies, such as X-ray or computed tomogra-
phy (CT), are mainly aimed at imaging morphological changes, molecular mag-
netic resonance (MR) imaging is a technique that enables the visualization and 
quantification of pathological changes on a molecular scale. Different techniques 
can be used for molecular MR imaging. The most commonly employed tech-
niques include the use of specific molecular magnetic resonance probes. These 
probes are, in most cases, either based on iron oxide particles or gadolinium 
chelates for signal generation.

Aortic abdominal aneurysms represent an irreversible dilation of the aortic 
wall which could cause severe consequences, including wall rupture with a mor-
tality rate >90%. Due to the absence of symptoms during the development of 
aortic aneurysms, early diagnosis remains challenging.
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In the following chapter, we will outline major developments regarding extra-
cellular matrix-specific molecular magnetic resonance imaging for the assess-
ment of aortic aneurysms.

16.1  Overview

All tissues in the human body are composed of cells which are embedded in the 
extracellular matrix. The extracellular matrix (ECM) has, besides their structural 
role, several important functions. These functions include important regulatory 
mechanisms for signal transduction and matrix cell interactions. If pathological pro-
cesses, e.g., in atherosclerosis or aortic aneurysms, occur, the extracellular matrix 
changes in response. This includes alterations in the structural and functional com-
ponents of the extracellular matrix. More reading can be found in Chap. 6.

Abdominal aortic aneurysms represent a cardiovascular disease which is associ-
ated with a dilatation of the aorta. In the case of abdominal aortic aneurysms, a 
dilation beyond 3 cm or more than 50% compared to the normal aorta is considered 
an aneurysm. One of the most dangerous complications of aortic aneurysms is aor-
tic rupture, which is associated with a high mortality rate [1, 2]. The incidence of 
aortic aneurysms has been rising over the last years and decades, mainly due to an 
increased aging of the population [3]. Besides age, risk factors include genetic pre-
disposition, male sex, smoking, hypertension, and increase in low density lipopro-
tein (LDL) [4, 5]. Even though aortic aneurysms have a relatively high incidence in 
the general population, their pathophysiology is not fully elucidated yet. This is 
mainly due to the fact that it is difficult to obtain tissue specimens of aortic aneu-
rysms. Different causes can lead to the development of aortic aneurysms; these 
include infections, trauma, and connective tissue disorders [6–8].

While traditional imaging technologies, such as X-ray or computed tomography 
(CT), are mainly aimed at imaging morphological changes, such as the aortic diam-
eter, molecular magnetic resonance (MR) imaging is an imaging technique that 
enables the visualization and quantification of pathological changes on a molecular 
scale. Different techniques can be used for molecular MR imaging. The most com-
monly employed techniques include the use of specific molecular probes. These 
probes are, in most cases, either based on iron oxide particles or gadolinium che-
lates for signal generation. These molecular probes have potential to improve the 
in vivo evaluation of aortic aneurysms, as they enable imaging which looks beyond 
morphological changes.

In the following chapter, we will outline, from our point of view, the most impor-
tant developments regarding ECM-specific molecular MR imaging probes for the 
assessment of aortic aneurysms.
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16.2  Extracellular Matrix-Specific Molecular MR Imaging 
Probes

16.2.1  Experimental Extracellular Matrix-Specific Molecular MR 
Imaging Probes

Compared to imaging modalities such as CT (computed tomography) and PET 
(positron emission tomography), MRI (MR imaging) has the advantage that it is 
an imaging modality which works without requiring ionizing radiation. In MRI, 
radiofrequency pulses which interact with a static magnetic field enable the gen-
eration of images with a high soft tissue contrast [9]. For molecular MRI, different 
types of molecular probes can be used. These probes are either highly specific for 
a molecular target or they accumulate passively in certain regions of the extracel-
lular matrix. Gadolinium-based MR probes are called T1 molecular probes. This 
type of probes is mainly detected and quantified by T1-weighted sequences or T1 
mapping sequences. MR mapping techniques enable a more accurate in  vivo 
quantification of the molecular probe. On the other hand, iron oxide based probes 
are T2/T2* molecular probes which can be used for molecular imaging. This type 
of probe is usually detected using T2-/T2*-weighted sequences, including T2/T2* 
mapping. Both probes have certain advantages and disadvantages for the visual-
ization of molecular targets. One advantage of T1 molecular probes is their posi-
tive contrast effect, which enables the visualization of molecular targets with a 
bright or positive signal on T1-weighted images. An advantage of T2 molecular 
probes is that they can be detected in vivo with a higher sensitivity compared to 
T1 molecular probes [10, 11].

16.2.2  Characterization of Collagen in the Extracellular Matrix

As illustrated in Fig. 6.1 of Chap. 6, collagen is, besides elastin, a highly abundant 
protein in the extracellular matrix. It contributes significantly to the stability of the 
arterial wall [12, 13]. Several subtypes of collagen (types 1–3) are known. In the 
aorta mainly types 1 and 3 are found. If collagen is degraded by matrix metallopro-
teinases, it leads to a weakening of the arterial wall. This can lead to the develop-
ment of an aortic aneurysm.

Different types of molecular MR probes have been used for the characterization 
of collagen in the context of aortic aneurysms. One important approach comprises 
fluorescent micellar nanoparticles which can bind to collagen. Using this probe, it 
was shown that it is feasible to differentiate between stable and unstable aortic aneu-
rysms in an experimental mouse model [14].
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16.2.3  Characterization of Elastin in the Extracellular Matrix

Besides collagen, elastin is a major structural protein of the extracellular matrix [15]. 
It is highly important for the stabilization of the arterial wall enabling it to withstand 
the constant pulsatile pressure from the lumen. It is mainly secreted by fibroblasts, 
smooth muscle cells, and, to a smaller extent, macrophages, which can be found in the 
extracellular matrix of the arterial wall. If elastin is degraded by matrix metallopro-
teinases, the arterial wall is weakened. This can lead to a dilatation and the develop-
ment of an aortic aneurysm [16]. As already described in a previous publication (see 
Fig. 6.3 of Chap. 6 [17]), an increase in the nonlinear elastic modulus (stiffening) can 
also be expected as a result of the elastin digestion [17].

Recently, an elastin-specific molecular MR probe enabling the characterization of 
the arterial wall, regarding its elastin content, has been introduced. This probe enables 
the visualization of the specific site of rupture in the aortic wall prior to the develop-
ment of an aortic aneurysm (Fig. 16.1) [18–20]. A different group investigated the 
potential of the elastin-specific molecular MR probe in the context of a Marfan’s dis-
ease model. They could demonstrate that an overall decrease in elastin content in the 

Pre-contrast

ESMA Fusion
ESMA+TOF

EvG

Gd-DTPA

Fig. 16.1 In vivo characterization of abdominal aortic aneurysms in an experimental mouse 
model by molecular MR imaging. A: In vivo characterization of the relative elastin composition of 
the aorta in an aneurysmal mouse model using an elastin-specific MR probe. A1: Normal MR 
angiogram showing a nondilated regular aortic lumen. A2, A3: Precontrast scan and scan with 
control agent (Gd-DTPA) demonstrating no unspecific uptake. A4, A5: Elastin-specific magnetic 
resonance imaging demonstrating the aortic wall with a focal rupture of the elastic laminae (mag-
nifications). A6: Corresponding histology demonstrating the rupture of the elastic laminae and a 
small hematoma. rRA right renal artery. Adapted from Botnar et al. [20]
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arterial wall occurs in this model. These changes could be monitored and quantified 
in vivo. Such decrease in elastin could represent a risk factor for the weakening of the 
arterial wall and the subsequent development of an aortic aneurysm [21].

16.2.4  Characterization of Matrix Metalloproteinases 
in the Extracellular Matrix

The increased expression of matrix metalloproteinases (MMPs) leads, by degrading 
collagen and elastin, to the destabilization of the arterial wall. These proteins are 
expressed during proinflammatory processes in all layers of the arterial wall [22, 
23]. They are able to degrade almost all extracellular matrix proteins, including 
elastin and collagen. Their activity is regulated by specific inhibitor proteins so- 
called TIMPs (specific tissue inhibitors of metalloproteinases) [24]. If the expres-
sion of TIMPs is reduced, an increased activity of MMPs can lead to degradation 
processes and ultimately to the thinning and destabilization of the arterial wall.

Probes specific for MMPs do not allow a direct visualization of the ECM. However, 
by visualizing matrix metalloproteinases, their effect on the ECM can be visualized 
and quantified in vivo. One research group developed a MMP-specific probe based 
on a Gd-DOTA chelate and showed that a specific in vivo visualization of MMPs is 
feasible using molecular MRI. Such a probe could be useful, e.g., to evaluate the 
risk of a potential aortic rupture [23].

16.2.5  Macrophages and the Extracellular Matrix

If inflammation occurs, macrophages are one of the most prominent cell types. While 
macrophages are in general considered to be proinflammatory cells, there are two 
distinct subtypes of macrophages. On the one hand, there are M1 macrophages, which 
actively contribute to the degradation of ECM proteins by expressing proinflamma-
tory cytokines. On the other hand, M2 macrophages can be found during the process 
of inflammation. M2 macrophages promote the repair of the ECM and increase the 
proliferation of surrounding cells, including smooth muscle cells [25]. Overall, the 
ratio between M1 and M2 macrophages plays an important part in determining the 
further development and outcome of inflammatory processes [26, 27].

For the visualization of macrophages, different MRI techniques can be applied. 
In most cases, the imaging approach is based on iron oxide particles. Different types 
of iron oxide particles, e.g., ultra-small superparamagnetic iron oxide (USPIO) par-
ticles, are applied for the visualization of macrophages. The principle behind this 
approach is that, if iron oxide particles are administered intravenously, they circu-
late in the bloodstream. Proinflammatory macrophages phagocyte the circulating 
iron oxide particles. Subsequently these proinflammatory macrophages migrate to 
the area of inflammation. Due to their high intracellular iron oxide content, they can 
be visualized by T2/T2* MR imaging sequences [27]. Using such an approach, not 
only the development of proinflammatory processes can be visualized but also the 
response to, e.g., an anti-inflammatory therapy.
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16.2.6  Clinical Imaging of the Extracellular Matrix

For the translation of experimental/preclinical results into clinical applications, it is 
highly important to validate preclinical results in clinical studies. Regarding molec-
ular MRI of aortic aneurysms, the focus was put on imaging with iron oxide 
nanoparticles. Different-sized nanoparticles have been used in this context. In a 
clinical study with stable patients with symptomatic abdominal aortic aneurysms 
(29 patients), the potential of iron oxide particles for the characterization of local 
inflammatory processes in aortic aneurysms was tested (Fig.  16.2) [28]. In this 
study it was shown that patients with a specific uptake pattern for the iron oxide 
particles showed a faster growth rate of the abdominal aortic aneurysm. It is impor-
tant to mention that for these results the diameter of the aortic aneurysm didn’t 

a cb

Fig. 16.2 In vivo imaging of aortic aneurysms in patients using an iron oxide particle (USPIO) 
for the characterization of different groups of aortic aneurysms. Different specific uptake patterns 
were described: (a) Uptake of the USPIO was mainly found directly adjacent to the lumen. (b) 
Diffuse focal uptake in the intraluminal thrombus was measured. (c) Discrete focal uptake in the 
aortic wall was demonstrated. Based on these different uptake patterns, the prediction of the aneu-
rysmal growth rate could be performed. Adapted from Richards et al. [28]
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differ between patient groups. In a different study, a correlation between the uptake 
of the iron oxide particles and the T2/T2* relaxation time was confirmed [29]. 
Currently it is planned to investigate the potential of iron oxide particles for the 
characterization of abdominal aortic aneurysms in a large patient study with more 
than 300 patients [30].

 Conclusion

The extracellular matrix plays an important role in the onset and development of 
different cardiovascular diseases. These include atherosclerosis and aortic aneu-
rysms. In the case of abdominal aortic aneurysms, different studies have shown 
that a weakening of the extracellular matrix, e.g., by a degradation of elastin or 
collagen, can lead to an increased risk for the development of an aortic dilation 
and ultimately of an aneurysm. Different cell types, including macrophages, 
interact with the extracellular matrix. This is done, e.g., by the expression of 
certain enzymes, including matrix metalloproteinases which can degrade extra-
cellular matrix proteins.

Using different gadolinium-based or iron oxide-based molecular MR 
probes, these processes can be visualized in vivo. In the first step, these probes 
are investigated in experimental/preclinical studies. If these are performed suc-
cessfully, probes are eventually translated into a clinical study. In the future, 
large-scale multicenter studies, testing the clinical potential of these probes, 
will be important. Ultimately these probes could represent novel in vivo bio-
markers for the prediction of, e.g., the onset of disease, and improve the predic-
tion of the response to therapy.
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17Diffusion-Based MRI: Imaging Basics 
and Clinical Applications

Michael Scheel

Abstract
Diffusion-weighted imaging (DWI) is an accepted and widely used MRI tech-
nique today. DWI image contrast is based on water molecule displacement at a 
micrometer scale. DWI, therefore, does not excel at high anatomic accuracy but 
provides a physically meaningful parameter for tissue characterization. 
Pathological tissue changes often go along with changes in diffusion properties, 
which make DWI so useful clinically.

In contrast to water molecules diffusing freely in an open system, diffusion in 
biological tissues is restricted and influenced in many ways. The main diffusion 
barriers that are probed with DWI are cell membranes. Depending on the density 
and orientation of cell membranes in a given tissue, the diffusion of water mol-
ecules is influenced in both magnitude and orientation.

DWI is a relatively fast and robust imaging technique, which makes its inte-
gration into a clinical imaging protocol relatively easy. It is currently an indis-
pensable imaging tool in the diagnostic workup of cerebral stroke imaging and is 
also becoming an important cornerstone in cancer imaging.

It has been widely demonstrated that DWI and its advanced derivatives (diffu-
sion tensor imaging, diffusion kurtosis imaging, etc.) all provide meaningful tis-
sue characterization parameters. Higher image resolution, reduced image 
distortion artifacts, and standardized DWI protocols will further enhance the 
benefits of DWI in many clinical applications and improve diagnostic accuracy 
and patient care.
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17.1  Introduction

Diffusion-weighted imaging (DWI) is an accepted and widely used MRI technique 
today, most importantly in the diagnostic workup of cerebral stroke imaging. 
However, DWI has also proved to be a useful technique in many other clinical appli-
cations and is currently becoming an important cornerstone in cancer imaging.

DWI can be performed today on almost all clinical MRI scanners. The main 
advantages over many other advanced MR techniques is that (1) it is not dependent 
on contrast agent application like dynamic contrast-enhanced perfusion imaging, 
(2) it does not need specialized hardware like MR elastography, and (3) it is a rela-
tively robust and easy technique to apply, which requires little user intervention, 
unlike, for example, spectroscopy. This makes its integration into a clinical imaging 
protocol relatively easy.

The information that can be gained from DWI is complementary to clinical rou-
tine MRI techniques, i.e., T1- and T2-weighted imaging. T1- and T2-relaxation 
times are governed by proton interactions with the surrounding molecular environ-
ment and are, as parameters, meaningful only in the context of MRI. DWI, however, 
measures a biophysical tissue property that is meaningful both in and outside the 
context of MRI. DWI shares this capability with other techniques, such as dynamic 
contrast-enhanced imaging or arterial spin labeling (measuring perfusion), MR 
spectroscopy (measuring metabolite concentration), and MR elastography (measur-
ing mechanical tissue properties, e.g., stiffness).

Compared to standard clinical routine imaging, the spatial resolution of most DWI 
images is low (at the scale of around 2 × 2 × 2 mm3). However, the DWI image contrast 
is based on water molecule displacement at a micrometer scale. DWI therefore does not 
excel at high anatomic accuracy but provides a physically meaningful parameter for tis-
sue characterization. Pathological tissue changes often go along with changes in diffu-
sion properties, which DWI can detect, and so it is very useful clinically.

This chapter will give a general introduction into DWI and its clinical applica-
tion. It will explain the basics of the diffusion process, DWI signal acquisition and 
postprocessing, including examples on how DWI is used in clinical routine imaging 
and in clinically oriented imaging research.

17.2  Technical and Biological Aspects of Diffusion-Weighted 
MRI

17.2.1  Sensitizing MRI Sequences to Diffusion

Most MRI sequences can be sensitized to diffusion. For example, a standard spin- 
echo sequence can be diffusion sensitized by using two additional gradients sym-
metrically placed around the 180° refocusing pulse (see Fig. 2.6c in Chap. 2).

As known from any MRI sequence, the insertion of a gradient will introduce a 
phase shift in spins, and the phase shift amount is directly dependent on the mag-
netic field strength of that gradient at each spatial location. In diffusion-sensitized 
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spin-echo sequences, the first diffusion-sensitizing gradient will introduce a phase 
shift depending on the gradient strength at each position. This phase shift is then 
flipped by the 180° refocusing pulse. The second diffusion-sensitizing gradient is 
identical in length and strength to the first, and will then reverse all phase shifts that 
were initially introduced. However, this only holds true for spins that stay station-
ary. All spins undergoing a displacement within the time between both gradients 
will experience a different field strength during the second gradient compared to the 
first, which results in an incomplete rephasing and consequently in a signal loss. 
Two aspects are important to note here: (1) that the average displacement of all 
spins in an imaging voxel governs the signal and (2) that in each measurement only 
the net displacement along the direction of the applied diffusion-weighting gradient 
can be quantified. To obtain diffusion strength in different directions, multiple mea-
surements with different gradient directions must be performed.

As a consequence, image intensity in a DWI image is low in regions where dif-
fusion was high along the direction of the diffusion-sensitizing gradient. Another 
important fact that should be remembered when interpreting DWI images is that 
most DWI sequence schemes used today are T2 weighted (long TR typically around 
6000–10,000  ms and long TE typically around 60–120  ms). Consequently, any 
lesion or tissue with long T2-relaxation times will have a high signal in T2 and 
depending on the diffusion weighting of the sequence will also show a relatively 
high signal in DWI. This has been termed the “T2 shine-through” effect [1].

As outlined in Sect. 1.7.3, quantification of diffusion in any image voxel is based 
on the Stejskal-Tanner equation. This equation describes the relationship between 
diffusion coefficient and MRI signal intensity. The DWI signal intensity (S) is the 
solution of the integral equation given in Eq. (2.68) of Chap. 2 [2]:

 
S S e b gbD= = −( )−

0
2 2 2 3· /with γ τ τ τ∆  (17.1)

(S = DWI signal, S0 = signal of non-diffusion-weighted T2 image, D = diffusion 
coefficient, γ = gyromagnetic ratio of the protons, g = gradient strength, δ = gradient 
duration, τΔ = time between the diffusion gradients)

The diffusion process in biological tissue is almost never a “free diffusion” but is 
governed by the complex interaction of water molecules with cellular or extracel-
lular structures. Thus, the diffusion coefficient in tissues is therefore termed the 
“apparent diffusion coefficient” (ADC). The diffusion time, i.e., the time τΔ between 
both gradients, is proportional to the distances that are probed with a specific DWI 
sequence. When the diffusion time is too short, water molecules are hardly experi-
encing any diffusion barriers, compromising the sensitivity with respect to tissue 
characterization. Longer diffusion times give more sensitivity to changes or differ-
ences in diffusion barriers. At the same time, longer diffusion times lead to a pro-
longed echo time of the MR sequence, causing additional signal loss due to T2-signal 
decay. Careful adjustment of DWI protocols is therefore required to find a compro-
mise between diffusion sensitivity and signal quality. The sensitivity to diffusion is 
adjusted in DWI protocols by means of the b-value, which combines all the relevant 
diffusion imaging parameters such as the amplitude of the encoding gradients and 
their duration and temporal distance in the sequence (see Eq. (17.1)).
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It is important to note that signal loss due to motion occurs with any type of 
motion, not only with diffusion. At very low b-values (up to 100 s/mm2), perfusion 
effects play an important role [3, 4]. Already in the early stages of DWI, Denis Le 
Bihan introduced this approach to assess motion from perfusion, a concept termed 
intravoxel incoherent motion [4]. Also any other motion, e.g., by subject motion or 
pulsating vessels or other sources of motion, will influence diffusion measurements. 
Vice versa, the encoding gradients in flow MRI or MR elastography are also sensi-
tive to diffusion. A recently introduced method exploits the effect of water diffusion 
on the MRI magnitude signal in MR elastography for measuring both diffusion (at 
low b-values, i.e., in the range of 100–1000 s/mm2 in a preclinical MRI scanner) and 
elasticity in the mouse at the same time [5, 6]. For the sake of simplicity, the follow-
ing discussion will neglect the influence of other types of motion, other than diffu-
sion, to the DWI signal.

17.2.2  Basics of the Diffusion Process

Molecules in a liquid possess nonzero kinetic energy due to thermal exchange with 
their environment. Their inherent kinetic energy causes them to move and collide 
with each other, giving rise to random walk-like motion trajectories that are 
restricted by barriers, such as tissue boundaries or vessel walls. For regular diffusion 
processes such as free water diffusion, this random molecule motion is described 
best by a Gaussian displacement distribution, P(x,y,z,t), which quantifies the prob-
ability to find a molecule at position (x,y,z) at time t (see Eq. (2.5) in Chap. 2) [7].

The displacement distribution is governed by the properties of the liquid, the 
temperature and the diffusion time. For example, the diffusion coefficient D for 
water at 37°C is approximately 3.0 × 10−3 mm2/s [7]. Given that the standard devia-
tion of a Gaussian distribution is σ = ⋅ ⋅2 D T , we find for water at 37°C that 
approx. 68% of all molecules are not farther than 17 μm away from their origin after 
a diffusion time of 50 ms. At the same time 95% of all molecules will be within 
34 μm, i.e., two times the standard deviation, from their original position.

In contrast to water molecules diffusing freely in an open system, diffusion in 
biological tissues is restricted and influenced in many ways [8]. First of all, the liq-
uid that is being investigated is not free water but widely immobilized by proteogly-
cans in the interstitial spaces (see Chap. 6) with diffusion properties different from 
pure water. Secondly, intracellular organelles and the cytoskeleton need to be taken 
into account as diffusion barriers, although they have been demonstrated to influ-
ence DWI only at a minor scale [9]. Last but not least, the main diffusion barriers 
influencing the diffusion process are cell membranes at the diffusion time scale that 
is usually captured by DWI (20–80 ms). Depending on the density and orientation 
of cell membranes in a given tissue, the diffusion of water molecules is influenced 
in both magnitude and orientation.

As a result, the diffusion process becomes restricted (e.g., brain ADC around 
0.8 × 10−3 mm2/s) and depending on the tissue directionally dependent, giving rise 
to a tensorial property of D. Analysis of anisotropic diffusion requires measurement 

M. Scheel



387

of the tensor elements in D, which is no longer a scalar, but a rank-two tensor (see 
Table 2.2, Chap. 2). This is used, for example, in diffusion tensor imaging (DTI), to 
describe the spatial diffusion profile in every voxel [10]. DTI is mainly used in neu-
roscience research including human brain fiber tracking or microstructure assess-
ment in neurodegenerative brain diseases, such as Alzheimer’s disease, amyotrophic 
lateral sclerosis, normal pressure hydrocephalus, or schizophrenia [11–14] 
(Fig. 17.1).

17.3  Application of DWI in Clinical Imaging

17.3.1  Stroke Imaging

Nowadays, DWI is an essential imaging tool and part of almost every head MRI 
protocol in clinical routine. DWI has evolved from its invention in the late 1980s 
into a broad clinically applicable imaging technique in an exceptionally short time. 
Today, stroke imaging is by far the most important clinical application for DWI 
[15]. It is an important tool in cerebral ischemia diagnosis and has tremendous 
impact on patient management and treatment.

Compared to computed tomography (CT), the usage of MRI has substantially 
improved ischemic lesion detection. In CT scans ischemic brain regions are hard to 
identify, especially in the early stages, and for small (<0.5 cm) ischemic lesions 
since they initially demonstrate only a very subtle image intensity reduction. In 
MRI scans, ischemic brain lesions appear hyperintense in T2-weighted images and 
can be detected more easily [16]. Meanwhile, ischemic lesions in the acute phase 
and the chronic phase appear T2-hyperintense. It is of utmost importance to delin-
eate an acute from an old lesion for adequate patient management and therapeutic 

a b

Fig. 17.1 Examples of diffusion tensor imaging-based postprocessing. Figure (a) shows the 
color-coded principle direction (green = anterior-posterior, red = left-right, blue = head-feet) of 
fibers in each voxel. Figure (b) is an example of a whole-brain tractography
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decision-making. Acute ischemic lesions are characterized by a relatively strong 
diffusion restriction and consequently show a hyperintensity in DWI images while 
“old” ischemic lesions exhibit normal or reduced signal DWI intensities. DWI was 
demonstrated to improve the accuracy of acute stroke lesion detection [17], most 
likely because the DWI changes in the early phase of stroke are more pronounced 
compared to changes in T2-weighted images.

While T2-weighted MRI in general has increased the detection accuracy of stroke 
lesions compared to CT, DWI has substantially increased the specificity of 
T2-hyperintense lesions in the acute stroke setting [17]. It is commonly accepted that in 
the chronic phase of ischemic lesions, i.e., after 2 weeks, the breakdown of cellular dif-
fusion barriers causes ADC value elevation, but the pathophysiological basis of the sub-
stantial diffusion restriction during the acute phase is still a matter of debate (Fig. 17.2).

The temporal changes of DWI and T2-weighted imaging during different stages 
of ischemia have been extensively studied in the past. The interplay of DWI hyper-
intensity, ADC values, and pathophysiological changes is complex. ADC values are 
decreased minutes after stroke onset, and DWI signal is consequently hyperintense. 
ADC values stay low (~30%) during the acute stage (week 1) and slowly return to 
normal values during the subacute phase (week 2). However, the DWI signal stays 
hyperintense for a relatively long time. This is due to the increased intensity in 
T2-weighted images (“T2 shine-through effect”).

In the chronic phase (>2 weeks) of an ischemic lesion, ADC values are elevated 
due to high T2-signal and low DWI signal intensities [18] (Fig. 17.3).

Ischemic brain tissue is characterized by a shift of water from the extracellular 
space into the intracellular space of neurons. Due to reduced energy supply in isch-
emic brain regions, the membrane pumps that are responsible for maintaining ionic 
gradients fail and subsequently an osmotically driven influx of water leads to intra-
cellular swelling. This theory states that massive neuronal cell swelling leads to 
reduced extracellular space, which in turn increases the tortuosity of extracellular 
pathways, and consequently a diffusion restriction in the extracellular space occurs.

Recently, a different biophysical mechanism was proposed to explain the diffu-
sion restriction in acute stroke named neurite beading [19]. Neuronal axons react to 

a b c

Fig. 17.2 Small cortical ischemic lesion that is not detectable on CT images (a) and hard to appre-
ciate on T2-FLAIR images (b) and readily detected on DWI (c)

M. Scheel



389

cellular stress with focal constrictions and enlargement along the axon. In healthy 
neuronal tissue, diffusion perpendicular to the main axis of axons is mostly restricted 
due to the cell membrane. In contrast, diffusion parallel to the main axis of axons is 
almost unrestricted. In a beaded axonal structure, the main diffusion restriction 
would be based on restriction along the main axis of each neurite. It was demon-
strated that the change from a tubular shape of an axon into a beaded shape is suf-
ficient enough to explain the DWI changes [19].

However, the pathophysiological basis for diffusivity changes in ischemic tissue 
remains a matter of debate and future research in this field is warranted.

17.3.2  Cancer Imaging

In addition to its role in the diagnostic workup for cerebral ischemia, DWI is increas-
ingly being used in cancer imaging. In general, tissue diffusion in solid tumors is 
restricted. Cell membranes are the main contributor in tissue diffusion properties 
[8]; therefore tissue ADC is directly related to the membrane density and conse-
quently to the cellularity of a region. Malignant tumors generally show lower ADC 
values compared to benign tumors. Even though overlap exists, these values are 
remarkably similar across different organs, e.g., breast, liver, and prostate [20]. 
DWI has also proved to be useful in monitoring treatment response. Effective che-
motherapy or radiotherapy results in tumor necrosis and hence in elevated diffusion 
that can be monitored with DWI. It should be noted, however, that DWI has a rather 
low resolution and thus is always complementary to classic T1w and T2-weighted 
images which have a much higher image resolution. This chapter will focus on 
examples of cancer DWI in breast, liver, and prostate.

Several studies demonstrated that ADC values of malignant breast tumors (~0.8–
1.2 mm2/s) are lower than that of benign tumors (1.4–2.0 mm2/s) or normal tissue 
[21]. The optimum imaging parameters for a reliable cutoff between these two 
tumor categories are still a matter of debate [22]. A relatively close correlation was 
also demonstrated between ADC values and tumor grading, reflecting the 

re
la

tiv
e 

In
te

ns
ity

2.4

2.2

2.0

1.8

1.6

1.4

1.2

1.0

0.8

0.6

1 2-3 3-4 5-7

Days post stroke

8-14 >14

rDWI

rT2
rADC

Fig. 17.3 Temporary 
course of T2-signal 
intensity, DWI signal 
intensity, and ADC in 
stroke lesions relative to 
healthy tissue (Adapted 
from [18], with 
permission)

17 Diffusion-Based MRI: Imaging Basics and Clinical Applications



390

aggressiveness of a tumor [23]. Interestingly, an ADC association to treatment 
response was also demonstrated by an approximately 50% increase in ADC values 
in patients who responded to treatment, while nonresponding patients showed ADC 
increases of only about 20% [24, 25].

Malignant liver tumors show ADC values (1.5 × 10−3 mm2/s) that are signifi-
cantly lower than that of benign tumors (~2.5 × 10−3 mm2/s) [26]. However, some of 
the benign liver lesions with a rather high cellularity (e.g., focal nodular hyperpla-
sia) are difficult to differentiate using ADC measurement alone. In the clinical set-
ting, liver lesions are mainly characterized based on T2-weighted imaging and 
liver-specific MRI contrast agents. It was demonstrated that DWI-based character-
ization provides additional information as an adjunct to both those techniques. 
When DWI is combined with those techniques, a more precise characterization of 
primary liver malignancies and metastases can be achieved [27–29].

The diagnostic value of DWI in the diagnostic workup of prostate cancer has been 
shown extensively [30]. Therefore, DWI is now one of the imaging cornerstones in the 
standard image-based grading scheme for prostate cancer evaluation. Prostate cancer, 
especially the rather aggressive subtypes, is characterized by high cellularity [31, 32] 
and consequently lower ADC values (malignant 1.3–1.4  ×  10−3  mm2/s vs. benign 
1.8–2.0 × 10−3 mm2/s). In the monitoring of prostate cancer recurrence, DWI has been 
demonstrated to be more sensitive than T2-weighted images alone [33] (Fig. 17.4).

Despite great advances in tumor characterization in the last few years, the limited 
resolution of DWI makes it difficult to detect smaller malignant lesions. Future 
improvements in image resolution will be of great diagnostic and clinical benefit.

17.4  Medical Imaging as Quantitative Science

In this context it must be noted that most of the clinical radiological assessments per-
formed today are not based on quantitative assessment, but rather qualitative signal 
changes. Pathologic tissue is characterized by signal changes that are relatively easy 
to observe by comparison to the surrounding “normal” tissue. However, the demand 

a b c

Fig. 17.4 Prostate cancer as a T2-hypointense lesion (a) with high DWI signal intensity (b) and 
consequently low ADC values (c)
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for true quantitative imaging is increasing. Diagnostic tests (biochemical, genetic, 
imaging, etc.) are characterizing patients and their specific diseases on an increasingly 
detailed level. In a true quantitative imaging approach, one would aim to compare an 
imaging parameter estimate, for example, the tissue mean diffusivity, to reference 
values. These reference values could be from a group of the healthy population or 
from a control group of patients. A simple analogy to quantitative imaging would be 
the results of a blood test, where “pathologic” means outside the normal distribution 
of healthy population values.

It is unlikely that a single laboratory or imaging test will ever decide upon the 
diagnosis of a specific patient alone. Clinically, laboratory and imaging results 
will always have to be integrated to give the physician certainty about diagnosis 
or which treatment option to proceed with. However, before clinical decisions 
are made based on imaging markers, both their accuracy and precision have to 
be ensured. Accuracy is the correspondence of a measure with its true value and 
precision being the reliability of that test. For valid and clinically useful inter-
pretation, these measurement methods need to be standardized across equip-
ment and institutions and also compared to healthy control populations. More 
advances in standardization need to be achieved before “imaging as a quantita-
tive science” can become a reality in the clinical setting [34]. After more than 
30  years of developments in DWI, this notion is still highly relevant for the 
translation of diffusion-based quantitative imaging markers into standard clini-
cal examinations.

 Conclusion

DWI and related methods provide a meaningful imaging contrast complemen-
tary to T1- and T2-weighted sequences. Pathological tissue changes are often 
associated with changes in the diffusion properties of water molecules. Although 
the spatial image resolution is comparatively low, DWI makes it possible to 
detect, quantify, and visualize these changes in water diffusivity which normally 
relate to a micrometer scale.

DWI is firmly established in stroke imaging, and it is currently becoming an 
important cornerstone in cancer imaging. More advanced derivatives of diffusion 
imaging could support clinical decisions in the future, especially in neurodegen-
erative diseases. However, further technological advances are needed, such as 
higher image resolution, faster acquisition, and reduction of distortion artifacts. 
Standardization of DWI protocols across vendors and institutions will further 
enhance the benefits of DWI in many clinical applications and improve diagnos-
tic accuracy and patient care.
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18Quantification of Functional 
Heterogeneities in Tumors by PET 
Imaging

Winfried Brenner, Florian Wedel, and Janet F. Eary

Abstract
Among the many attributes of molecular imaging methods is generation of image 
data that can be subjected to a number of different analytical approaches to char-
acterize tumor biology, report treatment effect, and predict risk for poor out-
come. Using both semi-quantitative and quantitative image data, these methods 
can be applied to calculate tumor spatial heterogeneity in biologically specific 
imaging agent uptake and utilization. Tumor imaging heterogeneity characteris-
tics represent the intra- and intertumoral differences in tumor genetics and 
 biology and can be used to understand tumor behavior. Several image heteroge-
neity analysis methods have been validated in clinical image datasets and show 
strong correlations with patient outcome. In the near future, these types of mea-
sures will become a part of clinical practice in cancer image interpretation and 
tumor molecular characterization.

18.1  Introduction to Tumor Heterogeneity

A common feature of malignant tumors is biological heterogeneity based on 
genetic variations between tumor cells [1]. These genetic variations translate into 
different molecular and cellular characteristics of single tumor cells and cell 
clones within a primary tumor, between primary tumors and metastases, and 
between metastases within a patient. Under light microscopy, malignant tumors 

mailto:winfried.brenner@charite.de


396

show cellular atypia, increased mitosis, crowding, invasion, and necrosis. As char-
acterization of living tissues has become more refined, genetic, proteomic, and 
molecular expressions for the wide range in tumor biologic behavior have been 
emerging.

Investigators in search of biomarkers that indicate mutations and other disease 
characteristics for new targeted therapy approaches are evaluating specific tumors 
for their unique characteristics. In colon cancer and other tumors, large databases 
are being examined to discover genes that are more frequently mutated and whose 
products can be expected to become therapy targets [2]. Furthermore, genetic altera-
tions often result in downstream changes in intracellular pathways which can change 
cellular function and characteristics and can become the target of new therapeutic 
approaches. Groups of tumors with common mutations might allow subtyping of 
tumors into treatment and risk groups of tumor aggressive behavior [3, 4]. Genetic 
analyses also have discovered the basis for heterogeneity in tumor biological 
characteristics [5].

These findings on tumor heterogeneity present a number of challenges to the 
targeted therapy discovery process and to identification of patients with tumors that 
would benefit by novel treatment combinations. Recent reviews describe the chal-
lenges that tumor biologic heterogeneity present [6–8] and recommend that tumor 
characterization be geared toward understanding the processes that drive differ-
ences between similar tumors in patients, between the primary tumor and metasta-
ses, and changes in tumor phenotype expression over time [9, 10].

The tumor phenotype represents the entirety of its presentation and behavior in 
the patient and usually defines how the tumor is treated by surgical excision, radio- 
and chemotherapy, and targeted therapy combinations. Personalized medicine is a 
goal in modern cancer therapy that aims for optimal treatment. Although it is depen-
dent on tumor characteristics in an individual, it is often still based on limited infor-
mation from tumor staging which includes imaging, histopathology, and 
immunohistochemistry, while genetic profiling and whole tumor genome sequenc-
ing are not routinely performed in individual patients in current clinical practice. 
Initial tumor staging, i.e., information on the extent of tumor spread, is usually 
based on imaging. CT, MRI, and positron emission tomography (PET), as well as 
simple image-derived parameters such as tumor size and contrast enhancement in 
CT and MRI, and tumor uptake reported as standardized uptake value (SUV) of a 
radioactive tracer within the tumor in PET.

Standard medical images however contain more usable information on tumors 
than size and tracer uptake. The field of radiomics, i.e., the extraction of a multi-
tude of quantitative features from a digital image “may allow non-invasive molecu-
lar and genetic profiling of tumors as a further step toward personalized medicine” 
[11]. New imaging strategies for tumor texture analysis provide a possible advan-
tage in characterizing tumor phenotype heterogeneity, as they can be used to image 
the entire body, encompassing all tumor sites (this cannot be accomplished by 
histopathology due to practical reasons), and can be performed non-invasively over 
time for diagnosis, throughout treatment for response monitoring, and during 
follow-up.

W. Brenner et al.
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18.2  PET Imaging, Common PET Tumor Tracers, 
and Quantification of Tumor Tracer Uptake

PET is considered as a primarily functional and quantitative imaging tool. Depending 
on the administered tracer, molecular and/or cellular targets such as receptors, trans-
porters, etc., as well as metabolic pathways can be quantitatively assessed.

18.2.1  Tracers

This section gives just a brief overview on PET tracers for clinical tumor character-
ization, more details on tracer chemistry in PET are provided in Chap. 11 Innovative 
PET and SPECT Tracers. F-18-2-fluoro-2-deoxy-glucose (FDG) is the most used 
tracer in PET in general and in oncology. This imaging agent is taken up by tumor 
cells via glucose transporters, mainly glucose transporter-1 (Glut-1), and then 
undergoes phosphorylation by the enzyme hexokinase into FDG-6-phosphate 
(FDG-6P) in the same glycolysis pathway as glucose. At this stage of cellular 
metabolism, further progress through the metabolic pathway is stopped because the 
next enzyme glucose-6-phosphate isomerase is highly substrate-specific and does 
not accept FDG-6P as a substrate. FGD-6P is a negatively charged anion and can 
neither leave the cell by diffusion nor by glucose transporters. FDG-6P dephos-
phorylation is a very slow process in tumors and all organs except the liver. Thus, 
FDG-6P is trapped within the cell. The amount of trapped FDG-6P depends on the 
expression and number of glucose transporters and hexokinase enzymatic activity 
[12]. FDG PET imaging therefore serves as a biomarker for tissue glucose metabo-
lism which is typically increased in almost all malignant tumors.

Other commonly applied PET tracers in oncology are F-18-fluoro-ethyl-tyrosine 
(FET) as a substrate for amino-acid transporters which is used for brain tumor imag-
ing [13]; F-18-misonidazole (FMISO) as a marker of intracellular hypoxia [14, 15]; 
Ga-68-DOTA-TOC or -TATE as a ligand for somatostatin cell surface receptors char-
acteristically overexpressed by neuroendocrine tumors [16–20]; Ga-68-PSMA as a 
ligand for membrane-bound glycoprotein prostate membrane-specific antigen which 
is typically overexpressed by prostate cancer cells [21–23]; and oxygen-15 labeled 
water which as a freely diffusible molecule can be used as a marker for tumor blood 
flow (see also Chap. 21 Radionuclide Imaging of Cerebral Blood Flow) [24].

A combination of different PET tracers increases the information on characteris-
tics of a given tumor: in patients with neuroendocrine tumors, the differential uptake 
of FDG and Ga-68-DOTA-TATE provides significant information on tumor aggres-
sive features and prognosis (Fig. 18.1).

18.2.2  Quantification of Tumor Tracer Uptake

PET imaging is a quantitative imaging method which allows calculation of tracer 
uptake in a semi-quantitative as well as a true quantitative approach [26]. Using 
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Ga-68-Dotatate

O-15-water

F-18-FDG

ldCT

58.8
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Fig. 18.1 Imaging results 
of a patient with a 
well-differentiated 
pancreatic neuroendocrine 
tumor (NET) with a high 
receptor expression on 
Ga-68-DOTA-TATE, a 
relatively low FDG uptake 
(SUVmax 3.6), and a very 
high tumor blood flow on 
O-15 water PET. This is a 
typical tumor pattern in 
well-differentiated 
low-grade NET which is 
characterized by high 
somatostatin receptor 
expression and a very high 
tumor perfusion (on 
contrast-enhanced CT, 
arterial-phase images are 
considered mandatory for 
tumor detection [25]) but a 
relatively low FDG uptake. 
In high-grade, 
undifferentiated NET, the 
pattern changes to low or 
even missing somatostatin 
receptor expression but 
high FDG uptake, while 
tumor perfusion remains 
high
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FDG for example, the trapped amount of FDG-6P can be measured semi-quantitatively 
as the tissue standardized uptake value (SUV) or quantitatively in μmol/min/g tissue 
by dynamic imaging and kinetic modeling such as Patlak or non-linear regression 
analysis [27].

18.2.2.1  Non-linear Regression Analysis
Based on the original three-compartment model of Sokoloff and coworkers [28, 29], 
a two-tissue, four-parameter compartment model for FDG tissue metabolism that 
consists of the plasma space and an unbound and a bound (phosphorylated) tissue 
compartment became the standard modeling approach for FDG [30]. In quantitating 
the physiological process of FDG tissue metabolism, the rate constants K1 to k4 
describe the transport of FDG between the compartments: K1 and k2 represent the 
forward and reverse transport of FDG from plasma to the cell compartment, k3 rep-
resents phosphorylation by hexokinase, and k4 is dephosphorylation. In FDG mod-
els, k4 is often set to zero (k4  =  0) because of the very slow dephosphorylation 
process in tissues other than the liver. Tissue FDG net uptake KNLR (mL/min/mL) 
can be calculated by non-linear regression as

 
K K k k kNLR = × +( )1 3 2 3/  

18.2.2.2  Patlak Analysis
As an alternative to non-linear regression, tissue FDG uptake in images can be esti-
mated by Patlak graphical analysis [31, 32]. Results from this method correlate well 
with non-linear regression results although single rate constants are not calculated 
and k4 is set to zero [30]. Patlak analysis involves linear regression and can be per-
formed more easily and robustly than non-linear regression methods for tissue 
tracer uptake quantitation.

However, in the daily routine of a PET center, even simplified methods such as 
Patlak analysis are not used on a regular basis since they require both blood sam-
pling and dynamic imaging for determining the tissue input function for the quanti-
tative analysis. A sequence of dynamic PET scans over the tumor starting with the 
administration of the tracer is used to measure the tumor time-activity curves of the 
tracer. In parallel, arterial or venous blood samples are drawn during each time 
frame of the imaging sequence to measure the concentration of the tracer in the 
plasma. This blood time-activity curve serves as an input function in tracer kinetic 
modeling (see also R. Buchert for more details) in non-linear regression analysis as 
well as in Patlak graphical analysis.

18.2.2.3  Standardized Uptake Value (SUV)
The most widely used parameter for quantitation of PET studies in clinical practice 
is the SUV [33]. This semi-quantitative measure represents activity within a tissue 
region-of-interest (ROI) corrected for the injected activity and for patient weight or 
lean body mass as a substitute for the distribution volume of the patient [30]. There 
is a multitude of publications on this parameter in tumor treatment response 

18 Quantification of Functional Heterogeneities in Tumors by PET Imaging



400

assessment, and there are also widely accepted recommendations for using this 
parameter, the PERCIST criteria (PET Response Criteria in Solid Tumors) [34, 35]. 
The practical advantages of this approach are the need for static PET images only 
with no need for blood sampling or dynamic imaging. The calculation of tumor 
SUV in a PET image requires a transmission scan to generate true tissue activity in 
attenuation-corrected images which are currently standard in PET/CT clinical 
images:

 
SUV

ID
=

A
m/  

where A is the mean tissue activity (MBq/mL or MBq/g) within the ROI, ID is the 
injected activity (MBq), and m is the patient body weight (kg).

18.3  Measures of Heterogeneity

PET tracer uptake can be estimated reliably in tumor tissue, and the tumor SUV is 
a widely used and accepted biomarker for tumor characterization in clinical trials 
for initial diagnosis and staging, treatment response evaluation (PERCIST), restag-
ing, and follow-up. Modern high-resolution PET scanners with a spatial resolution 
in the range of 5 mm allow extraction of more information out of the tumor images 
than just the amount of tracer uptake in tissue regions of interest. The quantitative 
spatial and image analysis data present in today’s clinical cancer imaging tech-
niques provide datasets for characterizing tumor heterogeneity evaluating a variety 
of different parameters.

The focus in current image analysis literature is on tumor texture analysis and tumor 
spatial heterogeneity in FDG PET/CT, based on the measurement of spatial variations 
of voxel greyscale intensities within a tumor. This is termed intratumor heterogeneity. 
Differences between lesions within a patient, e.g., between primary tumor and metas-
tases or between metastases, are termed intertumor heterogeneity [36].

18.3.1  Intratumor Heterogeneity

Intratumor heterogeneity of FDG uptake can be frequently observed in larger masses 
(>2  cm) of almost all tumor types and can be easily spotted by visual analysis 
(Fig. 18.2). Measurement of spatial variations in uptake and the generation of tex-
tural quantitative parameters, however, can be quite challenging. The first report on 
measuring tumor tissue heterogeneity in 3D FDG PET data was published in 2003 
for a group of sarcoma patients [37]. In this paper, the authors described a statistical 
measure of the heterogeneity of the tissue characteristic “FDG uptake” that is based 
on the deviation of the distribution of the measured tissue uptake from a unimodal 
elliptically contoured spatial pattern, and presented an algorithm for computation of 
the measure based on volumetric ROI PET data. Details of the definition and math-
ematical computation of this new measure can be found in this paper by O’Sullivan, 
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Eary, and coworkers [37] which is freely available on the Internet. Extracting data on 
FDG spatial uptake heterogeneity in a PET image, the authors showed in 76 patients 
that the degree of FDG spatial heterogeneity of their sarcoma was an independent 
predictor for patient survival even outperforming tumor SUV. Thus, this tumor char-
acteristic was found to be a major risk factor for survival [38]. In subsequent papers, 
O’Sullivan, Eary, and coworkers presented updated and improved modeling 
approaches for calculating heterogeneity of FDG uptake in sarcoma tumor PET 
images. These further investigations found that analyses that utilized more complex 
tumor boundary shapes and edge detection algorithms improved the correlation of 
the tumor spatial heterogeneity results with patient outcome [39–42].

New strategies for analyzing intratumor heterogeneity of PET images have been 
published in the last decade that are based on a number of mathematical methods 
that describe the relationships between the counts per voxel and their position within 
an image. Statistics- and frequency-based methods as well as intensity histogram 
analyses have been most commonly applied. These calculate local tissue image fea-
tures (depending on the respective PET tracer) of each voxel in the image and 
deduce new image parameters from the distributions of these local features. Further 
image processing and analysis methods to quantify the heterogeneity of voxel inten-
sities are based on tumor image texture, fractal, and shape analyses. As texture 
analysis has been widely used for contrast-enhanced CT and MR imaging [43], 

Fig. 18.2 Intratumor 
heterogeneity of FDG 
uptake in a large mixed 
adeno-neuroendocrine 
carcinoma (MANEC) of 
the stomach, tumor size 
63 × 78 × 47 mm on CT, 
Ki-67 index 90% 
indicating a highly mitotic 
and aggressive tumor. The 
heterogeneous FDG uptake 
in the tumor can be easily 
observed by visual 
inspection on fused axial 
PET/CT (above) and PET 
images (below)
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more recent studies have also focused on extracting features from both PET and CT 
or MRI of hybrid PET/CT and PET/MR imaging [44–47]. For a more comprehen-
sive summary of the various parameters and methods for quantifying tumor tissue 
heterogeneity, we refer the reader to the reviews of Chicklore et al. [43], Hatt and 
coauthors [48], or J.P. O’Connor [36]. In an interesting publication on intratumor 
heterogeneity for prediction of therapy response in esophageal cancer, Tixier et al. 
compared more than 40 quantitative parameters extracted from FDG PET images 
including maximum SUV, peak SUV, mean SUV, and a total of 38 textural features 
such as entropy, size, and magnitude of local and global heterogeneous and homo-
geneous tumor regions for comparison with patient treatment response. The authors 
could show “that tumor textural analysis can provide non-responder, partial 
responder, and complete-responder patient identification with higher sensitivity 
(76–92%) than any tumor SUV measurement” [49].

18.3.2  Asphericity

Inspired by the early image analysis research of Eary and O’Sullivan, we concen-
trated on creating an automated and easy-to-perform textural measure for tumor 
characterization which can be applied in daily PET routine image analysis. This 
novel measure of spatial irregularity of the FDG uptake in the primary tumor termed 
“asphericity” (ASP) was designed to characterize the deviation of the tumor’s shape 
from sphere symmetry and to serve as a prognostic marker in tumors [50].

A common characteristic feature of malignant tumors is that aggressive tumors 
grow faster and more asymmetrical and with a more irregular shape than less prolif-
erative tumors which are closer to a sphere’s shape, mostly because of a lack of 
sufficient neoangiogenesis and variations of cellularity and cellular genetic hetero-
geneity. Exceptions may include low-grade gliomas with a less compact growth 
pattern than high-grade gliomas [51]. With respect to these well-known macro-
scopic features of tumors, we designed our new parameter as a measure for the 
deviation of the tumor’s shape from sphere symmetry.

We defined asphericity as

 
ASP with= −( ) =∗100 1 1
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3
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where S and V are the surface and the metabolic tumor volume. ASP for a perfect 
sphere is zero and increases for any other lesion type with a more irregular and, 
thus, bigger surface.

Currently, there is no feasible way to calculate ASP on a fully automated basis 
because the segmentation for the initial discrimination of the tumor uptake from the 
uptake of nearby tissue is often difficult if not impossible for automated algorithms 
(Fig. 18.3). After automatic tumor delineation, e.g., by a threshold-based algorithm, 
the volumes-of-interest (VOI) often have to be adapted and corrected manually, e.g., 
to exclude inflamed but benign tissue within the borders of the VOI. Details of this 
process can be found in a publication by Hofheinz and coworkers [53].

ASP as a prognostic marker for patient outcome was developed as an easy-to- 
acquire numeric representation of tumor biology and malignancy in FDG PET/
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CT. It is evident that such a textural parameter would be greatly affected by thera-
pies which aim to change metabolic functions of a tumor, like chemotherapy and 
radiation therapy. Therefore, studies so far are mostly concentrated on pre-therapeu-
tic patients with different cancer entities (Fig. 18.4). In patients with local recur-
rences, ASP showed a rather limited prognostic value, as did any other investigated 
textural marker besides the presence of the recurrence itself [50].

In a first study on 52 patients with head and neck cancer, ASP could be shown as an 
independent prognostic marker for overall survival (OS) and progression free survival 
(PFS) [50]. The probability of a 2-year PFS decreased from 65% in patients with low 
ASP (≤24) to 20% in patients with a higher ASP (>24) and 0% in patients with an 
additional large metabolic tumor volume (≥11.5 mL). For OS, multivariate Cox regres-
sion analysis revealed high ASP (HR, 6.4; p = 0.006) as the only significant predictor 
for decreased OS, but not SUV and metabolic tumor volume [50]. These initial results 
were confirmed in a second study analyzing data from a separate institution (University 
Hospital Carl Gustav Carus, Dresden, Germany) with a different PET scanner and with 
a separate cohort of 37 patients with pre-therapeutic head and neck cancer. Again, ASP 
proved to be an independent prognostic factor for PFS and OS [54].

To investigate ASP as a general parameter for characterization of tumor biology 
in FDG PET, this analysis was applied in a cohort of 60 patients with non-small cell 
lung cancer (NSCLC) treated with curative intent [55]. In this study, ASP proved to 
be an independent prognostic factor for PFS (HR = 3.4, p = 0.001) and OS (HR 
OS = 2.97, p = 0.03), and it outperformed metabolic tumor volume as well as any 
other conventional metabolic parameter analyzed. Only the clinical parameter 

Fig. 18.3 Successful combined automatic and manual segmentation and discrimination of a naso-
pharynx carcinoma using ROVER software (http://www.abx.de/rover [52]) shown on representa-
tive axial (left), coronal (center), and sagittal (right) FDG PET images for further analysis of 
asphericity (ASP). Discrimination of FDG tumor uptake from background activity: in this case, the 
adjacent physiological uptake of FDG in the brain can be quite difficult by fully automatic 
segmentation
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“primary surgical treatment” performed comparably well (HR PFS  =  2.09, 
p = 0.05 − HR OS = 3.78, p = 0.01) [55].

These findings on prediction of survival are based on a strong correlation of ASP 
in FDG PET with histologic and genetic markers as shown recently in 83 patients 
with NSCLC prior to treatment [56]. In this study, ASP was significantly associated 
with TNM stage, the Ki-67 proliferation index, and a strong EGFR expression in the 
tumor. The correlation of survival with other image-derived markers such as SUV 
and metabolic tumor volume was non-significant [56].

In summary, ASP seems to have potential as an independent and comprehensive 
prognostic tumor texture marker mirroring tumor biological processes and genetic 
aberrations in tumors that can be used to identify patients with a high risk of an 
unfavorable course of disease. Of note, ASP can be used as a prognostic tumor tex-
ture marker on SPECT images as well as shown in 20 patients with gastro-entero-
pancreatic neuroendocrine neoplasms undergoing SPECT/CT imaging with In-111 
octreotide [57]. Thus, ASP can work as a spatial texture parameter of tissue hetero-
geneity independently of the physiology of the applied tracer (metabolic tracer, 
receptor ligand) and the imaging technology used (SPECT, PET).

18.3.3  Flow-Metabolism Mismatch

Another approach of our group for extracting spatial tissue information for tumor 
characterization and risk assessment is calculation of blood flow-metabolism mis-
match. This is an image data comparison using FDG SUV for calculating tumor 
metabolism and oxygen-15 (O-15) labeled water for tumor blood flow assessment. 
O-15 water images are acquired by dynamic PET imaging, and the data is analyzed 
with kinetic modeling techniques.

In his seminal work on tumor glucose metabolism in the 1930s, Otto Warburg 
showed that anaerobic metabolism of glucose is a fundamental property of all 
tumors and that there is a relationship between the degree of anaerobic metabolism 
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Fig. 18.4 Tumor lesion segmentation and VOI extraction (ROVER software) for further analysis 
of asphericity (ASP) in patients with non-small-cell lung cancer (axial PET (A/E), CT (B/F), fused 
PET/CT (C/G), and ROVER segmentation (D/H) images)
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and tumor growth rate. A comprehensive summary on this topic with respect to 
modern imaging approaches can be found in Miles and Williams [58].

Based on Warburg’s work, the group of Mankoff and coworkers used PET quan-
titative imaging for blood flow measurements with O-15 water and metabolism with 
FDG in tumor tissue. They could demonstrate that tumor blood flow and metabo-
lism, although tightly coupled in most normal tissues, are often not well matched in 
tumors and that a flow-metabolism mismatch, i.e., high metabolism relative to blood 
flow, was associated with poor treatment response and poor survival in patients with 
locally advanced breast cancer [59–61].

In our pilot study on tumor blood flow-metabolism mismatch in patients with 
advanced cervical cancer, we aimed at evaluating the rational of this approach in 
another tumor entity. We developed a new automated voxel-based method for quan-
titative characterization of the spatial patterns of O-15 water flow represented by the 
rate constant K1, FDG metabolism represented by median SUV, and its mismatch 
[24]. First, the median SUV and the median K1 in the tumor were computed for 
each patient. Then a tumor voxel was classified to represent a flow-metabolism mis-
match if its SUV was larger than the median SUV and at the same time its K1 was 
smaller than the median K1. The absolute mismatch volume was obtained by mul-
tiplying the number of mismatch voxels with the voxel volume [24]. This novel 
parameter for the tumor absolute mismatch volume and the spatial extent of the 
mismatch can be easily calculated by an automated quantification algorithm.

In the future, the clinical value of this parameter for prediction of response to 
treatment and disease-free and overall survival needs to be tested in prospective 
multi-center studies as well as in other tumor histologies.

Another practical aspect of future research will be the replacement of O-15 water 
as a marker for tumor blood flow. As O-15 and O-15 water are only available in a 
few research centers in the world supplied with a dedicated cylotron for production 
of O-15, O-15 water PET will not likely become a routine diagnostic tool. Moreover, 
O-15 water PET requires dynamic imaging and kinetic modeling for calculating 
tumor blood flow which are both laborious in clinical routine. Dynamic contrast-
enhanced magnetic resonance imaging (DCE-MRI) and dynamic contrast-enhanced 
CT can measure regional tissue perfusion; however, this parameter differs from tis-
sue blood flow measured by O-15 water PET. Using modern hybrid scanners, PET/
CT and PET/MRI, CT- or MRI-based parametric substitutes for O-15 water blood 
flow will be a future topic of research for assessing the presence and extent of a 
tumor flow-metabolism mismatch.

18.4  General Aspects and Clinical Implications of Imaging 
Tumor Heterogeneity

More than two decades ago, there was a huge effort on decoding tumor genetic 
profiles, and the ultimate goal was whole-genome sequencing, first on a general 
scale as in the Human Genome Project and later especially under commercial 
aspects on a personal individual scale. Although these projects were successful and 
the human genome sequence has been fully known since 2003, all this information 
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is only slowly being translated into an understanding of physiological and patho-
physiological processes of diseases and into new treatment approaches.

The same is to be expected with imaging and radiomics. It is easy to extract a 
series of numbers and parameters from digital images as shown by Tixier and 
coworkers [49], but what do these data mean, and how can we use them in medicine 
to make radiomics a success story [62]? Three major accomplishments are neces-
sary for a future successful application of heterogeneity and tumor texture parame-
ters in analogy to the PERCIST criteria representing the amount of tumor tracer 
uptake: first, the imaging community should concentrate on a limited number of 
promising, pathophysiologically understood and easy-to-calculate parameters 
which, secondly, have to be clearly defined by a standardized mathematical algo-
rithm to be, thirdly, evaluated and validated in prospective multi-center clinical tri-
als. Using the potential of modern molecular imaging as mainly represented by PET 
and MRI and ideally by hybrid PET/MRI, composite parameters combining the 
information from both imaging modalities will make important contributions to 
cancer patient care.

The newly established graduate school BIOQIC—BIOphysical Quantitative 
Imaging Towards Clinical Diagnosis (http://bioqic.de), funded by Deutsche 
Forschungsgemeinschaft, will support and help defining useful and clinically rele-
vant image-derived parameters which we will fully understand from both a mathe-
matical and a pathophysiological point of view and which we can successfully 
integrate into tumor imaging and daily medical practice.

 Conclusion
Image-derived tumor heterogeneity characteristics and tumor texture parameters 
represent the intra- and intertumoral differences in tumor genetics and biology 
and can be used to characterize tumor phenotype, report treatment effects, and 
predict risk for outcome in an individual patient. Extracted from PET and MRI 
digital images, tumor texture parameters as well as novel composite parameters 
combining the information from both imaging modalities will become a part of 
routine clinical practice in cancer image interpretation and tumor molecular 
characterization in the near future. For accomplishing this goal and, thus, making 
radiomics a success story as a further step toward personalized cancer patient 
management, pathophysiologically well-understood and clinically relevant 
image-derived parameters have to be clearly defined by standardized mathemati-
cal algorithms and validated in prospective multi-center clinical trials.
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Abstract
State-of-the-art techniques of ultrasound elastography can contribute to the char-
acterization of focal breast lesions and detection of malignant tumors in various 
organs. Another area of current interest is the differentiation of focal liver lesions 
in terms of vascularization patterns measured by perfusion ultrasound. This 
chapter provides an overview of the different techniques and their diagnostic role 
in clinical routine based on a review of the current literature. The most important 
techniques are compression or vibration elastography, shear wave elastography 
(SWE), and contrast-enhanced ultrasound (CEUS). Currently available scientific 
evidence suggests that elastography provides important supplementary informa-
tion for the differentiation of breast lesions under routine clinical conditions. The 
information is immediately available and improves specificity. Strain ratio (SR) 
is especially useful in women with a high pretest likelihood of breast cancer. 
Prostate cancer also shows characteristic differences in terms of elastographic 
properties compared with surrounding tissue. Here, elastography can improve 
targeted biopsy for the workup of suspicious focal lesions and is superior to rou-
tine prostate biopsy guided by B-mode ultrasound. CEUS has high diagnostic 
accuracy and is comparable to computed tomography (CT) and magnetic reso-
nance imaging (MRI) in terms of tumor characterization. Having a low rate of 
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adverse effects, CEUS can be used in patients with impaired renal function or 
contraindications to CT or MRI contrast agents. Quantifiable elastography and 
CEUS have recently started to expand the role of classic B-mode ultrasound in 
oncology. Quantification of tumor stiffness and perfusion can improve the dif-
ferential diagnosis. These two ultrasound techniques are beginning to enter the 
clinic and offer a fascinating potential for further advances including improved 
standardization of ultrasound diagnosis.

19.1  Part A: Application of Ultrasound Elastography

19.1.1  Introduction

Tissues have inherent elasticity, which changes with normal aging or when disease 
such as inflammation or a tumor is present. A variety of ultrasound techniques, 
jointly known as sonoelastography, have been developed since the early 1990s to 
assess the elasticity of biological tissues [1–3] (see Chap. 12). The external force 
required to induce tissue deformation depends on the tissue’s shear modulus [4, 5] 
and appears to be altered in tumor tissue (see Chaps. 2 and 5 for constitutive equa-
tions and biophysical background). Clinical studies in different organ systems have 
shown that determination of tissue elasticity provides important supplementary 
diagnostic information. The organs investigated include the parotid [6], thyroid [7, 
8], liver [9, 10], prostate [11], and cervix [12]. Special attention has been paid to the 
sonoelastographic characterization of tumorous lesions in the breast [13–15] and 
prostate. For breast imaging, it has been shown that using tissue elasticity as an 
additional criterion improves specificity [13–17] and lowers the number of false- 
positive findings [14]. Breast sonoelastography thus has the potential to reduce the 
need for biopsy in the future. An important clinical advantage of sonoelastography 
is that it is generally available and quick to perform at little extra cost. The high 
spatial resolution of ultrasound allows determination of the elastic properties of 
small structures (less than 5 mm). On the other hand, sonoelastography has some 
technical disadvantages including the limited penetration depth of only 5–6 cm (for 
transient-based techniques), sensitivity to the axial displacement component only, 
and the examiner dependence. More details on the comparison between state-of-the 
art sonoelastographic modalities can be found in Chap. 12. The following sections 
present clinical applications of sonoelastography in the diagnostic evaluation of 
malignant tumors of the breast, thyroid, and prostate.

19.1.2  Breast Cancer

Breast lesions may be very small (on the order of 5 mm), and their detection there-
fore requires an elastographic imaging technique with high spatial resolution. 
Research has focused on techniques using absence of elasticity for the evaluation of 
focal breast lesions. This criterion contributes to the characterization of breast 
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lesions detected by ultrasound. The use of tissue elasticity as an additional diagnos-
tic parameter has been shown to increase specificity and to improve the separation 
of benign and malignant focal lesions classified as BI-RADS (Breast Imaging 
Reporting and Data System) category 3 or 4 [18]. The technique thus reduces the 
number of false-positive findings and could spare many women unnecessary breast 
biopsies in the future. When the technique was first introduced, differentiation of 
benign and malignant breast lesions relied on subjective and/or semi-quantitative 
approaches (Fig. 19.1a, b).

Fig. 19.1 A 48-year-old patient presenting with a suspicious lesion palpated in the right breast. 
The ultrasound B-mode image shows an irregular, microlobulated, spiculated focal lesion measur-
ing 1.2 cm with marked ductal dilation in the vicinity of the lesion (a). The B-mode appearance is 
consistent with a BI-RADS 5 lesion. Ductal dilation in the vicinity of the lesion may indicate a 
DCIS component. There is ample perfusion of the lesion and a vessel entering the focal lesion 
perpendicularly (b). TDI shows complete absence of color pixels in the lesion, consistent with 
incompressibility (c). Both techniques confirm breast cancer. The fat-to-lesion strain ratio (FLR) is 
only slightly elevated at 1.62 (d). Shear wave elastography (SWE) shows faster transmission of 
signals through the breast lesion (e), which is reflected in an increase in the SWE ratio (f)

a

b
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Fig. 19.1  (continued)

c

d
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e

f

Fig. 19.1 (continued)
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In real-time elastography, the examiner uses the ultrasound transducer to com-
press the tissue from outside the body and then to measure the resulting tissue 
movement or deformation. The elasticity information obtained in this way is dis-
played as a color map superimposed on the grayscale image in real time. In real- 
time elastography, many investigators use the blue color spectrum to represent low 
strain, which is equivalent to a high intrinsic elastic modulus (hard tissue), while 
green and red colors are used to indicate intermediate to high strain, i.e., low elastic 
modulus or soft tissue. Of note, most shear wave-based systems have a reversed 
scale, that is, red for stiff tissues and blue for soft (normal) tissues. State-of-the-art 
ultrasound systems allow free selection and reversal of the available color scales. 
Standardization would be desirable. In women with low breast tissue density, elas-
tography has been found to markedly improve detection and characterization of 
focal lesions. In women with involuted glandular tissue, real-time elastography has 
been shown to increase specificity from 69 to 80%. This is important since the diag-
nostic accuracy of B-mode ultrasound decreases with involution of breast paren-
chyma. A multicenter study of 779 women has confirmed these results [14].

In the further development of sonoelastography of the breast, standardization 
was improved by the introduction of a fat-to-lesion strain ratio (FLR), which defines 
the relationship between the elasticity of fatty tissue and that of the breast lesion 
(Fig. 19.1d). The FLR is calculated from a region of interest (ROI) encircling the 
entire breast lesion and a second ROI placed in the surrounding fatty tissue and is 
compared individually and intraindividually [15, 19]. The most recent studies have 
shown that FLR calculation improves the characterization of breast lesions and 
allows differentiation of benign and malignant focal breast lesions. In a European 
patient population, an FLR cutoff value for discrimination of benign and malignant 
lesions ranging between 2.3 and 2.5 has been identified using different US systems, 
which differs from the cutoff of 3.1 defined in a population of Chinese women. 
These variations may be attributable to ethnic variations in normal glandular breast 
density, and they preclude the definition of a single standardized FLR. Nevertheless, 
this ratio is a simple and reproducible parameter for the characterization of known 
breast lesions. An FLR below the cutoff is highly indicative of a benign breast 
lesion, while an FLR above the cutoff is suspicious for a malignant breast tumor. A 
suspected malignant lesion requires confirmation by biopsy. Ultrasound elastogra-
phy allows no differentiation of recurrent breast cancer from scar tissue. Scar tissue 
developing after surgery and radiotherapy has little intrinsic elasticity and thus has 
an FLR in the same range as malignant breast lesions. This is why magnetic reso-
nance imaging (MRI) or biopsy with ultrasound guidance will continue to be neces-
sary for ruling out cancer recurrence.

Tissue Doppler imaging (TDI) can be understood as a special pressure- 
independent version of strain elastography and also allows real-time analysis. Tissue 
reflection with TDI is very low; however, the signal has very high amplitude com-
pared with the fast signals obtained by classic color Doppler ultrasound, where red 
blood cells serve as reflectors. When operated in the dual mode, information on 
tissue distortion is superimposed on B-mode views using red and blue as with con-
ventional color Doppler imaging. Malignant breast lesions are characterized by the 
absence of color pixels, while benign lesions are filled with color pixels and typi-
cally appear markedly smaller in TDI (Fig.  19.1c). Therefore, TDI allows 

T. Fischer et al.



417

significant differentiation of benign and malignant focal breast lesions (p < 0.001) 
(Fig. 19.1c). This technique is particularly easy to use and the gain in diagnostic 
information is immediately apparent [20]. Although it can theoretically be imple-
mented into all ultrasound systems, TDI has not yet become established as a routine 
clinical procedure.

A first large meta-analysis of sonoelastography was conducted in 2012 and 
included 5511 breast lesions [21]. In this analysis, specificity increased from 70 to 
88% with the use of elastography. The use of sonoelastography can reduce the need 
for breast biopsy particularly in screening populations with a low breast cancer risk. 
In the screening situation, however, elastography should not be used as the first 
ultrasound method but should ideally be used when B-mode ultrasound findings 
suggest a breast lesion. In contrast, when examining women with a high risk of 
breast cancer, the technique with the highest correct classification rate should be 
used. For breast examinations, this is FLR calculation, which has higher sensitivity 
compared with subjective assessment [22].

SWE and transient elastography (TE) rely on a different physical principle and 
require a special transducer. In TE, the transducer generates the classic ultrasound 
waves and additional low-frequency shear waves in the 50 Hz frequency range. The 
speed at which shear waves or transverse waves propagate in the tissue is measured 
to derive the tissue’s elasticity modulus. This technique has gained much attention 
in recent years for the grading of liver fibrosis [23]. Recently, Stock et al. [24] inves-
tigated the acoustic radiation force impulse (ARFI) technique for the quantification 
of renal transplant fibrosis and found a correlation between elastography and histo-
logic fibrosis grading. Only a few clinical studies have evaluated the potential of this 
technique for the differentiation of focal breast lesions. Two studies, Evans et al. 
[25] and Berg et al. [26], found SWE to increase specificity and thus improve the 
characterization of breast lesions (Fig. 19.1e, f). Other techniques, such as magnetic 
resonance elastography (MRE), hold promise for further improving imaging char-
acterization of breast lesions. Inherent limitations of MRE such as long examination 
times and reduced spatial resolution can be overcome by state-of-the-art single-shot 
acquisition techniques and multifrequency vibration. Overall, it is expected that 
breast MRE will in the future be used as a short supplementary examination in 
patients with a clinical indication for conventional breast MRI. Another promising 
method for determining mechanical properties of breast tissue is tomosynthesis 
elastography, which uses a tomosynthesis technique to scan tissue layers before and 
after static distortion and image registration for the subsequent computation of dis-
tortion maps [27].

Regardless of the medical imaging modality used, elastography is a valid tool for 
detecting pathological differences in the cohesiveness of breast tissue. Mechanical 
stimulation can be used to derive diagnostic information on tissue properties other-
wise requiring invasive procedures.

19.1.3  Thyroid Cancer

The anatomic location makes elastography of the thyroid more difficult than examina-
tion of the breast, where the surrounding fat can be used as reference for comparison. 
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Therefore, absolute elasticity properties of individual thyroid nodules need to be com-
pared, and definition of standardized reference values is difficult. A comprehensive 
meta-analysis of the characterization of focal thyroid lesions by elastography is still 
lacking. While single-center studies suggest a benefit of elastography in characterizing 
thyroid nodules, elastography cannot replace cytology for a definitive diagnosis [28].

Nonpalpable thyroid nodules are a common incidental finding in asymptomatic 
individuals. Ultrasound is the first-line imaging modality in the workup of small 
incidentally detected thyroid nodules. While small nodules <1 cm in size are typi-
cally managed by follow-up, the further procedure in individuals with nodules 
≥1 cm in size depends on the initial ultrasound findings and may include laboratory 
tests, fine-needle aspiration cytology (FNAC), and scintigraphy. Besides the general 
appearance at B-mode or color duplex ultrasound, a number of individual features 
are assessed to identify malignant thyroid nodules including echotexture/hypoecho-
genicity, presence of microcalcifications, absence or poorly defined margin and cen-
tral hypervascularization, as well as conspicuous lymph nodes [28]. Diagnostic 
accuracy relies on the examiner’s experience [28]. Some of the features that are 
typical of malignancy may also be present in benign thyroid nodules. As a result, 
high-resolution US has low specificity, and elastography has been investigated to 
determine its potential for improving the specificity of thyroid US. However, cur-
rently available data were obtained in small, selected patient populations with an 
indication for FNAC [29]. The first studies of thyroid sonoelastography were per-
formed using the technique of strain elastography and manual tissue compression 
with the ultrasound transducer [29, 30]. Different scoring systems such as the Ueno 
score have been proposed (ranging from 1 for mostly soft tissue to 4/5 for com-
pletely hard tissue); however, thyroid nodule categorization using these scores has 
been found to have only moderate interobserver validity of <68% in unselected 
patient populations [29–31]. These results were improved with the introduction of 
semi-quantitative elasticity indices and definition of cutoff values, which resulted in 
reported sensitivities of 74–98% and specificities of 72–100% [32, 33]. There is 
agreement among investigators that strain elastography of the thyroid is a supple-
mentary technique for improving the specificity of high-resolution B-mode ultra-
sound and that the sensitivity of combined B-mode ultrasound and color-coded 
Doppler ultrasound (CD-US) appears to be superior to elastography [32, 33].

Another approach to standardization is to exploit carotid artery pulsation for 
inducing pressure-dependent deformation of the thyroid, and a study has shown that 
this approach reduces examiner dependence [34]. Furthermore, attempts have been 
made, using ARFI [35] and SWE, to develop an examiner-independent technique 
for the measurement of the propagation velocity in m/s or of pressure in kPa. Again, 
cutoff values were determined to discriminate benign and malignant lesions. Initial 
optimistic results with specificities of 93–95% [35] were not confirmed in later 
studies, where specificities of 71–78% were found [1, 36]. This is below the speci-
ficity of strain elastography and suggests that examiner dependence might not be an 
issue. Multicenter studies should be performed in unselected patient populations 
with subsequent histological confirmation of findings. So far, the superior specific-
ity of elastography mainly helps in identifying patients who should undergo 
FNAC. Having relatively low sensitivity, elastography cannot be recommended as 
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the only test for the follow-up of presumably benign thyroid nodules, and FNAC 
continues to be required for diagnostic confirmation.

19.1.4  Prostate Cancer

Men with an elevated prostate-specific antigen (PSA) level or abnormal prostate 
findings in the digital rectal examination (DRE) undergo workup by transrectal 
ultrasound (TRUS) in combination with systematic biopsy for histologic confirma-
tion. In a subgroup of these patients, TRUS-guided biopsy fails to detect cancer 
despite increasing PSA levels, and multiple biopsies may be necessary before a 
diagnosis can be made [37, 38]. Since negative TRUS-guided biopsy does not rule 
out prostate cancer, healthy men may be repeatedly exposed to the possible risks 
(infection, bleeding) of this invasive procedure. Moreover, the detection rate mark-
edly decreases with each repetition of prostate biopsy [37]. Many suggestions have 
been made to improve the cancer detection rate of TRUS. Since it is known that 
prostate cancer is associated with changes in metabolism and perfusion [39, 40], 
techniques such as color Doppler US and contrast-enhanced ultrasound (CEUS) at 
high frequency as well as elastography have been proposed for prostate cancer 
detection without achieving decisive progress [41]. Data on TRUS elastography are 
highly variable with reported sensitivities for prostate cancer detection ranging 
from 25 to 92% [42, 43]. A breakthrough was finally achieved by combining multi-
parametric 3 T MRI without the use of an endorectal coil for localizing suspicious 
lesions within the prostate with subsequent use of these data for real-time MRI/US 
fusion biopsy. Initial results with MRI/US fusion biopsy in subgroups of patients 
showed detection rates that were comparable to that of the time-consuming and 
expensive method of MRI-guided biopsy [44]. Fusion biopsy is also performed 
using a multiparametric approach combining color Doppler, CEUS, and elastogra-
phy. The advantage of this technique is in the assessment of focal lesions in a given 
plane like the MRI, which also takes the high detection rate of prostate cancer by 
MRI into account. Both CEUS and elastography have shown high specificity in 
multiparametric US. Approaches for using elastography aim at identifying suspi-
cious lesions for subsequent targeted biopsy with routine TRUS-based techniques. 
Of particular interest is SWE, which yields absolute values for focal lesions com-
pared with the unaffected side. Initial publications on this technique have proposed 
cutoff values on the order of 35 kPa [45]. Future studies must show whether the 
limited penetration depth of this technique can be improved further and whether 
these initial results can be confirmed by multicenter trials. However, elastography 
has the potential to provide supplementary information that could be used for rou-
tine TRUS-guided biopsy in patients with abnormal B-mode findings.

19.1.5  Summary of Part A

Based on currently available data, routine clinical elastography could provide 
important additional diagnostic information for the differentiation of breast tumors, 
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for identifying patients with thyroid nodules (>1 cm) who should undergo FNAC, 
and for men with suspected prostate cancer who have abnormal B-mode ultrasound 
findings and are scheduled for TRUS-guided biopsy. The use of sonoelastography 
improves specificity and directly provides additional diagnostic information. Having 
high detail resolution, sonoelastography allows reliable evaluation of lesions once 
they have reached a size of 5 mm. Besides real-time elastography based on strain 
imaging, SWE will gain wider acceptance in the future as it allows quantification of 
parameters. With ultrasound having a minor role in the classification of tumors, as 
discussed here for different cancers, the expected role of elastography is also lim-
ited; however, this should not prevent researchers from considering all tumors of a 
specialty when evaluating the potential of a new imaging modality. In addition, 
larger studies should investigate whether elastography yields adequate results for 
various diagnostic queries even in the hands of less experienced examiners. Papillary 
thyroid cancer appears to be harder than follicular and medullary thyroid cancer. 
Invasive ductal carcinoma is harder than invasive lobular breast tumors. This is 
where elastography has the potential for identifying tumor subgroups. Nevertheless, 
sound statistical data or evidence from large multicenter studies is still lacking. Not 
all malignant tumors are hard and not all benign tumors are soft, which is a funda-
mental limitation of elastography. On the other hand, sonoelastography requires 
little extra time and the cost is very low. These advantages make sonoelastography 
an attractive option and could contribute to its wider use in different diagnostic 
settings.

19.2  Part B: Contrast-Enhanced Ultrasound

19.2.1  Introduction

The visualization of tissue properties and tissue perfusion is an important compo-
nent of the diagnostic evaluation of tumors and kidneys and in trauma patients by 
any imaging modality. Conventional vascular ultrasound (US) techniques such as 
color duplex ultrasonography (CDUS) do not depict vessels with a diameter of less 
than about 30 mm. Furthermore, this method is susceptible to error due to examiner 
dependence and the effect of systemic disease such as atherosclerosis which often 
results in artifacts and posterior acoustic shadowing. The advent of nonspecific 
ultrasound contrast media (USCM) has markedly improved the detection of very 
slow blood flow in small vessels. The potential of target-specific USCM for demon-
strating neoangiogenesis in cancer is a new approach. Possible candidates for such 
a contrast agent are microbubbles to which a vascular endothelial growth factor 
receptor 2 (VEGFR2)-binding peptide or antigen is coupled, which selectively mark 
areas of tumor neoangiogenesis. Unspecific USCM might be superior in the diagno-
sis of abnormal tumor perfusion compared with conventional US since tumor perfu-
sion is associated with characteristic changes of the arterial inflow and the late 
washout phase of the contrast agent.
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19.2.2  Contrast-Enhanced Ultrasound of the Liver

In 2001, phospholipid-stabilized microbubbles of a poorly water-soluble gas (e.g., 
sulfur hexafluoride, SF6, SonoVue®) became commercially available as a second- 
generation ultrasound contrast agent [46]. This microbubble preparation is very 
stable, providing prolonged contrast and enhancing the ultrasound signal in blood 
vessels including the capillary system by several orders of magnitude (by a factor of 
approx. 103). The SonoVue microbubbles have a mean diameter of 2.5 μm and are 
smaller than red blood cells (7 μm), allowing them to distribute freely in the blood 
vessels and capillaries [47–50].

When exposed to low ultrasound energy, the microbubbles generate only linear 
backscatter. With increasing energy, once certain range is reached, the microbubbles 
begin to oscillate at eigenfrequency with a characteristic resonance spectrum. 
Following injection into a peripheral vein, the microbubbles will reach the organs 
and distribute in their capillary beds, resulting in homogeneous opacification of 
normally perfused organs or parts [51]. State-of-the-art ultrasound devices can be 
operated in a special mode to sample and process the specific nonlinear reflection 
from the microbubbles for selective visualization with very high temporal resolu-
tion of parenchymal perfusion (typically as color-coded information) [47].

Unlike conventional CT and MRI contrast agents, the ultrasound microbubbles do 
not diffuse into the interstitial space, and they are not eliminated by the kidneys but are 
exhaled via the lungs within a few minutes [48, 52]. Ultrasound contrast agents are 
considered to be very safe because they are biologically inert, are not nephrotoxic, and 
do not interact with the thyroid, and the incidence of allergic reactions following micro-
bubble administration is well below that of conventional CT contrast agents [53].

One of the strengths of CEUS is the high temporal resolution of perfusion visualization 
compared with other imaging modalities. The safety profile of ultrasound contrast agents 
allows repeated administration in serial follow-up examinations at short intervals [52].

Ultrasound is usually the first-line imaging modalities for diagnostic evaluation 
of patients with metastatic liver lesions. Focal liver lesions are common, with a 
reported prevalence of approx. 5% [54]. Liver ultrasound is performed at a fre-
quency range of 2–9 MHz (Figs. 19.2 and 19.3).

Fig. 19.2 In this patient 
with suspected pharyngeal 
cancer, abdominal staging 
by standard B-mode 
ultrasound reveals a 
hypoechoic liver lesion 
(yellow arrows)
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The liver is the main target of metastatic disease with 25–50% of all cancer 
patients having liver metastases at the time of diagnosis [55]. The treatment options 
(surgical resection versus interventional treatment) depend on the size, number, and 
localization of liver metastases [56, 57]. This is why reliable detection and charac-
terization of liver lesions is crucial for estimating the prognosis and the choice of 
treatment [58, 59]. In a meta-analysis, Kinkel et al. found the detection rate for liver 
metastases of gastrointestinal malignancies to be only 55% for B-mode ultrasound 
versus 72%, 76%, and 90% for contrast-enhanced CT, MRI, and PET, respectively 
[60, 61].

The advent of CEUS in 2001 fundamentally changed the diagnostic accuracy of 
ultrasound. In a German multicenter study, CEUS correctly characterized approx. 
90% of focal liver lesions [58].

The EFSUMB Guidelines distinguish three phases of contrast enhancement in 
ultrasound: an arterial phase lasting until approx. 30 s after injection, a portal venous 
phase from 30 to 120 s, and a late phase after 120 s [62–64].

Benign liver lesions such as focal nodular hyperplasia (FNH) and hemangioma 
are characterized by isoenhancement to hyperenhancement in the late phase. The 
most important criterion distinguishing malignant from benign liver lesions is wash-
out of the contrast agent in the late phase. Depending on the primary cancer, wash-
out of a liver metastasis may begin in the late arterial phase and is nearly always 
seen in the portal venous phase (Figs. 19.4, 19.5, and 19.6).

In addition, CEUS can improve the monitoring of interventional treatment such 
as radiofrequency ablation (RFA) or transarterial chemoembolization (TACE) and 
intraoperative interventions [65, 66].

19.2.3  Summary of Part B

Ultrasound is usually the first-line imaging modalities for diagnostic evaluation of 
patients with metastatic liver lesions. The advent of CEUS fundamentally changed 
the diagnostic accuracy of ultrasound. CEUS can improve the monitoring of 

Fig. 19.3 The lesion (yellow arrows) does not have increased vascularization on color flow imag-
ing (see patient description in Fig. 19.2)
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interventional treatment and the follow-up of tumor patients under drug treatment 
and monitor the effect of interventions. Ultrasound contrast agents are considered to 
be very safe because they are biologically inert, are not nephrotoxic, and do not 
interact with the thyroid, and the incidence of allergic reactions following 
microbubble administration is well below that of conventional CT contrast agents.

Fig. 19.5 In the portal 
venous phase, the lesion 
(white arrows) is 
demarcated from 
surrounding liver 
parenchyma by beginning 
washout (see patient 
description in Fig. 19.2)

Fig. 19.6 In the late 
phase, there is increasing 
washout of the lesion 
(white arrows), confirming 
the diagnosis of a liver 
metastasis based in 
morphologic imaging. The 
subsequent liver biopsy 
confirmed liver metastasis 
from a poorly 
differentiated 
nonkeratinizing squamous 
cell carcinoma (see patient 
description in Fig. 19.2)

Fig. 19.4 Following 
administration of the 
ultrasound contrast agent, 
there is strong marginal 
enhancement of the lesion 
in the arterial phase (white 
arrows, see patient 
description in Fig. 19.2)
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 Conclusion

Meanwhile elastography and perfusion measurements have been established as 
clinical routine methods of ultrasound examinations. Quantifications of elasticity 
and perfusion provide objective parameters for tumor stiffness and specific perfu-
sion. Ultrasound contrast agents and elastography are considered to be very safe 
because they are biologically inert. Many cancer entities show characteristic differ-
ences in terms of elastographic properties compared with surrounding tissue. Here, 
elastography can improve targeted biopsy for the workup of suspicious focal 
lesions. Elastography has been demonstrated to be superior to routine biopsy 
guided by B-mode ultrasound. CEUS has high diagnostic accuracy and is compa-
rable to CT and MRI in terms of tumor characterization. Having a low rate of 
adverse effects, CEUS can be used in patients with impaired renal function or 
contraindications to CT or MRI contrast agents. Quantifiable elastography and 
CEUS have recently started to expand the role of classic B-mode ultrasound in 
oncology. Quantification of tumor stiffness and perfusion can improve the differ-
ential diagnosis. These two ultrasound techniques are beginning to enter the clinic 
and offer a fascinating potential for further advances including improved standard-
ization of ultrasound diagnosis.
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Abstract
This chapter discusses the sensitivity of the complex shear modulus to changes 
in pressure and perfusion under both physiological and pathological conditions. 
Biological tissue is considered an effective medium where fluid and solid phases 
are incorporated on a microscopic scale. The complex relationship between pres-
sure/perfusion and effective tissue stiffness measured by elastography has so far 
been investigated in abdominal organs and the brain.

In the abdomen, postprandial variations in hepatic and splenic stiffness were 
observed in both healthy subjects and patients with liver fibrosis. In patients with 
portal hypertension, elevated stiffness was observed in both the liver and spleen, 
which instantly decreased after portal decompression. Reduced renal stiffness in 
patients with chronic kidney disease was found to be related to impaired renal 
perfusion. In the brain, different stiffness values were obtained in different gray 
matter regions due to their distinct perfusion characteristics. Preliminary experi-
ments with hypercapnia or jugular compression resulted in elevated brain stiff-
ness most likely due to increased intracranial pressure.

As shear stiffness has shown sensitivity to pressure and perfusion variations 
associated with changes in physiological and pathological conditions, it could be 
used as a parameter for noninvasive assessment of pressure and perfusion. 
However, as confounding factors, pressure and perfusion could mask other 
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pathologies and bias the interpretation of stiffness, which reduces diagnostic 
accuracy. To avoid misinterpretation, potential effects of perfusion and pressure 
on shear stiffness measured by elastography must be disentangled and controlled 
by standardized measurement protocols.

20.1  Introduction

The cardiovascular system is precisely regulated to ensure an appropriate and reliable 
supply of oxygenated blood to different body tissues (Fig. 20.1). Blood flow in tissues 
depends on the pressure gradient existing across the vascular bed as well as vessel 
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Fig. 20.1 The distribution of cardiac output to different organs. Individual organ blood flow is 
given as percentage of cardiac output
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resistance. Perfusion is defined as blood flow at the capillary level. Blood flow is regu-
lated by changing the internal diameter of the arterioles, which represent the major 
resistant element in the cardiovascular system. Vascular resistance in turn is controlled 
by hormones and autonomous nerves as well as by intrinsic mechanisms which are 
specific to individual organs. Common intrinsic mechanisms include pressure flow 
autoregulation, active hyperemia, and reactive hyperemia. Other mechanisms, e.g., in 
the brain, include acidosis. More detailed information on the autoregulation of blood 
flow can be found in standard textbooks of medical physiology [1, 2].

Hemodynamics are related to biomechanical properties such as blood viscosity 
and vascular resistance as well as compliance and geometry of the tissue matrix. Since 
the vascular system is embedded in the tissue matrix, one needs to consider biological 
tissue an effective medium with interactions between liquid and solid phases.

In Chaps. 3 and 4, the concept of poroelasticity was introduced to interpret the com-
pression and shear properties of biphasic tissues. It was shown that analysis of the effec-
tive compression modulus in those media provides a quantitative marker of effective 
tissue pressure. In this chapter, we will focus, from an experimental perspective, on the 
effective shear modulus in effective media, where fluid and solid phases are integrated 
on a microscopic scale. We will discuss the sensitivity of the complex shear modulus to 
changes in pressure and perfusion under both physiological and pathological conditions. 
In the literature, the complex shear modulus is often reported by either the shear modu-
lus μ (in kPa) or the shear wave speed c (in m/s) at a given frequency. In pure elastic 

materials, both are related to each other by c = m r/  (see Eq. (2.23) in Chap. 2). If the 

material is viscoelastic, the wave speed is affected by the viscosity, e.g., the shear wave 

speed becomes c G= *Re / r , where G* is the complex shear modulus. By 
G∗ = G′ + iG″, the complex shear modulus is composed of storage modulus (G', some-
times named shear elasticity) and loss modulus (G″, sometimes named shear viscosity). 
Often in the literature, a lumped magnitude modulus |G*| is reported as “stiffness” or 
“shear elasticity,” which is technically incorrect in particular when also used for shear 
wave speed c. However, the term stiffness makes intuitive sense to most people and to 
clinicians and will be used in this chapter to describe the tendency of a tissue to increase 
or decrease in its shear elasticity upon various flow-related changes.

The following sections are organized by organs, which have different functional 
and metabolic requirements giving rise to unique blood flow regulation mechanisms 
and eventually resulting in characteristic shear stiffness responses.

20.2  The Influence of Pressure and Perfusion on Abdominal 
Tissue Stiffness

Vascular flow and perfusion of abdominal organs are governed by different circula-
tion systems. In this section, we will focus on three abdominal organs: the liver, 
spleen, and kidney. Both hepatic and splenic circulations belong to the splanchnic 
circulation, which includes the vascular system of the gastrointestinal tract, liver, 
spleen, and pancreas (Fig. 20.2). The splanchnic vessels transport the absorbed nutri-
ents to the liver, and splanchnic vascular reserve can be mobilized during stress to 
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maintain overall cardiovascular homeostasis. Characteristic determining factors of 
splanchnic blood circulation are (a) active hyperemia elicited by food ingestion, (b) 
mutual blood flow control between regions of this organ system, and, in contrast to the 
brain, (c) a high sensitivity of splanchnic arterioles to extrinsic control mechanisms.
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Fig. 20.2 Schematic representation of the arterial supply and venous return of abdominal organs
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Unlike splenic circulation, which is regulated by the splenic artery and splenic 
vein, the liver possesses a dual blood supply system. The hepatic artery carries arte-
rial flow, which maintains vital liver functions, and the hepatic portal vein receives 
blood from the stomach, intestines, pancreas, and spleen. The hepatic portal vein 
directs nutrient-rich blood from the gastrointestinal tract and spleen to the liver. 
With this unique vascular structure, the normal liver receives 70% portal venous 
flow and 30% hepatic arterial flow. To prevent sudden changes of flow in liver sinu-
soids, the amount of blood flow in the hepatic artery and the portal vein is inversely 
related: when blood flow through the portal vein increases, arterioles from the 
hepatic artery constrict and vice versa.

The kidneys serve as a natural blood filter. Renal circulation branches from the 
abdominal aorta through the renal artery and returns blood to the inferior vena cava 
via the renal vein (Fig. 20.2). The kidney removes water-soluble wastes which are 
diverted to the bladder. The main functions of the kidney include regulating electro-
lytes in blood and maintaining pH homeostasis. Overall, normal human kidneys 
generate about 150 L of filtrate per day. The two kidneys together constitute approx-
imately 0.5% of total body mass but receive approximately 20% of cardiac output at 
rest. To manage such a heavy workload, the kidneys have a dense vascular network 
with low resistance and a large number of filter units, which are arranged in parallel 
and intensely packed. Similar to the brain, the kidneys have intrinsic ability to main-
tain a constant blood flow despite changes in systemic blood pressure. The renal 
autoregulation is important to maintain a stable glomerular filtration rate (GFR).

Circulation in the abdominal organs can be monitored by measuring blood flow 
and perfusion using medical imaging modalities such as Doppler ultrasound, 
contrast- enhanced ultrasound, or magnetic resonance imaging (MRI). In clinical 
routine, pressure in the abdominal organs is often measured invasively using pres-
sure probes mounted to catheters. Here, elastography could offer a way to noninva-
sively monitor stiffness changes in response to an altered tissue pressure. Given that 
the effective shear stiffness of tissue is sensitive to perfusion and blood flow, physi-
ological and pathological variations that cause changes in hemodynamic conditions 
could lead to the mechanical response of the tissue in terms of alerting the shear 
stiffness. We will discuss the pressure- and/or perfusion-related changes in shear 
stiffness in the following paragraphs.

20.2.1  Physiological Variations in Pressure and Perfusion

It is known from Doppler ultrasonography and MRI measurements in healthy indi-
viduals that mesenteric venous flow increases in the postprandial state and that an 
increase in hepatic portal blood flow is associated with a decrease in intrahepatic 
vascular resistance [3, 4]. A postprandial increase in portal venous perfusion and a 
decrease in arterial perfusion were recently observed by Schalkx et al. using spin 
labeling MRI [5]. In the spleen, no postprandial effects were found in splenic venous 
flow, as stated in [6, 7]. However, a postprandial reduction in splenic volume was 
reported [8]. Postprandial changes in shear stiffness were observed by elastography 
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as a mechanical response to hemodynamic variations. A recent time-harmonic ultra-
sound elastography (THE; see Chap. 12) study on healthy volunteers revealed a 
significant increase in hepatic stiffness as a result of water or meal ingestion [9]. 
This finding was reproduced, and the experiment was expanded to other abdominal 
organs in subsequent studies. A 2D THE study in healthy volunteers reported that 
ingestion of 1 liter of water led to increased hepatic stiffness and decreased splenic 
stiffness [10]. In this study, the liver and spleen were firstly examined in a lower- 
frequency band centered at 40 Hz. The spleen was additionally investigated in a 
higher-frequency band centered at 120  Hz. In both lower- and higher-frequency 
bands, significant softening of the spleen was observed, as shown in Fig. 20.3.

A magnetic resonance elastography (MRE) study on healthy volunteers provided 
similar results. Significant stiffening of the liver as well as softening of the spleen 
after 1 liter water ingestion was reported in the frequency range from 50 to 60 Hz 
[11]. Additionally, the authors also observed a reduced pancreatic stiffness as a 
result of water intake. It was hypothesized in [10, 11] that different mechanical 
responses observed in abdominal organs could be related to differences in tissue 

1

1.5

2

2.5

3

3.5

4

w
av

e
sp

ee
d

in
 m

/s

liver
lower freq.

spleen
lower freq.

spleen
higher freq.

pre post pre post pre post

p = 0.005

p = 0.0002

p = 0.02

-10

-5

0

5

10

liver
lower freq.

spleen
lower freq.

spleen
higher freq.

re
la

tiv
e 

ch
an

ge
by

w
at

er
in

ge
st

io
n

in
 %

a b

Fig. 20.3 (a) Wave speed values measured in the liver and spleen before and after intake of 1 L of 
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from [10] with journal permission
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compliance. More discussion on the direction of the effect is provided below. In 
addition to healthy volunteers, postprandial variation in tissue stiffness was also 
observed in patients. In an MRE study of patients with liver cirrhosis, elevated liver 
stiffness was observed after administering a liquid test meal, which was found to 
result in a transient increase in portal pressure [12]. In the same study, healthy vol-
unteers also showed a significant increase in liver stiffness, but the increase was 
much smaller than in patients with liver cirrhosis.

The postprandial increase in hepatic stiffness was also revealed by transient elas-
tography (TE) in patients with cirrhosis and portal hypertension [13]. It was further 
reported in this study that the changes in hepatic stiffness were correlated with 
hepatic artery blood flow. In another TE study, portal blood flow rather than hepatic 
artery blood flow was assessed in patients with minimal or moderate fibrosis. A 
significant correlation between the increase in liver stiffness and the elevation of 
portal blood flow after water and meal consumption was observed [14]. As pointed 
out in [13, 14], the observation that, in patients with liver cirrhosis, the postprandial 
change in liver stiffness was only correlated with hepatic artery blood flow and not 
with portal blood flow might be due to liver arterialization, a process that only 
occurs in the presence of cirrhosis [14]. However, precise measurements at well- 
defined stimulation frequencies as used in THE demonstrated that venous blood 
flow influences shear stiffness [15]. This study used the Valsalva maneuver plus 
abdominal muscle contraction to increase abdominal pressure. The Valsalva maneu-
ver, which is the forceful attempt of exhalation against a closed airway, is known to 
result in collapse of the inferior vena cava and intrahepatic veins [16]. In [15] THE 
was paired with color Doppler flow measurements demonstrating that a decrease in 
hepatic venous flow is correlated with reduction of hepatic stiffness.

In conclusion, shear stiffness of the abdominal organs obtained by elastography 
is sensitive to blood flow and perfusion, which can be altered by physiological vari-
ations such as water/meal ingestion and breathing maneuvers. As hemodynamic 
variation is a confounding factor in measured shear stiffness, elastography examina-
tions should be performed during standardized fasting (nutrition state and fluid bal-
ance) and breathing conditions to improve the reproducibility and diagnostic 
accuracy of the method.

20.2.2  Pathological Variations in Pressure and Perfusion

20.2.2.1  Portal Hypertension
In patients with liver cirrhosis, accumulation of collagen leads to obliteration of 
portal venules, sinusoids, and central veins. These vascular changes affect hepatic 
hemodynamics in terms of reducing portal flow and elevating arterial flow as a com-
pensatory mechanism to reperfuse remaining sinusoids [17]. Restricted portal flow 
in the cirrhotic liver leads to portal hypertension, esophageal varices, and eventually 
hepatic failure. In comparison to healthy controls, liver perfusion measured by 
dynamic CT showed a reduced portal/total liver perfusion and increased arterial 
perfusion in patients with portal hypertension [18]. In another study including 
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patients with cirrhosis and portal hypertension, hepatic flow parameters such as 
apparent arterial and portal perfusion measured with MRI correlated with the sever-
ity of cirrhosis and portal pressure elevation [19]. It should be noted that consider-
ing the role of the spleen in splanchnic circulation, a significant decrease in splenic 
perfusion was observed in patients with chronic liver disease and the spleen perfu-
sion is negatively correlated with wedged hepatic vein pressure measured by 
dynamic CT [20].

In clinical practice, portal hypertension is assessed by measuring the hepatic 
venous pressure gradient (HVPG) invasively by means of a hepatic vein catheter 
[21]. Elastographic techniques such as TE [22], acoustic radiation force impulse 
(ARFI) imaging [23, 24], shear wave elastography (SWE) [25], and MRE [26, 27] 
were introduced to noninvasively assess portal hypertension. Considering blood 
flow and perfusion, in patients with hepatic fibrosis and portal hypertension, shear 
modulus and shear wave speed measured by elastographic methods include contri-
butions not only from fibrosis-related collagen accumulation but also from pressure 
and mechanical coupling between fluid phase and solid tissue. The most direct evi-
dence came from studies investigating hepatic stiffness in patients with portal 
hypertension before and after transjugular intrahepatic portosystemic shunt (TIPS) 
implantation [26]. The TIPS procedure provides instantaneous portal decompres-
sion, leading to a reduction in HVPG with a concomitant increase in both arterial 
and total liver perfusions [18]. A significant reduction in hepatic stiffness after TIPS 
was found using both THE [28] and MRE [26]; examples of MR elastograms 
reflecting liver stiffness before and after TIPS placement are shown in Fig. 20.4a. 
The fact that in these studies, liver softening was observed shortly after TIPS 
implantation suggests that reduced hepatic stiffness is mostly related to changes in 
portal pressure and clearly underlines the pressure sensitivity of shear stiffness.
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Fig. 20.4 (a) Magnitude of the MRE signal and reconstructed |G*| map of a patient before and 
after TIPS placement. Softening of both liver and spleen after portal decompression is apparent 
from the |G*| map. (b) The relative change in splenic shear stiffness and the relative changes in 
HVPG after TIPS placement are linearly correlated. The figures are taken and modified from [26] 
with journal permission
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Portal decompression following TIPS placement also causes hematological vari-
ations in the spleen [29]. Splenomegaly is commonly observed in patients with 
portal hypertension as a result of congestion. In portal hypertension, the spleen 
becomes engorged with blood because of impaired flow through the splenic vein, 
which empties into the portal vein. After TIPS placement, as spleen congestion is 
relieved, the size of the spleen decreased [29], and splenoportal venous velocity 
increased [30]. A mechanical response of the spleen to the hematological variation 
after TIPS placement is the reduction of splenic shear stiffness, as reported in [23, 
26]. The MRE study [26] found not only a significant reduction in spleen stiffness 
but also a linear correlation between relative changes in spleen stiffness before and 
after TIPS implantation with relative changes of HVPG (Fig. 20.4b). A similar find-
ing was reported by an ARFI study, whereas a reduction in shear stiffness due to 
TIPS was only observed in the spleen [23]. The authors of both studies hypothesize 
that the less advanced fibrosis stage of the spleen makes it more responsive to portal 
decompression than the cirrhotic liver.

The sensitivity of shear stiffness to portal pressure is confirmed by numerous 
elastography studies reporting either hepatic or splenic shear stiffness or both to be 
correlated with HVPG. Among the MRE studies, Nedredal et al. showed, in a canine 
model of cholestatic chronic liver disease, that there was a direct correlation between 
spleen stiffness and the HVPG [31]. In pigs with acute portal hypertension, both 
splenic and hepatic stiffness were reported to significantly correlate with portal 
pressure [32]. In a recent MRE study, the loss modulus of the liver and the spleen 
correlated with the HVPG in 36 patients with cirrhosis [27]. In an ultrasound elas-
tography study, SWE was used to investigate hepatic stiffness in patients with liver 
cirrhosis. Here, both liver stiffness and its changes after medication correlated with 
the HVPG [25]. A study based on real-time elastography (RTE) in patients with 
chronic liver damage showed that splenic elasticity correlated well with HVPG 
[33]. Furthermore, TE and ARFI revealed good correlation between liver stiffness 
and HVPG in patients with chronic liver disease and portal hypertension [22, 24].

To summarize, hepatic and splenic shear stiffness are elevated in patients with 
portal hypertension. Compared to hepatic stiffness, splenic stiffness seems more 
responsive to HVPG changes. Shear stiffness can serve as an imaging marker for the 
noninvasive assessment of portal pressure.

20.2.2.2  Renal Dysfunction
In patients with chronic kidney disease (CKD), the presence of sclerotic glomer-
uli, tubular atrophy, and peritubular fibrosis leads to a decreased blood flow in the 
peritubular vascular plexus. The damage of microcirculation reduces renal blood 
flow and perfusion, as reported in [34, 35]. Current diagnostic methods for CKD 
include blood testing (serum creatinine level), urinalysis, and renal biopsy, which 
is still the gold standard despite its invasiveness. Serum and urine markers are not 
specific enough, and renal biopsy has a small sampling size, limiting its ability to 
quantify overall renal damage [36]. Elastographic methods have been introduced 
to assess renal mechanical properties and renal function noninvasively [37–41]. 
However, renal stiffness determined by elastography reflects more than renal 
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fibrosis alone. Animal experiments suggest that urinary and vascular pressure 
related to renal blood flow as well as perfusion are other influencing factors [42–
44]. In a supersonic shear wave elastography study in which the kidneys of pigs 
were investigated in vivo, a decrease and an increase in renal elasticity could be 
induced by renal artery and renal vein ligation, respectively [42]. Additionally, a 
positive correlation of parenchymal elasticity with urinary pressure was observed 
in the same study. Using MRE, Warner et al. demonstrated, in a pig model, that 
hemodynamic variables such as renal blood flow modulate renal stiffness [44]. In 
this study, renal cortex stiffness decreased during acutely reduced renal blood 
flow, while, in pigs with chronic renal arterial stenosis (RAS), reduced renal blood 
flow did not translate directly into decreased renal stiffness due to a simultaneous 
increase in renal stiffness due to renal fibrosis in chronic RAS.  A recent SWE 
study on ex vivo porcine kidneys also reported that an increase in perfusion pres-
sure elevated the average shear modulus in the renal cortex [43]. An influence of 
perfusion pressure on renal stiffness was also reported in patients. In an ARFI 
elastography study, where renal stiffness was measured in healthy volunteers and 
patients with CKD, despite the presence of interstitial fibrosis, the patients had 
significantly lower shear wave velocity (SWV) compared with healthy volunteers 
[38]. These findings were confirmed by another ARFI study in 183 patients with 
CKD, where a positive correlation was found between renal SWV and estimated 
glomerular filtration rate (eGFR) [41]. eGFR reflects renal function and correlates 
positively with renal perfusion, as demonstrated in [45]. In [41], the authors 
hypothesized that diminished renal blood flow led to reduced kidney stiffness in 
patients with CKD and that variation in blood flow may affect SWV values more 
than progression of tissue fibrosis. This hypothesis was supported by a later ARFI 
study including patients with different degrees of CKD, which found a similar 
positive correlation between renal SWV and eGFR despite large variation among 
the patients included [37]. More interestingly, the authors also found that signifi-
cant SWV differences only existed between patients with stage 1 or no CKD and 
patients with stage 4 or 5 CKD. The lack of SWV differences for the intermediate 
CKD stages hints at the complex interplay between hemodynamic variation and 
fibrosis—two major factors affecting renal stiffness.

In addition to native kidneys, hemodynamics also play a role in estimating renal 
stiffness of kidney transplants. MRE in patients with renal allograft showed that 
renal stiffness was higher in functioning allografts than in nonfunctioning ones 
(Fig. 20.5a). Dysfunctional allografts were characterized by a high degree of fibro-
sis and reduced GFR. Figure 20.5b shows that renal stiffness |G*| is positively cor-
related with GFR [40]. The authors concluded that reduced renal blood flow and 
perfusion in patients with dysfunctional renal transplants resulted in a decreased 
renal stiffness despite the presence of fibrosis. Similar findings were reported in 
another MRE study where stiffness in transplant kidneys with mild fibrosis was 
lower than in transplants without significant fibrosis [39]. Healthy native kidneys 
were also investigated and compared to renal transplants in [40]. Stiffness of native 
kidneys was significantly lower than in transplant recipients with normal graft func-
tion. The authors attributed this finding to denervation of sympathetic nerves in 
kidney transplants, a process which leads to increased water excretion and 
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intratubular fluid [46, 47], resulting in an elevated renal stiffness in functional renal 
transplants.

To summarize, reduced renal perfusion in CKD leads to decreased renal stiff-
ness, which could mask changes in kidney stiffness related to other renal patholo-
gies. Therefore, one needs to take into account the effects of perfusion- and 
pressure-related factors in order to adequately interpret the mechanical properties 
obtained by renal elastography.

The relationships between abdominal shear stiffness and pressure/perfusion 
under different physiological and pathological conditions discussed in this section 
are summarized in Table 20.1.

20.3  The Influence of Perfusion on Brain Stiffness

Under resting conditions, blood flow in the brain accounts for about 15% of the 
cardiac output (see Fig. 20.1). Gray matter has a high rate of oxidative metabolism, 
which is about six times higher than that of white matter. Therefore, the brain is very 
sensitive to hypoxia, and 10 mins of brain ischemia leads to irreversible cell dam-
age. The primary function of cerebral circulation is to ensure a constant supply of 
oxygen (O2) to the brain parenchyma.

Regulation of blood flow in the human brain is extremely complex. There exist 
multiple overlapping regulatory paradigms and key structural components. The 
interaction of these components, as well as the components themselves, is not yet 
fully understood. Major categories of mechanisms discovered so far are pressure 
autoregulation, metabolic regulation, and neurogenic regulation [48].

For some vascular beds (e.g., renal or cutaneous), the dilatation of large arteries 
induced by a moderately severe level in the partial pressure of carbon dioxide 
(PaCO2) in the blood (hypercapnia) has relatively small effects on blood flow [49]. 
In strong contrast, cerebral blood flow is largely dependent on PaCO2 [50], making 
hypercapnia a very effective vasodilator in the cerebral circulation.
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20.3.1  Quantification of Blood Perfusion in Brain Parenchyma

The measurement of tissue perfusion depends on the ability to repeatedly measure 
the concentration of a tracer agent in a target organ of interest. Basically, two tracer 
types can be distinguished: (a) exogenous tracers such as radiographic contrast 
material or radionuclides [51, 52] and (b) endogenous tracers [53, 54]. In the fol-
lowing, we will focus on noninvasive perfusion MRI exploiting arterial blood water 
as an endogenous tracer. In arterial spin labeling (ASL) perfusion MRI, water pro-
tons are magnetically labeled (or “tagged”) in the inflowing arterial blood proximal 
to the slice of interest. Tagging is performed by application of radio-frequency (RF) 
pulses specially designed to invert magnetization within a thick slab. In this way, 
inflowing blood can be tagged intermittently or continuously [55, 56]. Continuous 
labeling provides twice as much signal contrast as pulsed techniques. However, 
continuous labeling methods produce substantially more radio-frequency pulse- 
induced power deposition in the subject, which—for safety reasons—limits slice 
coverage and increases acquisition time.

Table 20.1 Relationship between shear stiffness and pressure/perfusion for abdominal organs 
under different physiological and pathological conditions

Organ (condition) Pressure Perfusion Stiffness
Liver (postprandial/
water ingestion)

Portal perfusion ↑; 
arterial perfusion ↓ [5]

↑ [9–11]

Liver (valsalva 
maneuver)

Abdominal 
pressure ↑

Hepatic venous flow ↓ 
[15]; portal flow ↔ [16]

↓ [15]

Spleen (postprandial/
water ingestion)

Splenic venous flow ↔ 
[6, 7]

↓ [10, 11]

Pancreas (water 
ingestion)

↓ [11]

Liver (portal 
hypertension: 
patients vs. controls)

Portal pressure 
↑

Portal and total liver 
perfusion ↓
Arterial perfusion ↑ [18]

↑ [23]

Spleen (portal 
hypertension: 
patients vs. controls)

Increased 
pressure ↑ due 
to congestion

↓ [20] ↑ [23]

Liver (TIPS 
placement)

Portal pressure 
↓

Arterial and total liver 
perfusion ↑
Portal perfusion ↔ [18]

↓ [26, 28]

Spleen (TIPS 
placement)

Congestion 
relieved ↓

↑ [30] ↓ [23, 26]

Kidney (patients 
with CKD)

↓ [34] ↓ [35] ↑ with fibrosis [37]
↓ with reduced eGFR 
[37, 41]

Transplant kidney 
(patients with renal 
allograft 
dysfunction)

↓ [40] ↑ in functioning vs. ↓ 
dysfunctioning 
transplants
↓ with reduced GFR 
[40]

↑ increase, ↓ decrease, ↔ no change
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Tagged water protons are assumed to freely diffuse from the intravascular com-
partment into the tissue compartment. This model is similar to that used in positron 
emission tomography (PET) and single-photon emission computed tomography 
(SPECT), where a tracer is administered to then measure its regional accumulation 
[56] (see Chaps. 18 and 21). While offering the advantage of noninvasiveness and 
use of endogenous tracers, ASL suffers from signal loss due to (a) a decreasing 
number of labeled protons during the transit period and (b) magnetization transfer 
from macromolecule-bound protons in the imaging plane to freely moving protons. 
Such mechanisms of magnetization transfer originate from off-resonances of the 
labeling RF pulses (see Chap. 10). Subtracting the label images from a control 
image, which is acquired using a control pulse without labeling the flowing blood, 
removes static background signals and reduces magnetization transfer effects.

A typical ASL data processing pipeline for cerebral blood flow (CBF) consists of 
(i) motion correction for control and label images and coregistration of the reference 
label image to the reference control image, (ii) spatial smoothing, (iii) masking of 
extra parenchyma voxels, and (iv) CBF quantification.

The scale of perfusion relates to the functional [57] and structural status [58] of 
the tissue. Topology and geometry of microvessels have been postulated to signifi-
cantly influence the global shear modulus of soft biological tissues [59].

20.3.2  Interrelation of Shear Stiffness, Perfusion, and Pressure 
in the Human Brain

To date, little is known about the relationship between shear stiffness and blood flow 
in the brain. A study in nine healthy volunteers showed that jugular compression can 
increase the stiffness of brain tissue [60]. It was shown that subjects who do not 
divert venous blood through extrajugular pathways during jugular compression 
have higher brain stiffness than those who do, likely as a result of increased neuro-
vascular pressure. More details on regional effects of blood flow and brain stiffness 
were reported in a recent study where MRE and ASL were combined in 14 healthy 
volunteers [61]. In this study, six regions with distinct functional and structural 
features were analyzed (see Fig.  20.6a): the nucleus accumbens and putamen as 
parts of the striatal region of the basal ganglia and the hippocampus, amygdale, 
thalamus, and globus pallidus as non-striatal regions of deep gray matter (DGM).

For the non-striatal regions, an inverse correlation was found for the magnitude 
shear modulus |G*| and CBF (see Fig. 20.6b). In contrast, the striatal regions showed 
significantly higher |G*| and CBF values. Hence, two clusters of data exist, showing 
different stiffness-perfusion properties in the CBF-MRE space. While the striatum 
region is characterized by high CBF and high stiffness values, the remaining DGM 
shows reduced stiffness with increasing CBF. This distinction between striated and 
non-striated DGM indicates the complex relationship between mechanical and 
blood flow-based parameters. The striatum is characterized by a higher blood sup-
ply and a denser neuronal network than the other DGM regions. At the same time, 
striatal vessels are smaller (mean vessel radius of 6.2 ± 0.7 μm) than those within, 
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e.g., the hippocampus region (mean vessel radius of 11.3 ± 2.1 μm) or the thalamus 
(8.8 ± 1.6 μm) [62]. Thus, normalizing CBF by mean vessel area takes into account 
differences in the perfusion pressure gradient between the analyzed regions based 
on Darcy’s law as explained in Chap. 3. CBF normalized to the mean vessel area 
represents a parameter that is related to the flux of blood through the capillary sys-
tem of DGM [61]. Interestingly, such a perfusion flux parameter (q in Fig. 20.7) is 
linearly correlated to MRE-measured stiffness in all regions. For this reason, the 
distinction between striatum and other DGM regions as seen in Fig. 20.6b vanishes 
when considering CBF normalized to mean vessel areas, suggesting the sensitivity 
of MRE to the perfusion pressure gradient rather than CBF alone. More details to 
the model of normalized perfusion can be found in [61].

Further preliminary information is available for the effect of hypercapnia on 
brain stiffness in few healthy volunteers (Fig. 20.8). These data suggest that hyper-
capnia causes cerebral vasodilation, resulting in an increase in cerebral blood flow 
[65] and intracranial pressure [66]. The observed 10% increase in stiffness due to 
hypercapnia (Fig. 20.8) agrees with the previous observation that brain stiffness is 
correlated with CBF normalized to vessel area that is related to the perfusion pres-
sure gradient. Clearly, this preliminary conclusion requires validation by more data 
and measurement of CBF and mean vessel areas within the same scan. Technical 
challenges exist for ASL and vessel size imaging with respect to long acquisition 

a b

Fig. 20.6 (a) Analyzed deep gray matter regions in MNI space (unbiased standard magnetic reso-
nance imaging template brain volume for normal population from the Montreal Neurological 
Institute). Red, nucleus accumbens (Ac); yellow, putamen (Pu); green, hippocampus (Hi); pink, 
amygdala (Am); orange, thalamus (Th); blue, globus pallidus (Pa). (b) In vivo DGM of the human 
brain characterized by MRE and ASL. The cluster of non-striatal DGM (Pa, Th, Am, Hi) reveals 
an inverse correlation between tissue stiffness (|G*|) and perfusion (CBF) in these regions. Error 
bars reflect the standard error of the mean
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Fig. 20.7 A strong linear relationship (R2 = 0.92) was observed for the perfusion flux parameter q 
(CBF normalized by the mean cross-sectional vessel area taken from [63, 64]) and the stiffness of 
DGM areas including the putamen. Error bars reflect the standard error of the mean. Colors of the 
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times and data consistency. MRE based on multifrequency wave inversion can be 
accomplished with scan times below 10 mins providing high-resolution maps of 
stiffness whose interpretation, however, requires more knowledge of the changes of 
hemodynamic parameters of the brain under autoregulation.

A summary of the preliminary results on brain stiffness versus CBF is given in 
Table 20.2. The basic findings suggest that brain stiffness increases with cerebral 
vascular pressure; however, CBF alone cannot predict regional variation in brain 
stiffness. To correlate CBF measured by ASL with MRE, one has to take into 
account that mean vessel areas vary considerably among brain regions, resulting in 
differences in perfusion pressure. More experiments are needed to disentangle the 
intricate relationship between hemodynamic parameters and effective medium 
mechanics of in vivo brain.

20.4  Interpretation of Contrasting Effects of Perfusion 
on Tissue Stiffness Observed in Different Organs

The results reviewed above demonstrate that tissue stiffness can either increase or 
decrease with higher blood flow and perfusion. For example, increases of stiffness 
due to water ingestion were reported in the liver, while at the same time, pancreatic 
and spleen stiffness values decreased. A simple model to explain this apparently con-
tradictory behavior is the combination of poroelasticity and nonlinear vascular 
mechanics. Neglecting viscosity, shear waves in biphasic fluid-solid materials as 
introduced in Chap. 4 are not influenced by the vascular pressure. However, a change 
in vascular pressure can change the solid-fluid fraction in the biphasic material and 
therewith influence the effective shear modulus. In this model, an increasing fluid 
fraction due to enlarged vessel diameter would decrease the measured shear modulus 
since less solid tissue (high shear modulus) and more fluid (no shear modulus) inte-
grate into the effective medium properties. However, considering that expansion of 

Table 20.2 Preliminary observations on the relationship between shear stiffness, pressure, and 
perfusion of brain tissue within the physiological autoregulatory regimen

Brain region 
(mechanism) ICP CBF Stiffness
Global brain (jugular 
compression)

↑ [67] CBF velocity ↑ [68] ↑ reduced venous 
drainage [60]

Deep gray matter 
(normal perfusion)

Regional differences (e.g., 
thalamus ↓, hippocampus 
↑) [61]

Regional differences 
(thalamus ↑, hippocampus 
↓) [61]

Regional differences in q 
(e.g., thalamus ↑, 
hippocampus ↓) [61]

Global brain (carbogen 
breathing)

↑ (ICP) 
[66]

↑ [65] ↑

↑ high, increase, ↓ low, decrease, ICP intracranial pressure, CBF cerebral blood flow, q perfusion 
flux rate (CBF normalized with vessel size area according to [61])
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vessel walls can increase the stiffness of the walls by nonlinear elastic properties, the 
hierarchic vascular tree immersed in the tissue could yield an overall increase of tis-
sue stiffness upon higher perfusion. This simple model of opposed effects, that is, 
fluid fraction vs. nonlinear vascular wall stiffness, could explain why different effects 
of perfusion on tissue stiffness are measured in different organs. Therefore, it is 
important to disentangle pathophysiological conditions and type of tissue when inter-
preting the response of elastography-measured stiffness to different perfusion states.

 Conclusion

In the abdomen, meal or liquid intake resulted in increased hepatic stiffness and 
decreased splenic stiffness in both healthy subjects and patients with liver fibro-
sis. In patients with portal hypertension, elevated stiffness was observed in both 
the liver and spleen which drops after portal decompression. In patients with 
CKD, reduced renal stiffness was related to impaired renal perfusion. In the 
brain, stiffness decreased with increasing CBF.  Normalization of CBF with 
regional vessel size in DGM yielded perfusion flux rate which was positively 
correlated with brain stiffness. Increased intracranial pressure caused by hyper-
capnia or jugular compression also resulted in elevated brain stiffness.

In both abdominal organs and cerebral tissues, the shear stiffness measured by 
elastography is sensitive to pressure and perfusion variations associated with 
changes in physiological and pathological conditions. Therefore, shear stiffness 
has the potential to serve as a noninvasive biomarker for the assessment of pres-
sure and perfusion. Knowledge of the potential confounding factors and their 
influence on the measured tissue stiffness will improve the diagnostic accuracy 
of elastography.
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21Radionuclide Imaging of Cerebral  
Blood Flow

Ralph Buchert

Abstract
Blood flow serves numerous important functions in the living body. It is particu-
larly important for the brain, because of the brain’s high energy demand and its 
lack of capacity to store energy. Impairment of cerebral blood flow plays a cen-
tral role in a wide spectrum of diseases, including not only cerebrovascular dis-
eases but also neurodegenerative diseases such as Alzheimer’s disease. Thus, 
measurement of cerebral blood flow has many clinical and preclinical indica-
tions. This chapter describes radionuclide imaging methods for quantitative 
imaging of regional cerebral blood flow. After introducing the general principles 
of radionuclide imaging, positron-emission tomography (PET) with the freely 
diffusible tracer oxygen-15-labeled water and single photon emission computed 
tomography (SPECT) with the chemical microsphere Tc-99m-HMPAO are pre-
sented in detail. A representative clinical application is shown for both modali-
ties. Finally, the utility of multi-pinhole small animal SPECT with 
Tc-99m-HMPAO for brain perfusion imaging in mice is discussed.

21.1  Cerebral Blood Flow: Some Physiological Aspects

Blood flow serves numerous important functions including supply of organs and 
tissues with energy sources, oxygen, and other essential substrates, (slow) signal 
transmission by delivery of messenger substances (hormones), and removal of car-
bon dioxide and metabolic waste. Among all organs, blood flow is particularly 
important for the brain. In humans, the brain contributes only about 2% (1.5 kg) to 
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the total body weight, but it consumes more than 20% of the body’s total glucose 
and oxygen requirement [1]. This 10:1 ratio clearly demonstrates that the brain is 
quite an “expensive organ” [2]. The primary reason for this is the brain’s mode of 
information processing via neurotransmitter systems (see next subsection). Unlike 
many other organs, the brain has no relevant energy storage capacity and, therefore, 
strongly relies on continuous supply of glucose and oxygen by blood (metabolism 
of glucose is the brain’s only source of energy, except after prolonged starvation 
[3]). To meet this demand, blood flow through the brain (cerebral blood flow, CBF) 
is high even at rest, on average 50  ml blood per 100  g of brain tissue per min. 
Furthermore, CBF is regulated independent of systemic blood pressure [4]. 
Reduction of CBF, either globally, that is, uniformly within the whole brain, or 
locally in some specific brain region can cause severe health problems. Depending 
on the extent and duration of CBF impairment, health problems range from acute 
(ischemic) stroke to mild cognitive dysfunction that might be reversible after nor-
malization of CBF. Brain metabolism stops when CBF falls below a threshold of 
about 18–20 ml/100 g/min.

21.2  Cerebral Blood Flow as Biomarker of Signaling-Related 
Synaptic Activity

About 75% of the glucose consumption in brain gray matter occurs within the neu-
ropil and is associated with signaling-related synaptic activity [5–7]. The remaining 
fraction is mainly used for maintaining neuronal and glial resting potentials [7]. The 
signaling-related energy consumption per g of gray matter tissue equals that in 
human leg muscle during marathon running [7]. It is used to replenish ATP stores 
which have been exhausted by Na/K-ATPase in restoring ion gradients across the 
cell membrane after spike activity (“heat of recovery”) [6]. Interestingly, in humans, 
unlike rodents, the reversion of postsynaptic effects requires a larger fraction of 
synaptic energy consumption than the reversion of action potential-related presyn-
aptic effects [7]. The fact that signaling-related energy consumption accounts for 
about 75% of total gray matter energy usage implies that gray matter glucose 
metabolism is proportional to the action potential frequency (spike rate) to good 
approximation.

There is also a close temporal and regional linkage between signaling-related 
synaptic activity and CBF [8, 9]. Therefore, CBF can also be considered a surrogate 
of synaptic activity, although the mechanisms underlying the relationship between 
synaptic activity and CBF are less well understood than the mechanisms underlying 
the relationship between synaptic activity and glucose utilization. The hypothesis of 
“metabolic” neurovascular coupling, according to which CBF is regulated by vaso-
active metabolic products of energy consumption, has been challenged by the “neu-
ronal” hypothesis suggesting that neuronal energy demand is communicated to the 
vasculature within the neurovascular unit in an anticipatory manner so that vasore-
action can occur independently of actual glucose metabolism [1, 10]. Nevertheless, 
CBF is a useful surrogate of synaptic activity under most conditions.
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21.3  Basic Principle of Molecular Imaging in Nuclear 
Medicine (Radionuclide Imaging)

Radionuclide techniques for noninvasive imaging of physiological functions, bio-
chemical pathways, and specific molecular targets in the living body are based on 
the so-called tracer principle first formulated by George de Hevesy in 1913: “it 
would interest me to follow the path of the cup of tea taken in through my body.” 
A tracer for radionuclide imaging consists of two components: the carrier and the 
radioactive label (Fig. 21.1). The carrier is a molecule that is specific for the physi-
ological function, biochemical pathway, or molecular target to be investigated. 
After administration, e.g., by intravenous injection into the blood, the carrier mol-
ecule participates in the physiological function, enters the biochemical pathway, or 
binds to the molecular target with high affinity and selectivity. To follow the path 
of the carrier molecule in the living body from outside, the molecule is labeled 
radioactively. The radioactive label most often is a gamma emitter (with an 

physiological function or
biochemical pathway or
specific molecular target labeling

carrier molecule radioactive isotope+

tracer 

typical mass dose: µg

radioactive label =

gamma emitter → SPECT

positron emitter → PET

1.

2. 3.

Fig. 21.1 Illustration of the basic principle of molecular imaging in nuclear medicine (radionuclide 
imaging). The first step is to decide which physiological function, biochemical pathway, or specific 
molecular target is to be investigated. Then, an appropriate carrier molecule with high affinity and 
selectivity for the function, pathway, or target is selected. In the third step, the carrier molecule is 
labeled by integrating or linking a radioactive atom. The radioactively labeled carrier molecule is 
called a tracer because it traces the path of the respective endogenous biomolecules. A small amount 
of the tracer is administered, typically by intravenous injection. In the patient’s body, the tracer takes 
part in the physiological function or follows the biochemical pathway or binds to the molecular target 
for which it has been selected. The temporal and spatial distribution of the tracer within the body can 
be measured by detecting the decay of the radioactive label. A SPECT camera or a PET camera is used 
for this purpose, depending on the decay mode of the radioactive label. Tracer kinetic modeling of 
time-activity curves derived from sequentially acquired SPECT or PET images (“dynamic imaging”) 
allows quantitative characterization of the function, pathway, or target of interest. For example, PET 
with oxygen-15 water as tracer and a dynamic acquisition protocol of 60 s total duration allows deter-
mination of regional cerebral blood flow in absolute units (mL blood per g of tissue per minute)
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appropriate physical half-life in the range of several hours and primary gamma 
energy similar to the X-ray energy of about 100 keV in computed tomography), or 
it is a positron emitter (with an appropriate half-life in the range of minutes to a 
few hours). The spatial distribution of the tracer within the body can be computed 
from projection images of photons from the decay of the radioactive label leaving 
the body (when positrons decay, the photons originate from positron-electron 
annihilation following positron decay). The projection images are obtained with a 
gamma camera (single photon emission computed tomography, SPECT) or a cam-
era for positron-emission tomography (PET), depending on the type of the radio-
active label: SPECT in the case of a gamma emitter and PET in the case of a 
positron emitter.

Radioactive labeling can be done by replacing one of the atoms of the carrier 
molecule by an appropriate radioactive isotope of the same element. The practi-
cally most relevant example of this approach is the replacement of one stable car-
bon-12 atom by a positron-emitting carbon-11 atom for PET imaging (all 
biomolecules contain carbon atoms). The advantage of this approach is that the 
chemical and thus the biochemical properties of the carrier molecule are not 
changed. The disadvantage is the short half-life of carbon-11 of 20 min, which 
makes C-11-PET particularly demanding and expensive. An alternative method for 
radioactive labeling is to replace an atom or a group of atoms (e.g., a hydroxyl 
group, OH) by a radioactive isotope (e.g., F-18) or another group of atoms includ-
ing a radioactive isotope. It is evident that this alters the chemical and biochemical 
properties of the carrier molecule so that it is mandatory to test whether the phar-
macokinetics of the labeled carrier molecule is still adequate for tracing the physi-
ological function, biochemical pathway, or specific molecular target of interest. In 
some rare cases, the labeling- induced changes of tracer kinetics simplify acquisi-
tion and interpretation of the radionuclide images. The most prominent example is 
the glucose analog F-18- fluorodeoxyglucose (FDG; see glossary) for PET imaging 
of glucose metabolism [11], which is widely used in oncological indications 
(whole-body tumor imaging) as well as for the detection and differentiation of 
neurodegenerative diseases such as Alzheimer’s disease and frontotemporal lobar 
degeneration (see, e.g., Chap. 18 “Quantification of Functional Heterogeneities in 
Tumors by PET Imaging”). FDG is trapped within cells after hexokinase-mediated 
phosphorylation, while C-11-labeled glucose is further metabolized, resulting in 
loss of the radioactive label from the cell [12]. FDG retention measured by a single 
late static PET scan, after all the FDG injected into blood has been taken up and 
trapped within cells, is proportional to the metabolic rate of glucose to good 
approximation.

Radionuclide imaging has excellent sensitivity: nM to pM concentrations of the 
tracer are sufficient for imaging [13]. This provides considerable flexibility in the 
choice of carrier molecules for many physiological functions, biochemical path-
ways, and specific molecular targets. It allows imaging of targets of rather low den-
sity without significant side effects. Because of the very low doses required, 
pharmacological or toxicological issues that may prevent the use of a molecule for 
radionuclide imaging are rare.
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21.4  SPECT versus PET for Brain Radionuclide Imaging

For human applications, PET provides better spatial resolution and better count 
sensitivity than SPECT (for preclinical applications in small animals, see subsec-
tion 21.1.7 “Preclinical application: multi-pinhole Tc-99m-HMPAO SPECT in the 
mouse”). Limited spatial resolution results in underestimation of the tracer concen-
tration in “small” brain structures [14] (Fig. 21.2). This recovery effect (see glos-
sary) depends on the size of the brain structure relative to the spatial resolution in 
the reconstructed images, the latter typically specified as full width of half maxi-
mum (FWHM) of the point-spread function of the imaging procedure. The smaller 
the size of the structure relative to the FWHM, the smaller is the recovery of the 
structure’s actual tracer concentration in the image. In structures whose size 

PET

Gaussian point-spread function

diameter (mm)

recovery

1.0

0.5

0.0
0 10 20 30

Fig. 21.2 Impact of the spatial resolution on the recovered tracer concentration in radionuclide 
imaging. The upper row shows a transverse PET image (right) through the center of the spheres (of 
varying diameter) of a phantom (left). Although all spheres were filled with the same F-18 solution 
(i.e., the same tracer concentration), the tracer concentration is strongly underestimated in the PET 
image of the smaller spheres (right). This so-called recovery effect is due to the limited spatial reso-
lution of PET imaging. Assuming an isotropic three-dimensional Gaussian point-spread function 
(bottom left, two-dimensional) for PET imaging, it is straightforward to compute tracer recovery in 
PET for spherical lesions (bottom right). The recovery is scale invariant, i.e., it depends on the ratio 
of sphere diameter to the full width of half maximum of the Gaussian point-spread function
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approaches the FWHM, tracer concentration is underestimated by about 70%. 
Procedures for recovery correction based on structural information, such as struc-
tural MRI, improve quantitative accuracy but are not yet available routinely. The 
recovery effect is more limiting in brain SPECT than in brain PET, given that spatial 
resolution of human brain imaging with modern cameras is about 5 mm FWHM in 
PET compared to about 10 mm FWHM in SPECT.

Improved count sensitivity of PET compared to SPECT allows better statistical 
image quality in PET compared to SPECT after administration of standard tracer 
doses (Fig. 21.3). This also contributes to higher power of brain PET for detecting 
alterations of physiological functions, biochemical pathways, and specific molecular 

noise [%] ~ 1 / sqrt(counts)

40 s 2.5 min 10 min

40 min 160 min 640 min

Fig. 21.3 Impact of statistical noise on radionuclide images. PET images of the same transverse 
slice through a cylinder phantom uniformly filled with a solution of the positron emitter F-18 and 
acquired with different scan durations are shown. The nonuniformity of the PET images at shorter 
scan durations is a consequence of statistical noise associated with the small number of radioactive 
decays (counts) detected per picture element (pixel). Statistical image quality can be improved by 
increasing the scan duration and/or by increasing the radioactivity dose. Both options are limited in 
patients for obvious reasons. Thus, high count sensitivity of the PET (or SPECT) camera is of para-
mount importance for radionuclide imaging. It might be worth noting that count sensitivity and 
statistical noise are a much greater problem in radionuclide imaging than in X-ray CT, for example. 
This is due to the fact that the tracer in radionuclide imaging usually distributes throughout the body 
(not only to the organ of interest), so that only a fraction of the radioactive decays in the body con-
tributes to the PET image. This is different in CT, where only X-rays in the direction of the detector 
are used, so that each single X-ray contributes to the image (even if it is absorbed in the body)
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targets compared to brain SPECT, at least for PET and SPECT tracers with similar 
pharmacokinetics, which, however, rarely is the case. For CBF radionuclide imaging, 
the most widely used SPECT tracer hexamethyl-propyleneamine oxime (HMPAO) 
labeled with the gamma emitter technetium-99m [15, 16] has considerably inferior 
pharmacokinetic properties compared to the most widely used PET tracer oxygen-15 
(O-15)-labeled water (see next subsection). It is worth noting that PET with O-15-
water quite literally fulfills the vision of George de Hevesy cited above.

21.5  Tc-99m-HMPAO SPECT versus O-15-Water PET

O-15-water PET has been used for CBF measurement since the 1980s [17, 18] and is 
generally considered the gold standard for this purpose [19]. The pharmacokinetics of 
O-15-water is rather simple: O-15-water is inert, i.e., it is not metabolized in the body, 
and it is freely diffusible (see glossary), i.e., it enters the tissue from the blood by pass-
ing the blood-brain barrier (see glossary) during a single capillary passage and then 
very quickly equilibrates between tissue and venous blood. A mathematical descrip-
tion of the pharmacokinetics of O-15-water is given by the Kety-Schmidt model [20] 
illustrated by the “reversible” one-tissue compartment model shown in Fig. 21.4. The 
O-15-water concentration in tissue, Ct, is given by the first-order differential equation:

1–tissue compartment models

2– tissue compartment models

tissue

K1

irreversible binding, e.g. F–18–FDG

free

K1

k2

bound
k3

reversible binding, e.g. C–11–raclopride

free

K1

k2

bound

k3

k4

tissue

K1

k2

irreversible uptake, e.g. Tc–99m–HMPAO reversible uptake, e.g. O–15water

Fig. 21.4 One- and two-tissue compartment models used for tracer kinetic modeling in radionu-
clide imaging for quantitative characterization of physiological functions, biological pathways, or 
specific molecular targets. The arrows represent unidirectional transport of the tracer. The rate 
constants K1,…, k4 for the different transport steps are assumed to be independent of time during 
the PET or SPECT scan. This requirement is fulfilled due to the low mass doses of the tracer, so 
that the function, pathway, or target under consideration is not altered by the presence of the tracer. 
The pictorial representation of the models is easily translated (using the law of mass action) into a 
single first-order differential equation with constant coefficients (one-tissue models) or a system of 
two such equations that can be solved even analytically
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d dt p tC t K C k C/ = −1 2  (21.1)

where Cp is the concentration of O-15-water in blood (arterial plasma) and K1 and k2 
are the rate constants for unidirectional transport of O-15-water from blood to tissue 
and vice versa (t is the time and d/dt is the derivative with respect to time). Equation 
(21.1) is easily solved to obtain

 
C t K C k t K C k t s st p

t

p s d( ) = ∗ −( ) = ( ) − −( )( )∫1 2 1
0

2exp exp
 

(21.2)

where the symbol “asterisk” denotes the mathematical operation of convolution. 
Iterative minimization (e.g., using the Levenberg-Marquardt method or more specific 
procedures [21]) to fit the operational Eq. (21.2) to the time-activity curve Ct in the 
brain tissue (measured by dynamic PET imaging) and the time- activity curve Cp in 
blood (measured by arterial blood sampling using an automatic blood sampling device 
[22]) yields estimates of the rate constants, K1 and k2, either for specific regions of inter-
est or in a voxel-by-voxel manner to generate parametric images of K1 and k2 (Fig. 21.5).

1a) dynamic PET (SPECT) imaging
1b) sampling (arterial) blood (input function) 

blood

tissue

0
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activity concentration (kBq / ml)

0 60 120 time (s)

time activity curves (TAC)

compartment model

tissue

K1

k2

2. tracer kinetic modeling

fit measured tissueTAC to

model function(blood TAC, K1, k2)

estimates of physiological parameters
(K1, k2)

Fig. 21.5 Workflow of tracer kinetic modeling for quantitative characterization of physiological 
functions, biological pathways, or specific molecular targets in radionuclide imaging. When a 
dynamic acquisition protocol is used, a sequence of PET or SPECT scans is acquired, usually start-
ing simultaneously with tracer administration, to generate time-activity curves of the tracer. 
Arterial blood is drawn throughout the scanning procedure to measure the concentration of the 
(unmetabolized fraction of the) tracer in arterial plasma. The resulting blood-time curve serves as 
input function in tracer kinetic modeling. Using the (compartment) model assumed to properly 
describe tracer pharmacokinetics, the measured input function, and some start values for the rate 
constants, a synthetic tissue time-activity curve can be computed. The synthetic tissue time- activity 
curve is compared to the curve measured by PET or SPECT (e.g., using the sum of squared differ-
ences). Then the rate constants are varied to obtain the best agreement between the two curves (the 
synthetic and the measured one). The rate constants that provide the best fit are assigned to the 
tissue. Tracer kinetic modeling can be performed for a region of interest (e.g., a whole organ or 
specific parts of it) or pixel for pixel to generate parametric volume maps of the rate constants
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Now, the rate constant K1 is the product of CBF and the single-pass extraction 
fraction E (see glossary), i.e.,

 K E1 = ×CBF.  (21.3)

According to the Renkin-Crone model [23, 24], extraction fraction E is given by

 
E = − −( )1 exp / ,PS CBF  (21.4)

where PS is the permeability surface area product characterizing the permeability of 
the blood-brain barrier for the tracer (see glossary), O-15-water in this case (or 
Tc-99m-HMPAO in the case of HMPAO SPECT; see below). The PS is assumed to 
be independent of CBF (e.g., no recruitment of additional capillaries [25]). It is 
evident from Eq. (21.4) that the extraction fraction decreases with increasing 
CBF. However, when the permeability surface area product is very large compared 
to CBF, which is a reasonable assumption for O-15-water in the physiological range 
of CBF, the second term of the right-hand side of Eq. (21.4) can be neglected, result-
ing in E ≈ 1. Inserting this into Eq. (21.3) results in

 K1 ≈ CBF  (21.5)

so that the estimates of K1 obtained by tracer kinetic modeling of O-15-water PET 
according to the operational Eq. (21.2) can be considered estimates of CBF. Thus, 
quantitative estimation of CBF from O-15-water PET is rather straightforward. 
However, O-15-water PET is not widely available because of the short half-life of 
O-15 (2 min), which requires a cyclotron for O-15 production on site of the PET 
system [26]. In addition, O-15-water is not authorized as a medicinal product, unlike 
Tc-99m-HMPAO.

The use of Tc-99m-HMPAO is based on the principle of chemical micro-
spheres, according to which (a) the tracer is fully extracted from arterial blood to 
tissue during a single capillary passage and then (b) is locally retained in tissue, 
meaning that clearance of the tracer from tissue can be neglected. When Tc-99m-
HMPAO is used, fixation in tissue is due to glutathione-dependent metabolism to 
hydrophilic forms, followed by binding to nondiffusible cell components [27, 
28]. The pharmacokinetics of (chemical) microspheres is even simpler than the 
pharmacokinetics of O-15-water. Mathematically, it is described by what is 
known as the irreversible one-tissue compartment model shown in Fig. 21.4. It is 
evident that the irreversible one-tissue compartment model can be considered the 
“k2  =  0” case of the reversible one-tissue compartment model. Its operational 
equation, therefore, is easily obtained from Eq. (21.2) by setting k2 = 0, which 
results in

 
C K C s st

t

p d= ( )∫1
0

.
 

(21.6)
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The assumption that the chemical microsphere is fully extracted to tissue during 
a single capillary passage means that E = 1, resulting in (see Eq. (21.3)) K1 = CBF, 
so that from Eq. (21.6)

 
CBF dt

T

p= ( ) ( )∫C T C s s/
0  

(21.7)

where T is a late time point after intravenous injection of the tracer at which all tracer 
molecules have been taken up and are trapped in tissue (no tracer left in blood).

Unfortunately, the kinetics of Tc-99m-HMPAO shows considerable violation of 
the microsphere principle. First, glutathione-dependent metabolism is not fast 
enough to avoid clearance of unmetabolized Tc-99m-HMPAO from tissue (i.e., 
k2 > 0) [29]. Second, the permeability surface area product is considerably smaller 
for Tc-99m-HMPAO compared to O-15-water. At normal CBF, for example, only 
about 70% of Tc-99m-HMPAO in blood is extracted to tissue during a single capil-
lary passage (i.e., E = 0.7) [30]. The smaller permeability surface area product of 
Tc-99m-HMPAO limits the capability of Tc-99m-HMPAO SPECT to measure 
changes of CBF (see next subsection). More details on the tracer chemistry in 
SPECT and PET are provided in Chap. 11.

21.6  Clinical Applications

Impairment of CBF is the primary or a contributing cause of many neurological and 
psychiatric diseases. This explains why assessment of CBF plays an important role 
in clinical routine patient care in a wide spectrum of diseases including both cere-
brovascular and other diseases. The spectrum of indications also includes neurode-
generative diseases such as Alzheimer’s or Parkinson’s disease [31] or the 
localization of the seizure onset area as part of presurgical workup in patients with 
suspected unifocal epilepsy [32]. In these noncerebrovascular diseases, CBF is typi-
cally used as a biomarker of neuronal activity, e.g., to detect or rule out neuronal 
dysfunction or neuronal degeneration (see Sect. 21.1.2).

In molecular imaging of the brain using exogenous tracers, e.g., for specific neu-
rotransmitter receptors, CBF is often the most important “covariate of no primary 
interest” (nuisance variable), since uptake and retention of the tracer in the brain 
depends not only on the availability and/or function of the tracer’s specific target in 
tissue but also on tracer delivery to the tissue after intravenous administration (see 
Eq. (21.4)). In these cases, reliable characterization of the specific target (for correct 
etiological classification of the disease or for therapy decisions) might require mea-
surement of CBF in addition to the specific target.

In clinical studies, e.g., to evaluate the efficacy of a new drug for Alzheimer’s dis-
ease, measurement of CBF can be used to assess treatment effects on neuronal func-
tion as a (secondary) endpoint. In this respect, measurement of CBF might be 
considered a kind of objective neuropsychological testing which is less sensitive to 
day-to-day variability of cognitive performance than conventional paper-and-pencil 
tests. Increased test-retest stability of CBF measurement compared to standard cogni-
tive tests provides increased statistical power for the detection of the response to the 
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novel drug (its efficacy). CBF measurement as surrogate for brain function appears 
particularly useful in preclinical studies with rodents, as neuropsychological testing 
obviously is limited in mice and rats compared to humans.

The following subsections will present two very different clinical indications of 
radionuclide perfusion imaging. In the first application, O-15-water PET most likely 
is more appropriate than Tc-99m-HMPAO SPECT, while the second application is 
only possible with Tc-99m-HMPAO SPECT and not with O-15-water PET.

21.6.1  O-15-Water PET for Measurement of the Cerebrovascular 
Reserve Capacity in Chronic Cerebrovascular Diseases

The annual risk of stroke is 5.5% per year in patients with internal carotid artery 
steno-occlusion and even higher in patients with occlusion-induced impairment of 
CBF [33–35]. Cerebrovascular reserve capacity (CVRC; see glossary) is one of the 
determining cerebral hemodynamic parameters in decision making for treatment of 
chronic cerebrovascular diseases such as moyamoya vasculopathy or atheroscle-
rotic cerebrovascular disease [36–39]. Extra-intracranial bypass surgery reduces the 
risk of stroke in patients suffering from these diseases and impaired CVRC [40, 41]. 
Thus, early and reliable detection of CVRC is highly relevant clinically in patients 
with steno-occlusive cerebrovascular disease.

The CVRC can be assessed by imaging regional CBF under pharmacological 
challenge with the vasodilator acetazolamide compared to CBF at rest. Both perfu-
sion SPECT with Tc-99m-HMPAO and O-15-water PET are recommended in cur-
rent guidelines for moyamoya vasculopathy [37, 42, 43], despite the limitations of 
Tc-99m-HMPAO SPECT compared to O-15-water PET with respect to both gen-
eral image quality (spatial resolution, statistical noise) and the kinetic properties of 
the tracer as discussed above [37, 44]. This might be explained by the fact that 
systematic head-to-head comparison of O-15-water PET and Tc-99m-HMPAO 
SPECT for CVRC assessment in the same patients has not been performed so far.

Figure 21.6 shows Tc-99m-HMPAO SPECT and O-15-water PET images 
obtained without and with acetazolamide challenge in the same patient. O-15-water 
PET was performed within 1 week after Tc-99m-HMPAO SPECT since the nega-
tive SPECT finding (i.e., no indication of CVRC impairment) had been suspected to 
be false negative by the referring neurosurgeon. O-15-water PET revealed strongly 
reduced or even missing CVRC in the left frontal lobe, in line with steno-occlusion 
and clinical symptoms, suggesting O-15-water PET to be true positive in this patient.

This case suggests higher sensitivity of O-15-water PET for the detection of 
impaired CVRC, which appears to be mostly due to better image quality (spatial 
resolution, statistical noise) of PET compared to SPECT but also due to superior 
pharmacokinetics of O-15-water compared to Tc-99m-HMPAO. The smaller per-
meability surface area of Tc-99m-HMPAO results in considerable underestimation 
of the acetazolamide-induced CBF increase from the increase in Tc-99m-HMPAO 
uptake. According to the Renkin-Crone model, a 30% increase in CBF (following 
acetazolamide challenge) results in an increase in Tc-99m-HMPAO uptake of only 
about 15%. Thus, the increase in HMPAO uptake underestimates the CBF increase 
by about 50%. It appears very plausible that the reduced size of the measured 
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acetazolamide effect compared to the actual effect size limits the detection of 
impaired CVRC by Tc-99m-HMPAO SPECT. The situation is considerably better 
for O-15-water, although incomplete permeability of the blood-brain barrier at high 
flow rates has also been reported for O-15-water [45]. However, systematic head-to-
head comparison of Tc-99m-HMPAO SPECT and O-15-water PET in a (preferably 
prospective) study including a sufficiently large sample of patients is required to 
confirm the superiority of O-15-water PET for CVRC measurement.

21.6.2  Tc-99m-HMPAO SPECT in the Presurgical Evaluation 
of Patients with Epilepsy

Patients with unifocal epilepsy that does not well respond to pharmacotherapy may 
benefit from surgical removal of the brain area that triggers their seizures, the so-
called seizure onset area. Depending on the localization of the seizure onset area 
within the brain, surgical removal can result in full cure without severe adverse effects. 
This requires reliable localization of the seizure onset area prior to surgery. If localiza-
tion is unclear after standard diagnostic workup including neuropsychological testing, 
analysis of seizure semiology, MRI of the brain [46], and extracranial electroencepha-
lography (EEG), both interictal EEG (between seizures) and ictal EEG (during a 

O–15–water PET

Tc–99m–HMPAO SPECT
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Fig. 21.6 Assessment of cerebrovascular reserve capacity (CVRC) by measuring the acetazolamide- 
induced change in regional cerebral blood flow using either Tc-99m-HMPAO SPECT or O-15-
water PET in the same patient. Tc-99m-HMPAO SPECT was interpreted as normal (no indication 
of impaired CVRC). This was suspected to be false negative by the referring neurosurgeon so that 
O-15-water PET was performed only a few days later. O-15-water PET showed markedly reduced 
CVRC in the left frontal lobe, consistent with the site of steno-occlusive disease
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seizure), ictal perfusion imaging may allow reliable localization of the seizure onset 
area. The rationale for this is that neuronal activity is strongly increased in the seizure 
onset area during the seizure, resulting in a strong local increase in CBF that can be 
measured by brain perfusion imaging. It is mandatory to measure CBF in the early 
phase of the seizure, not later than 20 s after seizure onset, because seizures often 
spread through the brain, resulting in increased CBF also outside the seizure onset 
area. As a consequence, there is a considerable risk of mislocalization of the seizure 
onset area if tracer injection is delayed. Since seizures are often associated with strong 
involuntary movements, it is clear that brain imaging is not possible during seizures. 
A quite elegant solution is provided by Tc-99m-HMPAO SPECT. Tc-99m-HMPAO is 
injected during the first 20 s of the seizure. It is taken up (more or less proportional to 
local CBF) and retained in the brain tissue within a few seconds. After that, Tc-99m-
HMPAO is trapped within the brain for several hours. Thus, the distribution of 
Tc-99m-HMPAO in the brain presents a “frozen image” of CBF during the seizure 
that can be acquired with a SPECT camera up to several hours after the seizure. A 
representative case is shown in Fig.  21.7. O-15-water PET requiring acquisition 
within 60 s of O-15-water injection cannot be used for ictal CBF imaging.

21.7  Preclinical Application: Multi-Pinhole Tc-99m-HMPAO 
SPECT in the Mouse

Spatial resolution of radionuclide imaging is an even larger limitation in preclinical 
small animal experiments than in human applications (Fig. 21.8). This is due to the 
fact that downscaling of PET and SPECT imaging technology to small animals such 

Fig. 21.7 Tc-99m-HMPAO perfusion SPECT with tracer injection 20 s after seizure onset (ictal, 
left) in a patient with epilepsy. There is distinct ictal hyperperfusion in the left temporal lobe 
(arrow), which is not seen between seizures (interictal SPECT, right). This strongly suggests that 
the seizure onset area is located in the left temporal lobe
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as the mouse is not perfect: the mouse brain (about 0.5 mL) is more than three orders 
of magnitude smaller than the human brain (about 1500 mL), whereas volume resolu-
tion of dedicated small animal PET systems (about 0.003 mL [47, 48]) is only less 
than two orders of magnitude better than the resolution of human PET systems (about 
0.1 mL [49, 50]). However, small animal SPECT with multiheaded cameras equipped 
with multiple pinhole collimators [51–53] can provide volume resolution down to 
0.0001 mL. This is achieved by using the pinhole collimators to zoom the animal onto 
the detectors. Thus, SPECT can provide better spatial resolution than PET in small 
animal imaging, in contrast to imaging in humans. Brain perfusion SPECT with 
Tc-99m-HMPAO in the mouse has recently been validated [54] and used as biomarker 
of neuronal activity in a mouse model of neurofibromatosis type 1 [55] (Fig. 21.9).

Small animal PET with O-15-water has poorer spatial resolution compared to 
small animal Tc-99m-HMPAO SPECT not only due to limitations of small animal 
PET technology but also due to the “travel distance” of the positron from the O-15 
decay in tissue before it annihilates with an electron to produce the two 511 keV 
photons that are detected by the PET camera [56, 57]. The mean distance of 2.5 mm 
between the origin of the O-15 decay (=site of the tracer molecule) and the 

Fig. 21.8 Impact of spatial resolution in mouse brain imaging. The colored images were obtained by 
smoothing the MRI (left) with Gaussian filters to simulate spatial resolution of 0.7 mm (small animal 
pinhole SPECT), 1.4 mm (modern small animal PET), and 3.0 mm (outdated small animal PET)

Fig. 21.9 Brain perfusion SPECT with Tc-99m-HMPAO in the mouse (left) and MRI of the same 
animal (right)
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annihilation event (=site reconstructed by PET) results in considerable degradation 
of the spatial resolution of small animal O-15-water PET (Fig. 21.8). The relative 
magnitude of the effect of the positron range on spatial resolution is much smaller 
in human O-15-water PET because of the poorer camera resolution. The mean range 
of positrons from the decay of F-18 is 0.6 mm [57].

Multiple-head, multi-pinhole small animal SPECT systems also allow fast dynamic 
imaging for measuring time-activity curves for fully quantitative characterization of 
physiologic or pathologic functions or targets by tracer kinetic modeling. This is pos-
sible because these small animal SPECT systems allow “stationary” SPECT imaging, 
i.e., without rotation of the detector heads, while human SPECT systems require rota-
tion of the detector heads to generate tomographic images (typically about 60 projec-
tion images in step-and-shoot mode with a two-headed SPECT system) [58].

Glossary
Blood-brain barrier: The blood-brain barrier is the border between blood and 
tissue (including extracellular fluid) that regulates the exchange of substrates 
between blood and tissue in the brain. The permeability of the blood- brain 
barrier is highly selective, allowing required substrates to enter the brain 
while blocking entry of toxic substrates.

Cerebral blood flow (CBF) or regional cerebral blood flow: Regional cere-
bral blood flow refers to the amount of blood (in mL) that flows through the 
brain tissue (in g) in a given brain region per unit time (e.g., min). Thus, the 
unit of regional cerebral blood flow is mL blood/g of tissue/min, often given 
as mL blood/100  g of tissue/min. There are various methods to measure 
regional cerebral blood flow which tend to provide systematically different 
results due to method-specific limitations. The definition of regional cerebral 
blood flow does not rely on a specific measurement method.

Cerebrovascular reserve capacity (CVRC): Cerebrovascular reserve capac-
ity refers to the brain’s maximum ability to increase regional cerebral blood 
flow when required.

F-18-fluorodeoxyglucose (FDG): Glucose analog labeled with the positron 
emitter F-18 (physical half-life of 110  min) for use as a tracer of glucose 
metabolism with positron-emission tomography (PET). FDG-PET is widely 
used for detection and metabolic characterization of tumors and as a surrogate 
of neuronal brain activity in the detection and differentiation of neurodegen-
erative diseases such as Alzheimer’s disease and Parkinson’s disease.

Freely diffusible: In the context of this section, diffusibility is the ability of 
the radionuclide imaging tracer to cross the blood-brain barrier. Freely diffus-
ible means that the blood-brain barrier is infinitely permeable for the tracer so 
that the tracer concentration equilibrates between blood and tissue during a 
single capillary passage.
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Cardiac Perfusion MRI

Amedeo Chiribiri

Abstract
Coronary artery disease (CAD) is the leading cause of death and costs in the 
Western world. A large study has demonstrated that up to 60% of patients with 
chest pain and suspected CAD, who undergo expensive invasive catheterisation, 
might not need the procedure. Therefore, there is a strong need for a reliable 
diagnostic test to triage patients at intermediate risk of CAD for the appropriate 
treatment. Over the last decades, several clinical landmark studies have shown 
that accurate assessment of tissue’s blood supply (perfusion) could serve as a 
gatekeeper for treating the right patients. Perfusion is essential for the integrity 
of the heart and is an early marker of the so-called ischaemic cascade that leads 
to non-reversible tissue damage and thus chronic heart disease.

Coronary artery disease (CAD) is the leading cause of death and costs in the Western 
world. A large study has demonstrated that up to 60% of patients with chest pain 
and suspected CAD, who undergo expensive invasive catheterisation, might not 
need the procedure [1]. Therefore, there is a strong need for a reliable diagnostic test 
to triage patients at intermediate risk of CAD for the appropriate treatment. Over the 
last decades, several clinical landmark studies have shown that accurate assessment 
of tissue’s blood supply (perfusion) could serve as a gatekeeper for treating the right 
patients [2–4]. Perfusion is essential for the integrity of the heart and is an early 
marker of the so-called ischaemic cascade that leads to non-reversible tissue dam-
age and thus chronic heart disease.

The quest to quantify myocardial perfusion non-invasively is motivated by the 
need to offer patients a non-invasive, observer-independent and reproducible alterna-
tive to cardiac catheterisation for assessing the presence of CAD. Assessing the perfu-
sion status of the myocardium can also provide an insight in the complex 
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pathophysiological mechanisms leading to the onset of myocardial ischaemia. This is 
of particular value in consideration of the multiple mechanisms that regulate myocar-
dial perfusion (also known as coronary autoregulation). The complexity of these 
mechanisms is due to the unique characteristics of the heart, both as vital organ and as 
a pump for the blood which generates its own perfusion pressure. The heart has very 
demanding energy requirements. The entire organ contains approximately 700 mg of 
adenosine triphosphate (ATP) [5], which has a central role in cellular bioenergetics. 
This quantity of ATP however is enough to power the heart for less than 10 s and 
requires continuous regeneration of ATP. It has been calculated that a normal heart 
requires on average approximately 6000 g of ATP per day to function. The regenera-
tion of the cellular pool of ATP is almost entirely dependent on oxidative metabolism 
and it is maintained in the mitochondria. These are highly concentrated in the cardiac 
tissue, about 25 times more than in skeletal muscle, and constitute up to 35% of the 
cardiac mass. Myocardial oxygen consumption, which is already relatively high at 
rest with a heart-rate in the range of 60–70 beats/min, can increase up to sixfold dur-
ing maximal exercise. As an adaptation to high oxygen demand, the heart maintains a 
very high oxygen extraction, so that 70–80% of the oxygen delivered by the coronary 
circulation is extracted by the tissue. This compares with 20–40% in the skeletal mus-
cle and is facilitated by the high capillary density in the tissue, approaching 4000 cap-
illaries/mm3. Oxygen extraction in the myocardium cannot further increase to 
compensate for hypoxia, differently from other organs. It follows that any increase in 
cardiac activity and myocardial oxygen consumption must be met by a nearly simul-
taneous increase in oxygen availability obtained through an increase in myocardial 
blood perfusion. As a practical consequence of the close relationship between oxygen 
delivery and perfusion, accurate measurements of myocardial perfusion can be used 
as a surrogate measurement of myocardial oxygenation.

The need for the sensitive, non-invasive detection of myocardial perfusion can be 
addressed by the external detection of a flow tracer as it distributes in the tissue fol-
lowing its injection. The majority of myocardial perfusion scans is currently per-
formed with single photon emission computed tomography (SPECT) [6]. However, 
this imaging modality has a relatively low spatial resolution (e.g. 5–10  mm) and 
allows for the measurement of relative perfusion (i.e. regions are compared to a refer-
ence region) only. Absolute quantification of cardiac perfusion is possible with new 
solid state SPECT detectors, which are currently under investigation [7]. Quantitative 
measurement of cardiac perfusion is possible by positron emission tomography (PET) 
which is still considered as a gold standard. In PET, time-resolved acquisition of the 
first-pass of tracer uptake and quantification of tracer concentration were developed. 
However, its limited availability and high scanning costs prohibit a wide clinical use.

Cardiac magnetic resonance imaging (MRI) plays an increasing role in the diag-
nostic and prognostic assessment of patients with suspected cardiovascular disease, 
justified by its high spatial resolution, tissue contrast and morphological detail as 
well as the ability to provide reproducible quantitative data [8, 9]. Compared with 
PET, magnetic resonance MRI imaging has a better temporal and spatial resolution, 
the absence of any radiation hazards, and the availability of highly stable and inert 
MRI contrast agents of low toxicity [10]. The spatial resolution of below 2 mm 
allows the measurement of the transmural distribution of blood flow [11]. Whilst 
visual assessment of cardiac perfusion MRI is one of the methods of choice by 
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current guidelines for the evaluation of patient with suspected CAD and to guide 
coronary revascularisation, there is a long line of evidence proving that cardiac per-
fusion MRI can also be used to provide quantitative measurements of myocardial 
perfusion, leading to new insights in coronary physiology and potentially in a more 
accurate and objective assessment of patients with heart disease.

22.1  Principles of Perfusion Quantification by Cardiac 
Perfusion MRI

Perfusion cardiac MRI is a real-time imaging technique based on the visualisation 
of the first-pass of a Gadolinium-based contrast agent during its wash in across the 
cardiac chambers and the left ventricular myocardium. The contrast agent changes 
the relaxation times of the water protons in its vicinity. Since the T1-relaxation time 
is significantly shortened, a T1-weighted imaging sequence is applied. Usually a 
saturation prepulse is employed before the imaging sequence resulting in high sig-
nal (“bright pixel value”) for short T1-values. The contrast agent is usually injected 
as a bolus in a peripheral vein and diluted with blood in the veins leading to the right 
heart and in the pulmonary circulation (Fig. 22.1). The contrast agent mixed with 

4. Gd in the LA
(2-chamber view)

3. Gd in the PA
(2-chamber view)

2. Gd in the RA and RV
(4-chamber view)

1. Injection of Gd

5. Gd in the LV
(2-chamber view)

6. Gd in the myocardium
(2-chamber view)

7. Recirculation of Gd
(2-chamber view)

Fig. 22.1 First-pass perfusion cardiac MRI following peripheral venous injection of a Gadolinium 
(Gd)-based contrast agent. The contrast agent is usually injected in the forearm and it mixes with 
blood whilst progressing quickly in the vascular system and in the heart. Myocardial enhancement 
is expected in 15–20 heart beats in a normal subject, recirculation is usually complete in 30–40 
heart beats
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blood flows then through the left ventricle and into the aorta and the coronary arter-
ies, causing a detectable signal increase in the myocardium, proportional to the 
local perfusion rate. The wash in of the contrast agent is measured with an ECG- 
triggered sequence to visualise the wash in of contrast agent in the cardiac chambers 
and in the myocardium between successive heart beats. Cardiac perfusion MRI is 
usually acquired twice, during vasodilatory stress and in resting conditions. Whilst 
suitable for visual interpretation, the resulting dynamic series of images are also 
suitable for quantitative analysis.

Perfusion quantification by cardiac MRI is based on the central volume princi-
ple, a corollary of the Fick’s principle, also known as principle of conservation of 
mass. The first and simplest description of the principle was stated by Stewart for 
the assessment of cardiac output in 1897 [12]: “A solution of a substance [or indica-
tor] which can be easily recognised and quantitatively estimated in the blood is 
permitted to flow for a definite time at an approximately uniform rate into the heart. 
The injected substance mingles with the blood, and passes out with it into the circu-
lation. At a convenient point of the vascular system a sample of blood is drawn off 
just before the injection and another during the passage of the substance; and the 
quantity of solution which must be added to a given volume of the first sample, in 
order that it may contain as much of the injected substance as the second sample, is 
determined. This determination, it is evident, gives us the means of estimating the 
extent to which the injected solution has been mixed with blood in the heart, and, 
therefore, knowing the quantity of the solution which has run into the heart, we can 
calculate the output in the given time”. In Stewart’s original description, the indica-
tor dilution experiment was based on a constant speed of injection of the indicator, 
resulting in a steady concentration in the vascular system for the duration of the 
experiment. Whilst useful to provide a basic understanding of the central volume 
principle, Stewart’s method is not directly transferrable to perfusion MRI experi-
ments, due to the different method used to inject the MRI contrast agent. Gadolinium 
is injected via a peripheral vein over a period of time. It is therefore subjected to a 
process of mixing and dilution with blood, before it reaches the heart to generate an 
input function of significant duration and non-uniform amplitude, known as arterial 
input function (AIF). In order to apply the central volume principle to the quantifi-
cation of myocardial perfusion we will have to use the formulation of the central 
volume principle by Zieler for measurements of flow and volume by sudden injec-
tion of the indicator [13]. The first-pass of the contrast agent across the cardiac cavi-
ties is here assimilated to a rapid injection of the indicator performed directly in the 
left ventricle or directly in the coronary arteries. The coronary circulation is assumed 
to be a time-invariant system, with a single input and a single output. Following the 
arrival of the indicator (i.e. contrast agent or tracer) at the entrance of the vascular 
system, the indicator molecules are free to follow a multitude of pathways in the 
microvascular network of the myocardium and to reach the right atrium across the 
coronary venous system. If the injection of tracer is performed instantaneously (i.e. 
approximates an ideal bolus or a Dirac “delta function”), there will be a time lag 
between the injection and the arrival of the tracer at the exit of the vascular system, 
followed by a steep rise in concentration and a slower wash out. The mean transit 
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time (MTT) recorded at tissue level will represent the average MTT of indicator 
molecules across all possible vascular pathways. In the ideal case of an instanta-
neous injection, and if the tracer is well mixed with blood, then the wash out rate 
will be a monotonic exponential decay function, dependent on the flow rate divided 
by the volume of the vascular system, according to the central volume theorem. This 
theorem states that

 V Ft=  

where V is the vascular volume of the system, F is flow and t  is the average 
MTT of the particles of indicator. Literally, this formulation of the central volume 
principle only applies to intravascular indicators and is widely used in MR-perfusion 
of the brain, since Gadolinium-based contrast agents are confined to the vasculature 
due to the blood-brain barrier.

The methods described for the quantification of myocardial perfusion do not 
assume an exponential wash out, since as explained the injection of the contrast 
agent in the coronary circulation is not instantaneous therefore the approximation to 
an exponential decay would result in significant quantification errors. The response 
of the vascular system to an arbitrary AIF is instead determined via convolution and 
deconvolution operations

 
C t C t h d C t h tmyo aif aif( ) = −( ) ( ) = ( ) ( )

∞
∗

∫
0

τ τ τ
 

(22.1)

The response of the system Cmyo(t) to a given concentration of the indicator in the 
arterial input function CAIF(t) is known as the transfer function. The transfer function 
h(t) also represents the normalised distribution of the transit times of the indicator 
across the vascular system and characterises the myocardial circulation that trans-
forms the delivery of contrast agent from the input into the observed myocardial 
enhancement. Also the h(t) has units of inverse time (1/dynamic scan interval, if the 
data are not rescaled in absolute units of time).

Let m units of indicator be injected at time zero into a vascular system, and mea-
sure the concentration of the indicator at the exit as a function of time, Cout(t). The 
amount of indicator, dm, leaving the system during a small time interval between 
time t and t + dt is the concentration of indicator leaving the system, Cout(t), multi-
plied by the volume of fluid leaving the system during this time interval (or flow 
rate, F, in units of mL/min) multiplied by time.

 
dm C t F dtout= ( ) ⋅ ⋅  (22.2)

The amount of indicator which leaves the system at time t is equal to the amount 
introduced into the system during the time interval between s and s + t time units 
before t. The amount of indicator introduced during this time interval is min · ds. The 
fraction of indicator eliminated per unit time at time t is k(t). Therefore, the amount 
of indicator leaving per unit time is

 
k s m dsin( ) • • .  
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The rate at which indicator leaves the system at time t is:

 
m k s m t s dsout

t

in= ( ) ⋅ −( ) ⋅∫
0  

(22.3)

This is also equal to:

 
m C t Fout out= ( ) ⋅ .  

Therefore:

 
C t

F
k s m t s dsout

t

in( ) = ( ) ⋅ −( ) ⋅∫
1

0  
(22.4)

The amount of indicator at the input to the system is

 
m C t Fin aif= ( ) ⋅ .  

Under assumption that flow is constant and that the vascular system is linear and 
stationary, the Eq. (22.4) can be written as:

 
C t C t s k s dsout

t

aif( ) = −( ) ( )∫
0  

(22.5)

where k(t) is a transfer function which describes the fraction of injected indicator 
leaving the system per unit of time. However, CMR allows the detection of the mass 
of contrast agent residing in the tissue ROI, Cmyo, instead of measurement of ROI out 
flow mass. Therefore, we need to find a relation between Cmyo and Caif in order to be 
able to estimate the flow from CMR images.

According to indicator–dilution theory, the amount of tracer which remains in 
the tissue region after injection of the indicator is:

 
C F C s C s dsmyo

t

aif out= ( ) − ( ) ∫
0

.
 

(22.6)

By inserting Eq. (22.5) in the above equation instead of Cout(t):

C FC s k s ds C t h tmyo

t

aif aif= ( ) − ( )(  = ( ) ( )∫
∗ ∗

0

1[ .

Here h(t) represents the fraction of contrast agent which remains in the ROI at 
time t and is called tissue impulse response. The quantity of indicator remaining in 
the system during any time interval can never be less than zero and never be more 
than all of it that entered the system.

For any input function Caif and for finite flow rates, we have Cout(t = 0) = 0, as 
tracer cannot instantaneously pass through a ROI and reach the output after injec-
tion. Therefore, assuming an instantaneous injection of contrast agent in the coro-
nary circulation, the initial amplitude of the (tissue impulse response) will be equal 
to the flow rate, and the perfusion value in the myocardium ROI will be equal to 
flow divided by density of myocardium, in g/ml of tissue [14–16].
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22.2  Violations of the Assumptions of the Central Volume 
Principle in Real Vascular Systems

A limitation of quantitative cardiac perfusion MRI is the fact the some of the con-
trast agent is extravasated in the interstitial space. Therefore, in the time frame 

acquired by the scanner, 
0

1
∞

∫ ( ) <h t dt .

Another limitation derives from the injection protocols that can be implemented 
in clinical practice. The distribution of transit time of the indicator particles must be 
identical to the distribution of transit time of the blood. However, this differs 
between stress and rest conditions and is therefore a potential source of systematic 
error for the determination of myocardial perfusion, depending on changes in hae-
modynamic conditions and cardiac output. To correct for this error, rest and stress 
AIF are used for quantification. Data from the literature consistently support that 
resulting perfusion indices correlate linearly with the actual MBF. Correction for 
differences in input function shape would be less critical with left atrial, left ven-
tricular or intracoronary injection of contrast agent. In this case, the characteristics 
of the AIF would largely be determined by the power injector settings and less by 
the haemodynamic conditions. This is however unpractical in a clinical setting, 
where peripheral venous injections of Gadolinium are preferred.

22.3  Deconvolution Operations for Quantitative Perfusion 
Analysis

The task of calculating the myocardial transfer function h(t) by direct deconvolution 
of the Cmyo(t) and CAIF(t) is challenging because it amounts to inverting the convolu-
tion of h(t) with Cmyo(t), which is in this context an ill-posed noise sensitive inverse 
problem and needs regularisation. This can be obtained by discrete Fourier trans-
form, single value decomposition and least square minimisation, usually by 
Tikhonov regularisation and Levenberg–Marquardt algorithm [17].

Model-independent signal deconvolution techniques have been widely used for 
myocardial perfusion quantification. Model-independent deconvolution was origi-
nally developed for intravascular contrast agents in the assessment of brain perfu-
sion, where a precise measurement of the AIF and of the quantity Q of tracer injected 
into the vascular compartment is more easily obtained. Model-independent decon-
volution has however gained popularity for myocardial perfusion assessment. A 
variety of different deconvolution methods (Fermi function modelling, B-spline 
basis, exponential basis and autoregressive moving average model—ARMA) are 
used to estimate the tissue specific transfer function and perfusion rate, usually 
adopting a forward modelling approach to overcome the intrinsic limitations of the 
deconvolution process [18, 19].

Fermi function modelling is the most common method used for perfusion quan-
tification on the basis of the observed similarity between the transfer function h(t) 
for an intravascular tracer and shape of the Fermi function [20, 21]. Fermi function 
modelling has proven robust to different scanning and modelling parameters and 
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independent from spatial resolution and the signal to noise levels. This approach has 
been validated in a number of clinical studies in comparison with gold standards 
such as perfusion phantom, microspheres, position emission tomography (PET) and 
fractional flow reserve (FFR) [22–27]. However, the choice of the deconvolution 
method depends on several factors including signal to noise ratio of the data, com-
putational burden and desired accuracy of the results [16, 28].

22.4  Model-Based Quantification

Model-based quantification is a less popular alternative to model-independent 
deconvolution methods. In this case, perfusion quantification is based on tracer- 
kinetic modelling. Assumes that a vascular system can be divided in pharmacody-
namic compartments (intravascular, interstitial and intercellular), transfer constants 
(Ktrans) are defined which describe the permeability of different compartments to the 
contrast agent. Most commonly, two compartments are considered for the purpose 
of myocardial perfusion quantification, including an intravascular and an interstitial 
extracellular compartment, since Gadolinium-based contrast agent cannot permeate 
cellular membranes.

A further simplification of the two-compartment model can be done by assuming 
a very high permeability of the vessels to the contrast agent, with fast diffusion in 
the extracellular space driven by the large concentration gradient between compart-
ments during first pass, so that the exchange is only limited by the flow. In this one- 
compartment model, the concentration of tracer in the extracellular space is 
determined by the tracer concentration in plasma and no concentration difference 
between plasma and extracellular compartment can be measured. Therefore, model- 
based deconvolution relies on the quality of the estimates of the pharmacodynamic 
constants in use. The main limitation of model-based quantification is that the 
tracer-kinetic modelling does not provide myocardial flood flow measurements 
directly but rather provides a product of myocardial blood flow and contrast agent 
extraction during first pass. The calculation of myocardial blood flow is therefore 
based on correct estimates of the permeability surface product for the contrast agent. 
There are only a few reports in the literature trying to estimate this parameter based 
on experiments performed in canines. The direct application of these assumptions 
to human studies is still challenging.

An alternative for model-based deconvolution is represented by distributed mod-
els based on partial differential equations, like the blood tissue exchange (BTEX) 
model originally developed by Bassingthwaighte [29]. These models account for 
the concentration of the contrast agent in different compartments, for variations in 
blood flow, for the permeability surface area product for the capillaries, for the fluid 
volume in the capillaries and for the volume of the interstitial fluid, and for the 
geometry of the capillaries and the diffusion of the contrast agent.

The main advantage of the BTEX model is that it explicitly estimates the perme-
ability surface area product which is used to calculate an extraction fraction to 
account for the flow dependent leakage of contrast agent from the vascular space 
into the interstitium.
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22.5  Other Technical Factors Affecting the Accuracy 
of Quantitative Cardiac Perfusion MRI

The fundamental assumption at the basis of quantitative perfusion measurements is 
the existence of a linear correlation between the concentration of the indicator and 
the signal measured at voxel level, and a known relationship between signal inten-
sity and Gadolinium concentration. In the case of cardiac MRI, several factors could 
affect this relationship and potentially impede accurate perfusion measurements. 
We will discuss here of signal saturation effects and surface coil spatial 
inhomogeneities.

22.5.1  Signal Saturation

Cardiac perfusion MRI is based on the acquisition of dynamic and strongly 
T1-weighted images (Fig.  22.2). This is commonly achieved using a saturation- 
recovery scheme, which destroys all longitudinal magnetisation with such prepulse. 
Consequently, magnetisation will recover exponentially with different rates given by 
the T1-relaxation time resulting in high signal for magnetisation with short T1-times 
(i.e. due to presence of contrast agent). The signal intensity depends on the contrast 

Shared saturation prepulse

Saturation prepulse

Prepulse delay

Image readout

AIF readout

Slice-specific saturation prepulse

Dual contrast sequence

Fig. 22.2 Acquisition sequences for quantitative cardiac perfusion MRI. Sequences with shared 
saturation prepulse between slices enable the acquisition of 5–6 slices, with improved coverage of 
the left ventricle, including the apex. However, contrast is different between slices, as well as the 
dose-signal response, making perfusion quantification challenging. Therefore, sequences with 
slice-specific saturation prepulse are preferred. The readout of every slice is preceded by a satura-
tion prepulse and by a prepulse delay of approximately 100 ms. The dual sequence is a further 
refinement with slice specific saturation prepulse, where an additional readout for the AIF is per-
formed immediately after the saturation prepulse of the first slice, with the effect of avoiding full 
magnetisation recovery in the AIF
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agent dose and the recovery delay. In a first order approximation the recovery curve 
can be linearised and the signal intensity is proportional to contrast agent concentra-
tion. However, this is not true for high concentration resulting in errors [30]. Therefore, 
a compromise in sequence parameter is required to detect lower concentration of con-
trast agent in the myocardium (usually a by a longer recovery delay) and high concen-
tration in the blood pool (usually a by a shorter recovery delay). In addition, a high 
concentration results also in additional T2*-relaxation effects that reduces the mea-
sured signal intensity. Therefore a combination of full magnetisation recovery (high 
gadolinium concentration and long saturation-recovery delay) and T2* effect can 
cause clipping of the AIF, i.e. a reduction of the AIF-peak signal. If these saturation 
effects are not avoided, significant overestimation of myocardial perfusion can result.

Two approaches are currently in use to minimise signal saturation effects: the 
dual-bolus and the dual-contrast approach.

The dual-bolus is currently the most common approach to minimise signal satu-
ration effects. It consists of a combination of two consecutive injections of contrast 
agent [31]. The first injection is performed with low dosage (for example, 
0.0075 mmol/kg of body weight of Gadolinium) and is used to record a low ampli-
tude and non- saturated AIF. The second injection is given instead with high dosage 
(for example, 0.075 mmol/kg of body weight of Gadolinium) and is sufficient to 
elicit a myocardial response suitable for visual and quantitative assessment. The 
dilution ratio of the pre-bolus, in the previous example 1:10, is then used during 
post-processing to correct the data and calculate a non-saturated AIF. When using a 
dual-bolus approach, a sufficient pause between the diluted pre-bolus and the main 
bolus is essential to avoid overlap between the input functions. In patients with 
normal cardiac output, a 25-s pause is usually sufficient.

The dual-contrast approach consists in the acquisition, in each cardiac cycle, of a 
low-resolution image to measure the AIF [32–34]. This is obtained acquiring an addi-
tional image soon after the saturation prepulse of the first slice (Fig. 22.2). The short 
saturation time AIF can provide more accurate measurements by avoiding full recov-
ery of the magnetisation, which would instead be observed with longer saturation- 
recovery times as those used to image the myocardium. The acquisition of the AIF 
slice is followed by the acquisition of high-resolution images with longer saturation- 
recovery time to measure the myocardial signal with high contrast. Additional cor-
rection for T2* effects has been proposed [34]. The dual-sequence method has been 
shown to provide accurate measurement of the AIF when using high-dose and single- 
injection protocols and has the potential to become the preferred acquisition protocol, 
as it does not require changes to routine protocols in use for visual assessment.

It has recently become clear however that saturation effects, which are more 
commonly observed in the AIF, can also affect the myocardial signal intensity 
curves, resulting, in this case, in an underestimation of myocardial perfusion rate.

22.5.2  Surface Coil Spatial Inhomogeneities

Flexible phased array surface coils are regularly applied for cardiac MRI to increase 
the signal to noise ratio. These coils introduce a distance-to-coil-dependent signal 
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intensity pattern. However, as already mentioned the deconvolution technique 
requires a homogeneous sensitivity over the heart, since the same AIF is applied to 
all myocardial segments.

Different methods have been described to correct intensity variations induced by 
surface coils. One approach involves the estimation of the sensitivity profile derived 
directly from the images, for example by using the baseline myocardial signal 
before the arrival of the contrast agent. Another approach involves the acquisition of 
additional 2D or 3D proton density (PD)-weighted images to assess the radiofre-
quency (RF) coil sensitivity [34–36].

22.6  Clinical Acquisition Protocols

Despite the increased complexity of the acquisition protocols required to obtain 
quantitative perfusion measurements, these can easily be integrated in clinical rou-
tine protocols. An example using the dual-bolus approach is shown in Fig. 22.3. 
Following the acquisition of scout images and planning of the perfusion sequence to 
cover the basal, mid-ventricular and apical segments (“rule of 3 of 5”) [37], a proton 
density-weighted image is acquired to correct for the coil bias during post- 
processing. Then adenosine stress (from 140 to 210 mcg/min/kg of body weight, 
depending on the individual response [38]) is administered for at least 3 min, at the 
end of which the stress-perfusion acquisition is performed. A body weight-adjusted 
dose of 0.075 mmol/kg of body weight of Gadolinium is injected as main bolus, 
preceded by a tenfold diluted pre-bolus. The two injections are separated by a 25″ 

Scout Planning
Proton
density
scan

Adenosine
infusion

Stress perfusion

140-170-210
mcg/kg/min

Dual bolus
0.0075 + 0.075
mEq of Gd/kg

Dual bolus
0.0075 + 0.075
mEq of Gd/kg

Kremers et al.
JMRI, 31, 227-233

Kramar et al.
JCMR 2013, 15:91

Cines Rest perfusion
Late

enhancement

Karamitsos et al.
JCMR 2010, 12:66

Ishida et al.
JCMR 2011, 13:28

Ishida et al.
JCMR 2011, 13:28

Rule of
“3 of 5”

Fig. 22.3 Clinical acquisition protocol for quantitative cardiac perfusion MRI using a universal 
dual bolus approach. This protocol for quantitative cardiac perfusion MRI can easily be achieved 
in under 45 min of scanning and requires one additional breath hold to acquire a proton density 
image to be used for correction of the surface coil spatial inhomogeneities
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pause of the injector. After the injection of the main bolus of contrast agent, adenos-
ine infusion can be interrupted. At least 10–15′ wash out is allowed after the first 
injection. During this time, cine sequences can be acquired, followed by rest perfu-
sion imaging. This is acquired using the same dual-bolus scheme and the same 
sequence as the stress injection. Rest data are useful in post-processing to identify 
imaging artefacts and to provide quantitative rest data to be used to calculate myo-
cardial perfusion reserve (MPR = stress/rest myocardial perfusion rate). Rest perfu-
sion is followed by late gadolinium enhancement imaging. This protocol can be 
easily achieved in a clinical setting in less than 45′ of scanning.

22.7  High-Resolution Quantification

One of the main advantages of cardiac perfusion MRI, in comparison with other 
imaging techniques, is the elevated in-plane spatial resolution. Regardless of the 
specific technical parameters used for the acquisition of the images, cardiac 

Fig. 22.4 Example of positive stress perfusion cardiac MRI. The top row shows the apical, mid- 
ventricular and basal left ventricular segments at peak enhancement during first-pass of Gadolinium 
during adenosine stress. The images demonstrate significant subendocardial perfusion abnormali-
ties in the perfusion territory of the left anterior descending coronary artery (LAD; red arrows) and 
more severe abnormalities in the perfusion territory of the right coronary artery (green arrows). 
The bottom row shows bull’s-eye plots obtained with high-resolution quantitative cardiac perfu-
sion MRI at stress and rest, and an MPR map. Note the more extensive perfusion abnormalities on 
quantitative perfusion maps
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perfusion MRI allows a spatial resolution comparable or superior to nuclear medi-
cine techniques. This is considered the key factor explaining the superiority of car-
diac perfusion MRI over nuclear perfusion imaging and SPECT in particular. Due 
to the complex interactions between coronary vasculature and myocardium, myo-
cardial ischaemia arises from and affects more severely the subendocardial layers of 
the left ventricular myocardium and less the outer epicardial layers. Cardiac perfu-
sion MRI is capable of an independent visualisation of multiple left ventricular 
layers, and allows a sensitive identification of ischaemia at its onset from the endo-
cardium. This might conversely be missed by lower spatial resolution techniques 
due to partial volume effects.

High-resolution [25, 39] pixel-wise cardiac perfusion quantification has recently 
been proposed to preserve the spatial detail enabled by MRI and generate myocar-
dial perfusion maps (Fig. 22.4). Validation studies in phantom, animal models and 
patients have shown high accuracy and good sensitivity for the detection of suben-
docardial ischaemia.

References

 1. Patel MR, Peterson ED, Dai D, Brennan JM, Redberg RF, Anderson HV, Brindis RG, Douglas 
PS. Low diagnostic yield of elective coronary angiography. N Engl J Med. 2010;362:886–95.

 2. Shaw LJ, Berman DS, Maron DJ, Mancini GBJ, Hayes SW, Hartigan PM, et  al. Optimal 
medical therapy with or without percutaneous coronary intervention to reduce ischemic bur-
den: results from the clinical outcomes utilizing revascularization and aggressive drug evalu-
ation (COURAGE) trial nuclear substudy. Circulation. 2008;117(10):1283–91. https://doi.
org/10.1161/CIRCULATIONAHA.107.743963.

 3. Tonino PA, De Bruyne B, Pijls NH, Siebert U, Ikeno F, van’ t Veer M, et al. Fractional flow 
reserve versus angiography for guiding percutaneous coronary intervention. N Engl J Med. 
2009;360(3):213–24. https://doi.org/10.1056/NEJMoa0807611.

 4. van Nunen LX, Zimmermann FM, Tonino PAL, Barbato E, Baumbach A, Engstrøm T, et al. 
Fractional flow reserve versus angiography for guidance of PCI in patients with multivessel 
coronary artery disease (FAME): 5-year follow-up of a randomised controlled trial. Lancet. 
2015;386:1853. https://doi.org/10.1016/S0140-6736(15)00057-4.

 5. Duncker DJ, Bache RJ.  Regulation of coronary blood flow during exercise. Physiol Rev. 
2008;88(3):1009–86. https://doi.org/10.1152/physrev.00045.2006.

 6. Hachamovitch R, Hayes SW, Friedman JD, Cohen I, Berman DS. Comparison of the short-
term survival benefit associated with revascularization compared with medical therapy in 
patients with no prior coronary artery disease undergoing stress myocardial perfusion sin-
gle photon emission computed tomography. Circulation. 2003;107(23):2900–7. https://doi.
org/10.1161/01.CIR.0000072790.23090.41.

 7. Pazhenkottil AP, Nkoulou R, Kuest S, et al. Absolute coronary blood flow and coronary flow 
reserve assessed by gated SPECT with cadmium-zinc-telluride detectors: a direct comparison 
with 13N-ammonia PET. J Am Coll Cardiol. 2013;61:E1005.

 8. Greenwood JP, Maredia N, Younger JF, Brown JM, Nixon J, Everett CC, et al. Cardiovascular 
magnetic resonance and single-photon emission computed tomography for diagnosis of coro-
nary heart disease (CE-MARC): a prospective trial. Lancet. 2012;379(9814):453–60. https://
doi.org/10.1016/S0140-6736(11)61335-4.

 9. Schwitter J, Wacker CM, van Rossum AC, Lombardi M, Al-Saadi N, Ahlstrom H, et  al. 
MR-IMPACT: comparison of perfusion-cardiac magnetic resonance with single-photon emission 
computed tomography for the detection of coronary artery disease in a multicentre, multivendor, 
randomized trial. Eur Heart J. 2008;29(4):480–9. https://doi.org/10.1093/eurheartj/ehm617.

22 Cardiac Perfusion MRI

https://doi.org/10.1161/CIRCULATIONAHA.107.743963
https://doi.org/10.1161/CIRCULATIONAHA.107.743963
https://doi.org/10.1056/NEJMoa0807611
https://doi.org/10.1016/S0140-6736(15)00057-4
https://doi.org/10.1152/physrev.00045.2006
https://doi.org/10.1161/01.CIR.0000072790.23090.41
https://doi.org/10.1161/01.CIR.0000072790.23090.41
https://doi.org/10.1016/S0140-6736(11)61335-4
https://doi.org/10.1016/S0140-6736(11)61335-4
https://doi.org/10.1093/eurheartj/ehm617


484

 10. Bettencourt N, Chiribiri A, Schuster A, Ferreira N, Sampaio F, Duarte R, et al. Cardiac mag-
netic resonance myocardial perfusion imaging for detection of functionally significant obstruc-
tive coronary artery disease: a prospective study. Int J Cardiol. 2013;168(2):765–73. https://
doi.org/10.1016/j.ijcard.2012.09.231.

 11. Ismail TF, Hsu L-Y, Greve AM, Gonçalves C, Jabbour A, Gulati A, et al. Coronary micro-
vascular ischemia in hypertrophic cardiomyopathy - a pixel-wise quantitative cardiovascular 
magnetic resonance perfusion study. J Cardiovasc Magn Reson. 2014;16(1):49. https://doi.
org/10.1186/s12968-014-0049-1.

 12. Stewart GN. Researches on the circulation time and on the influences which affect it. J Physiol. 
1897;22(3):159–83.

 13. Zierler KL. Theoretical basis of indicator-dilution methods for measuring flow and volume. 
Circ Res. 1962;10(3):393–407.

 14. Zarinabad N. Advanced quantification of myocardial perfusion. A dissertation submitted to 
graduate school of King’s College London in partial fulfilment of the requirements for the 
degree of Doctorate of philosophy. King’s College London. 2016.

 15. Zarinabad N, Chiribiri A, Breeuwer M.  Myocardial blood flow quantification from MRI  – 
an image analysis perspective. Curr Cardiovasc Imaging Rep. 2013;7(1):9246. https://doi.
org/10.1007/s12410-013-9246-9.

 16. Zarinabad N, Chiribiri A, Hautvast G, Shuster A, Sinclair M, van den Wijngaard JPHM, et al. 
Modelling parameter role on accuracy of cardiac perfusion quantification. In:  Functional 
imaging and modeling of the heart, Lecture notes in computer science, vol. 7945. Berlin: 
Springer; 2013. p. 370.

 17. Sammut E, Zarinabad N, Vianello PF, Chiribiri A.  Quantitative assessment of perfusion  – 
where are we now? Curr Cardiovasc Imaging Rep. 2014;7(7):9278. https://doi.org/10.1007/
s12410-014-9278-9.

 18. Pack NA, DiBella EVR. Comparison of myocardial perfusion estimates from dynamic con-
trast-enhanced magnetic resonance imaging with four quantitative analysis methods. Magn 
Reson Med. 2010;64(1):125–37. https://doi.org/10.1002/mrm.22282.

 19. Zarinabad N, Chiribiri A, Hautvast GL, Ishida M, Schuster A, Cvetkovic Z, et al. Voxel-wise 
quantification of myocardial perfusion by cardiac magnetic resonance. Feasibility and methods 
comparison. Magn Reson Med. 2012;68(6):1994–2004. https://doi.org/10.1002/mrm.24195.

 20. Jerosch-Herold M, Wilke N, Stillman AE. Magnetic resonance quantification of the myocar-
dial perfusion reserve with a Fermi function model for constrained deconvolution. Med Phys. 
1998;25(1):73–84.

 21. Wilke N, Jerosch-Herold M, Wang Y, Huang Y, Christensen BV, Stillman AE, et al. Myocardial 
perfusion reserve: assessment with multisection, quantitative, first-pass MR imaging. 
Radiology. 1997;204(2):373–84.

 22. Chiribiri A, Schuster A, Ishida M, Hautvast G, Zarinabad N, Morton G, et al. Perfusion phan-
tom: an efficient and reproducible method to simulate myocardial first-pass perfusion mea-
surements with cardiovascular magnetic resonance. Magn Reson Med. 2013;69(3):698–707. 
https://doi.org/10.1002/mrm.24299.

 23. Christian TF, Rettmann DW, Aletras AH, Liao SL, Taylor JL, Balaban RS, Arai AE. Absolute 
myocardial perfusion in canines measured by using dual-bolus first-pass MR imaging. 
Radiology. 2004;232(3):677–84. https://doi.org/10.1148/radiol.2323030573.

 24. Lockie T, Ishida M, Perera D, Chiribiri A, De Silva K, Kozerke S, et  al. High-resolution 
magnetic resonance myocardial perfusion imaging at 3.0-Tesla to detect hemodynamically 
significant coronary stenoses as determined by fractional flow reserve. J Am Coll Cardiol. 
2011;57(1):70–5. https://doi.org/10.1016/j.jacc.2010.09.019.

 25. Lee DC, Simonetti OP, Harris KR, Holly TA, Judd RM, Wu E, Klocke FJ.  Magnetic res-
onance versus radionuclide pharmacological stress perfusion imaging for flow-limiting 
stenoses of varying severity. Circulation. 2004;110(1):58–65. https://doi.org/10.1161/01.
CIR.0000133389.48487.B6.

 26. Morton G, Chiribiri A, Ishida M, Hussain ST, Schuster A, Indermuehle A, et al. Quantification 
of absolute myocardial perfusion in patients with coronary artery disease: comparison between 

A. Chiribiri

https://doi.org/10.1016/j.ijcard.2012.09.231
https://doi.org/10.1016/j.ijcard.2012.09.231
https://doi.org/10.1186/s12968-014-0049-1
https://doi.org/10.1186/s12968-014-0049-1
https://doi.org/10.1007/s12410-013-9246-9
https://doi.org/10.1007/s12410-013-9246-9
https://doi.org/10.1007/s12410-014-9278-9
https://doi.org/10.1007/s12410-014-9278-9
https://doi.org/10.1002/mrm.22282
https://doi.org/10.1002/mrm.24195
https://doi.org/10.1002/mrm.24299
https://doi.org/10.1148/radiol.2323030573
https://doi.org/10.1016/j.jacc.2010.09.019
https://doi.org/10.1161/01.CIR.0000133389.48487.B6
https://doi.org/10.1161/01.CIR.0000133389.48487.B6


485

cardiovascular magnetic resonance and positron emission tomography. J Am Coll Cardiol. 
2012;60(16):1546–55. https://doi.org/10.1016/j.jacc.2012.05.052.

 27. Schuster A, Sinclair M, Zarinabad N, Ishida M, van den Wijngaard JPHM, Paul M, et al. A 
quantitative high resolution voxel-wise assessment of myocardial blood flow from contrast-
enhanced first-pass magnetic resonance perfusion imaging: microsphere validation in a mag-
netic resonance compatible free beating explanted pig heart model. Eur Heart J Cardiovasc 
Imaging. 2015;16(10):1082–92. https://doi.org/10.1093/ehjci/jev023.

 28. Biglands JD, Magee DR, Sourbron SP, Plein S, Greenwood JP, Radjenovic A. Comparison of 
the diagnostic performance of four quantitative myocardial perfusion estimation methods used 
in cardiac MR imaging: CE-MARC substudy. Radiology. 2015;275(2):393–402. https://doi.
org/10.1148/radiol.14140433.

 29. Bassingthwaighte JB, Wang CY, Chan IS. Blood-tissue exchange via transport and transforma-
tion by capillary endothelial cells. Circ Res. 1989;65:997–1020.

 30. Ichihara T, Ishida M, Kitagawa K, Ichikawa Y, Natsume T, Yamaki N, et al. Quantitative anal-
ysis of first-pass contrast-enhanced myocardial perfusion MRI using a patlak plot method 
and blood saturation correction. Magn Reson Med. 2009;62:373. https://doi.org/10.1002/
mrm.22018.

 31. Ishida M, Schuster A, Morton G, Chiribiri A, Hussain S, Paul M, et  al. Development of a 
universal dual-bolus injection scheme for the quantitative assessment of myocardial perfu-
sion cardiovascular magnetic resonance. J Cardiovasc Magn Reson. 2011;13(1):28. https://doi.
org/10.1186/1532-429X-13-28.

 32. Gatehouse PD, Elkington AG, Ablitt NA, Yang G-Z, Pennell DJ, Firmin DN. Accurate assess-
ment of the arterial input function during high-dose myocardial perfusion cardiovascular 
magnetic resonance. J Magn Reson Imaging. 2004;20(1):39–45. https://doi.org/10.1002/
jmri.20054.

 33. Sánchez-González J, Fernandez-Jiménez R, Nothnagel ND, López-Martín G, Fuster V, Ibañez 
B. Optimization of dual-saturation single bolus acquisition for quantitative cardiac perfusion 
and myocardial blood flow maps. J Cardiovasc Magn Reson. 2015;17(1):329–12. https://doi.
org/10.1186/s12968-015-0116-2.

 34. Kellman P, Hansen MS, Nielles-Vallespin S, Nickander J, Themudo R, Ugander M, Xue 
H.  Myocardial perfusion cardiovascular magnetic resonance: optimized dual sequence 
and reconstruction for quantification. J Cardiovasc Magn Reson. 2017;19:43. https://doi.
org/10.1186/s12968-017-0355-5.

 35. Kremers FP, Hofman MB, Groothuis JG, Jerosch-Herold M, Beek AM, Zuehlsdorff S, et al. 
Improved correction of spatial inhomogeneities of surface coils in quantitative analysis of first-
pass myocardial perfusion imaging. J Magn Reson Imaging. 2009;31(1):227–33. https://doi.
org/10.1002/jmri.21998.

 36. Murakami JW, Hayes CE, Weinberger E.  Intensity correction of phased-array surface coil 
images. Magn Reson Med. 1996;35(4):585–90.

 37. Kramer CM, Barkhausen JR, Flamm SD, Kim RJ, Nagel E. Standardized cardiovascular mag-
netic resonance (CMR) protocols 2013 update. J Cardiovasc Magn Reson. 2013;15(1):1–1. 
https://doi.org/10.1186/1532-429X-15-91.

 38. Karamitsos TD, Ntusi NA, Francis JM, Holloway CJ, Myerson SG, Neubauer S. Feasibility 
and safety of high-dose adenosine perfusion cardiovascular magnetic resonance. J Cardiovasc 
Magn Reson. 2010;12(1):66. https://doi.org/10.1186/1532-429X-12-66.

 39. Villa ADM, Sammut E, Zarinabad N, Carr-White G, Lee J, Bettencourt N, et al. Microvascular 
ischemia in hypertrophic cardiomyopathy: new insights from high-resolution combined 
quantification of perfusion and late gadolinium enhancement. J Cardiovasc Magn Reson. 
2016;18:1–11. https://doi.org/10.1186/s12968-016-0223-8.

22 Cardiac Perfusion MRI

https://doi.org/10.1016/j.jacc.2012.05.052
https://doi.org/10.1093/ehjci/jev023
https://doi.org/10.1148/radiol.14140433
https://doi.org/10.1148/radiol.14140433
https://doi.org/10.1002/mrm.22018
https://doi.org/10.1002/mrm.22018
https://doi.org/10.1186/1532-429X-13-28
https://doi.org/10.1186/1532-429X-13-28
https://doi.org/10.1002/jmri.20054
https://doi.org/10.1002/jmri.20054
https://doi.org/10.1186/s12968-015-0116-2
https://doi.org/10.1186/s12968-015-0116-2
https://doi.org/10.1186/s12968-017-0355-5
https://doi.org/10.1186/s12968-017-0355-5
https://doi.org/10.1002/jmri.21998
https://doi.org/10.1002/jmri.21998
https://doi.org/10.1186/1532-429X-15-91
https://doi.org/10.1186/1532-429X-12-66
https://doi.org/10.1186/s12968-016-0223-8


487© Springer International Publishing AG 2018
I. Sack, T. Schaeffter (eds.), Quantification of Biophysical Parameters in Medical 
Imaging, https://doi.org/10.1007/978-3-319-65924-4_23

Myocardial Perfusion Assessment by 3D 
and 4D Computed Tomography

Marc Dewey and Marc Kachelrieß

Abstract
Quantification of myocardial perfusion is the holy grail of cardiovascular imag-
ing. Computed tomography angiography (CTA) is the most accurate noninvasive 
diagnostic test to diagnose obstructive coronary artery disease but lacks the abil-
ity to quantify the functional relevance of coronary artery stenosis. Using myo-
cardial CT perfusion might enable comprehensive assessment of coronary artery 
disease by quantification of myocardial blood flow. The rather high radiation 
dose and the complicated analysis of 4D CT are the main challenges for achiev-
ing this goal. This chapter summarizes the current status of myocardial perfusion 
imaging and describes potential technical and clinical solutions for myocardial 
perfusion assessment by CT.

23.1  Technical Principles and Clinical Challenges

23.1.1  Current Clinical Status and Paradigm Shift

Anatomic assessment of coronary artery disease (CAD) is still most commonly 
used in deciding about coronary revascularization [1], although including the func-
tional component of CAD has been shown to improve cardiovascular outcome [2]. 
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Fig. 23.1 3D CTA 
provides noninvasively 
derived images for the 
detection of coronary 
stenosis and plaques 
(arrow) with highest spatial 
resolution of 30 voxels per 
mm3

Thus, there is a clinical need for a paradigm shift by going beyond morphology and 
including physiology in diagnosis, prognosis and therapy of CAD [3]. The wide-
spread use of physiological information on CAD in clinical practice could translate 
into improved health in millions of Europeans, help reduce the annual 2 million 
unnecessary invasive coronary angiographies in Europe [4], and improve cost- 
effectiveness [5].

23.1.2  Potential and Limitations of Conventional 3D CT

With their high resolution of 30 voxels/mm3, high-end volumetric (3D) computed 
tomography (CT) scanners are excellent tools for the noninvasive evaluation of the 
coronary arteries (Fig. 23.1). However, while 3D CT angiography (CTA) is very 
accurate for identifying and characterizing obstructive CAD, it remains a test to 
investigate morphology, and the specificity and accuracy of 3D CTA greatly drops 
compared with measures of physiology, such as fractional flow reserve allowing to 
assess the functional relevance of coronary obstructions during catheterization 
(Fig. 23.2). Moreover, CT does not allow quantifying the functional relevance of 
anatomic CAD with high accuracy and low radiation dose [6, 7]. Thus, CT suffers 
from significant limitations and currently lacks several key functions that would be 
required of a one-stop modality for CAD diagnosis.
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23.1.3  Major Clinical Challenge: Radiation Dose and Data 
Analysis

The major challenge for myocardial blood flow (MBF) quantification is that at least 
two 3D CT volumes need to be acquired (one during rest and one during stress con-
ditions) which, in principle, doubles the radiation exposure of a typical standard CT 
examination. With the repetitive acquisition of 3D volume of the entire heart during 
every heart beat (4D CT) during the first-pass inflow of the diffusible contrast agent 
into the myocardial tissue (Fig.  23.3), radiation dose further increases greatly. 
Moreover, data analysis of 4D CT becomes challenging considering that such a 4D 
dataset encompasses 2 to 3 billion voxels. Temporal averaging of 3D volumes 
acquired in different heart beats within the 4D CT dataset may help to better depict 
myocardial perfusion deficits (Fig. 23.4) and smoothen the resulting time- attenuation 
curves provided image registration is properly done (Fig. 23.5).
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Fig. 23.2 3D CTA has 
high diagnostic accuracy in 
an evaluation of its 
sensitivity and specificity 
using summary receiver 
operating characteristic 
curves versus morphology 
(invasive angiography) but 
reduced accuracy and 
specificity versus 
physiology (fractional flow 
reserve)

8cm
14cm

Fig. 23.3 4DCT covering the heart (shown in short axis) every beat, while coronary CT is inte-
grated during a single beat with larger coverage. Adapted from the CTP and CT-FFR chapter in 
Cardiac CT [31]
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Fig. 23.4 Effect of temporal averaging of 3D volumes from a dynamic 4D CT dataset on image 
quality and depiction of perfusion deficits (arrows). Basal cardiac short axis slice of a 63 year old 
male with typical angina pectoris and hyperlipidemia. Panels (a)–(f) show the combination of one, 
two, three, four, six, and eight CTP 3D datasets from consecutive heart beats for temporal averag-
ing. Panels (g, h) show stress and rest MR imaging, respectively. The 4D CTP datasets were read 
to have no relevant motion and good image quality. Please note the decrease in noise from (a–f). 
From (b–f), the subendocardial perfusion defect in the septal wall (arrows) is demarcated very 
well, while it was read as false negative in the dynamic dataset (a). The stress MR imaging as the 
reference standard confirmed the septal subendocardial perfusion defect (arrows in g), which was 
not visible on the rest images (h). Figure from [32]

23.1.4  Clinical Potential

Our CARS-320 and CORE-320 trials showed the potential of adding physiology to 
CAD assessment already by use of nonquantitative CT perfusion (CTP) [8, 9]. 
Despite the above major challenge of radiation dose for clinical implementation, 
both 3D and 4D of myocardial CT perfusion offer enormous potential to replace 
existing inaccurate and expensive approaches to assessing the functional relevance 
of CAD in clinical practice. Currently, a single comprehensive and noninvasive 
imaging tool for CAD morphology and perfusion is missing [10]. The primary clini-
cal potential of cardiac CT perfusion of the myocardium would be to allow for a 
personalized assessment of MBF and improved individualized prediction of most 
appropriate subsequent therapies (Fig. 23.6).

23.1.5  Current Status of Imaging

Definitive diagnosis of CAD in patients with high pretest probability of disease is 
recommended using invasive coronary angiography (ICA) [11, 12]. Whether 
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Fig. 23.5 Effect of temporal averaging of 3D volumes from 4D CT perfusion on the time-attenu-
ation curves (TAC) within the left ventricle. TACs calculated from a measurement point in the left 
ventricle. The y axis demonstrates Hounsield Units values, while the x axis shows different acqui-
sition phases. (a) Input TAC without temporal averaging. (b) Temporal averaging of two consecu-
tive 3D datasets. (c) Temporal averaging of three consecutive 3D datasets. (d) Temporal averaging 
of five consecutive 3D datasets. (e) Temporal averaging of seven consecutive 3D datasets and (f) 
temporal averaging of eight consecutive 3D datasets. With increasing temporal averaging levels 
the TAC becomes smoother, but also shorter and less accurate as oversmoothing caused by the 
temporal average occurs which can be seen at the lower peak. Figure from [32]
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Stress Rest Stress Follow-up

Fig. 23.6 Cardiac CT perfusion results at baseline and over time. Stress and rest cardiac CT per-
fusion show a reversible perfusion defect (“ischemia”) in the lateral myocardial wall (arrows), i.e., 
the perfusion defect is only present after infusion of adenosine (see Chap. 14, Fig. 14.1) and perfu-
sion becomes normal during rest (arrows). Importantly, rest perfusion results are able to predict in 
this patient the improved stress CT perfusion results on follow-up of the patient after successful 
interventional treatment of his obstructive coronary artery disease. Thus, cardiac CT perfusion 
may not only act as an imaging biomarker but may also allow personalized therapy planning by 
enabling individual prediction of therapy response

intermediate coronary stenosis is relevant can be assessed by invasively determin-
ing the fractional flow reserve (FFR) [2]. FFR-guided management has been 
reported to reduce major adverse cardiovascular events [2] and is thus recom-
mended in the guidelines [11, 12]. It would be a pivotal advancement if the isch-
emic relevance of coronary stenosis could be assessed noninvasively [10]. 
Magnetic resonance imaging (MRI, see Chap. 22) agrees well with positron emis-
sion tomography (PET) for absolute MBF [13, 14] but does not reach the accuracy 
of CTA for anatomic disease [15, 16]. Single-photon emission computed tomog-
raphy using dedicated cameras also holds promise for MBF [17]. PET is more 
commonly used for quantification and is the research reference standard for MBF 
and absolute coronary flow reserve (CFR) [18–20]. Further advantages of PET 
over FFR are that the microvascular component is captured [20], the prognostic 
power is incremental to ICA [21], and CTA is enabled by hybrid imaging [22]. 
CTA alone is widely available, less costly, and most accurate for stenosis detec-
tion and noninvasive plaque characterization [15, 23, 24]. Thus, CTA has become 
the clinical reference standard for 15–50% pretest probability of CAD in the 
European stable chest pain guidelines [11, 12]. However, CT is greatly limited by 
its rather high and nonpersonalized radiation exposure. The first and comprehen-
sive European Commission report on medical radiation dose shows that CT 
accounts for only 8.7% of all examinations but the CT-related radiation dose is far 
higher with about 57% [25], demonstrating the great need to further reduce 
CT-related dose. The unique potential of CTP, most importantly the optimal linear 
tracer–signal relationship [26], has not been exploited so far for accurately captur-
ing MBF [7].
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23.2  Technical Challenges and Potential Solutions

23.2.1  Technical Issue

The major technical issue for the above clinical challenge of too high radiation 
exposure for clinical implementation is to reduce dose as much as possible to 
achieve clinically acceptable dose levels without compromising the ability to quan-
tify MBF during rest and stress.

23.2.2  Primary Obstacle and The ALARA Principle

The primary obstacle to CTP is the level of radiation imparted by dynamic scanning 
during 4D CT, which can result in effective doses of up to 54 mSv [6]. This needs 
to be lowered significantly to a tolerable level to achieve clinical acceptance of 
CTP. Currently, vendor-provided packages cater neither for the specific demands of 
the 4D examination nor the individual patient. Still the implementation of the “as 
low as reasonably achievable” (ALARA) principle is required for clinical imple-
mentation by novel technical developments.

23.2.3  Potential Solutions

The following technical approaches are potential solutions for the above challenges 
and require further analysis towards reduced radiation dose during cardiac CT per-
fusion without limiting the ability to quantify perfusion. Compressed sensing with 
reduced acquisition of line integrals during certain heart beats but also omitting 
certain heart beats during 4D CT acquisition approaches at all by using prior infor-
mation (Fig. 23.7).

Another promising approach to better understanding myocardial perfusion is 
fractal analysis of imaging (Fig.  23.8). The concept of self-similarity was first 
described by Leibniz in 1695, and Benoit Mandelbrot coined the term fractal in 
1975 [27]. Fractal analysis is a rather new concept in radiological and nuclear perfu-
sion imaging [28] and has only recently been discussed for use in cardiac medicine 
[29]. We patented fractal analysis of transition regions in perfusion imaging and 
showed that this is a promising approach to myocardial perfusion imaging for clini-
cal differentiation of coronary artery disease and microvascular dysfunction 
(Fig. 23.9) [30].
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Fig. 23.7 Dose reduction in 4D CTP (top row) to about 1 mSv by limiting the number of angular 
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Fig. 23.8 Principle of fractal analysis using the relative dispersion (RD) algorithm for improved 
analysis of any type of perfusion imaging. Figure from [28]
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Coronary artery disease Microvascular dysfunction

Fig. 23.9 Principle of fractal analysis for improved analysis of myocardial perfusion imaging that 
allows for the first the noninvasive differentiation of myocardial perfusion deficits (arrows) that 
arise from obstructive coronary artery disease versus those that are due to coronary microvascular 
dysfunction. Figure from [30]
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