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Preface

Welcome to the proceedings of Edutainment 2017, the 11th International Conference
on E-Learning and Games, which was held in June 26–28, 2017 in Bournemouth, UK.

Over the last decade, the E-Learning and Games conference has become an inter-
national forum for researchers and practitioners to present their latest research results in
game-based learning and education, and share their experiences gained from this
emerging area that combines education and entertainment. The scope of the conference
is not limited to just the field of edutainment research, but also includes interdisci-
plinary subjects across virtual reality, augmented reality, and computer graphics
technologies. Since the first conference held in Hangzhou, China, in 2006, the con-
ference has taken place in many international cities including Hong Kong (China,
2007), Banff (Canada, 2009), Taiwan (2011), and now, in 2017, in the sunny southwest
of England, in Bournemouth, UK.

Included in this volume of conference proceedings, we have contributions from
academia and from industry, all of which aim to advance technology and address
challenging issues in all fields related to education and entertainment, ranging from
pedagogy, mobile applications, and computer graphics to multimedia, augmented and
virtual reality, plus digital games. There were 47 submissions to Edutainment 2017,
each of which was reviewed by at least two reviewers from our International Program
Committee. 36 papers were accepted for presentation at the conference. The conference
also hosted a satellite workshop: Next Generation Computer Animation Techniques.

We would like to thank all members of the International Program Committee for
their devotion to the conference in the past years and their expert reviews of the papers,
for which they provided valuable feedback to the authors. Many thanks also go to our
three keynote speakers, Prof. Gabriel Brostow, Dr. Sylvester Arnab, and Prof. Paul
Coulton for their inspirational plenary talks to the conference delegates. Last but not
least, we would like to thank Bournemouth University for hosting and organizing the
conference.

June 2017 Feng Tian
Christos Gatzidis

Abdennour El Rhalibi
Wen Tang

Fred Charles
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Representation of Intractable Objects
and Action Sequences in VR

Using Hand Gesture Recognition

Denis Savosin1(&), Simant Prakoonwit1, Feng Tian1, Jingui Liang2,
and Zhigeng Pan3

1 Bournemouth University, Dorset, UK
{i7620684,sprakoonwit,ftian}@bournemouth.ac.uk

2 Shihezi University, Xinjiang, China
3 Hangzhou Normal University, Hangzhou, China

Abstract. We propose a novel approach on using static and dynamic gesture
recognition in VR games to represent interactive objects in games, such as
equipment system, weapons and handy-tools. We examine various applications
of gesture recognition in games, learning, medicine and VR, including how
developers currently use the bundles of HDM devices paired with hand tracking
sensors. The proposed approach provides game developers with a control over
recording gestures and binding them to in-game intractable objects and
equipment.

Keywords: Games � Gesture recognition � Virtual reality

1 Introduction

In recent years, many innovative Human-Computer-Interaction (HIC) controllers have
emerged into a process of creation the new gameplay experiences in video games [6,
13, 15]. Each of the 7th generation of game consoles – Xbox 360, PlayStation 3 and
Wii has introduced their visions of the interaction with games. The most known
example of those devices was a Kinect controller, which brought the gesture and
human pose recognition into mass games products. Since that times, the gesture
recognition field has been extensively studied, particularly the hand gesture recognition
and facial recognition [6, 10]. The gesture recognition has been applied to solve various
problems in human-computer interaction field, including ‘serious games’ and reha-
bilitation applications, handwriting, numeral gesture recognition and Sign Language
[12, 14, 16].

The 8th generation of gaming systems has not only brought the overall increase in
graphics fidelity, the complexity of a gameplay and AI but also become a first ever
generation to adapt a Virtual Reality Head Mounted Displays (HMD) to mass use and
introduced the players to a new interactive entertainment experiences. The introduction
of a new generation of HMD devices raised a question of adapting input controllers to
act as complement (supplement) to VR devices to expose the potential of interaction
with games [8, 13].

© Springer International Publishing AG 2017
F. Tian et al. (Eds.): Edutainment 2017, LNCS 10345, pp. 3–10, 2017.
https://doi.org/10.1007/978-3-319-65849-0_1



Several companies, such as Leap Motion Inc. and Oculus have made significant
progress in combining the HMD devices and hand-recognition controllers [2–4].

Although the combination of the VR HMD device and a hand tracking controller
allowed game developers start exploring the new opportunities to interact with the
games, most of the existing games and prototypes use the simple ‘mimic’ of the hands
in the virtual worlds [1]. Those games are mostly utilizing the hands as grasping and
handling tools to interact with some interactive objects, like normally human do in the
reality [1] or as a to give gesture commands to a game [13]. From the overview of a
portfolio of VR games with gesture recognition we conclude that game developers
have not been fully implementing games where the hands of the players should mimic
weapons, gear and inventory items.

To address this limitation, we propose a novel approach for game developers,
which will allow them to fully the expose the potential of the hand-tracking controllers
in virtual-reality games, disregarding the genre of the game. Developers would have an
API to create the custom database of hand gestures and bind each of the gesture to an
interactive object or action sequence. In a genre, as first-person shooters played in a
VR, the usage of a player’s own hands as a weapon will act a natural way to interact
with a game, completely immersing players into virtual reality. In Sect. 2 of the paper,
we go through the explanation of the approach to implement this tool, including the
justification of existing methodologies in this area. In Sect. 4 we present evaluation of
the effectiveness of various gesture recognitions during a gameplay, followed by the
conclusion in Sect. 6.

2 Methodology

We use a Leap Motion controller to capture the image of the hand, and extract the
important data, such as fingertips positions, palm normal, and their directions and then
passing that data to a Support Vector Machine classification learner [7] to train the
system which must respond to a stream of data in real time and give the correct gesture
recognition.

To train the recognition system, game developers must record all proposed gestures
and build the database of the gestures. In our recognition system, we have proposed the
“trigger-class” association approach. Game developers will have an option to create
their class [7] and nominate it, for example: “shotgun”. Then they can select that class
response as active and start recording gestures. All data, extracted from a Leap con-
troller will be marked accordingly to that class and feed into database table. Developers
have an option of recording one gesture at a time, or record all gestures in one run, by
switching active classes using keyboard or using timers.

Once the database is filled with data and class responders, the data are fed into a
Multi-SVM [7] classifier to recognize the performed gestures. After the classifier has
been trained, the database can be disposed optionally.

Developers then can assign each of the static gesture [5] variable to an item in a
game and the dynamic gesture [9] variables to trigger action sequences, such as firing a
gun or throwing an object. Here we introduce a concept of “gesture blending” – the
smooth transition from a static object to an action sequence with that object.

4 D. Savosin et al.



The example is a “stone” object represented by player holding his hand in a fist and the
sequence action “throw stone” where the player repeats a throwing move with his hand.
This problem is discussed in the testing section.

3 Experiment Setup

To do tests and evaluate the viability of the proposed concept, the experimental setup
has been implemented. The setup consists of the C++ console application, written using
SDL2 library and Leap Motion SDK. The application is written and built using XCode
8 IDE under Mac OS X 10.12 operational system. The program kicks-out with adding
Sample Listener – defines the list of call-back functions, who respond to events from a
Controller instance (the interface for physical Leap controller). As the purpose of the
program is to read data continuously from controller and write it to a file, alongside
with response for keypresses, it implements basic events like controller connection and
disconnection and the frame events – each frame is used to get a data from it.

The program reads the data outputs from a Leap Motion controller: the fingers
positions, velocity and validity, alongside with a palm normal and velocity vectors.
Values are written sequentially into a Comma Separated Values (.CVS) table (Figs. 1
and 2).

The last field in each table entry is an actual class variable – we use 4 class
variables in our experimental setup: ‘fist’, ‘pistol’ – static gestures, ‘pistol shot’ – the
dynamic gesture to define the shooting action sequence. The ‘unrecognized’ class is
used to mark all fields, which are not intended to be classified as a gesture. By pressing

Fig. 1. Selecting the features from recorded database to be imported into MATLAB for testing.
4 unique CLASSVALIDATOR values are: ‘unrecognized’, ‘pistol’, ‘fist’, ‘shooting action’

Representation of Intractable Objects and Action Sequences 5



corresponding keys during recording, those class variables have been recorded to a
field. One data set was recorded using those class variables, and the second set was
recorded with the same gestures, but all ‘class’ fields were left blank – this was due to
simulation of the real case scenario, where the data from a controller is going to be fed
into trained model in the real time (Fig. 3).

4 Testing and Evaluation

Resulting training set with recorded class variables has been uploaded to a MATLAB
R2016b and used to train Multiple-SVMs classifiers. The first obtained performance
and accuracy results allowed to make changes into process of the variable selection, as
some variables have more effect on a prediction performance than others (Table 1).

Fig. 2. Screenshots demonstrating the resulting. CSV table with data captured from a Leap
Controller.

Fig. 3. Image shows the gesture recording pipeline, which is used by game developers to create
and record gestures for their VR games.

6 D. Savosin et al.



After the classification algorithm has been trained, the second testing set with a
class variables left blank has been used to evaluate resulting prediction model. The
results of the prediction were satisfying enough, and we have obtained the correct
predictions on all four trained classes, concluding, that a chosen concept is viable, and
after more tweaking can be implemented as a full game engine plug-in.

Although the results of the experiments in a MATLAB were satisfying to continue
exploring the concept in rather more sophisticated manner, further progress on the
concept should be ideally supervised by the gameplay programmers, as problems
discovered, such as solving the transition between static ‘item’ gestures and dynamic
‘action’ gestures in a runtime. Also, some genres of games are more dependent on the
timings and a prediction speed rather than accuracy. The problem can be addressed on
both sides: gameplay programmers and designers should adopt the gameplay logic, if
an implementation, in other hand will be flexible to fit into games of various genres.

5 Future Work

As we are planning to continue working on the prototype and an approach, imple-
menting the Unity and the Unreal Engine plug-in, which can be embedded into the
editor. We prepared mock-ups to demonstrate concepts of how the final product might
look like. Figures 4 and 5 show two plug-in windows on OS X system, where the first
figure shows the ‘Gesture Learner’ window – setup and recording of gesture database.
The second figure shows ‘Linker’ window – binding recorded gestures to an equipment
or gearing system in game.

Table 1. The table above shows performance and misclassification rates of Multiple-SVMs
trained to recognize ‘pistol’ class.

Type of SVM model True
positive

True
negative

Observations Misc. rate

Medium Gaussian
SVM

98% 2% False: (33 + 3)
True:
(165 + 180)
Total: 381

(33 + 3)/
381 = 0.09

Fine Gaussian SVM 99% 1% False: (12 + 2)
True:
(166 + 201)
Total: 381

(12 + 2)/
381 = 0.03

Cubic SVM 97% 3% False: (15 + 5)
True:
(163 + 198)
Total: 381

(15 + 5)/
381 = 0.05

Linear SVM 72% 28% False:
(45 + 47)
True:
(121 + 168)
Total: 381

(45 + 47)/
381 = 0.24

Representation of Intractable Objects and Action Sequences 7



6 Conclusion

In this paper, we have proposed an approach for recording and predicting static ges-
tures and actions, aiming to give game developers an opportunity to deeper explore the
possible use cases for VR headsets bundled with tracking devices. Developers might
also be able to adapt the gameplay experiences to immerse players into virtual reality.

Fig. 4. Image shows a concept of the ‘Gesture Learner’ part and an editor window of the final
product.

Fig. 5. Image shows a concept of the ‘Linker’ part and an editor window of the final product.

8 D. Savosin et al.



By creating this prototype, we will investigate more about the opportunities for gesture
recognition in Virtual Reality games. We also plan to further improve the design of the
existing prototype and embed the tool into game engines, such as Unreal Engine and
Unity as a plug-in. The concept presented here, and our discussion on how this concept
can be adapted for VR games, certainly can further promote the research in this field
and grab game developers’ attention to this method, which can be used to create
immersive VR experiences.

Acknowledgement. This paper is partially supported by the project – Virtual Visualization
System for Culture Communications (2015BAK04B05) funded under the theme – National
Science and Technology Supporting Project, China.
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Abstract. Markerless Augmented Reality registration using standard
Homography matrix is instable and has low registration accuracy. In
this paper, we present a new method to improve the augmented reality
registration method based on the Visual Simultaneous Localization and
Mapping (VSLAM). We improved the method implemented in ORB-
SLAM in order to increase stability and accuracy of AR registration.
VSLAM algorithm generate 3D scene maps in dynamic camera tracking
process. Hence, for AR based on VSLAM utilizes the 3D map of the
scene reconstruction to compute the location for virtual object augmen-
tation. In this paper, a Maximum Consistency with Minimum Distance
and Robust Z-score (MCMD Z) algorithm is used to perform the planar
detection of 3D maps, then the Singular Value Decomposition (SVD) and
Lie group are used to calculate the rotation matrix that helps to solve
the problem of virtual object orientation. Finally, the method integrates
camera poses on the virtual object registration. We show experimental
results to demonstrate the robustness and registration accuracy of the
method for augmented reality applications.

Keywords: Augumented Reality · SLAM algorithm · Virtual regristra-
tion and fusion · Point cloud

1 Introduction

Augmented Reality (AR) is the technology of mixing real scenes with virtual
scenes, an emerging field of huge application potentials. The technology makes
the use of computer-generated virtual information within the real world to
enhance the human perception of the world. As defined by Azuma, it is an inte-
gration of virtual world and the real world with real-time interactions via three-
dimensional registrations [2]. The recent rapid development of software as well
as hardware technologies in virtual reality and computer vision, AR has a wider
range of applications in medicine, military, entertainment and others [4,15].
Virtual registration, however, remains a challenge in AR research. Initially
c© Springer International Publishing AG 2017
F. Tian et al. (Eds.): Edutainment 2017, LNCS 10345, pp. 11–19, 2017.
https://doi.org/10.1007/978-3-319-65849-0_2
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Simultaneous Localization and Mapping (SLAM), as a probability algorithm,
has been mainly used for positioning robots in unknown environments [3,14].
More recently, researchers have started to utilize the accuracy and real-time
performance of SLAM for virtual registration in AR. Davison et al. [5,6] have
used a monocular camera to achieve fast 3D modeling and positioning of cam-
eras in unknown environments, which has presented many practical uses of the
algorithm. Klein [9] applied a SLAM algorithm in the creation of three-
dimensional point clouds, as well as Reitmayr [12] demonstrated the use of
SLAM and sensor fusion techniques in an accurate virtual reality registration
with markerless tracking.

The method of computing homography matrix in AR systems for the three-
dimensional registration [7,11] is simple and efficient. This algorithm requires the
detection of four point coordinates of a plane in order to determine the transla-
tion and rotation of the camera relative to the world coordinate system. In spite
of its simplicity and efficiency, since it is based on the 2D plane registration, the
four points of detection algorithm is prone to the error of misplacement of the
virtual object registration, resulting in virtual objects being unstable with dis-
tracting visual effects (e.g. flashing visual artifacts). Previous approaches [9,12]
have attempted to make the use of the three-dimensional map information gen-
erated by SLAM for this process. In this paper, we present a method of improve-
ment to the registration and tracking process of virtual objects by using map
information generated by VSLAM [12] technology. The three-dimensional infor-
mation of a scene generated by VSLAM cannot be used directly, due to the
interference points and the large error of point clouds. Therefore, a robust Max-
imum Consistency with Minimum Distance and Robust Zscore (MCMD Z) [1]
algorithm have been used to detect the 2D plane more accurately. Our improved
MCMD Z method computes plane point matrix by using the plane normal vec-
tor fund by Singular Value Decomposition (SVD). A method of lie group is then
used to convert the normal vector into the rotation matrix to register the vir-
tual object using the plane information. We use the precise positioning function
of the VSLAM to change the camera poses to the rendering coordinate system
under the camera perspective for the three-dimensional registration of the virtual
object.

The main contribution of this paper is to develop a method that can effec-
tively produce stable and high registration accuracy for virtual reality fusion.

2 AR System Overview

The AR system consists of two software modules: VSLAM module and registra-
tion module as shown in Fig. 1 for an overview of the system. Tracking in the
VSLAM module is to locate the camera position through processing each image
frame, and decide when to insert a new keyframe. Firstly, the feature matching
is initialized with the previous frame and Bundle Adjustment BA [16] is used
to optimize the camera poses. While the 3D map is initialized and the map is
successfully created by the VSLAM module, the registration module is called.
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Fig. 1. System overview

Once the point cloud of the scene is generated, the computation for the plane
detection is started, and the center and the normal vector of the plane are cal-
culated. The center of the plane is used to determine the exact position of the
virtual object and the normal vector is used to determine the orientation of the
virtual object. Camera poses obtained by VSLAM are then transformed to the
modelview matrix of OpenGL, which will be generated by the transformation of
three-dimensional virtual objects to the center of the plane to achieve the virtual
augmentation.

2.1 Tracking and 3D Map Building

Our system is based on a visual simultaneous mapping and tracking approach by
extracting and matching the Oriented Features From Accelerated Segment Test
(FAST) and Rotated Binary Robust Independent Elementary Features (BRIEF)
(ORB) [13] feature points and compute two models: a homography matrix that
is used to compute a planar scene and a fundamental matrix that is used to
compute a non-planar scene. Each time two matrices are calculated, and a score
(M = H for the homography matrix, M = F for the fundamental matrix) is
also calculated as shown in Eq. 1. The score is used to determine which model
is more suitable for the camera posture.

SM =
∑

i

(
ρM

(
d2cr,M

(
xi

c, x
i
r

)
+ ρM

(
d2rc,M

(
xi

c, x
i
r

))))
(1)

ρM

(
d2

)
=

{
Γ − d2 if d2 < TM

0 if d2 ≥ TM
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where drc and dcr is the measure of symmetric transfer errors [8], Tm is the
outlier rejection threshold based on the χ2, Γ is equal to, Tm, xc is the features
of the current frame, xr is the features of the reference frame. The BA is used
to optimize camera poses, which gets a more accurate camera position as in
following equation.

{R, r} = arg min
R,t

∑

i∈χ

ρ
(∥∥xi − π

(
RXi + t

)∥∥2

Σ

)
(2)

where R ∈ SO3 is the rotation matrix, t ∈ R
3 is the translation vector, §i ∈ R

3

is a three-dimensional point in space, xi ∈ R
2 is the key point, ρ is the Huber

cost function, Sigma item is the covariance matrix associated to the key point,
π is the projection function.

After obtaining the accurate position estimation of the camera, the three-
dimensional map point cloud is obtained by triangulating the key frame through
the camera poses, and finally the local BA is used to optimize the map. A detailed
description of the approach is given in [10].

3 Plane Detection and Calculation of the Normal Vector

The map created in ξ2.1 is composed of a sparse point cloud. Because of the
error of the point cloud data with large number of abnormal values, MCMD Z is
used for plane detection. A MCMD Z algorithm is used to fit the data according
to a search model. The idea of this algorithm is to use Principal Component
Analysis (PCA) for a reliable selection of the registration plane, using Robust
Z-score to remove invalid points at once. This method not only effectively avoids
the threshold setting, but also runs fast. The MCMD Z algorithm detects the
plane as follows:

Algorithm 1. The MCMD Z algorithm
1: loop:
2: Randomly select any 3 points in the original point cloud, and calculate the corre-

sponding initial plane and its normal vector ;
3: Ranking the points according to the value of di that are the distance of the map

point cloud to the initial plane;
4: Select the threshold t = 2σ. σ is the standard deviation of the point cloud to

the initial plane model distance. When the di > t, the point is removed as an
exception point, and vice versa as valid data retention, the number of valid
data, Pnum;

5: if The set of points reach the minimum Eigen values then
6: Stop the loop.
7: Calculate Robust Z-score uses the Eq. 3. Zscore greater than 2 is considered an

outlier and will be removed.
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The detection of the plane determines the plane location, while providing a
super-position of the location for a virtual object. Although the location of the
virtual object is determined, virtual objects will not appear parallel to the plane
but at a certain angle to the plane. In order to solve this problem, we need to
calculate the normal vector of the plane and the rotation matrix.

The SVD of the matrix in the plane interior point is obtained, and the right
singular vector corresponding to the minimum eigenvalue is the normal vector of
the plane. Because there are two normal vectors in the plane, it is important that
the normal vector direction is pointing outward. Specifically, the vector of the
camera to the plane is found by the camera’s posture. Through the vector and
the relationship be-tween the plane vectors, we can then determine the direction
of the normal vector. The rotation matrix is obtained from the known normal
vector by Lie group using the following equation:

R3×3 = exp (ŵ) = I + sin (‖w‖) · ŵ

‖w‖ + (1 − cos (‖w‖)) · ŵŵ

‖w‖2 (4)

w =
ny × np

‖ny × np‖ · arctan
‖ny × np‖
ny × np

Where ny is y − axis unit vector, np is normal vector of the plane, w is
a column vector, ŵ is the anti-symmetric matrix of the vector w. Finally, the
transformation matrix of OpenGL is composed of a translation vector and a
rotation matrix. The rotation matrix is obtained and the translation vector is
found to be the center of the plane.

3.1 Virtual Registration

The virtual object is finally registered in the real world, which must go through
the transformation of the coordinate systems (from the world coordinate system
to the camera coordinate system to the crop coordinate system, and to the
screen coordinate system). The transformation sequences can be described by
Eq. 4 from left to right: the world coordinate system is transformed into the
camera coordinate system by a rotation matrix R(3×3) and a translation matrix
T(3×1). Those matrices are made up by the camera’s position and the detected
plane information. Then the camera coordinate system is then transformed into
the screen coordinate system (u, v) by the focal length (fx, fy) and the principal
point (dx, dy). These parameters are obtained by the camera calibration. Finally,
the virtual object is registered in the screen to the real world.
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4 Experiment and Evaluation

Our experiment is run under Ubuntu 14.04 system, CPU clocked at 2.3 GHz,
8 GB memory and graphics card for the NVIDIA GeForce GTX 960 MB. The
camera resolution is 640 by 480 pixels at 30 Hz. The experimental scene is indoors
and the length of the image collection is 1857 frames. Figure 2(a)–(b) show the
indoor scene under the AR tracking and registration. We can see that the track-
ing and registration effect. Figure 2(c) shows the correct virtual object orienta-
tion.

Fig. 2. AR tracking and registration (left to right (a)–(c))

4.1 Plane Detection Analysis

Our method based on the CMCD Z, which achieves better results than Random
Sample Consensus (RANSAC). In contrast to these two algorithms, we use the
Gaussian distribution to produce 1000 point with outlier percentages (10 and 20)
using the same input parameters used previously. The inliers have means (15.0,
15.0, 10.0) and variances (10.0, 2.0, 0.5). The outliners have means (15.0, 15.0,
10.0) and variances (10.0, 2.0, 0.5). The program ran 1000 times. We compared
Correct Identification Rate (CIR) and Swamping Rate (SR). The RANSAC sets
iterations 50 times (Table 1).

4.2 Registration Error Analysis

A comparison method is used with fixed camera positions to evaluate the robust-
ness of the method. The three-dimensional registration of the virtual object is
carried out by using the described method and the standard homography matrix
method. Six components of the three-dimensional registration results are ana-
lyzed. The difference between the transformation matrix of the current frame
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Table 1. Correct Identification Rate (CIR), Swamping Rate (SR) and Time

Methods Outlier percentage Time (s)

10 20

CIR SR CIR SR

RANSAC 100 24.3 100 8 0.307849

MCMD Z 100 6 100 0.5 0.116869

Fig. 3. Registration error (Color figure online)

and the corresponding component of the transformation matrix of the previous
frame is used as the basis for comparison. The results are shown in Fig. 3, where
Translate x, Translate y and Trans-late z are the errors of the translation com-
ponents, respectively, and Rotate x, Rotate y, Rotate z are relative to the x,
y, z axis of the rotation component error and where is obtained by subtracting
the previous frame from the current frame. The result of the rotation compo-
nent is obtained by dividing the respective components with the dot product of
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the corresponding coordinate axis, and the translation component is the result
obtained by the normalization process.

In Fig. 3, the red curves in the figures are the results of using only the homog-
raphy matrix. The blue curves are the results of the new registration method
used in this paper. As can be seen from the Fig. 3, the use of the homography
matrix method to register the virtual objects has produced large fluctuations of
registration errors that are equivalent to virtual object registration instability.
However, the new method tested on each rotation component has been kept the
error in a small range below 0.5◦. The errors with Translate x, Translate y and
Translate z are also small similar to the result of the rotation components.

Through the experimental results, it can be seen that the new method pro-
duces stable virtual registration and solve the flickering phenomenon in the
virtual reality registration, hence, improves the stability of the AR system.

5 Conclusions and Future Work

This paper presents a stable and realistic tracking method based on three-
dimensional map information generated by VSLAM method to track the reg-
istration of virtual objects to ensure the stability and real-time performance of
registration. Our proposed method is faster and is able to achieve more accurate
registration results. The experimental results show that the proposed method
can effectively suppress the virtual object jitter, have a higher tracking accuracy
with good tracking performance. The current three-dimensional map used in this
paper is a sparse point cloud, which can only access limited space configuration
information.

While this work has served to propose and prototype with experiments to
show the effectiveness of the proposed approach, future work will consider the
use of dense point cloud based on our proposed method.
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Abstract. With many cultural institutions experiencing declining visitor fig-
ures, a large number have begun introducing the use of engaging technologies to
attract more visitors, the use of which seem especially appealing to the younger
generations. Due to the steadily rising popularity of virtual reality, it is one of
the more prominent technologies these institutions have incorporated. However,
most uses of virtual reality result in small-scale exhibit recreations or immersive
video with very little interaction. In this paper, we propose to create a large-scale
virtual reality environment with an integrated interactive quiz system, which
aims to offer an engagement level above that of traditional museum exhibits.
Initial results of Tenochtitlan have been demonstrated positive. Participant
interviews have shown that 87.5% experienced engagement levels in
Tenochtitlan greater than that of a traditional museum exhibit, and 62.5% stated
that their knowledge of the subject matter had increased.

Keywords: Museum virtual reality �Museum exhibit engagement � Interactive
learning

1 Introduction

In recent years, many cultural institutions have seen their visitor figures stagnate or
decline [1]. The heavy use of digital technology could be partly to blame, as it makes
up a large percentage of how we choose to spend our leisure time [2], with younger
generations even less likely to visit museums, galleries etc. One recent technology, in
particular, seems to have captured the interest of these same young people: virtual
reality [3].

Virtual reality technology has advanced massively in the last decade [4], to the
point where consumer-level VR devices have become freely available to the public.
Subsequently, virtual reality technology has seen a rise in popularity. Cultural insti-
tutions have tried to capitalise on this popularity by using virtual reality with their
exhibits to attract visitors [5] in a time where figures have been falling.

Many current forms of virtual reality integration by museums currently exist, most
of which result in a highly immersive experience. In 2015 the British Museum held the
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‘Virtual Reality Weekend’ [6], an event where users could use a Samsung Gear VR to
explore a Bronze Age roundhouse and view 3D-scanned exhibit artefacts. It proved
extremely popular, attracting over 1,200 visitors during the two-day event. The
National History Museum in London has employed VR technology in several ways [7,
8], the first example being a 360-degree VR video titled ‘David Attenborough’s Great
Barrier Reef Dive’. They have also recently made many of their exhibits available to
view remotely in VR using Google Cardboard, along with the option to see an ancient
reptile swim around the user while they learn facts about it.

The methods in which the National History Museum have made use of virtual
reality seem to be the most widespread amongst museums i.e. exhibit recreation in VR
and 360 VR videos. However, these examples, as with many others, seem to overlook
the capacity for interaction provided by the technology [9].

In this paper, we propose and develop an educational virtual reality environment,
called Tenochtitlan. Tenochtitlan is intended to be used as a complementary tool to
increase engagement levels with existing museum exhibits. The environment is
explored in first person and integrates an interactive quiz system, designed to maximise
information delivery and retention over that provided by traditional museum methods.

Participants who were asked to take part in Tenochtitlan’s virtual reality quiz, and
were subsequently interviewed, have produced positive initial results which will be
discussed further in Sect. 4.

2 Suitability of Virtual Reality

Many museums already make use of multimedia technologies to complement existing
exhibits as a means of making them more dynamic and engaging [10]. Virtual reality
technology expands on this with the ability to wholly immerse the viewer in a realistic
environment and gives them the opportunity to view artefacts in greater detail, resulting
in a more engrossing experience.

In recent years, the benefits of virtual reality (and gamification) use in educational
environments have been researched extensively, with many studies noting the positive
outcomes in both education delivery and engagement levels [5, 6, 11].

Despite its benefits, virtual reality does have certain limitations not found in the
traditional methods of information delivery currently found in museums [5]. Firstly, the
employment of VR technology has been proved costly to museums [12]; and secondly,
the creation of a VR application requires much more resources, in both time and
people, than text-and-image based information delivery [13].

There also exists the need for a careful balance when creating virtual reality
applications which include educational elements as one of their intended outcomes.
The application must be designed in a way that avoids the appeal of the technology
itself overshadowing the element intended to be presented to the user.

However, when executed well the resulting applications can prove highly effective.
This has been shown in a study conducted by [14] testing the exhibit engagement levels
in a children’s science museum. These positive findings were echoed in a separate
study by [15], which found that 70% of visitors agreed that the use of virtual reality “…
enhanced the visitor experience”.
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Furthermore, a preliminary survey conducted across 50 individuals found a positive
attitude towards virtual reality in museums, the results of which can be seen in Figs. 1
and 2.

3 Application Design

Our application Tenochtitlan has been tailored towards young adults aged 18–30, as
this is the age group that museums seem to be struggling to attract the most [16]. As
this element of the design mainly entailed regulating the language used and the
questions within the quiz, Tenochtitlan could be modified to suit other target age
groups relatively easily. Another consideration made during the design stage was that

Fig. 1. 52% of respondents believe the inclusion of interactive VR would enhance
visitor-exhibit engagement.

Fig. 2. 68% of those surveyed commented that the inclusion of a VR-integrated exhibit would
increase their likelihood of visiting a museum.
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of the user’s technological competence, which was assumed to be basic for the sake of
this project. This allowed Tenochtitlan to remain accessible to as wide an audience as
possible, without alienating individuals who lack experience with game technology.

3.1 The Application

Tenochtitlan is an interactive virtual reality environment which offers users the
opportunity to explore a portion of an ancient Aztec city. Its purpose is to increase the
user’s engagement with, and knowledge of, the subject matter through the use of virtual
reality technology. To achieve this Tenochtitlan incorporates two core design
dynamics: exploration and educational delivery by means of a quiz system.

When the user starts up Tenochtitlan, they are greeted with a notice board with
instructions on what their objectives are, and how they will interact with the envi-
ronment. These introduction/instructions were kept short and make use of simple
language to ensure that possible user confusion is kept to a minimum.

As the user explores the environment they will encounter several pop-ups along the
way. Half of these are informational and display facts about the Aztecs to the user. This
assists in the educational aspect of Tenochtitlan, which in an exhibit would normally be
achieved through regular image/text information delivery methods [9].

The other half of these pop-ups contain questions, which form Tenochtitlan’s main
mechanic: the quiz system. The questions in these are tied directly to corresponding
factual pop-ups. To answer these questions the player aims at their selection using the
VR reticule and presses a button on the controller. Separate pop-ups, along with audio
cues, inform the player if they have answered correctly or not. If they have answered
correctly, then their level score will be updated to reflect this. The inclusion of a score
mechanic as a positive feedback loop is one that aims to provide an incentive for the
users to further explore the environment [17].

The quiz is completed when the user has found all the facts and answered all the
quiz pop-ups. They are then free to explore further or exit the application.

3.2 Freedom to Explore, Freedom to Learn

One of the major aspects of Tenochtitlan is the freedom the user is given within the
environment; this makes use of the ‘Exploration’ game mechanic as described by [18]
to encourage users to explore and discover.

A study by [19] also demonstrated that the use of game design principles, such as
the score system, lead to greater learning outcomes. This has been integrated to provide
feedback to the user, but has been designed in a way that allows the user to learn at
their own pace, gives them plenty of time to explore and immerse themselves in the
environment.

3.3 VR Guidance and UI

Research into VR-specific development provided important considerations for the
application.
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To avoid breaking the user’s immersion in the environment several precautions
were taken. UI elements were kept minimal and unobtrusive (UI reticule, score’s basic
aesthetic) [20]; and audio cues were used to guide the player toward points of interest
without the need of non-diegetic maps/arrows [21].

The large temples in the environment serve as permanent visual reference points in
the player’s line of sight, an aspect which helps to avoid user disorientation [21]. User
visual comfort is further aided by making key elements in the environment provide
subtle interactive visual feedback e.g. points of interest being highlighted [20].

4 Evaluation

Initial testing of Tenochtitlan has been conducted to gauge its effectiveness in its aim to
increase user engagement. The initial sample size of 8 included participants aged 18–
30, with varying degrees of technological knowledge i.e. first time VR users, experi-
enced VR users, gamers and non-gamers. This helped to emulate a real-world museum
situation in which the application would have to be suitable for a large variety of users.

4.1 Methodology

Participants were asked to complete a survey on museums and virtual reality before
taking part in the interactive quiz. This survey allowed for an initial analysis of the
attitudes and perceptions towards virtual reality use in museums. They were then
briefed on the controls and their objectives within the environment before taking part in
individual supervised play sessions. During these sessions, observations were made
regarding each user’s completion time, number of correct answers, perceived ease of
controls and how they reacted/responded to the environment. Finally, participants were
briefly interviewed after their session to determine how they rated their engagement
levels, knowledge of the subject and how they would compare the application with a
traditional exhibit.

4.2 Post-completion Interview Responses

An initial overview of the responses provided by the interviews show that 75% of
participants rated their engagement levels in Tenochtitlan as “high” or “very high”,
with 87.5% rating their engagement with the subject matter higher than that of tradi-
tional text/image exhibit information delivery (Fig. 3), 62.5% also felt that they had
learnt interesting new facts through the VR environment (Fig. 4). When asked whether
they found the experience entertaining 87.5% answered “yes”, with 62.5% going on to
state that the application made them want to learn more about the Aztecs.
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4.3 Data Analysis

Tenochtitlan was estimated to take between 12–15 min to complete. The longest play
time lasted 25 min, the shortest was 9 min, and the average was 16 min (Fig. 5).

Users could score a maximum of 1000 points (100 per question). Only one par-
ticipant managed a perfect score, the lowest was 400, and the average score was 675
(Fig. 6).

Fig. 3. Tenochtitlan participants’ engagement level comparison

Fig. 4. Participants’ opinions on Tenochtitlan’s effectiveness as a learning tool
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Players moved much quicker between the set of ten questions than the set of 10
preceding facts. This may be due to players becoming familiar with movement in
virtual reality.

5 Conclusion

In this paper, we have proposed and developed a VR application for young adults,
Tenochtitlan, designed to increase user engagement with a museum exhibit, and
enhance subject knowledge through interactive learning.

Fig. 5. Tenochtitlan VR quiz - participant completion times.

Fig. 6. Tenochtitlan VR quiz - participant completion scores.
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The initial evaluation results have shown that users found Tenochtitlan engaging
and entertaining, more so than traditional exhibit information delivery methods, and
improved their knowledge on the subject matter through the interactive quiz.

The mechanics within Tenochtitlan has been proved suitable for participants who
were familiar with videogame controls and those who were not, an element that would
be essential in a real museum setting.

This study was unable to test the application in a real museum environment, so
direct comparisons with user engagement with a specific exhibit were unavailable.

Future work in this area would primarily look at creating a new application as a
complementary tool for an existing museum exhibit, while studying and comparing the
effectiveness of the VR application, in both engagement and education, against the
physical museum environment.
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Abstract. By introducing a collaborative aesthetic-driven virtual fitness game,
we give a possible solution to guide and encourage people who have sedentary
lifestyle to do regular physical activity with enough intensity, duration and
frequency. This method bridges physical interaction with a stationary bicycle and
visual changes in a virtual environment, and combines it with a multiplayer game.
During the test of game playing, individual participant’s effort to meet their own
target heart rate zone contributes to a team effort of aesthetic immersion overall.

Keywords: Aesthetic-driven interaction · Multiplayer collaboration · Aesthetic
immersion · Real-time bio-feedback · Virtual fitness game

1 Introduction

Doing regular physical activity with enough amounts of intensity, duration and
frequency is a healthy lifestyle. Helping people to form such a healthy lifestyle is a hot
and challenging area in the fields of computer aided exergame design.

Aesthetic pleasure is a kind of powerful affective experience. It can enhance immer‐
sion and engagement of virtual reality environment. Based on this, we present a collab‐
orative aesthetic-driven virtual fitness game as a low cost while pervasive solution to
encourage effective fitness training. In this game, the aesthetic visual effects of a virtual
world are tightly associated with the player’s real-time heart rate level, while the heart
rate level reflects the subject’s physiological and psychological state accordingly. By
physically acting on the control of the representation of one component part of the virtual
world, players will be engaged to cooperate on the creation of aesthetically pleasing
virtual surroundings, meanwhile, to immerse themselves into target fitness training
zones. A pilot in-lab user study was conducted to evaluate the effectiveness and enjoy‐
ment of the game. We find that this kind of persuasive technology is helpful on encour‐
aging effective exercise training.
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The main contribution of this work lies in: 1. put forward a new idea for exergame
design - the multiplayer game with the aesthetic experience act as the cooperation
strategy and goal; 2. complete a prototype system to demonstrate this aesthetic cooper‐
ation method.

The rest of the paper is organized as follows. In Sect. 2, we give a general review of
related works. Then, we describe our method of aesthetic cooperation and illustrate the
game design in detail in Sect. 3. Finally, in Sect. 4, general conclusions are drawn.

2 Related Works

Our previous studies [1–3] have found that combine people’s instinctive pursuit of
beauty with their real-time bio-feedback and immersive somatosensory interaction into
one well designed system, can help people to be happy to carry out regular and effective
exercise. In such a system, individual players tend to perform better to stay in a relatively
beautiful virtual world, rather than in a relatively ugly world. So, how will players behave
in collaborative multiplayer mode? This is what this study will explore.

2.1 Exergame for Fitness Training

It is one of the hotspots of current research to encourage users to exercise regularly as
well as promote health through fitness games. Many studies have proved the effective‐
ness of fitness games [4–7]. To encourage players to do more physical activity, some
exergames aim to capture the player’s action, emotion or the physiological data such as
heart rate to control the gameplay [8, 9] or to auto-adapt the game level for fair game
play experiences [10–12]. Some try to constrain the player for more quantity and inten‐
sity by setting higher objectives or goals [13, 14]. Others use competitions or award
strategies to lure player spending more time [15].

Most of the approaches above adopt compulsive incentive strategies with constraints
to attract and retain players. However, fitness training is not simply the faster the better.
Exerciser may need to maintain their heart rate at a target level. Sinclair et al. [16]
advocate that exergame should take the guidelines of American College of Sports Medi‐
cine as a scientific guarantee of true health, but few exergame abided it strictly.

2.2 Aesthetical Immersion in Virtual Reality

Immersion is vital for virtual reality system. It provides realistic experience, even though
the virtual world may not simulate an actual real-world location. Using aesthetical
immersion as incentive strategy for game play has not been explored in virtual reality
application before.

Growing awareness has noticed that aesthetic design is a key component of usability
[17], and a decisive aspect for marketplace success [18]. More and more researchers are
exploring the potential usability of aesthetics on designing interactive systems. These
researches can be divided into two directions. One takes beauty as an ornament for giving
system more visual and emotional attraction [19]. Aesthetic aspects are most like an
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added bonus of the system and relatively independent from the system itself. Another
one is the pragmatist approach, which looks aesthetics attributes from its practical and
functional aspect. The representative work is the concept of aesthetic interaction [20].

Although the two directions of form and function are definite, researchers still strug‐
gling on come up with a methodological approach to the subjective concept of aesthetics,
having typically concerned itself with more scientific methods [21].

3 Method

Aiming to be available for the public as much as possible, we choose the economy and
pervasive technology to get basic immersion of virtual game scene. Figure 1 illustrate
our method in the system implementation level. The use of advanced virtual reality
devices than the use of this basic one can provide more exciting experience.

Fig. 1. Illustration of our system implementation.

In the multiplayer model, there are one server and multiple clients working together.
Each player put on a wireless heart rate monitor and cycling on a sensor embedded
bicycle. Her/his heart rate level, i.e. one’s exercise intensity, is visualized as an element
of a virtual scene. This element is selected from a library at the beginning of the gameplay
by the player. The speed and direction of the player’s bike are used to control the move‐
ment of their virtual avatar. By this way, during cycling, a virtual landscape which is
composed of multiplayer’s heart rate visualizations will be generated timely (Fig. 2).
The strength of this game entry is the hands-on, physical interaction which feeds into a
virtual experience.
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Fig. 2. Two players are playing our game with two sets of equipment. Wireless heart-rate
monitors are worn on their chest.

Totally there are five typical states of each element, which correspond to five exercise
training zones reasonably, including aerobic zone, anaerobic zone and VO2 Max zone.
The virtual scene can be composed of several elements. Each element is being controlled
by one player. Thus, variety of combination effects will be presented under the collab‐
oration of each player’s performance. Adding the extra dimension of multiple players
contributing their physical effort together adds an interesting layer of complexity.

According to the gestalt theory of visual perception [22], aesthetic pleasure is often
results from the harmony of the parts of the whole, and from the balance of the underlying
driven force as well as the tension reducing. On the contrary, ugly often means dishar‐
mony, full of tension and out of balance, which leads to the feelings of uncomfortable.
Accordingly, the variety of collaborative virtual scenes can give rise to different aesthetic
emotion, from disgust to happy, as shown in Fig. 3. The more beautiful and vigorous
the appearance of the virtual environment, the healthier and livelier each player’s body
status becomes and, the more emotional pleasure and immersive feeling the groups
experiences.

Human pursue for beauty and avoid of ugly instinctively. They are more tolerant to
stay in a beautiful environment rather than in an un-comfortable one. So, will all the
players work together for the goal of creating a beautiful world which can be roamed
and shared? Furthermore, do they really get the benefits of effective exercise by keeping
their physical activity at the target exercise training zone? The results of a pilot in-lab
user study (8 male and 4 females, graduate students, two or three persons one group,
15 min per ride, three times per person, random grouping each time) gave a positive
response. The heart rate record data showed that the total effective rate of participants
remaining in the target heart rate zone reached 82%. The questionnaire scores indicated
that participants’ willingness to collaborate was much higher than the willingness to act
alone.
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Fig. 3. Illustration of some typical collaborative scenes in a two-player case. The two players
could see each other nearby means they have the similar speed at the same place.
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4 Conclusion

We address an interesting position on improving the interaction of a virtual world
through aesthetic cooperation. Physiological measures which are coupled to the visual
aspects of the game give guarantee to the effectiveness and individuality.

Whether it is in the public display space, or in the personal home environment, our
virtual fitness game could be attractive. The reason lies in the followings: (1) Innovation.
The use of biometrics to adjust the aesthetic sense of harmony in the scene is unique;
(2) Collaboration. The concept of cooperation on create beauty as well as to maintain
health is interesting. It will also push the boundaries of artistic creativity; (3) Interaction.
The control of the game is natural, free and real-time; (4) Immersion. Somatosensory
interaction and aesthetic pleasure will enhance the immersion of virtual reality; (5)
Personality. The collaborative generated virtual world is unique and full of player’s
personal information of their inner body state. This is amazing.

We hope our work of aesthetically cooperation, can bring some inspiration to
designers on how to develop exertion game or training system. In the future, in-depth
user study is needed to evaluate the game design, a quantitative and qualitative analyses
of its results is necessary for drawing a most precise conclusion. We also plan to enrich
the elements library to give more creative freedom for the players. The quality of virtual
scene’s appearance will also be strengthened.
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Abstract. In this paper, we present a virtual-real game framework for human
body interaction using passive optical motion capture device. In order to reduce
the noise produced from motion capture, a noise reducing approach is firstly
designed based on Kalman filter algorithm, which can estimate the position of
marker and improve the accuracy of data. For the interaction of game, then a
bounding box is created according to geometry of object for detecting collisions
between virtual objects and real objects, preventing penetration during inter-
action. Finally, the game system is designed and implemented based on the
capture device. The experimental results show that our system can preferably
implement virtual-real interaction with diverse scenes such as human and rigid
body, between virtual objects, human and real body objects.

Keywords: Motion capture device � Virtual-real interaction � Collision
detection � Kalman filter

1 Introduction

Virtual-real interaction is a kind of technology which can combine computer-generated
virtual scene with real scene [1]. It can provide a natural interaction and realistic
simulation, which is a new human-computer interaction for user. In recent years, the
virtual-real interaction based on motion capture has become a hot research field.
Optical motion capture has a wider application than tradition devices, because it has a
lager range of capture, and frees from cables and cumbersome hardware. However,
occlusions of markers lead to produce of noise data; the problem limits the application
range of it.

In this work, we use OptiTrack to obtain the motion data, and implement a
virtual-real interaction game system [2]. In this system, users interact with virtual
objects in real-time; the objects can be grabbed, moved and dropped. We focus on a
noise reducing approach based on Kalman filter algorithm and improve effect of
tracking. We also create bounding boxes to prevent penetration, and make the inter-
action of game more natural.
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2 Data Processing Algorithm

Kalman filter includes two main processes: prediction and correction. Prediction
establishes the prior estimation of the current state by time renewal equation, and
calculates the variable of current state and the estimated value of error covariance
timely, in order to establish the prior estimation of the next time state. Correction
responsible for feedback, it establishes the improved posterior estimation of the current
state by measuring renewal equation based on the prior estimation of prediction and the
measurement variables of current [3]. Markers are often occluded, that lead to produce
noise data during movement. Therefore, we apply Kalman filter algorithm to estimate
the marker position of next frame, which can generate data more smoothly.

2.1 Kalman Filter Theory

Kalman filter algorithm predicts the motion state data of objects. We use the revised
data as input for obtaining the data of next frame [4]. It is based on a state equation and
an observation equation, which uses recursive method to predict the movement of
objects. In this paper, Kalman filter algorithm estimates the position of marker and
improves the accuracy of data. First, it predicts the current state k by the system process
model, such as Eq. (1).

Xðkjk � 1Þ ¼ FXðk � 1jk � 1ÞþBUðkÞ ð1Þ

where Xðkjk � 1Þ is prediction result of last state, UðkÞ is control variable of current
state and sees it as 0. The covariance P of Xðkjk � 1Þ is the Eq. (2). F0 is the transpose
of F, Pðk � 1jk � 1Þ is the covariance of Xðkjk � 1Þ, Eqs. (1) and (2) predict the
system in time of k.

Pðkjk � 1Þ ¼ FPðk � 1jk � 1ÞF0 þQ ð2Þ

We calculate optimal estimation the current state value XðkjkÞ by measured value
and predictive the value of current state, as shown in Eq. (3).

XðkjkÞ ¼ Xðkjk � 1ÞþKgðkÞðZðkÞ � HXðKjk � 1ÞÞ ð3Þ

where Kg is Kalman Gain, as shown in Eq. (4).

KgðkÞ ¼ Pðkjk � 1ÞH0=ðHPðkjk � 1ÞH0 þRÞ ð4Þ

Then we calculate optimal estimation the current state value XðkjkÞ, covariance
PðkjkÞ updates in the Eq. (5). In this way, the Kalman filter runs end.

PðkjkÞ ¼ ðI � KgðkÞHÞPðkjk � 1Þ ð5Þ

where I is a matrix of 1.
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2.2 Noise Reduction Processing

Kalman filter algorithm bases on last frame information to estimate the position of the
present markers [5], we suppose the ith marker state vector at time k is XðkÞ.

XiðkÞ ¼ ðx; y; z; x0; y0; z0Þ ð6Þ

where x0, y0, z0 is the rate of the marker along with x, y and z axis respectively. We have
known the position of ith marker at time k, then we can estimate the state at the time of
kþ 1, as shown in the following.

Xiðkþ 1Þ ¼ FXiðkÞþWðkÞ ð7Þ

where F is state transition matrix, WðkÞ has a normal distribution Nð0;QÞ. When the
next frame data was got, the model can be updated as follows. H is measurement
matrix, VðkÞ has a normal distribution Nð0;QÞ.

YiðkÞ ¼ HXiðkÞþVðkÞ ð8Þ

The human body may cover markers, which lead to distortion in movement. During
movement, we acquire human motion data, and then process the data by Kalman filter
algorithm; finally the data is assigned to human avatar. Figure 1 is the left hand joint
rotation data of X axis, the red indicates unprocessed data, whereas the blue indicates
processed data. Obviously, the curve of processed data is smoother, so the algorithm
can make the tracking of markers more accurately.

3 Virtual-Real Interaction

Collision detection is an essential part of virtual-real interaction [6]. It can make virtual
human to interact with objects in virtual reality interaction system, which realizes
simulation of real environment. If there is not collision detection, penetration will
happen during interaction. This phenomenon is no logical in reality. In terms of the
game system, collision detection is mainly processing of interaction between virtual
human and objects, such as human, birdcage and flowerpot.
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Fig. 1. The processes of left hand data image
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In this paper, we adopt the collision detection algorithm based on Oriented
Bounding Box (OBB) [7]. It defines right bounding box according to geometry and
boundary conditions of objects. During collision detection, first, we determine if there
is an intersection with bounding box, it is easier to intersect with the bounding box than
objects, so we can quickly eliminate disjoint objects. If intersected, we just need a
further step intersection test of the overlap bounding box. In this way, calculation of
collision detection can be improved. However, how to find a best direction of axis is the
key to the OBB collision detection algorithm [8]. We calculate the average vector l of
all vertex coordinates about bounding box, and take it as the center. Then we calculate
covariance C. Finally, we obtain three axis vector of the OBB bounding box through
the eigenvector of C.

We assume that pi, qi, ri are the vertices of the ith triangle on basic geometric
elements, then we calculate the average vector l and the covariance C as the follow
Eqs. (9) and (10).

l ¼ 1
3n

Xn

i¼ 1

ðpi þ qi þ riÞ ð9Þ

Cjk ¼ 1
3n

Xn

i¼ 0

pij
!

pik
!þ qij

!
qik
!þ rij

!
rik
!� �

0� j; k� 3 ð10Þ

where n is the number of triangles, pi
!¼ pi � l, qi

!¼ qi � l, ri
!¼ ri � l are three

3� 1 vectors, for example pi
!¼ ðpi1

!
; pi2
!
; pi3
!ÞT . In order to determine the partial three

axial of the OBB bounding box, we need get the eigenvector of C. In addition, we
calculate the maximum and the minimum of all vertexes on three axes to determine the
size of OBB bounding box.

We create the OBB bounding box for flowerpot, birdcage and human hand as
shown Fig. 2. OBB collision detection algorithm can be offered through the Unity3D
engine, and mesh of objects to get right box collider or capsule collider [9]. We mainly
introduce the collision between human and birdcage. In interaction game, collier
component is used to cover the surface of objects so as to prevent penetration. We
analyze the effect of whether having bounding box or not on models. Figure 3 is game
interaction with birdcage. Figure 3(a) and (b) have no bounding box, the virtual hand
penetrates birdcage and cannot move birdcage. Figure 3(c) and (d) add bounding box,
the hand can move birdcage and has no penetration.

Fig. 2. Bounding boxes of flowerpot, birdcage and human hand
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3.1 Environment Construction

In our experiment, the hardware environment includes Intel Core i5-3317U 1.7 GHz
CPU 4 GB, GeForce740 NVIDIA graphics card, and motion capture device is Opti-
Track. The software environment includes Unity3D, Motive and OptiHub. Figure 4
shows the interaction game layout.

The system includes the environment construction, data processing, virtual-real
interaction; the later parts have been stated in this paper. The environment construction
mainly includes camera calibration and data acquisition.

During the calibration, we wave the T dynamic calibration stick and tries to cover
all captured areas. Meanwhile, Motive records the movement track of markers on the
stick. The next step is to calculate the Camera’s parameters by markers’ motion data,
etc. On static calibration stick, long right angle side is z axis, short is x axis, using
right-handed world coordinates. While Unity3D follows left-handed world coordinates,
so data in Motive need to be multiplied by a transformation matrix, making them enjoy
the same coordinates [10].

The data acquisition consists of human and rigid body. We get real-time motion
data from objects with markers by OptiTrack, and transfer data to virtual-real inter-
action system by data transmission interface, then controls virtual models. After Motive
starts up, and interaction system is served as client, Motive as server, and client request
data to server. Motive analyses collecting data from OptiTrack and saves their names

Fig. 3. Virtual-real interaction between hand and birdcage system design and implementation

Fig. 4. The environment of interaction.

40 F. Zhang et al.



and ID. Then system can get the position and rotation of markers in real time, and
control the behavior of models.

3.2 Experiment

In our experiment, the objects divided into two types, which have markers, and others
have no markers. The objects have markers such as human, flowerpot and watering
can; those with no markers like birdcage. We design the objects with markers interacted
each other, and virtual objects interaction with objects with markers. There is only one
participant, and virtual human is rigid body. Therefore, we come up three types of
interaction:

(1) Human-Rigid body interaction: Users operate rigid body with markers in real
scene; corresponding models also have the same action in virtual scene. Users
operate objects in real scene, as shown in Fig. 5. Virtual models are rendered as
shown in Fig. 6.

(2) Rigid-Rigid body interaction: Rigid-rigid body with markers can also be inter-
active. The paper defines that watering can will pour water when it is titled to a
certain angle. When the water particles collide with the flowerpot, a flower will
grow out it, as shown in Fig. 7.

(3) Human-Virtual interaction: Virtual objects will respond accordingly when the
collision between virtual human and virtual object is detected. As shown in Fig. 8,
in the virtual scene, there is a birdcage; meantime a ray is created from the hand.
The ray detects whether there is collision with the cage. The cage is forced to
shake and butterfly flies out, when user collides with it.

Fig. 5. The interaction between human and rigid body (watering can, flowerpot, chair) in real
scene.

Fig. 6. The interaction between human and rigid body (watering can, flowerpot, chair) in virtual
scene.
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4 Conclusion

In the paper, we design and implement a virtual-real interaction game system. In the
game system, virtual objects can be grabbed, moved and dropped by participants; the
objects have the corresponding effect when specific events are triggered. This paper
focuses on Kalman filter algorithm and collision detection. We design a denoised
approach based on Kalman algorithm to process real-time motion data and reduce
distortion. We create bounding box for virtual objects to prevent penetration. There are
many interesting directions for future research, we should achieve hand interaction with
complex objects, and raise immersion feeling in interaction.
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Abstract. The special natural and historical environment created representative
Chinese clothing culture. The paper presents an interactive multimedia system based
on Chinese traditional costumes. It can facilitate the clothing majors to have the self-
study and understanding of the cutting and sewing features and also provide the
learning platform to the people who has interests in clothing engineering. This System
can fully demonstrate the characteristics of structures of the classic Chinese
cheongsam. Three-dimensional virtual display technology is used to make and
present the ancient garment, using two-dimensional garment CAD software to
produce Chinese cheongsam pattern firstly, then using image processing software to
process fabric images, and finally using CLO 3D system to produce three-dimen‐
sional model of clothing. In contrast with the traditional approaches of learning, the
interactive system based on virtual reality technology shows the better intuitional and
cognitive visual effect. Virtual reality technology is used as a tool to create the
virtual clothing also as a part of the research work.

Keywords: Interactive multimedia system · Chinese traditional costumes ·
Virtual reality

1 Introduction

Clothing engineering learners need a capability to find new design inspirations by
analyzing the structural features of the previous outstanding costumes and apply them
to their own designs [1, 2]. With the continuous maturity and promotion of Virtual
Reality Technology, a new teaching model comes forth in the current clothing engi‐
neering education, which is highly reputed as “Virtual Reality Interactive Teaching”.
Based on computer technology and combined with the relevant science and technology,
VR can generate a range of real-world environment in vision, hearing, touch and other
aspects of the digital environment with the necessary equipment and the digital envi‐
ronment objects [3]. Over the last decade a great deal of researches have been dedicated
to implement cloth simulation. Some of them aim to reproduce the physical behavior of
cloth [4]. Even more accurate ones [5], and others are able to context of interactive
applications or games [6, 7]. Recently, some outstanding productions have been
published, and used successfully in Europe textile and garment enterprises [8].

Nowadays, digital, internet and mobile communication technologies become the
representatives of the new media with information widely spread out in various forms.
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Due to the changes in mass and communication media, the propagation of traditional
clothing culture using the old way of exhibitions, such as physical static exhibition in
museums and reports from paper, becomes unpopular. With virtual reality technology,
the three-dimensional virtual presentation of “from reality to virtual reality and then
back to reality” [9] and a new way of clothing culture propagation of “traditional clothing
enters mobile client” become popular.

The research work presented in this paper follows on from that previous educational
work. The interactive system described in this paper has the vital realistic significance
as it can facilitate the clothing majors to have the overall study and understanding of the
structural features of the classic models of some Chinese traditional costumes.

2 System Design

(1) System functions and development process design
As shown in Fig. 1, the Cheongsam interactive multimedia system structure includes
three layers. There are five secondary menus under the main interface: overview of
cheongsam, style change of cheongsam, beauty of cheongsam, production process, 3D
interactive display. Each column contains the specific contents which are presented by
text, illustration, picture, video, 3D models etc.

Fig. 1. Schematic diagram of system structure

In the process of system implementation, CLO 3D, 3ds Max, Flash and Unity 3D
are selected as the tools to realize the interactive system. Firstly, CLO 3D should be
used to build the original clothing model. CLO 3D design tool used in animated films
and video game development for 3D character design, 3D art and 3D Models, especially
for the garments with complex structure which are difficult to directly build three-
dimensional model [10]. In the state of motion, CLO 3D has a good simulation of fabric
texture, so we choose it as the main software for model making. While the special edge
effects and metal buttons of the garment will be simulated by 3ds Max. In addition, if
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some traditional clothing is serious damaged, and photo collection of fabric patterns
cannot be used, we have to recreate the fabric pattern in accordance with the original
pattern ratio by Photoshop. Finally, we recreate a new texture for the garment model,
and make it look like a new one.

Based on the virtual reality technology, this paper integrates the modern technology
of computer graphics technology and sensor technology, combining with the related
knowledge of traditional cultural protection, human-computer interaction, graphics and
visualization to carry on the research about digital development of Chinese traditional
cheongsam. The system implementation flow chart is shown in Fig. 2.

Fig. 2. System implementation flow chart

(2) Color design in the system
The significance of the color in the display system design should not be underestimated
as it serves not only as a specific visual symbol but also an approach for better organizing
the system information and the formation of the excellent system format. Not just for
all these, the strongly designed color can additionally attract the users, arousing their
interest. So in view of the choice of colors, it is important to identify the target and task
for the color use, namely the communication assistance function of colors to facilitate
the effective transmission of the information from the machine to the task.

This system is mainly intended to better promote the Chinese traditional cheongsam
for the purpose of the systematic study, inheritance, protection and development of
cheongsam, so this system adopts the popularly-accepted warm yellow hue as the basis
supplemented with Purple and Tan to highlight the deep visual perception of its dignity
and simplicity. The video information background inserted in the system is mainly
involved with the traditional Chinese ink-and-wash paintings in clear and elegant hue.

(3) Interface design in the system
The interface design consists of four major Areas, respectively Title Area, Content
Display Area, Interactive Control Area and Navigation Area, all of which are the Button
Design for the purpose of simplicity, beauty and the clearly definitive target. Interactive
function is designed in the form of cheongsam teaching contents and display models.
The interface design for Content Display Area adopts the left-right sliding type to pave
the way for the pending mobile platform APK support in later development. Navigation
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Area is composed of five separate parts, respectively cheongsam Overview, cheongsam
Changes, Beauty of cheongsam, Birth of cheongsam and 3D interaction, so each column
has the second-level menu. Some of system interfaces are shown in Fig. 3.

Fig. 3. System interface

(4) Virtual figure design in the system
This system is the one to display the traditional Chinese cheongsam, so the leading
virtual figure thus identified is the female image of the typical oriental features. The
body proportion should be complied with the standards of the oriental females in the
external appearance so as to bring into full play the features and styles of the traditional
cheongsam and bring the personality and the entire color of the system into the total
unity with the system.

3 Key Technologies for Realization of Virtual Clothing

(1) Data acquisition
The Ethnic Group Costume Museum in Beijing Institute of Fashion Technology has
more than 10,000 precious traditional costumes of various ethnic groups, including not
only Chinese traditional cheongsam collections but also some accessories for them. The
collection covers a wide range of time, regional span, more complete types. By infor‐
mation collecting, mapping and recovering the structure of apparel samples, it formed
the valuable first-hand information which provides important physical samples and data
support for the establishment of the clothing 3D model. Each collection is carried on by
the data information collection of its fabric, the lining, the edging and patterns. The
holographic data information collection, recording, structure recovery and analysis for
the structure pattern, structure pattern placement, pattern, fabric and craft of every part
of the clothing specimens, which provides sufficient information to the later digital
processing and protection. This paper explains the realization of virtual clothing process
with the case of classic ladies long cheongsam in 1930’s.
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The size of cheongsam can be measured by tiling measurement. In this case, the
classic ladies long cheongsam has medium sleeves. The specific measurements of this
garment are shown in Table 1. The image of the garment is shown in Fig. 4.

Table 1. Measurements of cheongsam (unit: cm)

Length Sleeve
length

Chest girth Hem
girth

Cuff girth Collar
girth

Depth of
front collar

Depth of
back collar

136.0 30.4 86.0 84.5 33.8 40.9 5.9 3.3

Fig. 4. Cheongsam samples Fig. 5. 2D structure pattern

(2) Structure pattern drawing
According to the measurements of Data acquisition, the basic lines of cheongsam are
drawn in apparel CAD software. Then, draw the details of the pattern, such as the sleeves
and the neckline. Finally, the cheongsam of the two-dimensional paper pattern is shown
in Fig. 5.

(3) Fabric pattern drawing
In order to make a clear garment pattern and facilitate the fabric mapping in CLO 3D
system, the pattern with actual size was imported image processing software. In this
paper, the DXF format patterns were imported into Adobe Illustrator software, filled
with the fabric image. After filling operation was completed, the pattern was saved as a
JPEG file as a fabric, as shown in Fig. 6.

Fig. 6. Fabrics adjustment Fig. 7. 3D virtual sewing
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(4) Virtual sewing
Because of the amount of geometrical details and the total number of polygons should
be used to render the geometrical complexity of a give model, we ought to consider the
available hardware limitations of the hosting platforms and the inherent constraints of
any real time application. A careful preparation and optimization of the modeled 3D
meshes is necessary in order to ensure real time simulation and interaction. Conse‐
quently, it is of prime importance to find a suitable compromise in the trade-off that
exists between precision, performances and visual impact of the simulations, in order
to guarantee an optimum balance in all the elements that participate in the virtual resti‐
tutions. In this section we will illustrate such concerns through the presentation of the
modeling and mapping that have been applied to our case study.

For the realization of virtual clothing, sewing process is very important to understand
the clothing structure, and this form of display also makes learning very intuitive, easy
to accept. In this paper, we use CLO 3D and 3ds Max software to build the Cheongsam
model. In the state of motion, CLO 3D has a good simulation of fabric texture, so we
choose it as the main software for model making. While the special edge effects and
metal buttons of the Cheongsam produced by the software 3ds Max. The process of
virtual sewing is shown in Fig. 7.

(5) Interactive design
The interaction with the virtual models helps student to better understand the diversity
of the garment design activity. At the meanwhile students may benefit of the possibility
of interacting with the virtual model and, in this way, they stays more motivated [11].
In this system, there are different collar type, sleeve, length and pattern options. Learners
are free to make adjustments according to their own preferences of the cheongsam’s
structure, and view their own design results in the real time. System interactive options
and results are shown in Fig. 8. We have realized the digitization and interactive design
for Qing Dynasty robe and Tibetan clothing by the same method.

Fig. 8. System interactive options and results

4 Extended Application

On the basis of the original function of the our system, we combined the somatosensory
and augmented reality technology, and realized the somatosensory 3D Clothing Culture
Display System. the system also describes the different costumes corresponding cultural
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background, knowledge of popular culture clothing of different costumes by means of
text, images and other forms. Somatosensory 3D clothing culture display platform
enhances cultural heritage innovation capacity of the school, especially provides a strong
technical support to the exhibition of new clothing line technical.

In the past, the museum exhibits precious clothing collections protected by the
restrictions, it can only be watched through the windows of the exhibits, allow visitors
to make a simple understanding of the learning process but lack interactive entertain‐
ment. So the dress culture propagation is not ideal [7]. Figure 9 is traditional way to
show the garments. The somatosensory 3D clothing culture display platform, with its
good interactivity and realism, to make up for the limitations of traditional display mode.

Fig. 9. Traditional display mode Fig. 10. Somatosensory 3D clothing culture
showcase display effect

In September 2014, this system was meet with the general public at “National
Science Day”. The audience responded enthusiastically. Thousands of visitors to expe‐
rience the 48 sets of clothing of system, Fig. 10 is the virtual fitting effect by the audi‐
ences.

5 Conclusion

Clothing is difficult to preserve because it is easily oxidized. Digital method can be used
to protect and inherit other types of traditional clothing. This paper designs and imple‐
ments an interactive multimedia system for Chinese traditional costumes by compre‐
hensively applying clothing engineering, Virtual Reality technology, 3D visualization
technology, digital media technology. So that more clothing engineering students and
other learners who love the traditional costumes will be able to understand the abundant
traditional costume culture. At the same time, the Virtual Reality Technology adopted
in the system implementation process can be applied in other similar disciplines, thus
enjoying the extensive development space.
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Abstract. Increasing road safety through the use of new technologies is of
general interest. In this paper we present a mobile assistant that uses augmented
reality. This assistant was tested in real driving conditions. The participants
assessed the comprehensibility and usability through a questionnaire. Results
show that novice drivers could improve their driving skills by using new tech‐
nologies such as Augmented Reality.

Keywords: Mobile assistant · Real driving · Usability

1 Introduction

The process of advancing from a novice to an experienced driver takes hours of practice,
although vehicle handling skills can be attained in short time. The driving task is deter‐
mined by factors such as the road state, traffic rules and the presence of other drivers.
The style of each driver depends on the speed, the following distance and the positioning
on the road. Considering these choices, inexperienced drivers should aim at large safety
margins in order to avoid dangerous situations. There are two main factors that can
influence the safety of novice drivers: improvements in the instruction process and using
technologies that monitor the traffic and the driving behavior [1].

Augmented Reality (AR) represents an emerging form of experience that enables
participants to interact with digital information that is overlaid on top of the real world
[2]. The authors in [3] found that the use of AR cues has improved participant’s ability
to maintain a safe headway distance when approaching pedestrian targets.

The use of on-board advanced driver assistive applications (ADASs) may lead to
improvements regarding the perception and reaction to roadway hazards for drivers with
visual impairments [4]. Several studies have shown the potential of increasing road
safety by guiding the driver’s attention in the case of hazardous situations through the
use of collision avoidance systems [5].

The number of smartphone users is expected to reach around 2.87 billion until 2020,
making smartphones a gateway to a new type of interaction between people and objects.
Although the use of smartphones is not allowed while driving, around 70% of people
have reportedly used them for texting, emailing, conversations or games [6].

While mobile driver assistant systems are proven to have a positive impact on road
users [7], there is still a low adoption of such technologies in daily traffic activities [8].
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Latest generation of cars come with built-in safety equipment that have a big impact
on road safety, however a small percentage of drivers can afford them. Mobile assistants
are susceptible to noise and weather conditions, thus making them less reliable, but they
are accessible, easy to use and are becoming more intelligent as technology advances.
The aim of this paper is to present an AR mobile assistant and to assess its usability and
comprehensibility.

2 Application Architecture Overview

The architecture of the mobile assistant application is presented in Fig. 1. The first step
is to obtain raw data from the back camera, as well as the built-in sensors (accelerometer,
magnetometer, gyroscope, GPS). The processing module takes in the data and trans‐
forms it into meaningful parameters such as speed, traffic signs, headway, Time-To-
Collision (TTC) and lane position. The last step consists of generating specific audio
and visual alerts based on predetermined thresholds.

Fig. 1. Mobile assistant architecture and experiment screenshot

The application uses AR to highlight detected traffic signs and lanes (see Fig. 1b),
as well as TTC and headway. Audio warnings are generated only in situations classified
as “dangerous” in order to avoid becoming annoying.

3 Method

A number of six participants aged between 19 and 34 years participated in the study.
All participants possessed a valid Romanian driver’s license for l at least two years and
did not suffer of any neurological disease or other visual impairments.

The route for the driving test was the same for all participants and took around 30 min
to complete, but different starting points have been chosen. Participants received a short
briefing before the test about the features of the mobile assistant application and were
asked to drive normally following a preprogrammed route.

At the end of the driving test, participants were asked to evaluate the application.
We used a 20 item questionnaire to assess the usability and comprehensibility of the
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application. The statements for usability are from the System Usability Scale (SUS) [9]
and the questions for comprehensibility are from a study that evaluates handheld
augmented reality (HAR) systems [10]. Participants could rate how much they agree or
disagree with the statements by using a seven-point Likert scale (1 is “strongly disagree”
and 7 stands for “strongly agree”).

4 Results and Discussion

Box plots were chosen to graphically represent the results. The statements used for the
questionnaire and the resulting box plots are presented in Fig. 2.

Fig. 2. Questionnaire statements and corresponding box plots

Supplementary the authors added two statements to evaluate the acceptance of the
presented mobile assistant. These are the following: “I felt that the warnings were
annoying” and “I felt that using a mobile assistant could help me improve my driving
skills”. The participants gave an average score of 1.8 (mostly disagree) for the first
statement and 5.5 (mostly agree) for the second statement.
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There were 15 speed infractions and 10 lane departures that were augmented visually.
Dangerous situations with a TTC smaller than 2 s were rare and only happened two
times at one participant. The average speed was 34 km/h of all drivers, with a top speed
of 67 km/h. Partial results regarding the driver’s tendency to reduce speed in times of
warnings are in accordance with conclusions from other studies [8].

5 Conclusions

This study was done in real driving conditions with a small number of participants. The
results from the questionnaire conclude that using a smartphone mobile assistant can
help improve a novice driver’s skills. Participants rated warnings as having a low influ‐
ence and expressed their intention of using the developed assistant in the future.
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Abstract. It would be a horrible scene when a fire breaks out in any under-
ground metro station, which could result in high human casualties. Therefore,
the training of fire evacuation is highly necessary for the public. Among various
current training methods, online fire evacuation training is a very popular one,
owing to its low-cost and convenience. However, due to the huge size of data of
both the representation of the metro station and the fire scenario, the limited
bandwidth of network, and the weak rendering ability of web browser, the
online fire evacuation training simulation usually runs extremely slow or is not
able to run at all. This paper proposes a new virtual reality online training
system for metro station fire evacuation. Firstly, a method based on semantic
and voxelization component checking is introduced for light-weighting the
large-scale metro station static scene, and the BIM (Building Information
Modeling) data can be reduced by as much as 10 times. Next, we propose a
smoke redundant-removing and normalization method, which is used for sub-
stantially light-weighting the dynamic FDS (Fire Dynamics Simulator) smoking
data (as much as 200 times in our experiments). With the above methods, the
metro station and smoke data can transmit through the internet quickly, and
real-time rendering can be achieved on web pages by using a multi-thread
mechanism. Finally, we present our eACO (evacuation based on adaptive Ant
Colony Optimization) algorithm which can be used for the planning of mass fire
evacuation. A prototype system based on eACO is implemented for VR (Virtual
Realization) the fire evacuation training on Web, with which the user just needs
to surf the internet (without loading and installing plug-ins) and take part in the
fire evacuation training. The experimental results demonstrate that the proposed
solution is feasible for online training in metro station fire evacuation. The
technologies developed are also suitable for fire simulation and evacuation
training in other urban infrastructures.

Keywords: Metro station fire evacuation � Web3D � IFC-based lightweight �
Smoke lightweight � eACO path planning
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1 Introduction

It will be a horrible scene if a fire breaks out in any metro station. In the year of 2003, a
fire broke out at the central subway station of Daegu city, South Korea, where at the
time there were 600-odds passengers and among them 198 were dead, 146 injured, and
298 missing. In 2013, there was a metro station fire incident at the Russian central
Moscow subway station; this time however, because many passengers had been par-
tially trained in some evacuation training courses, of nearly 5000 passengers evacuated,
only 11 people were injured, although the entire station was a mess after the fire. It can
be seen that public fire evacuation training is necessary that all urban dwellers should
take part in it. Obviously, there are many drawbacks and limitations for a real physical
evacuation training course, which has huge potential safety risks, high costs, and can
quickly get out of control. Computer simulated training then becomes a plausible
alternative. As the matter of fact, nowadays fire evacuation training on Web3D is
already a popular solution owing to its low-cost, convenience, and efficiency, espe-
cially considering that the public can participate in the fire evacuation training at
anytime and anywhere via the Internet.

However, online fire evacuation training faces some major challenges, if such a
training system is to provide a real-time interactive evacuation drill for the public:
(1) the extremely slow transmission of massive data of the subway description and the
fire scenario due to the limited bandwidth and speed of the network; (2) the limited
rendering capabilities of the web browsers; and (3) the insufficient computing power of
the web browsers. For example, for a subway station of 80 m in length and 50 m in
width, the scene data would easily amount to around 1000 M, for which the data for
600 s smoke propagation exceeds 5 G in size. These challenges pose a variety of
bottlenecks and difficulties for the online simulation of fire evacuation drill.

In this paper, a suite of solutions are proposed for lightweighting the online VR
training system for subway station fire evacuation. First of all, a method based on
semantic and voxelization component checking is proposed for lightweighting
large-scale static BIM (Building Information Modeling) data [1, 2] of a metro station.
As the result of this lightweighting, the data amount could be reduced by as much as 10
times. After that, a method of smoke redundant-removing and normalization for
lightweighting the dynamic FDS (Fire Dynamics Simulator) smoke data [3] is pro-
posed, which, based on our experiments, could lightweight the amount of smoke data
by as much as 200 times. Both the lightweighted scene data and smoke data can now
transit through the internet and be loaded onto the Web page in real-time, and a
multi-thread mechanism is used to realize a lightweighted rendering of large-scale
metro station fire scenario. At last, a multi-agent real-time evacuation algorithm
(eACO) is presented, which is based on the adaptive ant colony path planning algo-
rithm [4, 5]. Combining all of the above, a prototype system is then presented for the
VR fire evacuation training on Web.
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2 Related Works

As the memory and computing power of Web are always limited, currently it is almost
impossible to achieve a real-time Web3D fire evacuation training platform. Notwith-
standing a few studies on how people should evacuate from a fire scenario, the works
on algorithms and technologies of computer simulated fire evacuation training system
for masses are extremely scarce.

At present, there are already some pertinent industry software kits, such as the
EXODUS emergency simulation system from the University of Greenwich, England
[6], the legion series of software systems by the British Legion Company [7], the
Myriad system by the Crowd Dynamics Company [8], and the Massive Software by the
Massive Company of USA [9]. All these systems though are of offline type and
PC-based. Some companies are now developing systems catering for the Internet. The
vrEXODUS [6, 10] emergency simulation system software can be used to set up a 3D
scene and then, based on the FDS smoke model, a simulation fire scenario can be
simulated. However, at present there is no any online fire evacuation training system
for a general public.

There are already some studies on crowd fire evacuation based on 3D spatial
visualization techniques [11, 12]; additionally, research in crowd fire evacuation based
on VR is also emerging [13, 14]. Meanwhile, the study on smoke poisoning and its
visualization has been added to the research of crowd fire evacuation [14, 21]. In recent
years, the training systems catering for Web3D techniques have gradually emerged,
such as the Untiy3D tool [15] and WebGL engine [10, 17]. Sharakhow et al. [16]
achieved a 3D scene loading and rendering on Mobile Web based on HTML5 [17].
Along with the more and more widespread applications of BIM building format in the
construction industry, new Web3D fire crowd evacuation training techniques based on
BIM format are emerging. For example, using Unity3D tools and BIM scene data, Chiu
and Shiau [15] developed a fire scenario evacuation simulator. However, currently
Unity3D is still not able to support massive online fire evacuation; this opens a wide
foreground for the development of online fire evacuation training systems based on
WebGL.

Heavy smoke must be considered in any fire scenario [19, 22], which takes up a
huge amount of web memory resource and computing resource for an accurate evac-
uation path planning. At present, most of the existing solutions select the best path from
some existing paths based on the rough smoke hazard statistic concept [13]. The fast
marching match (FMM) method [18] sometimes is also used for fast path planning; but
the method is not accurate enough for every agent in the crowd evacuation path
planning. Regarding the large-scale crowd evacuation path planning considering
individual agents’ specific characters, AI (Artificial Intelligence) techniques have
already been used [20]. For example, the ACO (Ant Colony Optimization) algorithm,
as an effective, accurate, and efficient heuristic AI technique with pheromone reuse, has
been used in crowd evacuation path planning [4, 5]. The ACO algorithm also has other
capabilities, such as the positive feedback mechanism, and parallelism for path plan-
ning [5], which is very suitable for crowd evacuation path planning. Facing a sudden
outbreak of fire, the crowd typically run away aimlessly, whose behavior is close to
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being random [23] and hence can be approximately modeled as a random process [24].
In particular, as reported in this paper, when combined with adaptive control by
pheromone in case of dynamic smoke spread, the ACO algorithm can be used to
accurately and efficiently plan an escape route for each of the agents in a multi-agent
environment.

3 Architecture of the System

We adopt the B/S (Browser/Server) architecture to design our fire evacuation training
system. At the Browser end, the JavaScript language and HTML5-oriented WebGL
graphics engine tool are used for the Web page working, and this set of technology can
cross the hardware platforms and run on most browsers (Google Chrome, Firefox, UC
browser and so on) and facilitate the users participating in the fire evacuation training
without plug-ins. At the Server end, the Java2EE language is used, and the static BIM
scene data and dynamic smoke spreading data are preprocessed for the path planning
and the visualization on the Web page. The static obstacle mapping (from the BIM
scene data) and the dynamic obstacle mapping (from the spreading smoke data)
comprise a series of time-ordered obstacle maps of the metro station. Additionally,
according to the demand of path planning, the obstacle map is scheduled to dynami-
cally calculate the optimization paths for multi-agents. After the optimization, the path
array will be presented to the front users (Fig. 1).

Fig. 1. System architecture.
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The software deployed on the server is divided into the following modules
according to the functions implemented: (1) the BIM scene lightweighting prepro-
cessing module; (2) the smoke data lightweighting preprocessing module; and (3) the
path planning module.

The fire evacuation training platform mainly caters to the traditional network
transmission and P2P (Peer to Peer) transmission. The data on the server will be
translated to the web clients; in case of the limited bandwidth or congestion, the P2P
technique can be utilized to catch the required scenario data from the other devices
which have the resources in demand. This kind of network transmission mechanism
can suffice the web client’s real-time visualization demand as well as real-time scenario
interaction.

4 Key Technologies for Online Training of Metro Station
Fire Evacuation

4.1 Lightweighting Preprocessing of Metro Station BIM Scenes

As metro stations and other types of public buildings are all large-scale scenes, public
fire scenarios are very complex. We adopt the popular IFC (Industry Foundation
Classes) of BIM [18, 25] as the format for scene data representation, which is advo-
cated by the Chinese government and also used widely in the world, including the U.S.
[2, 18]. After a careful analysis of the semantics of representative large-scale 3D BIM
scenes, we propose a method for lightweighting BIM scene data and it is particularly
suitable for Web3D. Firstly, as an initial lightweighting operation, through semantic
analysis, we check for duplicate entities and, based on the consideration of geometric
data reusing or stretching, remove the data redundancy and establish new data
parameters accordingly. Then, catering to different characteristics of the visibility of
indoor and outdoor of BIM structures, we proposes an algorithm for outdoor compo-
nent separation based on the multi-view projection analysis and indoor spatial
decomposition, so to granularly represent the BIM structural data. Thirdly, based on the
results of indoor and outdoor processing, the TLHS (Three-Layered Hybrid Structure)
data index is established; and the sparse voxel index of the outdoor scene is combined
with the indoor spatial diagram, which enables the data granulation. Finally, by means
of timely switching between the processing of indoor and outdoor, and adopting both
the outdoor incremental interest area management (i.e., the incremental BIM Frustum
of Interest, referred to as the iBIM-FOI) [2] and the indoor progressive spatial data
loading, the obtained granular data can be effectively controlled and the system’s
resource utilization can be improved.

The above Web3D-based BIM data lightweighting solution has been experimen-
tally proved by us to be able take full advantage of semantic information to signifi-
cantly reduce the overall data in a BIM large data scene, forming a scene-indexing
structure that supports instant network data loading. It can not only achieve efficient
indoor and outdoor scenes’ data redundancy removal, but also fully support incre-
mental con pickup and space progressive loading, which is extremely desirable for
reducing the rate of loading in online network transmission to BIM scenes. Ultimately,
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the huge three-dimensional BIM data can be effectively rendered in real-time on a web
browser. Therefore, “Internet + BIM” is successfully achieved, and the average
amount of lightweighted data is about 1/10 of the original data volume (Fig. 2).

4.2 Lightweighting Preprocessing of Spreading Smoke

For the representation of smoke, we adopt the dynamic smoke generation tool FDS to
ensure the correctness of the dynamic smoke data. Based on the specific spatial geo-
metric data of the real scene, the scene of the FDS is set up, and the fire source is placed
in easy-to-occur fire spots to simulate the dynamic spreading smoke data at different
times and with different durations.

The lightweighted smoke data obtained from the heavy smoke data can suffice the
demand of Web3D-oriented visual rendering and the requirement of agent path plan-
ning. The specific lightweighting process is made of the following steps (as shown in
Fig. 3):

(1) Obtain the heavyweight smoke data through FDS;
(2) Remove redundant content of the smoke data semantics;
(3) Use binary conversion to obtain the effective smoke data;
(4) Unify the smoke;
(5) Remove the geometrically repetitive smoke components; and finally
(6) Obtain lightweighted smoke data for Web Visualization.

Fig. 2. Lightweighting preprocess of metro station BIM scenes.

Fig. 3. Lightweighting process of heavy FDS smoke data.
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All of the above tasks are carried out in the server.
After the above lightweighting work, the lightweighted smoke data volume has

been tremendously reduced (e.g., in our experiments to only 1/30 of the original
heavyweight data) and the preparation for visualization effects can be ensured. In
addition, considering that smoke above the height of 1.6 m would not affect human
beings, during the planning of the evacuation path we only consider the smoke below
the 1.6 m height, which alone further lightweight the smoke data by 5–6 times. In all,
the finally lightweighted smoke data could be reduced to as little as only 1/200 of the
original heavyweight smoke.

The lightweighted smoke data can then be rendered as a volumetric opacity graph
based on the smoke’s volumetric density. We set 28 = 256 levels of opacity, as
illustrated below (Fig. 4):

where the opacity is calculated by the following equation:

Opacity ¼ 28 SDc � SDminð Þ
SDmax � SDmin

ð1Þ

where SDc is the point-wise density of the smoke, while SDmin and SDmax are
respectively the minimum and maximum of SDc in the entire volume of interest.

4.3 Parallel eACO Evacuation Path Planning Algorithm

We now describe our eACO algorithm, which takes the lightweighted metro station
scene map and the also lightweighted smoke obstacle map as input and plans the
dynamic evacuation route for every agent (person) at the scene. More specifically,
based on the dynamic smoke data, the eACO algorithm plans the optimal escaping path
every 3 s for each agent. As an evolution from the popular adaptive Ant Colony
Optimization algorithm, eACO is a novel evacuation algorithm that utilizes the BIM
static scene data and the FDS dynamic lightweighted scenario data and has the ability
to plan a path with self-adaptive pheromone.

The core of the eACO algorithm is how to determine the next step for the ant
movement. As illustrated in Fig. 5, the lightweighted volumetric smoke data not only is
visualized via Eq. (1) but also is mapped into a floor map. In this paper, the smoke at
the height of 1.6 m is chosen for constructing the 2D floor map. For any grid on this
map, if the concentration of the smoke is more than 32 mg/m3, it will be marked as an
obstacle; otherwise, it is an accessible grid. E.g., the green points in Fig. 5 indicate
accessible grids while the red ones are obstacles.

Fig. 4. Volumetric opacity graph based on the smoke’s volumetric density.
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To describe the path finding process, the following definitions are made for each ant
k in the ant population.

Definition 1. Stagnation point: Each time ant k arrives at a new (grid) point, it is
added to the current partial escaping route and this point is called a stagnation point.

Definition 2. Obstacle tabu list (OTL): This is the list of the static scene and dynamic
smog obstacles on the floor map.

Definition 3. Tabu list of the passed points (PPTL): These are the points on the floor
map that have already been passed by ant k in the current iteration.

Originally, the ant is at the current stagnation position and the eight neighboring
grids J ¼ j0; j1; j2; j3; j4; j5; j6; j7f g (see Fig. 5) are the candidates for its next
movement.

During the current search of the next point for the ant, any time when a neighboring
point is visited, it will be removed from the candidate list J and added to the PPTL list.
For example, referring in Fig. 5, suppose point j0 has just been visited; it will then be

Fig. 5. Volumetric smoke visualization and the corresponding dynamic floor map of opacity (at
height 1.6 m). (Color figure online)
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removed from list J and added to list JPPTL. As j1, j2 and j5 are also in the obstacle list
JOTL, the candidate list now becomes J ¼ j3; j4; j6; j7f g, and the probability for the
selection is:

Pij ¼
sij tð Þgij tð ÞP

s2allowedk
sij tð Þgij tð Þ

;

0;

(
j 2 allowedk

others
ð2Þ

The distance from the exit to each candidate location j ∊ J is pre-calculated (just
one time), e.g., in Fig. 5, d j;Exitð Þ ¼ xþ y. Then gij tð Þ can be calculated:

gij tð Þ ¼ 1=d j;Exitð Þ ð3Þ

Here, sij tð Þ is the pheromone concentration at location j. The value of the pher-
omone concentration comes from the past accumulated summation. After the current
iteration, the pheromone concentration value will be updated as:

sij tð Þ ¼ q � sij t � 1ð ÞþDsij ð4Þ

The coefficient q is the pheromone evaporation factor, which is set to be 0.95 in our
current implementation based on our empirical tests. Pheromone that is self-adaptive to
dynamic objects is a very powerful tool for speeding up the path planning.

Dsij ¼
Pm

k¼1
Dskij; there is no smoke obstacle in the neighbor grids

Pm

k¼1
Dskij=2; there is smoke obstacle in the neighbor grids

8
>><

>>:
ð5Þ

After m ants completing their paths at location j, the cumulative pheromone at
location j is calculated based on whether there is any smoke obstacle at its 8 neighbor
grids. If there is no smoke obstacle around j, Dsij is set to be

Pm
k¼1 Ds

k
ij; otherwise, it is

set to be
Pm

k¼1
Dskij=2.

If the algorithm is trapped at a local optimum, the pheromone adaptive updating is
performed through pheromone subtraction. The algorithm tries to intelligently avoid
the spreading smoke so to expedite the path planning process. The subtraction coef-
ficient of pheromone is 0.95. From time t−1 to t, if at t−1, 0:95q t � 1ð Þð Þ� qmin, then
q tð Þ is set to be 0:95q t � 1ð Þ; otherwise, q tð Þ is set to be qmin. The q is pheromone
intensity in each section of every time.

q tð Þ ¼ 0:95q t � 1ð Þ; if 0:95q t � 1ð Þð Þ� qmin
qmin; others

�

ð6Þ
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5 Experimental Results

The training system is based on B/S mode and the implementation of the complete set
of the proposed solutions is based on the following server environment and Web
terminal environment (Table 1).

To measure the performance of our lightweighting methods for public evacuation
on Web, four indices are evaluated before and after the lightweighting: (1) the scene
data; (2) the smoke data; (3) the refreshing frequency when multi-agents are evacuating
in a fire scenario; and last (4) the people evacuation success rate.

5.1 Lightweighting the BIM Scene

For this test, 10 IFC files with different data quantities (see Table 2) are lightweighted.
The experiment results can be seen from Fig. 6. Sometimes, the original IFC data could
not be uploaded due to the huge volume and the SIO and IFC-Compressor immediately
collapsed during the operation. In comparison, with the proposed methods, our
lightweighting process (i.e., Redundancy removal and Outer body extraction) has
achieved about 60% reduction in data volume and it also shows good robustness.

Table 1. Condition of the experiments.

Server environment (Mobile) Web terminal environment

∙ CPU: Inter(R) Xeon(R) CPU E5-2640 v3
@2.60 GHz 2.6. GHz (2 processor)
∙ Memory: 128 G
∙ OS: Windows Server 2012 R2 Standard
∙ System style: 64 bit OS, x64 based processor

∙ Mobile Phone Style: Hongmi
mobile phone (note2)
∙ Fuselage memory: 32 GB ROM
∙ Runtime memory: 2 GB RAM
∙ OS: Android
∙ Browser: Google Chrome,
FireFox, UC

Table 2. Experimental data.

Number Name Data quantity (M)

1 Duplex_A_20110505.ifc 2.311
2 301110FZK-Hans-EliteCAD.ifc 7.191
3 301110FJK-Project-Final.ifc 14.275
4 0912102010-03-01 Project.ifc 50.726
5 161210Med_Dent_Clinic_Combined.ifc 109.996
6 DN_Shnz_Project.ifc 226.186
7 SG-M13-CZ-WNL-ARC.ifc 270.093
8 Zg_mobileRoom-1.ifc 369.151
9 Ch-Subway-130215.ifc 384.438
10 Cgm-Project-12.ifc 429.433
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The item #9 with 384.438 M data quality in Table 2 is taken from a metro station;
due to its huge volume it could not be loaded in Web by either SIO or IFC-Compressor.
Whereas, by using the Redundancy removal or Outer body Extraction methods pro-
posed in this paper, the data reduction ratios reach respectively 56% and 78%. The
result shows that the BIM format large-scale metro station model is lightweighted, and
the amount of total data can be reduced by about 10 times.

5.2 Lightweighting the Smoke

In this paper, the experiments are performed inside two metro stations respectively with
a simple rectilinear structure and a curved structure. With the FDS tool, two sets of
original data are obtained. And then, with the method proposed, the original data are
lightweighted. After that, the smoke data of each step are measured. At last, the
lightweighted smoke is used and examined for two purposes: (1) the visualization on
Web3D; and (2) the path planning as obstacle data mapping in the path planning
map. For a better description of the three key lightweighting results, two definitions are
given here:

Definition 4. Visualization smoke data: The amount of lightweighted smoke data for
visualization.

Definition 5. Path smoke data: The amount of lightweighted smoke data for path
planning.

FDS is used to calculate the original heavyweight smoke data. The lightweighting
results and their comparison are already shown in Fig. 7.

5.3 Lightweighting the Web3D Rendering of Smoke (FPS)

In a multi-agent fire evacuation scenario, 220 agents of different ages (i.e., children,
youth, middle-aged, elder, women and men) in the metro station (of rectilinear struc-
ture) are rendered, whose movements are different from each other. In the smoking

Fig. 6. Comparison with SIO and IFC-Compressor.

Key Lightweighting Technologies of Web3D for Virtual Training 69



metro station, smog is spreading from a supermarket in the metro station, and the 220
agents are evacuating following the dynamically optimally planned paths for them by
the eACO algorithm. The entire-scene rendering rate recorded is in the range of 57–52
frame per second (FPS).

The training evacuation system uses the multi-thread technology to plan a path for
each agent and renders all of them. During the path planning process, the multi-thread
algorithm with pheromone is reused to accelerate the path planning performance. In the
multi-agent rendering, the multi-thread algorithm with clone rendering accelerates the
rendering performance.

At the onset of the fire, the page refreshing rate maintains at 57 FPS. Along with the
increasing smoke data (as the fire is getting larger), the memory occupied for smoke
rendering is increasing accordingly, and at last the page refreshing frequency becomes
52 FPS (Fig. 8).

5.4 Evacuation Success Rates

To evaluate the evacuation success rate (i.e., the ratio of the survivors over the original
number of agents) achieved by the eACO algorithm, for comparison purpose, two
benchmarking algorithms – the Random algorithm and the Greedy algorithm [24] – are

Fig. 7. Lightweighting results comparison.
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also tested to compare with the performance of eACO; the scene of the test is at the two
metro station mentioned above.

The number of passengers in the test is 200. For each of the three algorithms, 5
experiments are conducted, and the experimental data are listed in Table 3 and shown
in Fig. 9, which clearly show that the eACO algorithm has the highest fire evacuation
success rate whereas the Random algorithm the lowest.

Fig. 8. The visual evacuation process of 220 visual agents in a metro station under the eACO
algorithm.

Table 3. Crowd evacuation success rate.

Algorithms Experiments Mean values(%)
1(%) 2(%) 3(%) 4(%) 5(%)

eACO algorithm 100 97 100 100 100 99.4
Greedy algorithm 99 94 100 100 73 93.2
Random algorithm 56 36 37 44 41 40.8
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6 Conclusions

In order to address the bottleneck issue of huge data volume in computer simulated fire
evacuation for large metro stations, this paper presents a set of data lightweighting
solutions. On the basis of virtual Web3D technologies, a set of lightweighting solutions
are proposed for online VR training systems of subway station fire evacuation.
Specifically, we have presented the lightweighting solutions for both the large-scale
metro station BIM static scenes and the dynamic FDS smoking data. Firstly, the BIM
format large-scale metro station model is preprocessed and lightweighted, and the
amount of data is reduced by about 10 times (in our experiments). Then, after the
lightweighting of smoke-redundant data and normalization, the amount of smoke data
is reduced by 200 times (again in our experiments). In this way, all the scene data and
smoke data now become able to be transited through the internet and uploaded onto the
Web page in real-time for rendering. And then, with the eACO algorithm proposed in
this paper and the multi-thread mechanism, the evacuation path planning can be fin-
ished within 3 s for a large-scale metro station. On the basis of the three above key
technologies, a prototype system based on WebGL is developed for virtual fire evac-
uation training on web, and anyone can participate in virtual reality online fire evac-
uation training without downloading and installing the plug-ins. Our experiments
confirm that the refresh rate on web by the eACO algorithm is able to meet the public
demands for virtual web training.

In the future, the following related research topics are planned. In order to assign an
evaluation value for the best evacuation path, each trainee’s evacuation path and the
relative smoke data should be evaluated by the eACO algorithm. The trainees can make
comparison of the values and paths to improve the evacuation ability in fire evacuation.
In that case, the training system can guide the public to increase the evacuation rate.
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reviewers, whose comments help the authors significantly in their revising the paper. This work is
supported by the Key Research Projects of Central University of Basic Scientific Research Funds
for Cross Cooperation (201510-02), the Research Fund for the Doctoral Program of Higher
Education of China (No. 2013007211-0035) and the Key project in scientific and technological
of Jilin Province in China (No. 20140204088GX).

Fig. 9. Evacuation success rates by the three algorithms.
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Abstract. Crisis is an infrequent and unpredictable event. Training
and preparation process requires tools for representation of crisis con-
text. Particularly, Crisis Event consists of different situations which can
occur at the same time combining into complex situation and becoming
a challenge in collaboration of several crisis management departments.
Studying of Resource distribution also improving an effectively in solving
the ongoing crisis. By integrating modern game technology, development
process of assistance and simulation system can become a cost-effective
solution to allow observation and test practice procedures. Therefore, we
aim to discuss and provide an implementation design choices of general
framework tool for representing of coverage terrain, resources, different
stakeholders and structure of crisis scenario using Unity3D game engine
technology. The paper focuses on the procedural generation of complex
3D environment for crisis scenarios generation and disaster management,
and introduces the framework, structure, functions and the visualization,
and performance evaluation of the framework.

Keywords: Crisis simulation framework · Procedural computer gener-
ation · Agent-based system

1 Introduction

Currently, an occurrence of changing in world-environment states is commonly
fast-paced and unpredictable. Such situation which may result in large scale of
adversary impact on environment, population and resources can be considered
as crisis situation. In preparation stage, the practices of distributing manpower,
setting up tools, considering time expense are essentially required to derive an
effective plan for complex situations. Fortunately, game-based application pro-
vides a cost-effective solution, as a game development technology such as Unreal
Engine and Unity3D have been currently more accessible for researchers, and,
thus, it becomes an affordable tool for integrating the visual representation and
simulation process of emerging disaster to develop a practice application for crisis
personal.
c© Springer International Publishing AG 2017
F. Tian et al. (Eds.): Edutainment 2017, LNCS 10345, pp. 75–84, 2017.
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By representing and simulating ongoing crisis situation into description of
scenario-based structure, it allows finding an answer to a question of what is the
optimal responses in allocating, deploying, and prioritizing of available resource
parameters and operation protocols. Regarding of the scope in crisis scenario
representation, models can be designed using a level of information perception
and possible interaction of participants. For instance, it can be designed with
role-playing approach in first-person perspective on limited local perception of
event, or it can have been further extended into real-time strategy observation
approach in top-view with filtered information on resources and multiple events.
Although both example models are aiming to reproduce a training experience in
executing official procedures, the former design is suitable for training specific
scope of crisis operational agents while the latter is often more appropriated for
observing and testing large scale deployment plan on time-contesting situation.
These design decisions strongly influence on how the final application will be
deployed and evaluated.

In this paper, we provide a brief discussion on the existing scenario generation
system then identify the core features of crisis simulation framework. Further, we
discuss on general design decision and implementation of proposed framework
in details. The remainder of this paper is organized as follows: In Sect. 2, we
introduce backgrounds on automated content generation system and example of
crisis simulation systems; In Sect. 3, we discuss implementation design of each
component for our proposed framework; In Sect. 4, we discusses the result and
evaluation of visualization stage; and, in Sect. 5, we conclude the paper.

2 Backgrounds

2.1 Automated Content Generation System

Modern serious games will required scenario and visual asset to provide content.
There are also research which focus on procedural generation of such content.

Related researchers have tackled procedurally generated game environments
with varying degrees of success. The most well known and most significant
research has been carried out on the CityEngine [1], a system that is capable of
producing realistic and detailed models. The generation algorithms are inspired
by the modeling of natural phenomena in string grammars [2] and L-systems are
used to construct road networks and buildings [1]. Procedural building genera-
tion has focused on the application of grammars to describe structure, like the
Shape Grammars original proposed by [3]. These have been applied in various
guises to the construction of building geometry [4].

In [5], the authors define a specific grammar to characterize building struc-
ture. This system defines rules to operate on shapes and can be used to design
a range of detailed buildings in several architectural styles. Recently this app-
roach has been extended to employ imaging techniques to aid in the acquisition
of generation rules from existing building facades [6,7].

Other approaches include the application of intelligent agents [8], real-time
frustum filling [9] and template based generation [10]. In [8,11] the authors
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propose to simulate the evolution of cities by modelling land use and evolving a
city usage map over time that can be used later to create a cityscape. Real-time
city generation has also been attempted.

In [9,11]the authors implemented a city generation system that is filling the
view frustum rapidly with buildings of various shape combinations but their
placement have been restricted to a road network consisting of a regular grid. In
[10] the authors proposed an application of templates that encapsulate patterns
such as raster radial to generate road networks.

Compared to these techniques, our approach introduces several novel aspects
including: use of agent-based modeling for the game world generation, interop-
erability solution development using Unity 3D and allowing deployment across
many platforms including web browsers, and multiple OS; instant in-game gen-
eration, rendering and recreation of 3D hexagonal cell-based and organic envi-
ronments; agent AI Bots to interact with the environment after generation stage
and according to other user-set constraints, and structural constraints induced
by the game world and crisis scenario generation; and full control of the envi-
ronment editing by the user.

2.2 Crisis Simulation Systems

There are several research of proposed crisis simulation system focusing on vari-
ety of implementation scopes which some have been built for specific platform
and application. In general, the main objective of developing such a system is to
provide practice experience on prepared protocols for related personals based on
occurring crisis event. The deployment of simulation system may be integrated
in complete game-based application, virtual equipment training, or combining
real-system with content-simulation module. Furthermore, in simulating of real-
world disasters on constrained situation of environments and stakeholders such
as epidemic outbreak, wildfire and flood, deploying Agent-based model (ABS)
architecture will provide ease of observance and flexibility to assign behaviors
for appropriate entities [12,13].

For example, a multi-agent system WIPER [14] is using real GIS data for
visualizing geographic terrain while each mobile phone user is having a move-
ment activity tracked by tower cellular segments covering the area for a real-time
response. The system allows observance of variety in movement and evacuation
pattern with traffic situation. In SimGenis, it is proposed to design optimal,
efficient, and appropriate rescue strategies, based on the initial state of vic-
tims, number of rescuers, and method of communication between rescuers. More
precisely, the original aim of their research is determining how to response a
dynamic large-scale emergency depends on the use of a centralized and decen-
tralized collaborative rescue strategy with applying heuristic algorithm on each
agent and component in simulator [15]. Robocup Rescue [16,17] which used
the 1995 Kobe earthquake as the original test scenario. The system is aiming
to represent the disaster situation sensory information then to incorporate the
agent-simulation system to mitigate disaster and encourage large scale research
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collaboration based on optimization of the design and implementation of bet-
ter action selection method. Moreover, PLAN-C [18,19] is also another ABS
developed to predict the behavior of individual and collectively organized agents
in large-scale emergency such as terrorist attack. Lastly, EpiSimS [20,21] is also
another ABS developed to study the optimized parameters of resource and proce-
dures in a SmallPox scenario model and influenza outbreak including the behav-
ior of infected patients with deployment pattern of related officials. From our
survey [22], crisis simulation systems shared similarities in: (1) abstracting the
representation of real-world locations, participated stakeholders and environ-
ment entities; (2) reproducing crisis scenario based on knowledge and historical
records; and, ultimately, (3) to train a crisis personal with appropriate response
for any upcoming situations. The simulation stage also being benefit from having
integrated automated content generation to tailor progression of crisis situations
due to the nature of large scale disaster being very complex and restrained the
time of crisis scenario designer.

In summary, these researches provided insight on possible core components
of general crisis simulation framework which are representation and generation
of terrain; process of distributing and storing key resource; procedures for facil-
ities and specialized crisis agents in deployment, communication and collabora-
tion; simulation of crisis event and integrating agent-based model to replicate
responses of impacted stakeholders which can be individual citizens, responsible
governing unit, specific department and personal using planning or rule-based
approach; and finally integration of automated content generation on both ter-
rain visualization and crisis scenario. We will propose and discuss the imple-
mented of framework which aims to address the overall structure of these core
components in the next section.

3 Crisis Scenario Simulation and Generation Framework

The crisis scenario simulation framework is separated into 2 focus groups of core
components. The former is to consider representation structure of area, resources
and stakeholder in the situation. Next, the latter is dealing with simulation of
behaviors from these stakeholders respectively to their role and authority, while
the crisis scenario generation will based on simulation framework to deliver a
combination of these representations and tailoring sequence of event and situa-
tions logically or from the prescript of conditions. This section will only focus on
initial setup of crisis simulation framework only. The uniqueness of application in
proposed structure is that it adopts the variety of representation and simulation
whether it is game-based model like SimCity or limited resource management
situation on specific crisis context. Figure 1 shows the framework architecture
with core components and Fig. 2 displays the implemented result in Unity3D.
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Fig. 1. Framework architecture with core components

Fig. 2. Framework architecture in Unity 3D

3.1 Map Representation

The map space for proposed framework is represented as abstract grid of hexagon
cell (Hex Cell) which consists of 6 cell neighbors locating in cube coordinates on
Cell(X, Y, Z). The distinct advantage from choosing hex cell over the traditional
square cell lattice is that the distance between each direction to center of the
cell would be symmetrical and, therefore, provide more realistic representation
in traversing between coordinates. Each cell stored information of its terrain
component type, elevation unit, resource supply being stocked, and other flags
for determining the information of details such as road, river and etc. Necessary
parameters for determining simulation event such as temperature or water mass
can be added on specific cell individually.

3.2 Stakeholders

The stakeholders in crisis situation are being classified into three different rep-
resentations accordingly; (1) City; (2) Facility; and (3) Personal Unit.
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City is representing a governing unit over a set of specific cell areas and
has one of its cells representing a city center. As a representative of governing
unit, city holds authority over central collective resources from its coverage area
with high-level information of crisis event and resources. City makes decision on
resources and unit assignment.

Facility is representing the base of operation for specific department residing
in one area cell. It includes a temporary base of operation, evacuation area, and
storehouse. These facility-type stakeholders are often being assigned to hold a
resource supply to execute action. Each facility is having a local view of situation
based on its operational areas. Some equipping with agent-based behavior system
will assess ongoing event associating with provided role of responsibility based on
the remaining resources then decide to execute logical action such as dispatching
crisis agent units equipped with required level of resources to solve the situation
or requesting for replenishment of supply when the storage is considered to be
not sufficient or depleted.

Personal Unit (or Unit) is, in general, a representation of quantity in mobile
group of individual. There are two basic distinct roles of unit as a crisis personal
squad and civilian. The former, squad is holding a responsibility role respectively
such as Firemen, Medical doctors, Policemen and being assigned a quantity of
resource supply from its facility owner for executing direct solving action on the
crisis events.

The latter, civilians is representing represented in the situation such as
injuries injured and escaping individuals from the impact area. These personal
units have a low-level information perspective to only its specific role objective
and, thus, will execute a fundamental action to reach the goal condition.

3.3 Crisis Scenario

To providing a basic structure, crisis scenario context will be described as a set
of Crisis Events. For each event, it is also consisting of another set of Disaster
Situations and starting time in the simulation clock called Simulation Step in
which one step is including calculation of ongoing disaster flag such as fire and
flood with evaluation of simulation parameters for state-changing.

Disaster Situation is considered as template for any anomaly of raise or
decrease of simulation parameters similar to real-world problem. This allows us
to describe the element of situation specifically in parameters and being reusable
for similar context. For an example, the “Heat surge” situation would raise the
temperature parameter of specific area with 30◦–50◦ and, therefore, allowing
Fire Simulation Properties to trigger a burning state if the condition is reaching
the starting fire temperature threshold.

Crisis Event is considered to be an abstracted event combining different
situations altogether. The event will consist of delay in simulation step which
control the timing to be active state. Next, activated crisis event is to applying
different disaster situations on designated cells. From the representation of crisis
event, it allows us to represent a single event as a specific template which is
reusable similar to disaster situations.
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Lastly, Crisis Scenario is a high-level narrative of sequenced crisis events.
With the collective representation of crisis events and disaster situations, the
specific scenario can be reproduced with flexibility of alteration such as a random
starting time of crisis event and range of disaster situation impact on parameter
scale modifier.

3.4 Visualization

Fundamentally, Grid-based data structure allows us to represent the positioning
of single strategic area space as cell and concept of residing resource, facilities,
personals, and state of properties clearly. Therefore, visualization component
is processing the map grid then, for each cell, calculates the vertices for terrain
mesh triangulation from their coordinates and elevation. The quantity of resource
supply is parsed into level of visual feature parameters for flexibility in 3D Assets
preparation. Next, the placement of higher level abstraction will be facilities
locating in the cell alongside with personal unit similar to visual representation
of real-time strategy game. This similarity provides ease of perception using
common game-metaphor and fast recognition to the user. As situation on each
cell is varied based on its setup but, in general, it is to select a correct visual
effect determining for specific situation. Optimization is preliminary done by
using Built-in Unity3d Level-of-Detail object which switch preassigned different
details of model or sprites based on camera distance.

3.5 Simulation of Environment

The simulation control will hold a local clock which is mentioned in Sect. 3.3
as simulation step. This step represents one loop to applying disaster situation
parameters to associated components; evaluating the component’s state; and
simulating the impact of state such as transferring heat to nearby area, depleting
fuel or flow the exceeding water mass respectively; applying damage value to
residing personal units in the affected area. Lastly, adjust the visual effect or
cell parameters as final result. The algorithm for example fire and flood disaster
situation is initially designed by applying basic of a cellular automaton behavior
considering the influence of nearby cells neighbors parameters to calculate and
change internal state of each cell accordingly.

4 Result and Performance Evaluation

Crisis scenario simulation and generation framework has been implementing on
Unity3d Game Engine for ease of visualization process. This section explains a
result on process of terrain generation and visualization. The framework exper-
iments was run in a Laptop with Core i7-5500U @2.40 GHz, 2 Cores with RAM
16 GB (10 GB Available), and Window 10 with GeForce 840m model. Figure 3
shows the overall visualized results from parsing terrain information on close-up
detail and zoomed images on different size of terrain setups, (a) Small map with
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Fig. 3. Result for (a) Close-up; (b) Small map (c) Medium map (d) Large map

Fig. 4. Performance measurement in frame per seconds at target limit of 120 frames
on (a) Close-up scene with all options on (b) Terrain and water only (c) Decoration
features and 3D models (d) Placement of units and visual effects

grid size of 25 * 15 of total 300 cells; (b) Medium map with grid size of 40 * 30 of
total 1200 cells; (c) Large map with grid size of 80 * 70 of total 5600 cells.

The overall visualization performance of proposed framework yielded gen-
eral desirable for game application in small to medium map setup and drop to
half framer-ate in large map setup. Terrain and water surface visualization were
functioning on above average of 60 fps. Turning on the decoration map features
resulted in linear decrease of framerate while units placement and visual effect
rendering did not greatly slow down the system. In close-up scene view, size of
the terrain map also represented linear decrease of framerate. Although small
and medium map can still provide functional framerate during runtime, the large
map size have suffered drop in framerate significantly to an average of 15 fps,
when turning on visualization of scene features (Fig. 4).
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5 Conclusion

This paper discusses the core components of proposed Crisis Scenario Simulation
and Generation framework including its structure for representing terrain area,
stakeholders, crisis scenario and visualization process.

The provided implementation result on representation of core component and
testing in visualization stage from our framework shows that it is a flexible tool
to support modeling, visualization and testing of general crisis scenario situa-
tion. Implemented on Unity3D game engine, the game-based application will
be benefit from porting into different platform including web-based, providing
accessibility to crisis scenario manager, designer, crisis personals and interested
individuals. This work is preliminary, and whilst the planning system has been
developed, the integration with visualization system and crisis generation sce-
nario and simulation is on-going.

In the future work, our effort will focus on integration and evaluation of the
agent-based model with planning capabilities to deliver a crisis plan with optimal
actions.
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Abstract. With the increasing prevalence of powerful mobile technol-
ogy, interactive entertainment is also becoming increasingly mobile. This
can also be said for a range of applications including those pertaining
to mental and physical health which are also looking to take advantage
of the increase in mobile technology to create digital interventions and
other treatment based software for mobile devices that can benefit from
the mobile deliver form. In this paper we propose a new form of seri-
ous game in this vein: therapeutic locative interactive fiction. These are
interactive story experiences, read while on the move, that respond to the
readers environment and location context, and have therapeutic value.
The locative nature of these stories enables therapeutic activities con-
nected with out door spaces, and allows for content to enrich users, the
readers of locational context. We present a demonstration of this concept
through our own therapeutic locative interactive narrative: Snow White
is Missing, and detail both its design from an interactive narrative and
therapeutic activity perspectives.

Keywords: Locative narrative · Interactive storytelling · Dementia

1 Introduction

Location Aware Narrative (LAN) promises an entertainment experience that
contextually adapts to the users’ environment [14]. This might mean asking them
to travel to particular locations to view particular content, changing content to
include the users surroundings, or a thematic pairing between the users’ sur-
roundings and the story. This can be used to enrich the users’ experience of the
surroundings through virtual tour guides, or fictional works unlocking local his-
tory, or enrich the content through games that involve physically travelling to rel-
evant locations. As mobile technology with location sensors, particularly smart-
phones, becomes more prevalent this form of entertainment reaches a broader
audience. A similar trend can be observed in digital Behaviour Change Inter-
ventions (dBCIs) [15]. These are programs of activities and supporting materials
constructed by behaviour change scientists to elicit positive behaviour change
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in participants such as losing weight or stopping smoking. While the move to
a digital platform enables a great degree of personalisation [16], the move to
mobile dBCIs enables context awareness and more timely interaction with the
intervention [13].

In this paper we propose Therapeutic Locative Interactive Fiction (TLIF):
a locative story which enhances its experience by taking the reader to particu-
lar locations while also providing the therapeutic advantages of a mobile dBCI.
We present an example of this in ‘Snow White is Missing ’ - a TLIF built using
the StoryPlaces system [8] designed to be therapeutic for dementia patients. At
present, over 46 million people live with dementia globally and this is predicted
to rise to 131.5 million by 2050 [22]. Unsurprisingly this has resulted in a global
focus on dementia, with the World Health Organisation identifying the condi-
tion as a priority area that needs to be addressed in the future health agenda.
Our intervention is an interactive story that is designed to be read alongside a
younger friend or family member, featuring a number of activities the readers
can complete while physically moving to different locations set in Poole Park,
Bournemouth, UK. This TLIF is a product of co-design between experts both in
dementia from the department of psychology, and interactive fiction and game
design from the department of creative technology, both from Bournemouth
University.

The main contribution of this paper is the concept of TLIFs, including a
completed example in ‘Snow White is Missing ’, the co-designed structure and
content of which we detail along with the therapeutic benefits of this approach
in the context of contemporary literature in this area.

2 Background

2.1 Location Aware Narrative

Early examples of location-based narrative systems were often tour guides, for
example the HIPS system [3] which connected location aware software to a
knowledge base of information in order to generate personalised information
pages based on current location. In more recent examples the focus has moved
to the experience itself, often through the use of more evocative stories, such
as location sensitive historical plays or tapestries of personal stories connected
to space to build up a cultural picture [18]. Educational tools such as ‘Gaius’
Day in Egnathia’ [1] push the interactive elements of this kind of storytelling
by giving participants goals. In the case of ‘Gaius’ Day’ this is in the form of
exploration targets that they must identify by collecting location-based clues.
The Chawton House project [23] also supports an educational experience, but in
Chawton the activities themselves are non-digital, encouraging the participants
to perform short creative exercises. A summary of this field should also include
more entertainment focused and artist works such as location aware games and
fiction. From the games sector works include ‘Viking Ghost Hunt’ [17] where
players hunt down the ghosts of Dublin using an augmented reality system,
or ‘University of Death’ [4] a hybrid reality system that requires its players to
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adopt specific roles and behaviours and utilise real world props and clues along-
side digital information. In contrast, works of location aware fiction such as
‘San Servolo, travel into the memory of an island’ sometimes have more complex
rules, based not just on location but other contextual factors such as weather
and reader’s history [21]. Location-based interactive fictions are comparable to
‘Walking Sims’, games where readers explore virtual spaces and interact with
objects triggering narrative sequences, San Servolo even echoes the first popular
example ‘Dear Esther’ which also takes place on an island [20].

2.2 Dementia Care and Intervention

‘Dementia’ is often used to describe a group of clinical syndromes [12]. These
are associated with increasing age and are characterised by a progressive decline
in cognition of sufficient severity to interfere with social and/or occupational
functioning and may include other symptoms such as language and navigational
difficulties, deterioration in the ability to perform activities of daily living and
behaviour changes [10].

Although the global focus remains firmly on ‘cure rather than care’ [24],
there is a growing recognition that without a silver bullet cure, more needs to
be done to support people to live well with dementia. As such, a key aspect of
the UKs current dementia policy directive has focused on promoting the social
inclusion of people with dementia particularly those living in the community,
where around two thirds of people diagnosed with the condition reside [7]. This
involves using nonpharmacological or ‘ecopsychosocial’ initiatives to raise aware-
ness of dementia and tackle the stigma and discrimination associated with the
condition, as well as provide opportunities for people living with dementia to
engage in activities that promote learning and personal growth and ensure they
can continue to contribute economically, socially, culturally and politically [9].

Research has supported this policy agenda and demonstrated that enabling
social inclusion through community activities, can promote physical, mental
and social benefits, as well as address important psychological needs for peo-
ple with dementia [19]. It provides them with opportunities to retain autonomy
and identity, and experience pleasure, enjoyment, social connection, belonging
and growth [5]. This is particularly the case for outdoor activities that enable
connection with the natural environment [6]. Despite this focus, research has
shown people with dementia still struggle to uphold their social inclusion. For
instance, Innes et al. [11] found community-dwelling people with dementia faced
difficulties when accessing leisure activities and spaces in Dorset, UK. This was
attributed in part to the potential psychological stress people with dementia
might incur if they became lost or encountered people who were misinformed
or intolerant of their condition. This demonstrates the importance for further
research that facilitates the social inclusion of community-dwelling people with
dementia and offers them opportunities to engage in new activities that pro-
mote learning and personal growth as well as socially connect with their local
environment and others who reside there.
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3 Snow White Is Missing!

Snow White Is Missing is a TLIF designed to be therapeutic for those suffering
dementia. It is designed to be experienced as a pair: a dementia sufferer and a
young family member. The story has been written for a younger target audience,
to engage the younger reader whilst providing an entertaining outdoors activity
for the individual affected by dementia to enjoy for 1–2 h. The TLIF helps to
both raise awareness and understanding of dementia, as well as providing a focus
for someone affected by it to leave their home and spend time with others.

Our hypothesis is that such locative narrative technology may provide a
means to support social inclusion by enabling people living with the demen-
tia condition to overcome some of the challenges they encounter. Research in
this rapidly developing field has challenged the assumption that people with
dementia are disinterested or incapable of using modern technology, as well as
demonstrated how it can support the social inclusion of this population [2].
TLIFs therefore have the potential to offer an innovative and interesting activ-
ity that can both facilitate social inclusion amongst community-dwelling people
with dementia and promote mental, physical and social well-being.

In Snow White Is Missing TLIF, GPS technology is integrated to support
safer walking for people with dementia by reducing their navigational difficul-
ties and so decreasing their fear of getting lost, and so encourage people with
dementia to re-engage with their local environment. The proposed technologi-
cal device, therefore, has the potential to offer an interesting activity that can
both facilitate social inclusion amongst community-dwelling people with demen-
tia and promote mental, physical and social well-being. The interactive story
can provide a fun method for people with dementia to socially connect with
their younger relatives and care partners, while the process of engaging with
the activity may offer important mental and physical stimulation as well as an
opportunity to learn something new.

3.1 The Story

The story is designed with dementia patients and young children as intended read-
ers, specifically, it needs to have simple and easy-to-follow narrative and under-
standable vocabulary. Given these pertinent pre-conditions for our story, Snow
White IsMissing leverages an existing storywhich theusers both older andyounger
generations can more easily identify with and relate to. Being locative aware nar-
rative, the setting should be as relevant to the story as possible, while being easily
accessible to peoplewith dementia. This includes but is not limited to facilities such
as places to rest, café/restaurant, ease of parking and lavatories. We highlighted
various potential venues in Bournemouth and surrounding areas, and settled upon
Poole Park as it met all criteria, and also included facilities for children such as
play areas, while also being large enough to facilitate a reasonably-sized loca-
tion aware narrative without difficulty to navigate. The next stage was to explore
the location, retrieve photographs and their accompanying GPS co-ordinates for
generatingnarrativenodes,whilst notingpotential ‘problem-spots’ for those of lim-
ited mobility or navigation.
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The story of Snow White featuring multiple dwarves led to the design of
multiple narrative arcs (about each dwarf) that the reader could explore in any
order. Given the scenario, each dwarf was designed to subtly refer to issues
that people with dementia generally encounter after diagnosis: a dwarf that is
intelligent but frequently forgetful; a dwarf that intends to help but is always too
physically tired to do so; a dwarf who is angry for always being labelled as angry;
and a pair of dwarves in which one means well, but ultimately causes the other
to depend on him too much, to the point of losing independence. The story nodes
can be read and reached in any order, affording the reader an indirect feeling of
choice (albeit control). The nodes are positioned in such a way that present an
easily recognisable optimal route on the map for participants to follow.

Structurally we can describe our story in terms of the CDP model [14] as
a hybrid of the form Canyon-Plain-Canyon, this is due to its open exploration
element sandwiched between two linear stretches as shown in Fig. 1. This is a
common structure within interactive fiction where the author retains narrative
control over the beginning and end but allows for immersive agency in-between
in the manner of a foldback pattern [8].

Fig. 1. Story nodes from Snow White Is Missing.

3.2 The Accompanying Activities

A key focus of the story was to raise awareness and understanding of dementia,
and the problems they encounter. The intention was for readers with demen-
tia to be accompanied by children; either their own or grandchildren. To retain
attentiveness of the children, as well as to promote interaction between the read-
ers, we included activities for them to complete as they explore the story. These
activities were made explicit to the readers as part of the narrative, and designed
alongside the story. The activities could be completed with or without the activ-
ity booklet, whilst promoted interaction between the person with dementia and
the younger person. For instance, the activities were to list unique qualities about
one another or taking a souvenir photograph.
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3.3 Implementation and StoryPlaces

We have implemented Snow White Is Missing using the StoryPlaces system [8]
as a general location aware narrative platform that is able to support the deliv-
ery of content paired to locations - all as a web application. The TLIF itself
is constructed as a StoryPlaces story and then uploaded to the server where
it is available to read on smartphones browsers as depicted in Fig. 2. Our co-
design approach for this story between our experts from both game design and
psychology underwent a four stage process:

1. Concept: initially experts from both game design and psychology met to
share their own approach to content design for a TLIF, and a number of
candidate locations and themes for the story were reviewed.

2. Structure and Activity Design: regular meetings were held to discuss
both the location and story structure of the TLIF and its activities. Game
design experts provided advice on engaging structures, while advice from a
psychology expert was used for creating effective activities.

3. Writing: following the structure and activity design our writer prepared a
script for the story that included the required locations and activities. This
was reviewed over several meetings between experts from both game design
and psychology from both perspectives.

Fig. 2. Screenshots of Snow White Is Missing! as rendered by storyPlaces
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4. Implementation: finally the agreed story was codified for StoryPlaces to
deliver the TLIF, audio recordings were made for the text on every page, and
photographs to illustrate the story were taken.

4 Conclusions and Future Work

In this paper we have proposed TLIF - Therapeutic Locative Interactive Fiction
- as a serious application of interactive entertainment for health. We presented
an example of this, Snow White is Missing, implemented within the StoryPlaces
framework as an example of how the TLIF concept might be applied. The story
makes use of a number of techniques to both take advantage of its delivery form
and deliver effective intervention. Tailoring content to the users surroundings
provides additional context to the intervention, both giving motivation to travel
to these places and to use the setting to provide thematic backing to the story
itself. The use of real world activities in this particular story also bring this in
line with the work on mixed reality games, as part of the motivation for our
work is to increase time spent together between the dementia patient and a
friend/relative this mixed reality approach with real world interaction allows
us to encourage this without the use of digital interaction which may be less
effective as well as increasing development cost.

While this work has served to propose and prototype the TLIF concept future
work points in two directions. First is an exploration of the efficacy of TLIFs
as treatment, which would require user evaluation, possibly using a larger or
greater variety of stories to explore the impact of this application. Secondly, if
the efficacy of the approach is shown to be positive work would need to be done
to explore design guidelines for TLIFs to better enable others to be created.
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e Reggio Emilia, Via Vivarelli 10, 41125 Modena, MO, Italy

{fabrizio.balducci,costantino.grana}@unimore.it

Abstract. Each human activity involves feelings and subjective emo-
tions: different people will perform and sense the same task with dif-
ferent outcomes and experience; to understand this experience, concepts
like Flow or Boredom must be investigated using objective data provided
by methods like electroencephalography. This work carries on the analy-
sis of EEG data coming from brain-computer interface and videogame
“Neverwinter Nights 2”: we propose an experimental methodology com-
paring results coming from different off-the-shelf machine learning tech-
niques, employed on the gaming activities, to check if each affective state
corresponds to the hypothesis fixed in their formal design guidelines.

Keywords: Classification · EEG · Brain-computer interfaces · Games

1 Introduction

The concepts of ‘play’ and ‘learn’ are strictly connected at various degrees: the
best method to learn how to safely execute a task is to transform an assignment
in a playing activity from which to gain experience for future goals [7]: this is
the basis of the gamification and serious gaming theories which try to introduce
playful aspects in all the daily interactive tasks. Lindley [4] defines a game as
a goal-directed and competitive activity conducted with agreed rules: “to play”
involves learning the internal rules and mechanics that characterize its dynamics
and denote each game genre (the gameplay); it becomes crucial to consider
player’s feelings and preferences to personalize the player experience tailoring
each gaming session to specific needs and desires.

Studies from Mandryk et al. [11] have successfully demonstrated how psy-
chophysiological techniques (like EEG) evidence human emotions and cognitive
activity. The terms “affect” and “emotion” are often used interchangeably and
refer to a short-time emotional peak while a “mood” or “affective state” denotes
a continuous lasting emotional trend which may involve more emotions and may
influence the reactions [6]. Brainwaves allow to evaluate basic emotions and
infer the affective states that a subject experiences. A useful scheme to evaluate
basic emotions is the Circumplex model of affect by Russell et al. [14]. In the
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field of computer science BCI has been used with various purposes like mea-
sure mnemonic and cognitive efforts [8], classify tasks [10] and improve usability
[15]. In this paper we use different machine learning approaches to infer, from
organized EEG data, the affective state (namely Boredom or Flow) experienced
by the player: different classifiers are compared and tested on two game lev-
els designed to induce specific sets of emotions. In this study we use a virtual
world as research environments because it is cheap and easy to monitor and
control, but it is easy to extend the proposed methodology to real-world (learn-
ing) tasks, for example by designing different time-limited versions of them and
integrate the classic evaluation methodologies (interviews, think aloud, cognitive
walkthrough) with objective evaluation coming from physiological data.

Section 2 summarizes the two proposed game levels and Sect. 3 briefly illus-
trates the technical system architecture, the experimental setup and the data for-
mat. Section 4 describes the proposed methodology for data analysis and Sect. 5
shows the classification results from three machine learning classifiers; finally,
conclusions and suggestions for future work are drawn in Sect. 6.

2 Affective Design for Role-Playing Videogames

As shown in Lankoski [9] the RPG genre is based on statistics, object inventory
and environmental exploration and its gameplay focuses on strong story plot,
choices, skill progression, proactive and interactive allies, world exploration, peo-
ple collaboration, interaction based on dialogues.

The works of Balducci et al. [1,2] takes inspiration from what Nacke et al. [12]
has experienced with First-Person Shooter (FPS) genre: two sets of formal design
guidelines, with one of their possible development, were proposed for a RPG
game with the aim to induce the Boredom affective state and the Flow one.

Cśıkszentmihályi [5] defines Boredom like a state in which player’s skills
are greater than required: the proposed game level features linearity and
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Fig. 2. The same activity (dialogue) differently developed for the two game levels

repetitiveness with poor gratification, minimal plot-story, weak visual assets,
plain dialogues (Fig. 2) and unnecessary allies.

The notion of Flow is characterized by constant balance between challenges
and skills: hard challenges will produce anxiety while very high skills will increase
the perceived boredom (Chanel et al. [3], Fig. 1). The proposed game level fea-
tures complex dialogues and multiple goals, proactive and interactive allies which
helps to accomplish profitable activities while the level structure and the visual
assets encourage environmental exploration (Fig. 3).

Fig. 3. Activities in the flow game level: “chest opened” and “group fight” with allies

3 Experimental Setup

The Emotiv EPOC headset is a wireless neuro-signal system with 14 wet sen-
sors (+2 reference) capable of detecting brainwaves at 128 Hz sequential sampling
rate; sensors are placed around the pre-frontal and frontal brain regions accord-
ing to the international 10–20 standard system The headset exposes two type
of data: the raw (from each sensor) and the pre-classified by internal algorithms
(Engagement, Excitement, Frustration, Meditation, Long-Term Excitement); to
characterize the gaming activities we will consider the second set.

Neverwinter Nights 2 has a visual level editor with a scripting language that
allows to manage internal game variables and permits to customize the User
Interface. We used the NWNX [16] tool to deploy a C++ plugin that permits
the communication between the game and the headset allowing textual messages
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exchange in the server version of the game; in this way, a game script calls
the extern plugin to iteratively manage the internal (game variables) and the
external (EEG) data. The scheme of the system architecture is in Fig. 4.

Emo v API

Neverwinter Nights 2
(SERVER)

Game Level

scripts

Neverwinter Nights 2
(CLIENT)

XML widgets (UI)

NWNX4
C++ plugin

Emo v EPOC

text data

( sensors data )

( game data )

text data

internal
classifica on

text data

- Events log
- Affec ve log
- Raw log

( external data )
Logs

Fig. 4. The architecture for the data gathering tool

The experiment has a two-treatment (boredom/flow) within-subject design,
with ‘game level’ as independent variable factor; the dependent variables are the
five pre-classified emotion summarized and controlled by our method.

The subjects involved are 19 students (13 male, 6 female) which play both
game levels in each session. The Setup step consists in headset and sensors
placing with signal tuning and, after this, a brief explanation about the study
is provided followed by a pre-questionnaire about subject’s gaming preferences;
next the Tutorial game level allows to familiarize with the commands and the
user-interface (we also consider this steps a way to induce relaxation and a
neutral initial affective mood, similarly to [13,17]). Each subject plays with the
same game character with all RPG statistics set to average values and, at the
end of a session, a post-questionnaire about the player experience is compiled.

After each experiment we have different data sources: a video capture of the
gaming session, the pre- and post-questionnaires and three textual files featuring
the synchronized game and EEG data.

The events log contains at each row the timestamp and the tag of the occurred
event; an entry in affective log contains the same timestamp, the game area
in which the player was (XY coordinates) and the punctual values of the five
internal pre-classified emotions (values in range 0–1) while each row of the raw
log, similar to the previous, collects the values of the 14 sensors.

4 Proposed Methodology

In order to interpret data which greatly change over time, analyzing a gaming
session using all the log entries results impractical due to the time length; fur-
thermore each game activity can have different duration and it is hard to identify
a precise moment in which an affective stimulus appears.
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Our approach is to split the log, identifying limited sequences for each activity
faced during the gaming session: we remove the rows that don’t belong to the
tasks and events designed with the formal guidelines and, in this way, we can
isolate those semantic units of time and make them more easily treatable.

The boredom game level has an average of 14 activities while the flow one
offers the double having more activity types (which are simple/dubbed/riddle
dialogue, single/group fight, chest open, skills upgrade and stealing task); notice
that the second game level results longer since reaching a flow state requires
more time to evolve the RPG gameplay in a natural way to the player’s eyes.

We obtain our data by crossing the events log with the affective log : the first
one provides the identifier and the initial time of each activity, while the second
provides the affective values, synchronized by the same timestamp.

The fact that each game level has been designed and developed with for-
mal guidelines permits to label as “Flow” or “Boredom” each of their activities
depending on the membership: in this way we have a dataset implicitly anno-
tated and so, using binary classification algorithms, it is possible to check if
the affective data of an activity are characteristic enough to differentiate among
the two levels; if this occurs for a substantial number of activities, then player’s
emotions have been well manipulated between the gaming sessions.

To describe the affective mood of an activity and use it in a machine-learning
algorithm, we take the five pre-classified EEG emotions and, for each of them,
we compute five numerical features:

– the angular coefficient β and the intercept α from a regression line, calculated
considering the time T as a positive variable which constantly increases on
the x-axis; it suggests the presence of an affective trend for the emotion E

– the Pearson correlation coefficient between time T and an emotion E: for a
sample of n rows, if re > ±0.7 then there is evidence of strong local correla-
tion, direct (positive sign) or inverse (negative sign).

– the arithmetic mean E and the variance σ2
E that give quantitative information

on the affective values of emotion E.

This results in a 790× 25 predictors matrix M : rows represent the labeled
activities (277 boredom, 513 flow) and columns the features (five for each emo-
tion); we balance this training dataset increasing the boredom cases by randomly
sampling 236 examples from the original ones, finally giving a 1026× 25 matrix.

5 Classification and Results

Three supervised classification techniques have been tested, trained with a
“leave-one-out” setup: two employ Support Vector Machines (linear and Radial
Basis Function kernel) and the third consists in binary Decision Trees. Results
are provided in Tables 1, 2 and 3 respectively.

The Decision Trees method has the best performance: it is able to correctly
separate 96% of the gaming activities, confirming the correctness of design and
development phases by following the guidelines and, moreover, the validity of
the proposed methodology.
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Table 1. SVM-linear classification results

Boredom Flow Tot.

Original events 513 (ext.) 513 1026

Classified events 610 416 1026

True positives 408 311 719

False negatives 105 202 307

Accuracy 0.73%

Table 2. SVM-RBF classification results

Boredom Flow Tot.

Original events 513 (ext.) 513 1026

Classified events 542 484 1026

True positives 489 460 949

False negatives 24 53 77

Accuracy 0.92%

Table 3. Decision trees classification results

Boredom Flow Tot.

Original events 513 (ext.) 513 1026

Classified events 507 519 1026

True positives 488 494 982

False negatives 25 19 44

Recall 0.95% 0.96%

f1-score 0.96% 0.96%

Accuracy 0.96%

5.1 Classification for Game Level Areas

Considering the areas by which each game level is composed, from Table 4 and 5 we
can understand the best-designed parts: the 90% good classification for boredom
areas suggests that they were constantly recognized as repetitive and tedious; it is
also remarkable that while the first two areas have the same structure, the third
reduces the perceived boredom introducing very small variations.

For the flow game level, the classification performance varies, but it is always
above 95%: the correlation grows from 95.4% for the first area up to 98.3% for
the fourth one; the second area contains the largest number of activities (163) so
we observe a slight decrease with respect to the typical progressive involvement
associated to the flow affective state (the fifth smallest area is not significant
since it was reached by only 3 subjects).

5.2 Classification for Activity Types

Tables 6 and 7 show which activity types are the best classified: in the bore-
dom game level chest opened is the best classified (96.7%) followed by dialogue
(95.5%) while all classification ratings are over 93%.

In the flow game level, with the activities specifically developed for its game-
play, stealing action, skills upgrade and dubbed dialogue are 100% but the first
two have a reduced extent; also here chest opened (98.8%) is the best of the
activities followed by group fight (97%); all classification ratings are over 94%.
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Table 4. Mood-congruent events by area:
boredom game level

Total (ext.) Correct Rate

area1 176 165 93.7%

area2 211 207 98.1%

area3 126 116 92.1%

Tot. 513 488 95.1%

Table 5. Mood-congruent events by
area: flow game level

Total Correct Rate

area1 130 124 95.4%

area2 163 159 97.5%

area3 157 150 95.5%

area4 60 59 98.3%

area5 3 2 66.7%

Tot. 513 494 96.3%

Table 6. Mood-congruent events by type:
boredom game level

Total (ext.) Correct Rate

Dialogue 224 214 95.5%

Single fight 136 127 93.4%

Chest opened 153 147 96.7%

Tot. 513 488 95.1%

Table 7. Mood-congruent events by type:
flow game level

Total Correct Rate

Dubbed dialogue 46 46 100%

Riddle dialogue 18 17 94.4%

Dialogue 159 152 95.6%

Single fight 153 144 94.1%

Fight vs. a group 37 36 97.3%

Chest opened 85 84 98.8%

Skills upgrade 11 11 100%

Stealing action 4 4 100%

Tot. 513 494 96.3%

6 Conclusions and Future Work

The positive results prove that well-designed formal guidelines can help to manip-
ulate emotions and moods, that the proposed methodology effectively handles
the time-duration issues and that good affective experimentations are possible
even with cheap and easy-to-buy headsets. Finally it results that EEG data
(although after the pre-classification of frequencies) can be effectively treated by
the robust and reliable machine learning methods exploited here.

The next steps will expand this study to the gamification of real-world serious
tasks (medical, teaching), even managing the raw data; furthermore, analyzing
differences between male and female subjects can help product-placement and
market segmentation.
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Abstract. The rising complexity of large-scale machines means higher
skill requirements for maintenance workers. Thence training more work-
ers with practiced maintenance skills is significant to those manufacturers
and service providers. This article proposes a method to simulate virtual
human’s motion synthesis in virtual maintenance through researching on
the virtual simulation technology, and then implements a virtual main-
tenance simulation analysis system which can be used to instruct the
training for maintenance workers.

Keywords: Virtual maintenance · Virtual human · Behavior planning ·
Human kinematics · Ergonomics analysis

1 Introduction

With the advance of science and technology, the complexity of large-scale equip-
ment is rapidly rising and the equipment maintenance diculty is also greatly
increased. Therefore, maintenance training for workers has become an impor-
tant part of producing processes. Virtual maintenance is a technology based on
virtual reality which simulates the maintenance processes through establishing
maintenance operator models and creating virtual scenes so that it can help
workers to master the maintenance skills without any entity machines.

Virtual maintenance technology was firstly used in the field of military and
aerospace. In the 1900s, the NSNA trained their astronauts by using the virtual
maintenance system and finally succeeded in completing the Hubble telescope
maintenance tasks [1]; In order to guarantee the reliability of airplanes, Boeing
Company established the Virtual Reality Lab to help designers to check the fea-
sibility of maintenance tasks so that it can reduce the costs of design changes
[2]. In research field, the Virtual Environment Center in University of Salford
researched on the simulation of interactive assembly and maintenance evaluation
to help the maintenance training. In recent years, Tang Zhi-bo and his team-
mates did their research on hand recognition in virtual maintenance training [3];
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Zhao Chao came up with a control method of concurrent operation for collabora-
tive virtual maintenance [4]; Yuan-Yuan researched on the application of gesture
in virtual maintenance [5].

Note that virtual human is the main factor in maintenance processes, so
the model and analysis of virtual human is the key to the whole simulation.
This paper analyzes the human behavior in maintenance processes deeply and
demonstrates a method to simulate the virtual human motion synthesis and
then implements a virtual maintenance simulation system to help the trains for
maintenance.

2 Key Technology of Maintenance Process Simulation

2.1 Maintenance Task Modeling

Virtual maintenance simulates the changes and the interactions among human,
machine and environment. The whole maintenance process can be considered
as a sequential combination of multiple maintenance operations on the time-
line. The cost would be extremely high if trying to control the virtual human
by controlling its every joint. Therefore, this paper proposes the maintenance
process hierarchical controlling method to guarantee the simulation running effi-
ciently. The maintenance process hierarchical controlling method divides the
whole process into three logic layers: the task layer, the instruction layer and the
therblig layer.

The task layer is the most advanced abstraction of virtual human behaviors
which presents the whole progress of virtual human’s motions from the begin-
ning state to the target state. It usually contains movement, posture adjustment,
handling, maintenance and other more actions. These actions can be considered
as basic units of the whole task. They consist of the instruction layer and are
called maintenance instructions. In the entire virtual maintenance simulation,
each maintenance task is defined by different arrangement of these maintenance
instructions. The therblig layer is composed by different maintenance therbligs.
Maintenance therbligs, the indivisible and semantically distinct units of motions,
are the bottom expressions of virtual human behaviors. A maintenance instruc-
tion can be seen as a combination and repetition of several maintenance therbligs.

2.2 Virtual Human Behavior Planning

Virtual human behavior planning is a significant issue in the research of interac-
tion between human motions and virtual environment. In maintenance scenes,
virtual human’s behavior mainly contains its own behavior and the interaction
behavior with the environment. The interaction behavior cannot only change
the human’s status but also the machine’s and environment. To generate motion
sequences (maintenance instructions) by combining different therbligs, this paper
adopts the interactive task planning method based on interactive behavior graph
[6] to synthesize different maintenance therbligs into maintenance instructions.
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In this method, virtual human behavior planning are abstracted into a
limited stage Markov Decision Process (MDP). Different maintenance therbligs
are considered as different states and the rational behaviors in this state are
seen as the actions so that we can get the transition state-action graph called
Interactive Behavior Graph. Then we adopts Reinforcement Learning [7] method
to get the optimal policy to synthesize complete maintenance instructions. The
main steps of the algorithm are as follows:

(1) Abstract different maintenance independent therbligs as different states in
data preprocessing stage and then construct the Interactive Behavior Graph
according to the interactive feathers between therbligs and environments.

(2) In the learning stage, define the state and action sets and construct the
reward function firstly. Under the instruction of Policy Iteration in the Q-
Learning algorithm [7], update the state-value function in each iteration.
Then we can get the optimal motion policy.

(3) Given the initial state and target state of the virtual human, we can synthe-
size the therbligs into a motion sequence according to the optimal motion
policy above (Fig. 1).

Fig. 1. This figure shows an interactive behavior graph. The vertices represent virtual
human’s current states and edges are the rational behaviour can be done in each state.
The black edges are the basic behavior of the virtual human and the red are the
interactive actions with the environment. (Color figure online)

2.3 Parametric Synthesis for Maintenance Therbligs

Virtual human is a complex model with high degrees of freedom. Thence creat-
ing a maintenance therbligs dataset can help reducing the complexity, improving
simulation efficiency and making the behaviors more vivid. To obtain mainte-
nance therbligs, we use the Vicon optical body movement capture device to
collect human body three-dimensional motion data and collect multiple differ-
entiated action data for each therblig to implement the parametric synthesis for
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maintenance therbligs. For instance, when virtual human walks, different para-
meters can correspond to different strides. What’s the human pose at this strides?
Actually, the essence of the parametric synthesis for maintenance therbligs is to
solve a problem that how to synthesize the target human pose through control-
ling limbs’ positions. It belongs to the category of human inverse kinematics.

To solve the problem above, a method to analyze the pose space based on self-
organizing map (SOM) is adopted firstly. The SOM is a kind of neural network,
which can transform the input of arbitrary dimension into a low-dimensional
discrete grid subject to a neighborhood preserving constraint. We expand the
SOM model to unit quaternion space and then analyze the complex pose space
which contains multiple different motion types through divide and conquer strat-
egy. This method combines the structure analysis and non-linear dimensionality
reduction properly and can not only construct rational pose spaces, but also can
deal with the complex pose spaces.

However, rational pose space is just a static presentation of human motion,
we also need to learn its change laws. Therefore, we use the method based on
Jacobian Matrix Learning [8] to solve the problem. It mainly contains two steps:

(1) In the learning stage, reduce the dimension of the pose space first and
perform clustering operations, then we can get a group of cluster centers
{Wk}nk=1, at the same time, the Jacobian Matrix can be also gotten. Assum-
ing each cluster has only one Jacobian Matrix, then the error function can
be formulated as the follow:

E =
1
2

∑
e2 =

1
2

∑
||Δp − J+ · Δg||2

Δp represents the difference from any pose to the cluster center, Δg repre-
sents the differences of joints’ positions between these two poses. J+ repre-
sents the pseudoinverse of the Jacobian Matrix. In this formulate. Optimize
the formula above by using gradient descent and update the J+ in each
iteration, then the pseudoinverse of the Jacobian Matrix can be learned.

(2) In the synthesis stage, Initialize the pose P0 = Wc first, Wc is the nearest
pose to the constraint target pose. g represents the joints’ positions of the
target pose. Compute the joints’ positions of the current pose through human
kinematics gi = f(Pi) and get the differences of the target and current poses
Δgi = g−gi. Then according to the initial pose P0 and the following iteration
formula

Pi+1 = Pi + α · J+ · Δgi

When Δgi is tiny enough or not changed any more, the current Pi can be
seen as the target pose. α is represents the learning rate– a number between
0 and 1.

2.4 Ergonomics Analysis

The ergonomics analysis, combined with the interactions between virtual
human and environment, analyzes the physiological state, safety, comfort and



Application of Virtual Simulation Technology in Maintenance Training 105

accessibility of virtual workers and then feedbacks all aspects of the information
of virtual workers so that it can instruct the maintenance training.

In maintenance processes, the operations cannot go beyond the visibility
and reachability of virtual human, otherwise the maintenance task could not
be normally completed. The visibility of virtual human depends on its cone
range and the head rotation range. The reachability of virtual human depends
on the relative positon between virtual human and the target objects if there
are rational solution spaces or not. Force analysis is to calculate the forces and
moments on virtual humans each joint in maintenance processes. It can guarantee
the force on each joint in a safe range to avoid workers being too tired or injured.

3 Virtual Maintenance Simulation System

3.1 The Design of the Maintenance Simulation System

The main target of virtual maintenance simulation system is to simulate the
maintenance process and analyze the ergonomics. To complete the target above,
the system is designed into two parts: maintenance simulation and simulation
analysis. The maintenance simulation part is to build a virtual reality simulation
environment based on existing Pro/E model [9], including establishing the 3D
models of equipment and virtual, dividing maintenance tasks into maintenance
instructions and executing these instruction in order. Simulation analysis refers
to evaluating the feasibility of maintenance plans, and analyzing the ergonomics.

According to the design, we implement the whole system by dividing it into
three layers: engine layer, simulation layer and analysis layer. The engine layer
mainly includes the three-dimensional graphics engine, the physical simulation
and the realistic drawing. The simulation layer consists of the simulation of the
attitude of the equipment model, the maintenance attitude of the virtual man,
the space environment and the virtual maintenance process. And the analysis
layer contains the evaluation of the maintenance plan and real-time display of
evaluation results.

3.2 System Implementation and Application Demonstration

To facilitate the realization of virtual maintenance simulation system, Neoaxis3D
is adopted as the graphics engine and C# is used as the programing language. In
this paper, we also offer a demostration in the mantenance of aircrafts to show
how this system works in maintence training.

In this maintenance scene, we set the virtual machine in model editor and use
scene editor to build the virtual environment. Then build a new maintenance task
and set the parameters of each instructions. When compiling the maintenance
task, the system will edit virtual human’s behaviors according to the initial pose
and the order of instructions by using the method of virtual human behavior
plan referred in Sect. 1. Then the whole simulation process will be shown in
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the form of animation and the users can watch the maintenance process in any
perspective by moving the observation point. At the same time, the system will
analyze the ergonomics in real time and show the results on the screen. Through
this process, workers can learn the whole process, grasp the key of maintenance
and improve their maintenance skills (Fig. 2).

Fig. 2. These Screenshots show an application of virtual maintenance training which
can instruct astronauts to repaire the aircraft by using our system
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4 Conclusion

By using virtual simulation technology, setting 3D models of machines and
human and simulating the maintenance process, this paper designs and imple-
ments a virtual maintenance simulation system to instruct maintenance train-
ing. This system, adopting the methods of virtual human behavior plan and
parametric synthesis for maintenance therbligs, simplifies the controlling and
interactives between virtual human and machine and improves the simulation
efficiency greatly. This paper provides some new ideas and shows a bright future
of virtual simulation technology in maintenance training.
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Abstract. Due to the rapidly and continued evolving nature of technology, there
is a constant need to update police officers’ training in cyber security to ensure
that the UK continues to be a secure place to live and do business. Rather than
deliver traditional classroom-based training, our project assesses the effectiveness
of the delivery of cyber security through the use of games based learning to simu‐
late cybercrimes and provide training in incident response. The aim of our
research is to transform the delivery of first responder training in tackling cyber‐
crime.

Through the use of a Game Jam and subsequent prototype development, we
have trialed training materials that are based on serious games technology. The
game poses a common incident reported to the police, for example the problem
of a virtual person receiving offensive messages via Facebook and the training
reflects the dialogue with that person and the technical steps to ensure that a copy
of the evidence has been preserved for further investigation. Evaluation has been
conducted with local police officers. Overall, this approach to the large-scale
provision of training (potentially to a whole force) is shown to offer potential.
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1 Introduction

Many of the crimes frequently reported to the Police involve some aspect of digital
technology. Cybercrime is no longer limited to describing criminal events where a
computer or digital device is the target or tool, e.g. hacking or identity theft. Indeed,
technology can play a key part in virtually any criminal investigation. For example,
Police Officers responding to reports of a murder may need to investigate the mobile
phone of a victim to establish which route they took to their destination, and the browsing
history of the murderer could be used to establish intent. Consequently, crime scenes in
the 21st century can contain a number of different digital devices, all of which may
contain crucial evidence. First responders (those police officers who are the first ones
on the scene when dealing with an incident) may be tasked with identifying and seizing
those devices and due to the volatile nature of digital evidence, how they interact with
those devices can impact the availability and integrity of evidence. Training police
officers in the appropriate handling of digital devices is crucial to ensure that law
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enforcement can manage crime effectively. Although classroom-based training can be
an effective mechanism for delivering cybercrime training, it is expensive and time
consuming. There is a clear need to explore alternatives to traditional classroom based
training.

2 Gamification of Cybersecurity Training

Computer games afford visually rich, interactive and immersive environments that allow
exploration of complex problem spaces, both for entertainment purposes and in serious
contexts. Existing research evidences that games can be engaging for a variety of
different users [1] and are an effective mechanism for encouraging participation in
activities. It is also shown that games enable users to interact with an environment that
replicates the real world and have a positive impact on motivation, enjoyment, positive
feelings and happiness [2], which consequently can encourage learning and retention of
knowledge [3, 4].

2.1 Our Solution

Ensuring timely and cost-effective training of cybersecurity to police officers is a key
priority for many law enforcement agencies. Serious games is one method that can
deliver engaging and measurable training in a relatively cheap manner. A collaboration
between academia, industry and law enforcement has led to the completion of a pilot
project, described here. We have created a prototype using 3 crime scenarios and
conducted an initial evaluation with local law enforcement personnel. Through this
project, we have aimed to demonstrate that serious games can provide continually
updated training in a way that is engaging for the user, which doesn’t take officers
off the streets for days at a time to sit in a classroom, and which can be delivered at a
fraction of the cost of traditional training techniques. Our project, “First Responder’s
Guide” is a novel fusion of cybersecurity and computer games technology. The first
stage in our research, described here, has led to the creation of a prototype that contains
a virtual environment with 3 different crime scenarios. This stage consisted of 3 core
activities: (1) Game jam, (2) Prototype development, (3) Initial evaluation.

Activity 1: The Game Jam
A game jam, typically popular in the gaming community, is an event where a mix of
software developers, artists and game designers meet in a physical location to create one
or more games over a short period of time (typically 1 to 2 days). These game jams
provide an excellent opportunity to focus participants’ efforts on developing games
around a particular theme and challenge the participants to develop rapid prototypes
which can be presented to peers and industry at the end of the game jam.

Our Game Jam was delivered over a 2 day period for the first stage of our prototype
development. We used the Game Jam as a mechanism for identifying a broad range of
game ideas and designs that could be utilized in a serious games environment to train
Police Officers in responding to cybersecurity incidents. We invited students from across
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all our digital degree courses to participate in the Game Jam. At the beginning of the
game jam, we provided students with a project brief, which outlined the challenges
involved in the seizure, acquisition and analysis of digital devices. The students then
formed teams to produce their ‘asset’, i.e. their proposed game to train police officers in
cybersecurity. At the end of the 2-day period, each team presented their asset to a team
of judges and were scored according to their proposed design, computer graphics,
modularity and adaptability. The winning team were then invited to participate in the
next stage of the project: Prototype Development.

Activity 2: Prototype Development
The next stage of the project involved developing the winning asset from the game jam
into a prototype. The student team worked with representatives from Police Scotland to
develop the scenarios which were incorporated into the prototype. The scenarios were
developed to simulate the types of crimes involving a digital element that Police Scotland
typically encounter. The scenarios can be classified as:

1. A pre-planned operation involving indecent images of children.
2. A reactive enquiry in which a complainant has received threatening messages via

social media.
3. A spontaneous enquiry involving an attempted fraud of a business via spear-

phishing.

Each scenario is built around a virtual environment, which the player can explore
using either a 2nd or 3rd navigation mode. Within the environment are various different
objects, depending on the particular scenario. Objects include laptops, mobile phones,
credit cards, smart televisions etc. The user is able to inspect the objects and is presented
with various different options for interacting with the objects, for example the user can
chose to switch off a mobile phone, place it in a faraday cage or seize it for further
investigation. For each level of game play, the user is presented with a description of
the particular scenario, prior to entering the virtual property. After inspecting the virtual
crime scene, the user can choose to leave the property and is then presented with their
scores and feedback as to the appropriate course of action.

Activity 3: Evaluation
A short, qualitative evaluation was conducted with a small group of ten police officers
to gather feedback on the appropriateness of the prototype. The purpose of the evaluation
was to establish police officers current knowledge of cybercrime and incident response
and their attitude towards using games for training. Each participating officer was inter‐
viewed using hypothetical scenarios, prior to playing the game. Scores for each partic‐
ipant were recorded during game play, before completing a questionnaire on game play
and usability.

Results
Although all participants had received some form of training in cybersecurity prior to
playing the game, there was some disparity between the interview answers and game
play answers. Analysis of the questionnaire responses indicated that some participants
found the wording of the questions vague. The navigation controls were also challenging
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for some participants. This feedback will be invaluable for the next stage of the game
development, which will focus on refining the scenarios and in-game text, and removing
the joy-stick navigation option so that the controls are more typical of a normal smart
‘phone application. Overall, participants were overwhelmingly positive about using
games for training purposes.

3 Conclusion

Cyber security is a rapidly developing field with increasing impact on society and
attracting the challenges of large and complex data sets on networked computing
devices. This impact is reflected in patterns in crime: most of the crimes that Police
Scotland investigate now involve computer technology to some extent and so training
in this area is imperative. Typical classroom based training can be expensive and time
consuming. Using serious game to train police officers in cybersecurity is a viable option.
The prototype developed as part of our project is a novel fusion of cyber security and
computer games technology to provide a new training tool that harnesses the interactivity
of serious games. Importantly, this tool has demonstrated the potential for more effective
training to be delivered at a significantly reduced cost, to more staff and without the need
for lengthy and expensive classroom-based sessions. Improving the cybersecurity skills
of law enforcement personnel will lead to improved response to cybercrime and better
preservation of digital evidence.
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Abstract. The advantage of the conditional random field (CRF) lies
in the construction of the discriminant model and efficient parameter
optimization. In the topic of the classification of three-dimensional point
cloud, the parameters of the CRF are usually learnt through Gradi-
ent Descent and Belief Propagation, in order to optimize the objective
energy function of the CRF. These optimization methods do not guar-
antee the highest global classification accuracy with a high classifica-
tion accuracy on the smaller classes. In addition, differential features
of the point cloud are not sufficiently utilized. In this paper, we use
the local geometric shape features to construct the CRF, including the
nearest neighbor tetrahedral volume, Gaussian curvature, the neighbour-
hood normal vector consistency and the neighbourhood minimum princi-
pal curvature direction consistency. We propose four discrete criteria for
CRF parameter optimization to design the explicit functions, and present
concrete solution procedures, in which Monte Carlo method and super-
vised learning method are employed to estimate the CRF parameters
iteratively. Experimental results show that our method can be applied
to the classification of the scene of 3D point cloud with plants, especially
under the proposed second criterion that maximizing the accuracy with
interclass weights. It can be used to improve significantly the classifica-
tion accuracy of small scale point sets when different classes have great
disparity in number.

Keywords: Point cloud classification · Feature extraction · Conditional
Random Field · Parameter optimization criterion · Confusion matrix

1 Introduction

Point cloud refers to a set of multiple vertices with coordinate information, and
the vertices position coordinates set sampled from the surface of 3D objects
is a typical type of this data. Besides the position coordinate information,
other auxiliary information can be attached to each vertex such as the color
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information (RGB) or the intensity information. The point cloud data can be
from scanning real scenes via terrestrial LiDAR [1] or the airborne 3D laser
scanner [2], or reconstructing from the photos based on visual methods [3,4].
With the increasing performance of three-dimensional laser scanners, cameras
and other hardware devices in recent years, the acquisition of point cloud data
from the objects become easier than ever before, which in turn to promote point
cloud analysis and process for widely applying in the industries of measurement,
aviation, architecture, gardens, urban planning, digital city, monitoring and etc.
Point cloud analysis and processing involves a variety of basic tasks, including
point cloud denoising, feature calculation, segmentation, key points and lines
recognition, object detection, surface reconstruction [5], registration and visual-
ization, etc. The reconstruction based on the three-dimensional point cloud can
generate more realistic three-dimensional models, and bring a stronger sense of
immersion in the application of digital entertainment, education and so on.

The point cloud classification is a hot topic of the current research with
the deepening needs of the applications. For example, through the analysis of
the scene point cloud data, the roads, vegetation, buildings, bridges, vehicles,
pedestrians and even windows can be identified. Compared with the image-
based target recognition methods, the point cloud data realistically records the
three-dimensional information of the objects in the scene, and we can get more
accurate parsing results of the scene, which is conducive to the scene semantic
analysis and reproduction.

As the basis for understanding the scene, point cloud classification is a diffi-
cult problem because of the huge data size, data noise, loss of partial informa-
tion, and unknown geometric topology of data. Although a lot of related works
have been done, the accuracy of point cloud classification is still to be further
improved. On the one hand, the existing point cloud feature description methods
don’t fully introduce the local discriminant information; on the other hand, the
existing point cloud classification methods don’t combine the global geometric
information with the discriminant classification methods effectively.

We adopt the discriminant information based on the both local neighborhood
and global model, and improve the performance of point cloud classification by
constructing new cloud point feature description methods and make a classifi-
cation. Specifically, the idea of nearest neighbor classification is introduced into
the local neighborhoods of each vertex in the cloud data, and the local geometric
shape description method is constructed based on the nearest neighbor tetra-
hedron volume, the Gaussian curvature, and the pairwise potentials. Then the
Conditional Random Field (CRF) model for point cloud data is built and the
CRF parameter optimization criteria are designed to improve the classification
performance. Experiments show that our discrete criteria for CRF parameter
optimization have a better effect on improving the quality of the point cloud
classification results, especially the proposed second criterion that based on the
maximization accuracy with interclass weights.
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2 Related Works

The related works mainly include three aspects: point cloud feature description,
point cloud classification based on CRF, and point cloud classification based on
pattern analysis.

2.1 Point Cloud Feature Description

The point cloud classification is mainly dependent on the local features of each
vertex in the point cloud. The feature vector can be constructed by the 3D
shape contexts and the harmonic shape contexts for point cloud shape recog-
nition methods with high dimension eigenvectors [6]. In order to reduce the
eigenvectors’ dimension, the histogram of the local point cloud feature [7,8] and
the surface feature histograms [9] can be used for analysis. The local features
of the point cloud that used to build the histograms can be points scatterness,
linearity and surfaceness [10]. In addition, normal vectors and the local flat-
ness degree can also be taken as the features for point cloud classification [11].
Weinmann et al. [12] proposed a series of local shape features including the
k-nearest neighbor’s height difference, density, linearity, planarity, scattering,
omni-variance, anisotropy, eigen-entropy, sum of eigenvalues, change of curva-
ture and two-dimensional projection features. Yang et al. [13] proposed using
local point cloud depth, density and deviation angles between normals to build
local feature descriptor for point cloud recognition. Plaza-Leiva et al. [14] gave a
general framework for supervised learning classifiers in which the support region
features are defined by the voxels themselves.

2.2 Point Cloud Classification Based on CRF

The Conditional Random Field (CRF) is a probability graph model proposed
by Lafferty et al. [15], which can be used to segment or classify sequence data
and text. Then Kumar et al. [16] brought it in computer vision and con-
structed Discriminative Random Fields for region labeling and classification
of natural images. Munoz et al. [17] proposed a 3D point cloud classification
method based on Directional Associated Markov Network. Shapovalov et al. [2]
extended this method to Non-Associated Markov Networks to distinguish vegeta-
tion points, and in turn a high-order Markov network is built by Najafi et al. [18].
Besides the position coordinates, echo amplitude, echo width and other property
values associated with the vertex can also be used for point cloud classification.
Rutzinger et al. [19] used these information to identify the higher plants (trees
and shrubs) better. Niemeyer et al. [20] argued that the CRF is a generalization
of the Markov random field, and using CRF is more suitable than the Markov
random field. Husain et al. [21] classified the indoor point cloud by establish-
ing a CRF. Wolf et al. [22] used the random forest classifier to initialize the
unary potentials of the CRF and the parameters related to the pairwise poten-
tials are deduced from the training set, in turn to accomplish indoor point cloud
classification. Niemeyerar et al. [23] construct a 2-level CRF model for point
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cloud classification, where the second layer can correct the initial classification
error. Lang et al. [24] proposed an adaptive CRF model to achieve the outdoor
point cloud classification. Ni et al. [25] use reflectance-based features, descriptor-
based features, and the geometric features for Random Forests in order to classify
airborne laser scanning point clouds.

As a typical classification method based on graph discrimination, the graph
structure of CRF makes connections between vertices in the point cloud data
through local neighbors, which in turn to provide a global discriminant learning
model for classification. The core of the CRF lies in the construction of the
discriminant model and the efficient parameters optimization. Existing methods
mainly use the idea of discriminant regression to construct the discriminant
model, which cannot make the best of the distribution of point cloud data.
In addition, they mainly use the descending method to solve the parameters,
making the result very sensitive to the initial value, gradient updating rate and
other factors, and the parameter optimization process is inefficient.

2.3 Point Cloud Classification Based on Pattern Analysis

Besides the CRF model, pattern analysis can also be used for point cloud classi-
fication. In recent years, most commonly used discriminant analysis methods in
the field of pattern analysis and machine learning have been preliminarily trans-
ferred to apply in point cloud classification tasks. Specifically, Wang et al. [26]
and Zhang et al. [27] used the Latent Dirichlet Allocation model for point cloud
classification; Rodrguezcuenca et al. [28] used anomaly detection algorithm to
identify column objects; Deep Convolutional Neural Networks (DCNN) [29] and
spindle descriptors [30] were also proposed for point cloud classification method.
Kang et al. [31] employed the geometric features from the point clouds with the
spectral features from the optical images to train an optimal Bayesian network
structure for classification. Maligo et al. [32] proposed a two-layer classification
model, with the first layer that a GMM trained in an unsupervised manner and
the second layer that corresponds to a grouping of the intermediary classes into
final classes. Li et al. [33] showed that the local geometric features of the nearest
neighbor tetrahedron volume, Gaussian curvature, point potential energy (neigh-
bourhood normal vectors consistency and the neighbourhood minimum principal
curvature directions consistency) had a good effect on point cloud classification.
Based on the pattern analysis of these features, we construct our CRF to achieve
point cloud classification and improves the classification accuracy.

3 Construction of CRF

In this paper, we use the position coordinate information of the point cloud to
construct the CRF in order to determine the classification type of each vertex.
Let (xi, yi, zi) denote position of the i-th vertex Pi in the point cloud, and
assume that the point cloud data can be divided into m class, denoted by L =
{l1, l2, · · · , lm} respectively. First, we need to extract the local shape features of
each vertex in the point cloud.
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3.1 Local Shape Features Extraction

The local shape features of the vertex are the basis of the point cloud classi-
fication [33], and we mainly use the nearest neighbor tetrahedral volume, the
Gaussian curvature, and pairwise potentials as the local shape features for our
classification.

Nearest neighbor tetrahedral volume. The nearest neighbor tetrahedral
volume Vi of vertex Pi describes the density and position relation of the nearest
neighbors, which can be calculated as and the mixed product of the three vectors
constructed by three the nearest neighbor P1i , P2i , P3i of the vertex Pi as follows:

Vi =
1
6
‖(

−−−→
PiP1i × −−−→

PiP2i) · −−−→
PiP3i‖ (1)

Gaussian curvature. The Gaussian curvature Ki reflects the bending degree of
the local surface where vertex Pi is located, and the value equals to the product
of two principal curvatures k1i and k2i , i.e., Ki = k1ik2i . The calculation of the
principal curvature for the vertex Pi in the point cloud can be approximately
calculated as in [34] based on the position information of the k nearest neighbor
vertices of Pi.

Pairwise potentials. Pairwise potentials reflect the relationship between neigh-
borhood pairs, including the neighbourhood normal vectors consistency σi and
the neighbourhood minimum principal curvature directions consistency δi. The
consistency of the normal vectors between an arbitrary vertex Pi and its k nearest
neighbor {Pji , j = 1, 2, · · · , k} can be used directly for point cloud classification.
The neighbourhood normals vector consistency σi can be denoted by the vari-
ance (θji) of the cosine of the angles between the normal vector of Pi and normal
vector of its k nearest neighbourhood Pji where j = 1, 2, · · · , k).

σi =
1
k

Σk
j=1(θji − θi)2 (2)

where θji = −→n i · −→n ji and θi = (Σk
j=1θji)/k. Here

−→
d i is the normal vector of Pi,

and −→n ji is the normal vector of Pji(j = 1, 2, · · · , k).
Similarly, we define the neighbourhood minimum principal curvature direc-

tions consistency δi as

δi =
1
k

Σk
j=1(τji − τ i)2 (3)

where τj =
−→
d i · −→

d ji(j = 1, 2, ..., k) and τi = (Σk
j=1τji)/k. Here

−→
d i is the

minimum principal curvature direction of Pi, and
−→
d ji is the minimum principal

curvature direction of Pji(j = 1, 2, · · · , k).
According to the above equations, we can get the local shape features of

an arbitrary vertex Pi, i.e., the nearest neighbor tetrahedron volume, Gaussian
curvature, and pairwise potentials, and our CRF can be constructed based on
these features.
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3.2 CRF Objective Energy Function

Essentially, the CRF is an undirected graph, denoted as G = <V,E>, where
V is the vertices set in which every vertex Pi in the point cloud Ω is taken
as a vertex of the CRF, and E is the edge set. The user can specify an edge
between two points within a certain distance [21]. In our case, considering that
the distances between vertices in the point cloud may be non-uniform due to
the occlusion, this edge definition may lead to an unconnected graph G, which
makes the number of vertices in a subgraph is too small to determine its local
shape, even with many isolated points. Therefore, we use the k nearest neighbors
{Pji , j = 1, 2, · · · , k} of vertex Pi to define k edges correspondingly. Note that
for vertex Pi and vertex Pj , Pj may be one of Pi’s k nearest neighbors, while
the reverse may be not true. For each vertex in the graph G, the corresponding
degree is no less than k. The typical value of k is 20 in our tests.

As CRF G has the Markov property, i.e., the local shape at any vertex Pi is
mainly determined by the Pi’s nearest neighbor vertices Pji , we can construct
the objective energy function E(L, Ω;w) based on our extracted features with the
neighborhood volume Vi, the Gaussian curvature Ki, the point potential energy
(including the neighbourhood normal vectors consistency σi and the neighbour-
hood minimum principal curvature directions consistency δi) as follows:

E(L, Ω;w) = w
(l)
1 Vi + w

(l)
2 Ki + w

(l)
3 σi + w

(l)
4 δi (4)

Define w = {w
(l)
1 , w

(l)
2 , w

(l)
3 , w

(l)
4 }, and the optimal solution of w can be

obtained by maximizing the following conditional probability P (L|Ω,w) [21].

P (L|Ω,w) =
eE(L,Ω;w)

Σl∈LeE(L,Ω;w)
(5)

The optimization process of conditional fandom field (CRF) parameter w can
be found in Sect. 3.4, and the final optimized CRF parameter value is denoted
as w∗.

3.3 Point Cloud Classification

For the given point cloud Ω and the CRF parameter w∗, the vertex is classified
according to the maximum value of the calculated posterior probability [21].

L∗ = arg max
l∈L

P (L|Ω,w∗) (6)

If both the vertices number n and the classification number m are large, then
the number of CRF parameters will be larger, and the computational complex-
ity will be higher. In this case, belief propagation algorithm can be used for
approximate calculation [35].
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3.4 Parameter Learning

Parameter optimization is the core to the CRF. For a given training set Ω0 and
the identity labels of each vertex L0, the likelihood function can be constructed
by regularized log likelihood probability [21,36].

L(w) = λ‖w‖2 − Σli∈L0 ln P (li|Pi;w) (7)

And then we use the gradient method to get the optimal solution. The crite-
rion for CRF parameter optimization in Eq. (7) is the maximum of the correct
classification probability (the minimum of the likelihood function). However, the
classification accuracy (i.e.,the number of correctly classified vertices) is usually
taken as the main criteria for evaluating the classification methods, while mini-
mizing the likelihood function does not necessarily lead to the maximum of classi-
fication accuracy. Therefore, we propose a new parameter optimization criterion
to maximize the classification accuracy ε(w), called the parameter optimization
criterion I, i.e.

w∗ = arg max ε(w) (8)

The discrete calculation of this parameter optimization criterion is in the follow-
ing form:

ε(w) =
1
n

N(w) =
1
n

m∑

j=1

n∑

i=1

Ψ (lj = l∗) (9)

where
l∗ = arg max{P (l1|Pi;w), · · · , P (lm|Pi;w)} (10)

and the explicit function Ψ is:

Ψ (li = l∗) =
{

1, li = l∗

0, li �= l∗ (11)

Our criterion I in Eq. (8) is a discrete optimization problem that is not suit-
able to solve by the gradient method, while Monte Carlo (MC) Method [37] can
be used for the parameter inference.

The problem of the parameter optimization criterion Eq. (7) that is commonly
used in the literature, is that the classification accuracy is not guaranteed even
when the sum of the probability of correct classification of the whole vertices is
the maximum. Our parameter optimization criterion I is the discrete optimiza-
tion criterion based on the optimal classification accuracy, and can obtain bet-
ter classification result. However, this criteria I (Eq. (8)) may lead to relatively
lower classification accuracy of the small scale vertices set for the case that the
different classes with great disparity in number. In view of this defect, we pro-
pose another parameter optimization criterion that maximizes the accuracy with
interclass weights, which is called the parameter optimization criterion II, i.e.,

w∗ = arg max ε2(w) (12)
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Here, ε2(w) is called interclass weighting accuracy, and denoted as

ε2(w) =
1
m

m∑

j=1

1
nj

(
n∑

i=1

Ψ (lj = l∗)

)
(13)

where nj is the number of vertices of the lj class for the training set, and l∗ is
calculated according to the Eq. (10). Compared with our criterion I (Eq. (8)), our
criterion II (Eq. (12)) pay more attention to the accuracies of different classes
to balance the overall classification accuracy.

3.5 Flowchart of Our Algorithm

Figure 1 shows the flowchart of our algorithm, which mainly include two stages:
the training stage and the testing stage. The target of the training stage is to cal-
culate the CRF parameters of objective energy function, in order to using in the
testing stage to acquire the classification result. On the training stage, we con-
struct CRF from the input training set of point cloud, extract the features, and
use one of our criteria to calculate the CRF parameters of the objective energy
function iteratively. Stopping iterations has two conditions: (1) The changing
of objective energy function value is less than the user-specified threshold; (2)
The number of iterations reaches a maximum value that the user sets, as we
have tested that when the iteration times is large enough, the improvement of
optimized result tends to be stable and has little effect after each iteration.
When the iteration is stopped, the corresponding optimized parameters’ values
are recorded, and if not, we use Monte Carlo method to get a new group of
parameters for the next iteration. On the testing stage, we still firstly extract
the features, and then use those CRF parameters obtained from the training
stage to classify the testing set directly to generate the final classification result.

Fig. 1. Flowchart of our algorithm. The blue arrows guide the workflow of the training
stage, while the red arrows guide the workflow of the testing stage. (Color figure online)
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4 Experiments

All the experiments are done on a laptop computer, with an Intel Core
i7-4710MQ CPU@2.50 GHz processor and 4.0 G memory. Our algorithm is imple-
mented in C/C++ language with OpenGL to classify outdoor point cloud data.
Usually outdoor point cloud data contain plants/vegetation information, so the
main goal of our experiments is to distinguish the plants/vegetation area from
the scene. We tested multiple point clouds sets with different sizes, different
sources, and different complexities.

4.1 Classification of Terrestrial Lidar Scanning Point Cloud

Distinguishing the plants and the ground from the terrestrial LiDAR scanning
point cloud is vital to environmental analysis and geographical investigation.
A natural scene data opened by the French Nicolas Brodu point cloud classification
work [38] is employed in our experiments, referred as Canupo point cloud data.

(a) The groundtruth of the classification.

(b) Classification result based on our criterion I.

(c) Classification result based on our criterion II.

Fig. 2. Ground and vegetation classification result of Canupo point cloud. The data is
from http://nicolas.brodu.net/en/recherche/canupo/.

http://nicolas.brodu.net/en/recherche/canupo/
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The Canupo data is made up of the ground data and plants data, as shown in
Fig. 2(a), where the groundpoint cloud includes 40069 vertices and the plants point
cloud is made up of 4608 vertices. The white part in the scene is the missing point
cloud caused by occlusion. Figure 2(b) and (c) are the results of our methods, which
can separate ground and plants in general. In the figures, the blue vertices denote
the ground vertices that are wrongly classified as plants, while the red vertices
denote the plants vertices that are wrongly classified as the ground.

The total classification accuracy based on our criterion I is 87.3%, and the
corresponding confusion matrix is shown in Table 1; the total classification accu-
racy based on our criterion II is 84.58%, and the corresponding confusion matrix
is shown in Table 2. Both the classification accuracies are close to each other.

Table 1. The confusion matrix of our classification of Canupo point cloud based on
our criterion I.

Ground Plants Total

Ground 34598(86.35%) 5471(13.65%) 40069

Plants 203(4.41%) 4405(95.59%) 4608

Table 2. The confusion matrix of our classification of Canupo point cloud based on
our criterion II.

Ground Plants Total

Ground 33293(83.09%) 6776(16.91%) 40069

Plants 114(02.47%) 4494(97.53%) 4608

4.2 Classification of Airborne LiDAR Scanning Point Cloud

Unlike terrestrial LiDAR scanner, the airborne LIDAR scanner has a larger scan
range, and the captured point clouds are primarily on the top of the objects. In
this section, an airborne scanning scene (abbreviated as GMLA point cloud data)
which comes from the Graphics and Media Lab (GML) at Lomonosov Moscow
State University in Russia is used for our classification tests. The laboratory used
non-joint Markov network method [2] for point cloud classification, accompanied
by an accurate result of the point cloud classification. The GMLA point cloud
data contains 1, 002, 668 vertices, where the plants point cloud includes 539799
vertices and the remaining vertices number is 462869, as shown in Fig. 3(a).

For GMLA point cloud data, the total classification accuracy based on our cri-
terion I is 78.05% with the classification result in Fig. 3(b), and the corresponding
confusion matrix is shown in Table 3; the total classification accuracy based on our
criterion II is 78.58% with classification result in Fig. 3(c), and the corresponding
confusion matrix is shown in Table 4. From our experiments, we can see that the
classification accuracies based on our two criteria are almost same.
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(a) The groundtruth of the classification.

(b) Classification result based on our criterion I.

(c) Classification result based on our criterion II.

Fig. 3. Ground and vegetation classification result of GMLA point cloud The data is
from http://graphics.cs.msu.ru/en/node/922.

Table 3. The confusion matrix of our classification of GMLA point cloud based on
our criterion I.

Ground Plants Total

Ground 416068(89.89%) 46801(10.11%) 462869

Plants 173309(32.11%) 366490(67.89%) 539799

Table 4. The confusion matrix of our classification of GMLA point cloud based on
our criterion II.

Ground Plants Total

Ground 412396(89.10%) 50473(10.90%) 462869

Plants 164299(30.44%) 375500(69.56%) 539799

For the comparison on the testing set, we take another piece of point cloud
data (abbreviated as GMLB point cloud data) from the Graphics and Media
Lab (GML) at Lomonosov Moscow State University, and divide GMLB into
GMLB training point cloud data and GMLB testing point cloud data. The
GMLB training point cloud data includes 1544660 vertices, in which 1389385
vertices represent the ground, 155275 vertices are plants as shown in Fig. 4(a),
and the GMLB testing point cloud data consists of 1160717 points, in which

http://graphics.cs.msu.ru/en/node/922
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1032766 vertices are the ground part accounting for 88.98%, and 127951 vertices
are plants accounting for 11.02% as shown in Fig. 4(a). Please note that both
the training point cloud data and the testing point cloud data include 3 blocks
with 2 obvious blanks between them.

(a) The groundtruth of GMLB training point cloud data.

(b) The groundtruth of GMLB testing point cloud data.

(c) Classification of GMLB testing point cloud data based on our criterion I.

(d) Classification of GMLB testing point cloud data based on our criterion II.

Fig. 4. Classification result of ground and plants in GMLBpoint cloud data. The data
is from http://graphics.cs.msu.ru/en/node/922.

According to our criterion I (Eq. (8)), the classification result of GMLB

testing point cloud data after parameters optimization is shown in Fig. 4(c) with
the classification accuracy of 94.16%. Although the classification accuracy is
relatively high, the classification for plants point cloud is very bad seen from the
corresponding confusion matrix (Table 5): many vertices belonging to the plants
are wrongly classified as the ground, which are shown as the red dots in Fig. 4(c).

http://graphics.cs.msu.ru/en/node/922
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Table 5. The confusion matrix of our classification of GMLB testing point cloud data
based on our criterion I.

Ground Plants Total

Ground 1015321(98.31%) 17445(1.69%) 1032766

Plants 50398(39.39%) 77553(60.61%) 127951

By using our criterion II (Eq. (12)) to evaluate the parameters for the GMLB

testing point cloud data, the result is shown in Fig. 4(d). The total classification
accuracy is 78.1%, which is lower compared to the result based on our criterion I
(Eq. (8)). However, the classification accuracy for plants is increased from 60.61%
to 94.41%, with the classification accuracy for the ground preserving at an accept-
able rate 76.09% as shown in Table 6.

Table 6. The confusion matrix of our classification of GMLB testing point cloud data
based on our criterion II.

Ground Plants Total

Ground 785858(76.09%) 246908(23.91%) 1032766

Plants 7152(5.59%) 120799(94.41%) 127951

4.3 Classification for Branches and Leaves of Tree Point Cloud

Another kind of experiments is to distinguish the branches and leaves from the
tree point cloud collected by ourselves. The tree point cloud is scanned from a
pine tree, denoted as Pine1 which consists of 487, 555 points with 27, 763(5.7%)
branches vertices and 459, 792(94.3%) leaf vertices as shown in Fig. 5. We choose
part vertices from the Pine1 for training to obtain CRF parameters.

The classification results are shown in Fig. 6. The top row is the classification
result based on our criteria I (Eq. (8)) with the classification accuracy of 86.79%,
and the bottom row is the classification result based on our criterion II (Eq. (12))
with the classification accuracy of 71.79%. By comparing the confusion matrix
Tables 7 and 8 corresponding the classification results based on our two criteria
respectively, we can see that the classification accuracy for the branches is much
lower based on our criterion I. For the classification result based on our II, the
classification accuracy for both branches and leaves are good with a slight loss
on the overall classification accuracy compared to using our criterion I. This
means the classification method based on the our criteria II can better balance
classification the accuracy between the various classes and more stable to achieve
a satisfied classification result.
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Fig. 5. Point cloud Pine1.

Fig. 6. The classification results of poind cloud Pine1. The top row (a–e) shows the
classification results based on our criterion I (Eq. (8)), and the bottom row (f–j) shows
the classification results based on our criterion II (Eq. (12)). From the left to right
in each row, the subgraphs are correct branches point cloud, branches point cloud
that wrongly classified as leaves, leaves point cloud that wrongly classified as branches,
correct leaves point cloud, and the result combining the four previous subgraphs respec-
tively.
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Table 7. The confusion matrix of our classification for branches and leaves of Pine1
based on our criterion I (Eq. (8)).

Branches Leaves Total

Branches 424(1.53%) 27339(98.47%) 27763

Leaves 37066(8.06%) 422726(91.94%) 459792

Table 8. The confusion matrix of our classification for branches and leaves of Pine1
based on our criterion II (Eq. (12)).

Branches Leaves Total

Branches 25098(90.40%) 2665(9.60%) 27763

Leaves 134898(29.34%) 324894(70.66%) 459792

4.4 Performance Analysis

Computational complexity analysis. In order to quickly and accurately
extract the features based on k nearest neighbors of each vertex, we use the
Kd-tree [39] for data organization, and calculate the normal vectors and the
main curvature directions by the method [34]. The complexity of constructing
Kd-tree is O(n), and the complexity of the k nearest neighbors query is
O(log(n)), leading to the complexity of the normal vectors calculation and main
curvature directions calculation are both O(nlog(n)). In the training stage, the
iterations for parameter learning is related to the convergence rate of the Monte
Carlo algorithm in the data classification, and each iteration is O(1). In the test-
ing stage, the complexity of the feature extraction is the same with the training
stage, and the classification process is O(1) level, making the whole algorithm is
linear logarithm O(nlog(n)).

The relationship between the iteration and the accuracy. We uses the
Canupo and GMLA point clouds data to illustrate the relationship between the
iteration and the accuracy. The size of these two poind clouds are quite different,
but in the process of obtaining the optimal CRF parameters during the training
stage, we find that both the numbers of iterations to achieve the best accuracy
are close to each other. As shown in Fig. 7, when the number of iterations reaches
100, both the accuracies increasing rates become slow.

4.5 Comparison with Other Works

One of the recent works in point cloud classification is based on the proba-
bility mixture method [33]. We test this probability mixing method to classify
the GMLB point cloud data, and the result is shown in Fig. 8 with he confu-
sion matrix shown in Table 9. Comparing Fig. 8 to Fig. 4(c) and (d), we can see
that all classification effects are very well. Calculated from Table 9, the total
classification accuracy of [33] is 97.29%, which is slightly higher than both the
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Fig. 7. The relationship between the iteration and the accuracy in the training stage.

Fig. 8. GMLB point cloud classification results based on [33].

classification accuracies based on our criterion I and criterion II (94.16% and
78.11% respectively). Compare Table 9) with Table 5, we can find that the classi-
fication accuracies for both the ground and plants based on probability mixture
method [33] are slightly higher than the method based on our criterion I.

Table 9. The confusion matrix of GMLB point cloud classification results based
on [33].

Ground Plants Total

Ground 1032248(99.95%) 518(0.05%) 1032766

Plants 30957(24.19%) 96994(75.81%) 127951

However, comparing the confusion matrix Table 9 with Table 6, we can see
that classification accuracy for plants on GMLB point cloud based on [33] is
significantly inferior to the method based on our criterion II. The main reason is
that the vertices number of plants is much smaller than the vertices number of the
ground, and most of the methods such as [33] are based on the idea of maximizing
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the total accuracy, which makes them a priority to the classification accuracy of
larger subclass and ignore the classification accuracy of smaller subclass. Based
on our criterion II), we can classify small scale class better in the point cloud
with great disparity in number between different classes.

5 Discussion of Criteria Design

Our criterion I and criterion II are designed according to the idea of maximizing
the classification accuracy and maximizing accuracy with interclass weights. In
fact, we can also design other criteria for classification. For example, in order to
classify the data point cloud into two classes, we can design the criterion of max-
imizing the first class classification accuracy (denoted as parameter optimization
criterion III) or the criterion of maximizing the second class classification accu-
racy (denoted as parameter optimization criterion IV ) as follows.

Parameter optimization criterion III:

w∗ = arg max
1
n1

(
n∑

i=1

Ψ (l∗ = 1)

)
(14)

Parameter optimization criterion IV :

w∗ = arg max
1
n2

(
n∑

i=1

Ψ (l∗ = 2)

)
(15)

where the l∗ is calculated as Eq. (10) both in criterion III and criterion IV .
We use two experiments to compare the classification effects of our four

parameter optimization criteria. The first experiment uses another pine tree,
denoted as Pine2 as shown in Fig. 9. The scanned point cloud Pine2 includes
269366 vertices, and the manual segmentation results are 20654 branches vertices
and 248712 leaves vertices shown in Fig. 10. The corresponding classification
accuracies for four criteria are shown in Table 10, where our first three criteria

Fig. 9. The manual classification result (groundtruth) of point cloud Pine2.
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Fig. 10. The classification results of point cloud Pine2 based on our four criteria, each
row corresponding one criterion and from top to bottom are criterion I, II, III, and
IV respectively. From the left to right in each row, the subgraphs are correct branches
point cloud, branches point cloud that wrongly classified as leaves, leaves point cloud
that wrongly classified as branches, correct leaves point cloud, and the result combining
the four previous subgraphs in sequence.

can classify the branches better, and the criterion IV can classify leaves with
best accuracy (79.61%).

Another experiment is on the multiple pines point cloud, denoted as Forest
with the scan data shown in Fig. 11. Forest consists of 556, 308 vertices with
manual segmentation of 151473 tree branches vertices and 414835 leaves vertices.
The classification results based on our four criteria are shown in Fig. 12, and the
corresponding classification accuracies are shown in Table 11, where the results
are similar to the experiment on Pine2, that is, the first three criteria can extract
the branches is better, and the criterion IV can classify the leaves with best
accuracy (86.63%).
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Table 10. The comparison of four confusion matrices corresponding the classification
results of Pine2 based on our four criteria.

Pine2 Classify branches
as branches

Classify branches
as leaves

Classify leaves
as branches

Classify leaves
as leaves

Criterion I 66.77% 33.23% 33.23% 66.77%

Criterion II 93.20% 6.80% 34.37% 65.63%

Criterion III 98.55% 1.45% 51.16% 48.84%

Criterion IV 2.19% 97.81% 20.39% 79.61%

Table 11. The comparison of four confusion matrices corresponding the classification
results of Forest based on our four criteria.

Forest Classify branches
as branches

Classify branches
as leaves

Classify leaves
as branches

Classify leaves
as leaves

Criterion I 76.35% 23.65% 33.72% 66.28%

Criterion II 84.12% 15.88% 38.44% 61.56%

Criterion III 93.45% 6.55% 56.95% 43.05%

Criterion IV 4.07% 95.93% 13.37% 86.63%

Fig. 11. The manual classification result(groundtruth) of point cloud Forest.

From these two experiments, we can see that our criterion I and criterion
II are comparable in the overall classification effect, while criterion II can
balance the classification accuracies between different classes. Criterion
uppercaseiv has the best effect on the separation of the leaves, but the clas-
sification of the branches is not very well; on the contrary, our criterion III can
distinguish the branches better, but the classification of the leaves is less than
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Fig. 12. The classification results of point cloud Forest based on our four criteria, each
row corresponding one criterion and from top to bottom are criterion I, II, III, and
IV respectively. From the left to right in each row, the subgraphs are correct branches
point cloud, branches point cloud that wrongly classified as leaves, leaves point cloud
that wrongly classified as branches, correct leaves point cloud, and the result combining
the four previous subgraphs in sequence.

our criterion I and criterion II. When focusing on the extraction of a special
class, criterion III and criterion IV can be taken as supplement control meth-
ods, and in common case, our criterion I and criterion II can satisfy our needs
better.

6 Conclusion

In this paper, we have proposed new parameter optimization criteria in order to
overcome the problem of current methods that maximizing the correct classifica-
tion probability cannot guarantee the high classification accuracy. For the point
cloud data, when the vertices numbers belong two classes of the point cloud data
are not very different, our criterion I and criterion II can achieve better clas-
sification effects than previous methods; when different classes sets have great
disparity in number, our criterion II can balance the accuracies between classes,
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and make the recognition of the class with small vertices number achieve better
classification accuracy. Our criterion III and criterion IV can be used as sup-
plement control methods for better classification on some special classes. Since
all the parameter optimization criteria are discrete, the Monte Carlo method
can be used for the parameter optimization process. Our algorithm is simple
with the convergence of the algorithm a little slow. The efficient solution of our
discrete parameter optimization problem could be an important direction in the
follow-up studies.
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Abstract. With the advent of the era of “Internet plus”, there are great achieve‐
ment in Web3D technology areas, furthermore, more and more focuses have put
on how to more effectively show dense models on browser. The paper proposes
a framework to lightweight process the 3D shape based on Web Browser. This
framework is based on Mesh Segmentation. Therefore, a new Dijkstra-based
mesh segmentation approach is presented. The framework splits models and
creates corresponding components, moreover, some repetitive components can
be detected by our proposed framework. Firstly, a model barycenter is computed
as a start point, besides, global distance is presented as the shortest path basis.
Then, mesh triangles begin to diffuse until the conditions are not met. Secondly,
according to the triangles diffuse, the original model will be re-indexed in order
to acquire the segmentation files. Last but not least, repetition detection algorithm
has been proposed, the components will be detected to confirm whether or not
there exists the repetitive relationship of each other. In addition, experimental
results on the Stanford and SHREC 2007 datasets show that our approach is
accurate and feasible.

Keywords: Web3d · Lightweight · Mesh segmentation · Global distance ·
Repetition

1 Introduction

With the constant increase in availability of 3D model, more and more interest has been
induced in 3D shape analysis algorithm, for which 3D mesh segmentation is considered
as one of the most challenging problems. Besides, 3D mesh segmentation has been
applied into many areas, such as Component-based Shape Synthesis [1], which makes
use of segmentation and labeling to produce new models by transferring corresponding
segments from one model to others, 3D scene analysis, part-based recognition, 3D video
compression and 3D object retrieval [2, 3].

What’s more, with the internet plus era coming, VR technology has been quickly
developing, more and more emphasizes have been put on web browsers. Surely, the 3D
model isn’t exception. Furthermore, Contradiction between the limited load capacity
and huger and huger data demand is more and more obvious. Therefore, the mesh
segmentation is one of the most effective solution of the bottleneck of Web3D visuali‐
zation.
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In this paper, we propose a new framework based on mesh segmentation oriental to
repetition detection. Moreover, we illustrate our proposed Dijkstra-based segmentation
algorithm, which is an import part of our proposed framework. Besides, we propose re-
indexing-based mesh split algorithm in order to segment an individual mesh into parts.
Last but not least, voxelization-based component repetition detection methods are
proposed, which is the last part of our framework.

The remainder of this article is organized as follows: Sect. 2 reviews the relevant
literature. Section 3 introduce our proposed framework and related approach. Section 4
present the proposed related approach and algorithm in detail. Section 5 is the part of
experiment and validate the correctness of our proposed method. Section 6 concludes
the article.

2 Related Works

3D segmentation isn’t an easy job. Several methodological frameworks have been
developed to present this underlying challenge. Golovinskiy et al. [4] introduced graph
clustering method to balance the intra-mesh and inter-mesh segmentations. This method
builds the connection by matching points between meshes aligned rigidly. However, it
handles only limited model types for the requirement of global rigid alignment. Xu et al.
[5] classify the meshes according to their styles and then establish part correspondences
in each style group. But the group generation process is computationally expensive.
Kraevoy et al. [6] create a consistent segmentation by matching the parts generated from
an initial segmentation. Huang et al. [7] jointly consider the segmentation of individual
meshes by a linear programming. Nevertheless, the segmentations, generated by these
two methods, can’t guarantee the consistency across the whole set even if they are
mutually consistent. Sidi et al. [8] analyze the descriptor space via spectral clustering to
segment a set of shapes with large variability. Meng et al. [9] cluster the primitive patches
to generate initial guess and improve the co-segmentation results by the multi-label
optimization. Hu et al. [10] generate the segmentation by grouping the primitive patches
of the meshes directly and obtain their correspondences simultaneously. This method
achieves some success benefiting from the observation that patches belonging to the
same part are likely to be in one common subspace in the feature space. Liu et al. [11]
introduce the low-rank representation into semantic mesh segmentation and labeling.
Nonetheless, this method still exists several limitations, such as model style etc.

Besides, many mesh segmentation methods exist in the graphics literature that aim
to decompose a mesh into functional parts. Shamir et al. [16] and Agathos et al. [17]
proposed a survey to summary different methods. Attene et al. [18] made a comparison
between several algorithms. These approach aim to create segments that are well-formed
according to some pre-defined low-level criteria, that is, the segments are convex, boun‐
daries lie along concavities etc. K-means [19], graph cuts [20], hierarchical clustering
[21, 22], random walks [23], core extraction [24], tubular primitive extraction [25],
spectral clustering [26], and critical point analysis [27] are used. Theologou et al. [28]
present a comprehensive survey on 3D mesh segmentation, it show the current trends
in 3D mesh segmentation.
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On the other side, many 3D models are man-made, consisting of a wide range of
components, which means these models are easily segmented according to the connec‐
tivity. It’s worth nothing that similar components with different rigid geometry trans‐
formations usually exist in these 3D models. Shikhare et al. [12] and Cai et al. [13]
proposed the repetition detection approach to find similar components in 3D models.
Nevertheless, their matching methods are not accurate due to the limitations of their
strategies. Wen et al. [14] presented a similarity-aware 3D model reduction method,
called Lightweight Progressive Meshes, which can search similar component and reuse
them through the construction of a Lightweight Scene Graph. However, this method
depended on manual segmentation.

3 Proposed Framework

In this section, we will present our proposed framework (see Fig. 1), it’s not hard to find
that our framework consists of four parts. That is mesh segmentation, mesh split,
component repetition detection, assemble. In order to solve the problem of how correctly
assemble the removed part models to the whole 3D shape, the pose normalization
approach is adopted in the assemble part in our proposed framework. We will introduce
these four parts in detail in Sect. 4.

Fig. 1. The overview of proposed framework

4 Description

4.1 Dijkstra-Based Mesh Segmentation

The process of Mesh Segmentation is relevant in several CAD/CAM areas such mesh
compression, parameterization, shape feature identification etc. we proposed a new
algorithm based on Dijkstra shortest path approach. Dijkstra is an algorithm for finding
the shortest paths between nodes in a graph, which may represent. We will consider a
triangle as a node. Then, a model will be converted into a road networks, which network
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will be separated into several regions based on the triangle diffuse. Then, realize the
segmentation (Fig. 2).

Fig. 2. The overview of our proposed segmentation algorithm

The process of mesh segmentation will be described as following:

1. We calculate the position of barycenter of the model, then acquire the nearest triangle
(T0) with the barycenter, which is the diffusion source position, S0.

2. The centroids of all triangles will be calculated as the node of networks, C = {C1,
C2, C3, …, Cn}, n is the quantity of triangles in model.

3. T0 is the center of region. We will get the neighbor triangles of T0 Neigh0.
4. We calculate the global distance between region center triangle and its neighbor

triangles, we build the topological networks. Dijkstra algorithm can acquire the
shortest paths, PATH0 from S0, If CK belong to PATH0, and then CK belong to the
region, which S0 is the center position.

5. Update the region center, we re-calculate the region center of position, that is update
the coordinate of S0.

6. We iterate step 4, 5 until the number of steps exceeds the number of max iterations
or the shortest paths have not existed. Then, we build new diffusion source, Si.

7. Repeat Sects. 4 and 5. Then, we will acquire the cluster index of each triangle. Last
but not least, we will output this into files (*.seg).

Due to Dijkstra algorithm depending on distance, we present two kinds of different
geodesic distance, one is centroid distance (CD) and the other is angular distance (AD)
(See Fig. 3).

CDi,j = Distance (Ci, SE) + Distance (Cj, SE) (1)
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Fig. 3. The overview of two kinds of geodesic distance

Here, SE is the share edge of triangle Ci, and Cj.

ADi

j
=

μ ∗ D3 ∗ acos(η)
PI

(2)

We define new geodesic distance method to combine the centroid distance and
angular distance, called global distance, GD. D3 denotes the length of SE.

GD =
CD + 𝜑 ∗ AD

BBDiagonal
(3)

Then, φ is empirical value, which determines the ratio of angular distance to global
distance, though experiment, φ ∈ [0, 500]. The larger the value is, the greater the ratio
of the angular distance in the global distance formula, the stronger the streamline of the
model. In this paper, we set the value of φ to 300. Besides, BBDiagonal denotes the
diagonal length of the bounding box.

In Fig. 4, the process of region diffuse has been shown.

Fig. 4. The process of region diffuse

4.2 Re-indexing Based Mesh Split

In the previous section, we have get the cluster file. In this file, each triangle belongs to
the region that has been recorded. In this section, we will present how to split the mesh
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according to the files. Due to a lot of share edges and vertices existing, therefore, many
edges and points belong to many different regions. Then, we must re-index the vertices
and triangles in order to split the mesh. Surely, the triangles that belong to which region
are easily represented. However, vertices are not easily represented. In this paper, we
use the half-edge data structure [15] to denote the vertex-triangle relationship. In order
to re-index the vertices, we must visit its vertices from a triangle index. The process of
re-indexing based mesh split will be seen in Fig. 5.

Fig. 5. The overview of mesh split process

4.3 Voxelization-Based Repetition Detection

According to the previous section, we will acquire many segmentation files. In this
section, we mainly present how to detect the repetitive component. Repetition detection
can reduce the size of model. Moreover, many man-made models exist a lot of repetition
component. Our proposed approach mainly is divided into three steps. We will detail
these as following.

1. To each component, we calculate the sum of its every triangles area.
2. Acquire a larger component, that is, the total number of triangles exceed 2% of the

total number of triangles in the original model. Therefore, we will ignore small
components.

3. Compare the area relationship of the component, if the area difference is small, then
put into the list of repetition tables.

4. We can choose the same voxel size, and then compare the similarity relation of the
voxels in the component repetition table, in order to finally confirm the repetition
components.

The process will be seen in Fig. 6. In this paper, we set the voxel size is
0.01 * 0.01 * 0.01, which voxel precision is 0.001. In order to compare the voxel box
of different components, we index each voxel. As known to all, each voxel is consisted
of 12 triangles. Therefore, we denote each voxel as following.
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Fig. 6. The process of repetition detection

{0, 1, 2, 0, 2, 3, 3, 2, 6, 3, 6, 7, 0, 7, 4, 0, 3, 7, 4, 7, 5, 7, 6, 5, 0, 4, 5, 0, 5, 1, 1, 5, 6,
1, 6, 2} is the index of each voxel.

Similarity (A, B) =

∑N

i
Δ(i)

N
(4)

Δ(i) =

{
1 if

|
|
|
Vol

(
Ai

)
− Vol

(
Bi

)|
|
|
≤ precision

0 otherwise
(5)

Vol
(
𝛹i

)
=
∏j∈{1,5,14}

j
vox(j + i) − vox(i) (6)

According to the above formula, we can calculate the similarity relation between
two components. Vol (Ψi) denotes the volume of the ith voxel box. In this paper, we set
the number of voxel is 4096, that is, N = 4096. In other words, any component has been
represented by 4096 voxels. Hence, it will be better to compare the similarity of compo‐
nents. The specific process is shown in Fig. 7

Fig. 7. The process of calculating volume.
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4.4 Pose Normalization

Pose Normalization method was proposed by Wen et al. [14]. We adopt and implement
this method in this paper. This main process of this method is as following. The objective
of the pose normalization is to make the components of a model in the canonical coor‐
dinate system so that we can assemble the removed part models to the whole 3D models.
It includes translation-invariant, rotation-invariant, and scaling-invariant transforma‐
tion. Every component would individually conduct these transformations. In this
process, the transform matrix associated to each component of the model has to be
recorded for restoration later. By optimizing the process, in particular, by adding a
symmetry-invariant transformation after the rotation-invariant transformation using
PCA, the alignment of similar components will be overlapped with each other.

5 Experiment and Results

In this section, we will validate and test our methods by some experiments. We need
test our proposed segmentation approach, repetition detection methods. Our experiment
does in Stanford Shape Net, which is one of most famous 3D model datasets. In order
to evaluate our segmentation algorithm, we compare our method with the other state-
of-the art approach in Watertight Track of SHREC 2007 datasets. Many segmentation
algorithms conduct related experiment in this datasets.

The method presents in this paper has been implemented using C++ program
language and is executed on PC under Windows 7 OS, Intel core I5-M580 processor,
4G memory size.

5.1 Mesh Segmentation

In general, our algorithm can work in the two methods, one is automatic selecting
number of segmentation, and the others is according to user input. In the Fig. 8, it’s
automatic selecting number of segmentation. Moreover, in the Fig. 9, it’s showed the
result of segmentation according to user input. In Fig. 10, we do a comparison experi‐
ment between the different methods. With the size of model having become bigger, we
find that the time consumption become bigger and bigger in the method 1. Therefore,
the method 1 better fits the small size model.

Besides, we compare our proposed method with the other state-of-the-art approach
in Watertight Track of SHREC 2007 dataset. Watertight Track of SHREC 2007 dataset
consist of 380 mesh models, which belong to 19 categories. The compared other state-
of-the art approach include as following, K-means [19], graph cuts [20], random walks
[23], core extraction [24]. The result show our method is not only robust but also effi‐
cient. In Table 1, we compare ours with others methods in user input requirements. Our
proposed method obviously has stronger robustness and lower input requirements.
Therefore, our proposed method can adapt and segment 3D shape in different conditions.
In Table 2, the comparison result in compute time faces will been showed, the time
consumption of our algorithm is less.
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Fig. 8. The result of segmentation according to automatic selection

Fig. 9. The result of segmentation according to user input

Fig. 10. The comparison figure on time consumption
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Table 1. The comparison results between ours and other methods

Methods Number of segments as input
Need take? Need not take?

K-means YES NO
Graph cuts YES NO
Random walks YES NO
Core extraction NO YES
Ours YES YES

Table 2. The comparison result in compute time (measured on a 2.4 GHz PC).

Segmentation algorithms Average Compute time(s)
K-means 1.6
Graph cuts 43.2
Random walks 0.9
Core extraction 18.3
Ours 1.8

Furthermore, a benchmark for 3D mesh segmentation was proposed by Chen et al.
[29], which describe a benchmark for evaluation of 3D mesh segmentation algorithms.
The benchmark comprises a data set with 4300 manually generated segmentation for
380 surface meshes of 19 different object categories. Four different indicator have been
proposed by CHEN [29], that are cut discrepancy (CD), Hamming Distance (HD), Rand
Index (RI), Consistency Error (CE).

CD(S1, S2) =
mean

{
dG

(
p1, C2

)
,∀p1 𝜖 C2

}
+ mean

{
dG

(
p2, C1

)
,∀p1 𝜖 C1

}

avgRadius
(7)

Here, avgRadius denote the average Euclidean distance from a point on the surface
to centroid of the mesh. C1, C2 denote sets of all points on the segment boundaries of
segmentations S1 and S2, respectively. Then dG(⋅, ⋅) measures the geodesic distance
between two points on a mesh.

HD
(
S1, S2

)
=

1
2 ∗ ∥ s ∥

(∑

i
∥ si

2∖s
it

1 ∥ +
∑

j
∥ s

j

1∖s
jt

2 ∥
)

(8)

Where ∥ s ∥ is the total surface area of the polygonal model, “∖” is the set difference
operator.

RI
(
S1, S2

)
=

(
2
n

)−1 ∑

i,j,i<j

[
CijPij +

(
1 − Cij

)(
1 − Pij

)]
(9)

Here, Cij = 1 iff s1
i
= s1

j
 and Pij = 1 iff. s2

i
= s2

j
. Then, (1 − Cij) (1 − Pij) = 1 indicates

that face i and j have different IDs in both S1 and S2.
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CE indicator consists of Global Consistency Error (GCE) and Local Consistency
Error (LCE).

GCE
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Here, R
(
S1, fi

)
 denotes a segment set which is in segmentation S1 that contains face fi.
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The comparison result in the above indicators will be shown in Fig. 11. It is not hard
to find that our proposed method is more approaching the benchmark than others
methods.

Fig. 11. The comparison result in five different indicators

5.2 Repetition Detection

In this section, we will test our repetition detection method. By this approach, we will
verify the rightness and robustness of proposed approach.

In Fig. 12, we test our segmentation component. It is not hard to find that our result
met the human judgment. In this paper, if the similarity value is greater than 0.85, we
will judge that the two components are similar.
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Fig. 12. The repetition detection test

5.3 Results

According to the above experiment result, we can split an individual mesh into many
different components, then, by repetition detection, we will reduce the size of model
(Fig. 13).

Fig. 13. The comparison test of our framework

In Fig. 12, it’s not hard to find the result is very obvious, after our proposed frame‐
work processing. Our framework can obviously reduce the size of model, furthermore,
it will improve the efficiency of model transmission on web browser. Furthermore, Pose
Normalization [14] method was used in order to correctly assemble the whole 3D shapes.

6 Conclusions

In this paper, we propose a new lightweight framework to process the model in order to
better visualize in web browser. Moreover, Dijkstra-based mesh segmentation is
presented, it can quickly split individual mesh into many components. Besides, voxeli‐
zation-based repetition detection approach is proposed, the related experiments show
our method is totally feasible.
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However, there are some shortcomings in our method, such as the segmentation
dependence on geometric topology, but ignoring the semantic. Therefore, our methods
can get better result in symmetric man-made models, such as furniture models etc.
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Abstract. Aimed at the present situation that dynamic hand gestures recogni-
tion rate is low and the effect is not ideal, this paper uses Sobel operator to detect
the edges in gesture image sequences, enhancing the edge features in dynamic
gesture image. In order to prevent the information loss of gesture image after
edge detection, the paper will fuse the HOG, HOG2 feature of gesture image
sequences after edge detection with that of the original gesture image sequences
to enhance edge features without losing other information. In the experiments,
Nearest Neighbor Interpolation (NNI) is used to normalize the image sequences
to the same length with all gesture video from CVRR-HANDS 3D database,
then Sobel operator is used to detect the edges in all gesture image sequences
(including RGB data and the Depth data) for subsequent processing, we called
edge detection image sequences for Sobel CVRR-HANDS 3D database, the
original data for NonSobel CVRR-HANDS 3D database. Next we extract the
HOG and HOG2 features from NonSobel CVRR-HANDS 3D database and
Sobel CVRR-HANDS 3D database, and incorporating these features. Finally,
we respectively use Support Vector Machine (SVM) of the linear Kernel
(LIN) and Histogram intersection Kernel (HIK) to recognize dynamic hand
gestures. The experimental results show that the recognition rate from our
method improves more than two percentage points compared with the traditional
method on LIN and HIK kernel of SVM.

Keywords: Sobel operator � Edge detection � SVM � HOG features � HOG2

features

1 Introduction

Gestures play an important role in our daily life, and they can help people convey
information and express their feelings. In particular, interfaces incorporating hand
gestures have gained popularity in many applications. Dynamic gestures recognition is
the main research field and gets much attention of scholars. However dynamic gestures
recognition also has many difficulties for accurate recognition [1]. These difficulties
coupled with poor lighting conditions, camera’s inability to capture dynamic gesture in
focus, occlusion due to finger movement, color variations due to lighting conditions
have introduced myriad of obstacles in realizing a true HCI.
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Gesture recognition research is mainly divided into two kinds, one kind needs
external devices, such as gloves and sensors. In 2015, Cheng studied Chinese Sign
Language Recognition [6] using Accelerometer and Surface Electromyography Sen-
sors. Dekate et al. Recognize gestures using Magic Glove [7]; the other kind which
based on the video camera to capture data and identify gestures is more difficult. The
gestures are identified according to features of the video image sequences. This paper
belongs to this kind. At present the study of dynamic hand gestures recognition adopts
a series of space-time descriptor [8–10], which can be used to extract features from
depth image or color image. For every feature, SVM can be used to identify dynamic
hand gestures.

Edges are the basic outline of an object, and the edge will change during the object
moving and deforming. Thus the changing of object edges generally represents the
object’s actual situation. Due to most of the information from the dynamic gesture are
hidden by the hand edge changing, the edge detection for each frame in dynamic
gesture image sequences can strengthen the feature of dynamic gesture image.

As the improvement of resolution ratio with depth camera and ordinary camera, the
research of gesture recognition around color and depth map gets more and more
attention of scholars. At present the dynamic gesture recognition mainly around two
big modules: the one mainly around the dynamic gesture feature extraction. Cheng uses
HOG feature in gesture recognition [11]. Ohn-Bar first uses HOG2 features in behavior
recognition [8], then he introduces HOG2 features to recognize gesture and achieves
good results [12]. Klaser presents a three dimensional gradient HOG3D [9], then
Ohn-Bar takes HOG3D into the dynamic gesture recognition and achieves good result
[13]. Pathak proposes a novel algorithm for extracting of key frames to recognize
dynamic hand gesture [2], he extracted hand shape, hand motion and hand orientation
features and use Multiclass Support Vector Machine as classifier, but it doesn’t work
well with complex hand gesture. Ren uses Finger-Earth Mover’s Distance to recognize
gesture [17]. Wang captured hand 3D trajectory by leap motion, then quantified and
coded the orientation characteristics as the feature to recognize dynamic hand gestures
(numbers 0–9) [2]. Pang extracted divergence features, vorticity features, and hand
motion direction vector as the feature and use traditional HMM to verify these features
[4]. In [5], take the hand shape and motion orientation as the feature [5]. Premaratne
used centroid tracking of hand gestures that captures and retains the time sequence
information for feature extraction [18]. Although this method can identify 16 kinds of
dynamic hand gestures, dynamic hand gestures should be very specific and simple. The
other module is mainly around the classifier, at this time the feature of the dynamic
hand gestures are also different. Doliotis uses the DTW (dynamic time warping)
algorithm as a classifier to recognize dynamic hand gestures [15]. Although the DTW
algorithm has an effect on dynamic gesture recognition, but dynamic hand gestures is
more complex, and the image sequences length of each gesture movement varies a lot.
Those issues bring very great difficulty to the DTW. The HMM model is also used in
dynamic hand gestures recognition [16, 22, 24], which is good at identifying the simple
dynamic hand gestures, and poor to more complex gestures. Heung-Il Suk propose a
new method for recognizing hand gestures in a continuous video stream using a
dynamic Bayesian network [21], he achieved a good result with 10 kinds of gestures.
Muhammad R. Abid used support vector machine (SVM) and bag-of-feature (BOF) for
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dynamic hand gestures classification [23]. Stern considered the recognition of dynamic
gestures based on representative sub-segments of a gesture, then using a modified
longest common subsequence (LCS) measure, it gets good result, but it can only use a
gesture that representative sub-segments [3].

2 Feature Extraction

In this paper, we use HOG + HOG2 feature, which is validated by [13] as the best
feature combination for recognition to validate the performance of our algorithm.

HOG: From a dynamic hand gesture video whose length is T, we extract the HOG
features of every frame image, and then make a complete HOG feature, as shown in
formula (1).

/ðI1; . . .ITÞ ¼ ½h1; h2; . . .; hT � ð1Þ

ht is the HOG feature from frame t. /ðI1; . . .ITÞ is the cascaded HOG feature of a
whole video. In all of our experiments, we set the cell size 4 * 4 and set the orientation
bins 9.

HOG2: From a dynamic hand gesture video whose length is T, we extract the HOG
features of every frame image, and then the features form a two-dimensional array.
HOG2 feature is extracted through this two-dimensional array as shown in the formula
(2). Figure 1 is the calculation process of HOG2 feature.

uðI1; . . .ITÞ ¼ HOGð
h1
. . .
hT

2
4

3
5Þ ð2Þ

3 The Proposed Gesture Recognition

During dynamic hand gestures recognition, the hand movement which composes
dynamic gesture can be detected according to the edge changing of hand image
sequences. Therefore we use Sobel operator to detect the edge of RGB and Depth

Video Sequence
The HOG Feature Of all Video 

Sequence

T

HOG2 Feature

HOG HOG

Fig. 1. Calculating HOG2 feature
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image sequences in CVRR-HANDS 3D database. We called edge detection image
sequences as Sobel CVRR-HANDS 3D database and the original data as NonSobel
CVRR-HANDS 3D database. After edge detection, we calculate HOG, HOG2 features
of RGB and Depth data from Sobel CVRR-HANDS 3D database and NonSobel
CVRR-HANDS 3D database respectively. Finally the dynamic gesture is identified
through SVM training. In order to verify the performance of our algorithm, we
incorporate the following two kinds of kernel function in SVM:

Given two data points, xi; xj 2RN , the linear kernel is given as

Kðxi; xjÞ ¼ xTi xj

The histogram intersection kernel (HIK) is given as

Kðxi; xjÞ ¼
X

k¼ 1:N

minðxik; xjkÞ

Our algorithm includes the following six steps:
Step 1: As the number of images in each gesture videos from CVRR-HANDS 3D

database are inconsistent, all dynamic gesture video frames should be normalized to T
frames firstly by Nearest Neighbor Interpolation (NNI) algorithm. NNI pseudo code is
shown as follows:

NNIðimgSequence; TÞ
imgLen ¼ lengthðimgSequenceÞ
rate ¼ imgLen=T

for i 1 to T

INi ¼ imgSequenceðroundði�rateÞÞ

imgSequence is an original dynamic gesture image sequences before NNI, T is the
normalized length of the image sequences of a hand gesture video, INi is the image
sequences after NNI. In our experiment, T = 32.

Step 2: Dynamic gesture image sequence from CVRR-HANDS 3D database uses
Sobel edge detection algorithm to get edge detection image sequences which corre-
sponds to each dynamic gesture image sequence. The result data set is called as Sobel
CVRR-HANDS 3D database. The original data set is called NonSobel CVRR-HANDS
3D database.as shown in formula (3) below.

IS ¼ SobelðINÞ

IS is the gesture image sequences after Sobel edge detection, IS ¼ ½IS1; . . .; IST �; IN is
calculated at Step 1, IN ¼ ½IN1 ; . . .; INT �.

Part of the gesture image after the edge detection is shown Fig. 2.
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Step 3: Calculate HOG features and HOG2 features for NonSobel CVRR-HANDS
3D database, constitute a new feature HOG + HOG2 through the combination of the
two kinds of features, as shown in formula (3) below.

FNonsobel ¼ ½/NonsobelðIN1 ; . . .INT Þ;uNonsobelðIN1 ; . . .INT Þ� ð3Þ

Where /NonsobelðIN1 ; . . .INT Þ represents the HOG feature of the dynamic gesture
image sequences, uNonsobelðIN1 ; . . .INT Þ represents HOG2 feature and FNonsobel represents
HOG + HOG2 feature from NonSobel CVRR-HANDS 3D database.

Step 4: Calculate HOG features and HOG2 features for Sobel CVRR-HANDS 3D
database. Constitute feature HOG + HOG2 through the combination of the two kinds
of features, as shown in formula (4) below.

FSobel ¼ ½/SobelðIS1 ; . . .ISTÞ;uSobelðIS1 ; . . .ISTÞ� ð4Þ

Where /SobelðIS1 ; . . .ISTÞ represents the HOG feature of the dynamic gesture image
sequences, uSobelðIS1 ; . . .ISTÞ represents HOG2 feature and FSobel represents HOG +
HOG2 feature from Sobel CVRR-HANDS 3D database.

Step 5: Fusing the features from the Step 3 and Step 4, we will generate a new
feature for each gesture sequences, as shown in formula (5) below

FNonsobel þ Sobel ¼ ½FNonsobel;FSobel� ð5Þ

Where FNonsobel þ Sobel represents the feature after fusion.
Step 6: According to step 5 to extract the feature of each dynamic hand gestures,

using leave-one-subject-out cross validation method and SVM classifier [14] to iden-
tifying and testing dynamic gesture. Step 6 pseudo code is shown as follows:

(a) Gray-scale image after edge detection (b) Depth image after edge detection

Fig. 2. Images after edge detection

 i=1 to subjectNum do
        .    ( ) about all subject  except i
        b. using  f  from  a to train SVM
        c.    ( ) abou

Nonsobel Sobel

Nonsobel Sobel

For
a select Train Feature F

eature
select Test Feature F

+

+ t subject  i
        d.using  SVM and f  from  c to test accuracy,get accuracyList[i]
end

eature
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Where subjectNum is the number of subjects in CVRR-HANDS 3D database. In
our experiment, the subjectNum = 8, the final Accuracy is our dynamic hand gestures
recognition result.

Figure 3 shows the design framework of our algorithm. From this framework, we
can see the proposed algorithm differed from the traditional algorithms that only use
original data feature, we apply both features calculated by original data and new data
after edge detection by Sobel algorithm. These two kinds of information are fused
together and finally classified by SVM.

4 Experimental Result and Discussion

The database of our experiment is CVRR - HANDS 3D [13], which including 19 kinds
of gestures, 885 dynamic gestures video. Each gesture has both RGB data and Depth
data. In our experiment, we use leave-one-subject-out to cross validation. In our
method, HOG features and HOG2 features are fused to be used as a characteristic of
dynamic hand gestures. Three experiments are used to illustrate and verify the per-
formance of our algorithm.

Experiment One: Experiment One only use RGB data to calculate the accuracy of
hand gestures recognition, it has three parts: (a) Calculate the accuracy of hand gestures
recognition with Original RGB data; (b) Calculate the accuracy of hand gestures
recognition with RGB data after sobel edge detection; (c) Calculate the accuracy of
hand gestures recognition with RGB data after sobel edge detection and original RGB
data. Figure 4 show the structure of algorithms. Table 1 and Fig. 3 give the result of
hand gestures recognition, for only RGB data, the recognition accuracy in part (c) is the
best compare to part (a), part (c) Increased by 2 percentage points. So we can get a
conclusion that sobel edge detection data have positive effect on hand gestures
recognition. In addition, compare part (b) with part (a) in HIK, we can get this con-
clusion that though edge detection can enhance the edge region feature, edge detection

RGB

Depth

Sobel

HOG2

merge

HOG

HOG2

merge

m
erge SVM

CVRR-HANDS 3D 
DataSet

HOGRGB

Depth

Sobel CVRR-HANDS 
3D DataSet

Fig. 3. Strengthen dynamic gesture recognition based on edge feature
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also result in other region feature loss. So in HIK, the result of part (b) is less than part
(a). In Fig. 6, the red line is the hog features of hand region in original RGB image (As
shown in the red box in Fig. 5(a)), the blue line is the hog features of hand region in
edge detection RGB image (As shown in the red box in Fig. 5(b)), we can see edge
detection in RGB image enhanced the hog features of some regions, but it also weaken
some regions, But the average hog value of edge detection hand region in RGB image
is larger than the original hand region, show in Fig. 7.

Experiment Two: Experiment Two use Depth data to calculate the accuracy of hand
gestures recognition. It also has three parts: (a) Calculate the accuracy of hand gestures
recognition with Original Depth data; (b) Calculate the accuracy of hand gestures
recognition with Depth data after sobel edge detection; (c) Calculate the accuracy of
hand gestures recognition with Depth data after sobel edge detection and original Depth
data. The structure of algorithms in Experiment Two is same as Experiment One, just

Fig. 4. The histogram of experiment one
results

Original RGB data

HOG

HOG2

merge SVM

(a) The structure of hand recogni on using 
Original RGB data

RGB data a er sobel 
edge detec on

HOG

HOG2

merge SVM

(b) The structure of hand recognition us-
ing RGB data after sobel edge detection 

Original RGB data

RGB data a er sobel 
edge detec on

HOG

HOG2

HOG

HOG2

merge

merge

merge SVM

(c)The structure of hand recogni on using
RGB data a er sobel edge detec on and original RGB data

Fig. 5. Compare the accuracy of hand recognition between sobel edge detection data with
original data using RGB (Color figure online)

Table 1. The recognition accuracy with only
RGB data

LIN [13] HIK [13]

(a) 50.1822 54.4136
(b) 50.7947 52.1129
(c) 54.9339 56.4178
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the input data difference. Table 2 and Fig. 8 give the result of Experiment Two, we can
get the similar conclusion as Experiment One. Figure 9 give us the hand region hog
feature difference between original depth image (Fig. 5c) and edge detection depth

(a) The hand re-
gion of original 

(b) The hand region 
of edge detec-

(c) The hand region 
of original Depth 

(d) The hand region 
of edge detec-

RGB image on RGB image image on Depth im-
age

Fig. 6 The hand region of images (Color figure online)

Fig. 7. The HOG features of the original RGB hand region and the edge detection RGB region

Fig. 8. The average hog of the hand region
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image (Fig. 5d). From Fig. 9 and the depth part of Fig. 7, we can get the hog feature in
depth is same as Experiment One (Figs. 10) and 12.

Experiment Three: Experiment Three use RGB data and Depth data to calculate the
accuracy of hand gestures recognition. It also has two parts: (a) Calculate the accuracy
of hand gestures recognition with original RGB data and original Depth data;
(b) Calculate the accuracy of hand gestures recognition with RGB data, RGB data after

Table 2. The recognition accuracy with
only depth data

LIN [13] HIK [13]

(a) 57.4818 60.7437
(b) 58.4890 59.0154
(c) 58.9247 61.0460

Fig. 9. The histogram of Experiment Two Results

Fig. 10. The HOG features of the original depth hand region and the edge detection depth
region

Fig. 11. the histogram of Experiment Three results

Table 3. The recognition accuracy with
RGB data and depth data

LIN [13] HIK [13]

(a) 61.3195 64.6917
(b) 63.5800 66.7576
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sobel edge detection, Depth data and Depth data after sobel edge detection. Through
Experiment One and Experiment Two we know that edge detection have positive effect
on hand gestures recognition, So we want to know what’s going to happen when the
feature of original RGB data and depth data combine with the feature of RGB data and
Depth data after sobel edge detection. Figure 2 show the structure of (b). Table 3 and
Fig. 11 give the result of hand gestures recognition. Compare to traditional method that
using original data, we find our method achieve a good result. Our method accuracy
increased by 2.2605% and 2.2605% under the two types of SVM kernel respectively.
Figure 11 give us the results of 8-fold cross validation, in the majority of cross vali-
dation, out method is better than traditional method.

5 Conclusion

In this paper, dynamic gesture recognition after Sobel operator to strengthen the edge
feature takes good effect compared with the traditional algorithm. The dynamic gesture
recognition accuracy will be improved by 2% to verify our idea that strengthening the
edge feature is a worthy research for dynamic hand gesture. But our algorithm has
higher feature dimensions which increases the training time and test time, traditional
algorithm test rate is 32 fps in i5 processor, but our algorithm test rate is 16 fps, higher
feature dimensions increased test time. In the future work, we will focus on how to
reduce the feature dimension under the guarantee of recognition accuracy.
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Abstract. Architectural Visualizations are the evolution from a once used tech‐
nique of Architectural Rendering. Through the proliferation of modern tech‐
nology, the industry has progressed by using more contemporary applications to
produce three dimensional (3D) renders for the output of images and videos.
Using such applications allows for “photo-realistic” visuals that have an uncanny
representation to a real-life environment, for clients to visualize proposed build‐
ings, which can offer both interior and exterior environments. However, such
applications lack a key component that could extend the platform that the visu‐
alization industry currently uses. Through recent technological developments
pertaining to game engines, virtual game environments can render high fidelity
visuals in real-time whilst providing interactive elements for deployment to
various devices. This paper aims to create and implement an alternative method
to the conventional three-dimensional pre-rendered visualizations, using a 3D
game engine that can provide an interactive based solution, distributed to a
computer device, for both the industry and the end user to experience.

Keywords: Photo-realistic · Visualization · Architectural · Interactive · Real
time · Game engine

1 Introduction

Over the past decade, the need for 3D computer generated graphics has become ubiq‐
uitous in a variety of entertainment and industrial industries. They provide a certain kind
of visual communication that allows for users or clients to understand the ideas being
conveyed to them. In the architectural industry, being able to communicate such ideas
has previously been dominated with the use of two dimensional (2D) renders. Although
the traditional techniques are still being used in the industry today, by using 3D repre‐
sentations of a proposed office space, flat, etc. allows for visualization companies to
create highly detailed environments that can aid in the promotion of their client’s busi‐
ness by enticing potential buyers of properties [1].

Predominantly, within the industry, 3D rendering software is used. Applications,
such as Chaos Theory’s “V-Ray”, allow for creators to render visualizations as frames
to produce a video representation instead of having to run the environment in real-time.
A benefit of such methods allows for greater visuals as the scene can have additional
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lighting, higher density models and high quality textures. On the other hand, such
methods can cause the issue of slow render times.

Another area that needs to be considered for the visualization is the product.
Commonly a short film will be produced from the 3D renders. Providing the client with
a visual representation of how their prospective building will look, which can be used
for construction and advertising purposes. Although this is useful to the client, they
aren’t interacting with the visualization. Having such interaction would allow for the
client to be more engaged with the product and get a sense of how the user would act as
if they were in the real-life scenario.

To achieve additional interaction an architectural visualization company could adopt
the use of a 3D video game engine. Game engines are like that of a 3D rendering appli‐
cation however, the environments that are produced all run in real time and allow the
user to walk through the environment as if they were there. Although there are slight
visual discrepancies between the two, the benefit of a video game engine may outweigh
the benefits of the 3D rendering application.

2 Previous Research

Architectural Visualizations are derived from a 2D technique called Architectural
Rendering. However, as technology has progressed consumers/customers are wanting
more interaction with architectural environments. Rosmani et al. (2014) [2] addresses
this view by proposing that many architectural visualization developers want to give
viewers a more realistic environment based on 2D photos by creating a three-dimen‐
sional adaptation.

Conventionally, within industry, computer-aided design (CAD) software is used. Per
Szczepaniak (2016) [3], CAD software has become a required tool for companies that
build complex machines and systems. An application such as Autodesk’s “AutoCAD”
functions as one of those tools. A report by “Research and Markets” (2016) [4] has
forecasted that architectural rendering software such as Vray, Lumion and KeyShot as
a market sector should grow by 29.37% during the period 2016–2020, illustrating that
there shows little sign of moving away from the traditional techniques.

As mentioned previously, within both rendered and real time solutions of a visual‐
ization or environment, lighting is an influential area in creating a realistic expectation
of an environment. In a book by Mark Karlen et al. (2012) [5], they discuss various
elements on the basics of lighting design. Many of the principles that are mentioned
within this source suggest that effective lighting should achieve “desired moods”,
“provide the proper amount of light” and “produce good colour”. Many of these points
directly coincide with how a visualization artist carries out their lighting systems within
rendering engines and real time game engines.

Commonly architectural visualizations portray exterior designs or interior designs
in 3D. In regards to interior design the use of colour can illustrate a certain life-style.
Guangming Chen et al. (2016) [6] relays this point by suggesting a colour scheme can
“convey particular design philosophy and design a specific household style”. This can
be influenced by the colour of a room and furniture. For many visualization designers,
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they will choose a colour palette for the entirety of the project. For a modernistic
approach, they may go for a “cool” colour palette or to have a classic effect go with a
“warm” colour palette.

In industry, the previous conventional method of producing textures was through the
means of artistic software packages such as Adobe Photoshop, within many institutions
and disciplines, texturing has been produced using such digital software packages as
Carol Faber (2007) [7] discusses in her paper. However, as technology has progressed,
the process of texturing has also advanced. As the industry, has moved away from the
previous conventional methods, a new texturing technique called “Procedural
Texturing” has been introduced. This still incorporates the use of artistic software pack‐
ages. Fundamentally, the procedural technique involves “code segments or algorithm
that specify some characteristic of a computer-generated model or effect” David Ebert
et al. (2003). Ebert [8] this allows for artists to create textures within an efficient time
frame.

Coinciding with the development of procedural texturing, a new method of material
creation has been implemented called Physical Based Rendering (PBR). In a guide by
Wes McDermott (2014) [9] expresses that “Light-Rays” are important to understand
due to the way in which the light reacts with the surface of an object, that surface is
governed by how the texture and material is made. In Volume 2 of the PBR guide by
McDermott (2015) [10] PBR “is a method of shading and rendering that provides a more
accurate representation of how light interacts with surfaces.”

Currently game engines are being used to create a variety of solutions for different
industries. As they contain powerful feature sets they become increasingly useful in
creating highly detailed environments. Neal Bürger [11] considered the use of Unreal
3.5 and how it can be used to create a real time architectural visualization. In his paper,
he summaries that the engine could output a solution that was “positively received”.

A recent development in game engine technology has even provided the film industry
with the means of creating high quality rendered characters and scenes with the use of
real time game engines. The first company to use a game engine for this specific purpose
was Industrial Light & Magic (ILM) in the recent film “Star Wars: Rogue One”. This
information was gathered from a keynote by Tim Sweeney, CEO of Epic Games during
GDC [12] about how some scenes within the film involving droid “K-2SO” were shot
and rendered in real time within Unreal 4. Illustrating that the film industry has been
looking to new methods to produce photo-realistic content without the use of the tradi‐
tional rendering engines, companies such as Disney’s Pixar have also been collaborating
with Epic Games on the use of real-time game engines.

3 Our Research

Based upon research discovered within the literature review, refinement of software
tools to implement a solution was determined. Three areas require bespoke software to
create an implementation that relates to a traditional based visualization. These areas
are: Modelling, Texturing and Game Engine. A modern approach to the production
pipeline would be preferred as it’s more efficient whilst still attaining detail. Each piece
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of software chosen is used within both video game and visualization industries as there
is some overlap, however, the pipeline used will be more akin to the video game industry.
Various elements have been influenced directly by research into the production process
to architectural visualizations within game engines. Many of the theories covered within
the literature review have been considered during the implementation. Colour theory,
lighting theory are a selection of theories that have been adapted to create an architectural
visualization fitting a specific life-style theme.

Interactive elements for the research have been produced using a node based
scripting system within Unreal 4 called “Blueprints” that is a visual representation of
code using C ++. These blueprints have been applied to door and lighting assets. Each
asset contains their own bespoke blueprint scripts as they both function differently.
Specifically, the scripting method that Epic Games has produced for their engine, is
different from a competitive engine such as Unity, which offers a C# programming
language method.

The physical based rendering method of texture creation has influenced the produc‐
tion of in game materials, providing realistic properties comparative to an object within
the real world.

Within packaged development builds, the command console can be accessed to
provide data within the same testing environment that the test users receive. As frames
per second (FPS) is an appropriate barometer of whether visualization is optimized to
run on the test system hardware, “Stat FPS” can be used to display the FPS during run
time. On the test system, the visualization produced a substantial 60 FPS, which provided
a smooth experience for the user (Fig. 1).

Fig. 1. Frames Per Second data, during real time testing.

To ensure animations would initiate as intended, during simulation of the visuali‐
zation, within the actor blueprint an event graph displays information to illustrate if the
blueprint is entering a node correctly (Fig. 2).
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Fig. 2. Door actor blueprint, event graph

In addition to checking correct animation, revealing the collision boxes in develop‐
ment builds, confirmed that collision triggers were placed in correct areas to the player
(Fig. 3).

Fig. 3. Rendered collision boxes, testing animation triggers

As correct lightmap resolution is critical to solving shadow irregularities within
the visualization, during construction, the “Light Map Density” optimization view
provided information as to whether an asset contained the “optimal” lightmap reso‐
lution (Fig. 4).

Blue coloured meshes allude to the asset perhaps needing a higher resolution, green
is the ideal resolution and red is over compensating, however a balance is required as
higher resolution lightmaps are more expensive in real-time. Most smaller modular
sections have an exaggerated lightmap to provide sufficient shadows.

The last method to check whether “under the hood” commands execute, an output
log window provides data on the specified commands, amongst other pieces of data.
This window can only be accessed within the Unreal editor (Fig. 5).
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Fig. 5. Real-time output log of executed console commands

Optimization of the solution has been extensive for the solution to work on multiple
computer systems whilst still attempting to maintain standards of an industry standard
visualization. Most real-time architectural visualizations require computational power
that most users won’t have access to, this is due to lighting calculations, scene loading
and other elements all having to run in real-time when using a game engine.

However, due to the visualization running natively on a computer system rather than
as a web based application, a web browser can’t load detailed scenes in an efficient time

Fig. 4. Lightmap Density view mode

Fig. 6. A view on the presented test visualization
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compared to the real-time executable application. As Liu Xiaojun et al. (2016) [13] imply
within their paper, Web3D solutions can’t render complex interactive scenes.

Results have been gathered by providing an executable Unreal 4 file and a video of
a traditional rendered visualization which has been produced within KeyShot. These
files were distributed through a Google Drive link and face-to-face. The latter testing
method was conducted within a business complex on a laptop with a 970 M Nvidia
Graphics Card (Fig. 6).

4 Results

To answer the question of “How can 3D Game Engines create Photo-Realistic Interac‐
tive Architectural Visualizations?”, data pertaining to both technical and emotional
standpoints are needed. Due to the primary target audience gathered are adults that have
had experience in purchasing home and/or commercial real estate, the survey questions
needed to be delivered in an understandable manner as the audience may not have the
required expertise to understand how the visualization works (Fig. 7).

Fig. 7. Do you think the Real-time visualization’s visual quality compare to that of the rendered
visualization?

Results suggested that users felt that the quality was close to comparing to that of
the rendered version, most responses of the survey suggested there were more objects
within the rendered version which gave greater visual quality. However, many users
preferred the sense of scale that can be conveyed from an interactive version as all
elements are built to a 1:1 scale ratio to mimic a real-life viewing.

63.2% of users agree on interactive elements provide a benefit within the interactive
solution, however some users were having issues in the control of their actions as
elements such as doors could only be opened when close to the door and found that some
of the collisions within the solution were frustrating (Fig. 8).

Although with these slight frustrations, interaction still provides a benefit. Almost
80% of users preferred the interactive walkthrough greatly over the video walkthrough.
A frequent discussion as to why users preferred this method of delivery was largely
down to being able to view everything that they wanted. Whereas the video version can
only show specific portions of the visualization. Understanding of scale, floor layout
among other aspects influenced their decision (Fig. 9).
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Fig. 9. Did you prefer the video presentation over the interactive walk through?

An overwhelming number of users sided with interactive visualizations having a
place within the visualization industry. Although suggestions of a better methods with
other technologies such as Virtual Reality and perhaps utilising mobile technologies
further were given (Fig. 10).

Fig. 10. Do you think interactive walk through’s, have a place in the future?

On the contrary to information given from “Research and Markets” the industry
suggesting that rendering software sales will rise till 2020, real-time game engine soft‐
ware such as Unreal 4, can provide other types of experiences that may well eclipse the
use of rendering engines in the future.

5 Conclusion

A real-time game engine solution isn’t distant to the rendered version in terms of visual
quality, although one may conclude due to the slight limitation in achieving an exact
comparison to the rendered version, would hinder the audience. Results illustrated by

Fig. 8. Does the additional interaction (e.g. Open doors, walk through) benefit the visualization?
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the outcome of both the third and fourth question asked, the audience of such real-time
visualizations are interested with an interactive over the traditional solution.

For certain elements to be interactive, a sacrifice should be made in lighting quality
by using moveable or stationary lights as they can be activated in runtime. However, as
evident from results, the interactivity doesn’t sacrifice from visual quality to a large
extent.

Although, there are improvements to be made in the delivery of interactive based
solutions with the inclusion of other technologies such as Virtual Reality, Augmented
Reality and Mobile technologies.
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Abstract. With the increasing prevalence of powerful mobile technol-
ogy, many applications involve human body measurements, such as
online cloth shopping. Aiming at the application of non-contact human
body measurement and modeling system, this paper presents a new
method for extracting human contours in complex background environ-
ment. Since the H component on the HSV color space is independent of
the light changes, the hair and the lower garment can be divided. There-
fore, a method of using the elliptical skin model on YCbCr color space
is proposed to detect the skin color, then, automatically extract the skin
samples to determine the threshold segmentation range. The combina-
tion of the two improves the skin color point recognition rate, gradually
separating the body skin, clot and the hair by using these binary values
of the linear fusion operation to get the final body contours. Our exper-
iments demonstrates that this algorithm effectively reduces constraints
on background environment when extracting contours.

Keywords: Contour extraction · Mobile apps · Online clothing ·
Gaussian mixture model · Threshold segmentation · Linear fusion

1 Introduction

The extraction of human contours is an essential part of the development of
vision-based non-contact human body measurements and modeling systems.
Applications of such systems are online shopping, online games, virtual real-
ity applications. It directly affects the accuracy of subsequent body size mea-
surements. Therefore, how to accurately extract human contours in images is a
top priority [7]. Background environment directly affects the accuracy of human
identification segmentation techniques.

Some research work makes a strict background requirements in order to
extract accurate human body contours. Lin et al. [4,6] collected images that were
pretreated by re-edge detection to extract more accurate body contours. The
requirement was that the person must wear special clothing to reduce the com-
putation workload. Deng et al. [3] have used the background difference method

c© Springer International Publishing AG 2017
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to extract the body contours based on the condition that all the pixels were inde-
pendent, thus, a fixed camera with a good location on the characters and scenes
was needed. Camera parameters and environmental conditions error are not con-
ducive to universal. Yang et al. [13] proposed a body contour extraction method
based on the HSV color space [10], which reduced the requirements for back-
ground, clothing, and lighting. However, for backdrops and floors, the method
required a solid color and the color of clothing that were distinctive from the
surrounding environment to segment the skin, clothes, floor, background wall for
the extraction of body contours. But the method did not establish a skin model,
because the range of the skin colour difference amongst different people can be
very large, so the algorithm is not highly adaptable in different situations.

The main contribution of this paper is to develop a method for body contour
extraction without too many restrictions, so that it is widely applicable to various
conditions for online applications such as mobile applications (mobile apps.).

2 Background

A large number of studies have shown that the main factor in the appearance of
human skin color differences is due to the chromaticity. The distribution of skin
colors of different people is similar to an elliptical shape in a smaller area [9].
Currently, skin detection models can be roughly categorized into threshold based
method [12] and elliptical models [9]. The threshold method determines the range
of the color space component in order to distinguish between the skin color and
non-skin color points, albeit it is fast and efficient, it is difficult to determine the
range of parameters. On the other hand, elliptical model establishes a skin color
distribution by using the ellipse model to determine whether the point falls in
the ellipse area, thus the pixel represents the skin colour. However, because this
method is based on a large number of training samples in order to determine the
overall all boundary of the skin color distribution, obtaining the training data
is the core of the method. More recently, Bayesian model [1] has attached much
research attentions, which requires the establishment of a skin color classifier,
also a large number of training sets is needed to ensure its detection rate. The
Gaussian model, including a single Gaussian model [11] and a mixed Gaussian
model [8], relies on the probability density formula to determine the probability
of a pixel belonging to the skin point or not. Therefore, Gaussian model can
accurately detect the skin area beyond the boundary of the skin area, but the
speed is slow and is affected by the color space.

From the above description, we can see that a large number of body con-
tour extraction algorithms impose strict requirement on the visual source to be
processed, such as the requirement on the scene or the background of the source
materials, greatly limiting the adaptive and widespread of the use of these meth-
ods. In order to meet the real-time performance of the system, this paper com-
bines the threshold method and the ellipse model to extract the contours of the
human body to achieve efficient real-time performance. The algorithm consists
of three steps: (a) Hair and shorts separation using a feature H component inde-
pendent of the light changes to differentiate the hair and coat; (b) Skin division
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by using a CbCr color space [2,14] oval skin detection model to separate the
skin, while automatically extracting human skin samples; extracting the sample
HSV value as a threshold for better skin segmentation effect; (c) T-shirt divi-
sion using the threshold segmentation method to extract contour, because the
shirt color is single. The algorithm is robust to the background walls and floors,
and gradually extracts the contours of human hair, skin and cloth to obtain the
body contour. It further reduces the backdrop and the floor, the clothe of the
pre-shooting requirements. Thus, the adaptability of the algorithm has also been
greatly improved.

3 Improved Body Contour Extraction Method

This paper introduces a robust approach for extracting contours of human body
accurately from the complex background environment. Removing a background
scene to separate the human body from the scene is a difficult task due to the
rapid change of the background environment. Figure 1 shows the proposed body
contour extraction flow chart. The focus of this paper is on the characteristics
of the human body and how to extract human body efficiently and effectively.
Figure 1 outlines the extraction process, from which we can see that the main
computation process for the division of clothing, hair, skin, individual differences
in the body colour constitutes a very large part of this process. The use of the
oval skin detection model combined with the human skin samples of HSV to
maximize the effect of statistical analysis can significantly improve the skin color
area recognition rate, hence, the effectiveness of the approach.

Fig. 1. Body contour extraction flow chart

RGB images taken by a smart phone were used in the experiments. Due to
photo pixels, in order to improve the processing speed and reduce the amount
of redundant information, the original images were compressed to 450 X 800
resolution. As shown in Fig. 2, in the experiment, a general requirement for
clothing can be that participant wears a single colour vest and a dark colour
shorts, and hair bundles and no shoes. The front posture of the participant



176 L. Wang et al.

(a) (b) (c) (d)

Fig. 2. RGB images (a) front image, (b)side image. (c) H binarization. (d) Processed
image.

was standing with feet and arms were 45◦ open (Fig. 2(a)). The side pose was
hands were vertical hanging straight (Fig. 2(b)). Bright lighting conditions was
preferable, but the general home environment would be adequate.

3.1 HSV Colour Space and Segmenting Hair and Cloth

The HSV colour space is an oriented colour coordinate system, this colour model
is close to the human colour-aware simulation model [5], where H represents the
chromaticity (a measure of the composition of the color spectrum), S represents
the saturation (the pure wavelength ratio in the main wavelength), indicating
the degree of the same brightness of a color distance, and V represents the purity
(relative to the brightness of white light). The equation for RGB transform to
HSV component is Eq. 1.

V = max(R,G,B)

S =

{
V −min(R,G,B)

V V �= 0
0 V = 0

H =

⎧⎪⎨
⎪⎩

60(G−B)
V −min(R,G,B) V = R

120 + 60(B−R)
V −min(R,G,B)) V = G

240 + 60(B−R))
V −min(R,G,B)) V = B

H = H + 360,H < 0

(1)

In order to differentiate various parts of the human body, we must firstly
analyze the HSV channels of the image and its histogram, as shown in Fig. 3. The
color histogram is the colour features of the image, which describes proportions
of different colours in the entire image. The advantages of using HSV channels
are that these are that these are suitable for describing images that are difficult
to automatically segment and do not need to consider objects spatial positions
in the image.

In Fig. 3, histogram peak boundaries were not clear. Therefore, directly find-
ing the threshold of the human body from the histograms can be very difficult.
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(a) H (b) S (c) V (d) histogram

Fig. 3. HSV channel image and histogram.

Because H is almost independent to the changes in light, it can be used as colour
comparison, so that images can be separated from the colorful color. Figure 3(a)
shows hair and cloth colour contrast in H channel image. The three-thirds of the
region below the pixel value becomes 0 and the removal of the small area can be
extracted. Figure 2(d) shows the hair and shorts binary profiles.

3.2 YCbCr Colour Space and Oval Skin Detection Model

The luminance and chrominance components of the YCbCr colour space are
separated, hence they are often used as colour models for detecting skin colours.
In this mode Y is the brightness, Cb is the blue component of the light source, and
Cr is the red component in the light source. The original RGB image conversion
for YCbCr formula is as follows:

Y = 0.299 ∗ R + 0.587 ∗ G + 0.114 ∗ B

Cr = (R − Y ) ∗ 0.713 + d

Cb = (B − Y ) ∗ 0.564 + d

R = Y + 1.403 ∗ (Cr − d)
G = Y − 0.714 ∗ (Cr − d) − 0.344 ∗ (Cb − d)
B = Y + 1.773 ∗ (Cb − d)

with, d = 128, 8bit; = 32768, 16bit; = 0.5, f loat

(2)

The main factor in the appearance of the difference in colours is the skin colour
variations of people represented as a skin colour distribution relative to the con-
centration in a smaller area, i.e. similar to the oval shape. The colour of the per-
son can be converted to a YCbCr colour space. In the CbCr plane projection, we
can get the skin colour sample set and KL transformation to establish the ellipse
model. By determining whether the pixel CbCr value is in the ellipse model area,
the pixel can be identified as a skin colour pixel or non-skin color pixel, separating
the skin area out. The ellipse model is defined by:

(x − ecx)2

a2
+

(y − ecy)2

b2
= 1 (3)
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Parameter matrix is given by:[
x
y

]
=

[
cosθ sinθ

−sinθ cosθ

] [
C‘bCx

C‘rCy

]
(4)

(a) (b) (c) (d) (e)

Fig. 4. Oval skin model: (a) The elliptical model for skin; (b) Ellipse models binary
map. (c) Sample skin test chart; (d) Fig. 4(b) and (c) linear fusion graph; (e) Skin
segmentation binary map

As shown in Fig. 4(a), the skin area is found to be defective, and the elliptical
model does not fully recognize all the skin pixels, which is due to differences in
the skin colour variations from person to person.

3.3 Thresholds Division of the Skin Colour

In order to solve the problem that the ellipse detection model cannot completely
separate the skin, we extract the skin samples using the HSV value of the sample
to determine the threshold parameters to divide the skin points. This approach
helps identify the problem skin pixels and is able to mitigate the oval skin detec-
tion model deficiencies. Further, in order to define the threshold range θi for
skin division, it is necessary to extract multiple sets of skin samples Si of the
person. Define the sample Region of Interest (ROI) which specifies the upper left
corner coordinates Pi(mi, ni) of the rectangle and the length and the width Li,
Wi of the rectangle. After a large number of experiments, it is concluded that
the oval skin detection model of the leg and neck segmentations are not ideal
for the distribution of human skin colour, we extracted three groups of samples
from the left leg, right leg, and neck position to compensate the issues caused
by the lighting.

After analyzing the sample histogram, the HSV maximum value of each sam-
ple is obtained, and it is set to separate the threshold. The pixels in the most
significant range are marked as shown in Fig. 4(c), then linearly merged with
Fig. 4(b) as shown in Fig. 4(d), the extraction process must have some interfer-
ence points, so that removing the points and some small areas, the integration
step fills the region to get more accurate results Fig. 4(e). The method of extract-
ing the cloth area is similar to that of skin as described above. Since the cloth
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(a) (b) (c) (d) (e) (f)

Fig. 5. Automatically extract skin ((a)–(c)) and cloth samples ((d)–(e))

colour is singular, we also extracted three areas in the middle of the image as
the top cloth as shown in Fig. 5(b). Through the analysis of the top cloth sam-
ple, the maximum value was obtained and the pixels in the most valued areas
were marked out, and then the three markers were linearly merged as shown in
Fig. 6(a) to obtain the final cloth division as shown in Fig. 6(b).

(a) (b) (c) (d)

Fig. 6. (a) Linear fusion. (b) Processed image, the coat is divided. Extract the contours
of the human body: (c) Integrated map; (d) Morphological operation.

The final results was shown in Fig. 6(c), which was obtained by the lin-
ear fusion of the results of Fig. 2(d), Fig. 4(e) and Fig. 6(b). Figure 6(d) was
obtained by morphological closing operations applied to Fig. 6(c). Figure 7 is
another example of this article, the results of the segmentation is good, but also
proved the feasibility of the proposed method.

(a) (b) (c) (d) (e)

Fig. 7. Another example: (a) RGB image. (b) Hair and shorts. (c) T-shirt; (d) skin.
(e) Results graph.
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4 Conclusions and Future Work

This paper presents an approach of body contour extraction based on the char-
acteristics of the surface of the human body. A set of algorithms have been
applied to the main areas of the cloth, hair and skin, taking into account of
the large individual differences in the body colour. Based on the algorithm of
elliptical skin detection model, our approach combines the two models to auto-
matically extract skin samples to improve the skin area Recognition rate. Finally,
the results produced by the three methods were linearly merged to produce the
contours via a morphological processing. Experiments show that the approach
can extract the human body contours from relatively complex background scene
with good results. While this work has served to propose and prototype the body
extraction concept, future research will investigate algorithms to further reduce
the restrictions on cloth and light and further optimization is also needed.
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Abstract. 3D scanning and printing has the potential to revolutionise the world.
It offers a bridge between the virtual environment and the tangible world. The use
of 3D scanners to capture and recreate defining objects is known as 3D virtuali‐
sation. It involves capturing a real-life scene using laser technology and repre‐
senting its geometry using 3D modelling software or 3D printers. Despite being
a relatively young technology, 3D printing has now become accessible and a part
of modern industry. The printing of a 3D generated model can change the way in
which an individual understands a concept, environment or communicates an
idea. This has multiple benefits, for education, skills development, training and
within the construction industry. However, using this technology relies on the
operator having the skills and training required to generate accurate 3D models,
and account for errors in the mesh after scanning. As such, this paper details the
development into an automated 3D scanning system, and a cloud-based printing
platform, where models are intelligently printed by multiple devices. Its devel‐
opment allows the readiness of 3D printing capabilities to unskilled users, who
have no education or training in 3D model construction. Objects can be instantly
manipulated and transferred into free-to-use open source graphic software. The
access to detailed 3D model construction has never been so accessible to the
untrained.

Keywords: 3D scanning · 3D modelling · Education · Real-Time

1 Introduction

3D printing has become a common tool for developing bespoke applications in construc‐
tion, engineering, and computing industries. It is, however, a relatively young tech‐
nology and the full applicability of 3D printing is still being investigated. One of the
common prohibitive issues in 3D printing is its exclusive reliance on designers having
adequate skills to create, edit and design 3D models suitable for 3D printing (Latham,
et al.,). The creation of printable 3D models requires specialised knowledge of 3D
editing software. At present, this does not favour consumers of 3D printing technology
who have no 3D modelling capabilities? Therefore, model creation requires a steep
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learning curve and additional expenditure in relation to 3D modelling, rendering and
animation software.

Yet, architects or construction workers tend to make use of 3D construction models
to plan out development and renovations. However, in practical environments, this
requires the expertise of 3D modellers to construct and map out rooms or buildings inside
or out in relevant 3D software. In addition, the use of off-the-shelf 3D printing tech‐
nology involves techniques, which are generally slow and time-consuming.

Therefore, this project involves the development of an autonomous system for 3D
room construction, object cloning and bespoke object construction. With current TOF-
ready devices, it is possible to scan and image capture environments for 3D printing
purposes. By autonomously converting basic measurements or images into a 3D virtual
scene, an automated system would be able to 3D-clone structures or models of people
etc. Additive manufacturing using a cloud-based multi-agent system can provide an
approach to improve the speed of 3D printing technology (Van der Hoek et al.,). As
such, we envision that intelligent agents can be employed to divide up 3D model struc‐
tures, and distribute the segments to an arrangement of 3D printers. A selfmanaged 3D
printing service, using a cloud-based model, is a relatively untried research area.

As a final objective, we will investigate how this new technology can be used by
both individuals and higher education establishments to improve the way, in which,
technical and complex subjects can be taught. Current 3D technologies enable a more
in-depth platform for communicating information (Keskin et al.,). For education and
teaching computer/complex theoretical concepts, adding a tangible component may
change the way in which a subject is communicated (Papp et al.,). This paper is organised
as follow. Section 2 presents a background overview on 3D model construction and 3D
scanning techniques. Section 3 presents our system framework and design for an auton‐
omous 3D scanning device. Section 3.1 presents an evaluation and discussion on the
approach put forward. The future work and conclusion are presented in Sect. 4.

2 Background

When viewing a real-world tangible object, there are various aspects which require
consideration. Firstly, as the reference object provides the main information for the 3D
model construction, measurements need to be accurate in order to represent the realworld
object as a digital output. This is a time-consuming and sometimes a costly process.
Creating 3D scans using digital image capture technologies produces instant 3D
rendered geometry, which is an accurate recreating of the real world object. The process
is often as rudimentary as taking a series of photos or recording a video with a handheld
device. Recreating an object using a camera and depth scanner has traditionally been a
challenging task. However, the reality is that the post-production of a 3D scan is usually
the most time consuming aspect of creating a digital representation. It is often deter‐
mined by many factors, such as the GPU or CPU, which both determine the capture
frame rates, and how well the hardware and the software working together actually are.
The scanning process is still a task worthy enterprise and can be time consuming in its
own way but this paper looks at different technologies and how this method can be
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improved upon making it a viable system for geometry creation. As such, in the section,
related research on 3D scanning and modelling is presented.

2.1 Scanning Types

The Microsoft Kinect has a built in sensor and a high resolution RGB (Red, Green, Blue)
camera capable of depth capture and 3D Mesh geometry creation (Nagori et al.,). Over
the last 8 years Microsoft have invested significantly, both financially and through
research in 3D scanning and print options; the Hololens is testament to this (Microsoft
et al.,). They have made available free Kinect-based software to make it a viable option
for users to scan an object and print out the results using a 3D printer. With the software,
it is possible to create novel algorithms for motion or image capture.

In the construction industry, full-scale models can be 3D printed out from scanners
attached to drones used to map out an entire cave; before any human life is put at risk
venturing down (Ende et al.,). This now affordable technology is changing the whole
perception of 3D model construction in industry. Whereas, traditionally, scanning an
object, or getting a general shape, primitive techniques involved using Radar. This
involves using a radio wave signal, projected out and used to shape-map an area by
calculating the points where the signal would hit the object and reflect the signal back
at the receiver.

More modern revolutionary techniques are found in the form of LiDAR (Tully(a),
et al.,). Where instead of radio frequencies, a strong pulse of light is sent out and, by
understanding the amount of time light takes to hit a surface and reflect back, a distance
can be calculated precisely. This enables an engineer to determine the X, Y and Z coor‐
dinates of an object, which would then be used for a mapping sequence. After the first
return, sequential pulses begin to create an image linking up and creating a geometry
based on each coordinate created from the scanner. This would then be stored in a library
of points to create a full point cloud. This is the high-end of the laser scanning spectrum,
often used by geologists and meteorologists. However, LiDAR uses different laser types
for various projects and conditions. Off-the-shelf scanners, like the Kinect, use a similar
approach, where a scanner uses LiDAR to calculate depth.

With regards to LiDAR data, when mapping large scale environments, there are
issues which may affect its accuracy. LiDAR has a high cost and, city LiDAR maps are
not always up-to-date in ever changing urban environments. There is often missing data,
caused by vegetation or water for which the laser used does not reflect off the object
correctly. False data can also be captured from dynamic objects; vehicles, flocks of birds,
swaying trees etc.

As Russel et al., state, LiDAR produces improved results of data capture in daylight
hours. The issue with this is if capturing in daytime hours, multiple moving artefacts are
more frequently found within the data-source. The resolution of the LiDAR maps proves
troublesome in respect to processing and also data storage. Each resolution and data
point count contained within each map is stated in Table 1.
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Table 1. LiDAR data resolutions, dimensions, point count, and area coverage.

Resolution Dimensions Total points contained Area Coverage
2 m 5002 250,000 1km2

1 m 1000 1,000,000 1km2

50 cm 10002 1,000,000 500 m2

25 cm 20002 4,000,000 500 m2

Some military organisations use LiDAR point technology in automation and rely on
robots that can scan an entire building before any soldier even enters the vicinity. This
helps to reduce the risk of loss of life. Figure 1 below, is an example of a LiDAR gener‐
ated map.

Fig. 1. LiDAR generated map

The modern world needs to reproduce things at a rate that humans cannot keep up
with. ‘Time of Flight’ cameras are relatively new, in 3D scanning domain, but within
photogrammetry the technique has been around for decades (Anand et al.,). The process
works at a high frame rate and in a similar method to the LiDAR depth camera tech‐
nology, where it measures the time of flight between a light signal from the camera to
the object and then measures all the points it has projected onto the object. This approach
is typically used in the construction industry for measuring distances between objects,
measuring rooms, and also measuring the size and shape of an object.

2.2 3D and VR

Scanned 3D objects are typically deployed into virtual reality (VR) systems. VR involves
user interactions between digital data in a representation of the real world (Latham, K,
et al.,). Often, this means the user is completely immersed in an artificial environment
through use of a headset, or interacts through the environment on a screen. However,
creating an emulated environment is a complex procedure when modelling by hand. To
develop virtualised environments, a skilled developer must create objects, as well as proce‐
durally generated buildings, by hand or by use of algorithms (LiangKun et al.,). Yet, the

A Study into Autonomous Scanning for 3D Model Construction 185



use of 3D environments for education and learning is becoming increasingly common‐
place. As Zhang et al., discuss, the use of a 3D virtual cloud platform can be employed for
language education. As detailed in their research, the development of their system requires
extensive code development and the modelling of a 3D ‘game room’ for the users to
interact with (Zhang et al.). Approaches such as this, where there is crossover between 3D
modelling and games technology for real-world simulation, is becoming widespread
(Tully(b) et al.,) as an effective way of learning and communicating. This process is known
as Game Based Learning and its trend in recent years has been notable in pedagogic
research theories (Chen et al.,). As such, the research presented in the paper, aims to make
3D content construction more available to the unskilled user for virtual environment crea‐
tion, or 3D model construction; both for educational purposes.

3 Approach

The system put forward in this paper theorises that objects and environments can be
autonomously scanned using off-the-shelf technologies and the models subsequently
made accessible to the untrained. The system has a modular design, where a cloud based
printing platform is employed to intelligently reconstruct accurate scale representations
of the 3D scanned object. In this section, an overview of the system design is presented
along with the initial experimentation. The full purpose of the system is to scan a
Tangible object in real time, process the scan and output a final lower polygon mesh
suitable for 3D environments as discussed above.

3.1 System Design

Figure 2 displays a high-level view of the system design. The process is completed in 4
stages which are outlined.

1  2  3  4  

Fig. 2. System framework and process
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For the scanning process, nearly all 3D scanners use a point cloud system to map
and generate a shape. Each vertex created within the point cloud has its own X, Y, Z
location. Combined, all these coordinates represent an entire model. Polygons can then
be created from these coordinates in a 3D space. The positioning can be manipulated
post process but the 3D scanner creates accurate values for each vertex and full mesh
geometry can be instantly created. After the vertex locations are complete and indexed,
most scanning software completes a rasterization process, turning all the newly created
geometric shapes into a format capable of being seen in a renderer. At this stage textures
can be applied and the model can really take shape.

To make the desired geometry of a mesh for optimizing purposes, the topology is
considered. The topology is the general flow of edges, vertices and polygons of an object.
Mesh optimising, creates a topology, can be crucial for frame rates and rendering,
making a mesh or animation move in an environment accurately. As such, the system
processes are explained as follows:

1. Object scanning is governed by the system control module, which controls the intake
of point cloud data. The collected data is then placed in a temporary database.

2. The data is extracted from the temporary databased where it is filtered to check for
missing values.

3. Next, in stage three, the object is divided into segments. For example, in the case of
a human as the scanned object, the arms, legs, body and head would be separated
and treated as different objects.

4. The model is then either sent for reconstruction in a 3D software application or
printed out on a 3D cloud-based printing platform.

3.2 Case Study

To demonstrate the approach of our system, a simple scan was made of an individual
participant using the Kinect v2 with minimum clothing and only scanning from the waist
up. The scanning process is automated, using the system discussed in Sect. 3.1.

As the scanner employed is a Kinect v2, it meant that the polygon count was consid‐
erably high at 320,000 polygons, due to the point cloud mesh generation. This is why
the third stage in the system design works to Retoplogize the new object shown in
Fig. 3(b) by creating a flow of quadrilateral polygons for considerably lowering the

Fig. 3. 3D scanned person(a) and object after reconstruction(b)
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vertices count. In Fig. 4(a), the first model is the full mesh and in (b) the texture map
applies perfectly onto each triangle, as it has its own UV mapped coordinates. However
once the mesh has been quadifed, the UV Map coordinates are then moved around with
the new mesh geometry.

Fig. 4. Full mesh and lowered mesh(a), Texture map(b), lowered polygon model with baked
textures(c)

Currently, dissecting the generated UV map at this point would be a considerable
challenge for a 3D processing software. So a new texture mapping approach needs to
be administered to the system.

This process, known as ‘Baking’, takes the two meshes, side by side, the original
mesh 1 and the new ‘quadifed’ lowered mesh 2. The technique is used to transfer details
from one object to another. It functions by scanning surface detail of the first object and
saving the information as a texture map, using the first model’s texture coordinates. The
baking process takes place via the Computer Graphics software. All the texture details
from mesh 1 are cast onto mesh 2. In our case study, we cast our textures onto the new
lowered qualified mesh, generating a new UV Map in the process.

3.3 Output

The final output model shown in Fig. 5 demonstrates a completed modified mesh. To
complete the final output for use in real time rendering applications the mesh needs to

Fig. 5. Final output
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be closed. An approach would be to employ a ‘cap-hole modifier’, within 3D software.
This would fill any holes in a mesh and remove unnecessary triangles. This however,
would require training in 3D software so would not be ideal for the approach put forward.
After use of a cap-hole modifier, the final output is presented in Fig. 5 and is comprised
of 37,000 polygons showing a good rational of the system with 10% of the original poly
count remaining with no degradation in the mesh.

4 Conclusion and Future Work

Digital scanning technology is becoming common place in education and in many
industries. The use of 3D technologies can transform the way in which a concept is
understood. With the increase in available off-the-shelf 3D scanning technologies such
as the Kinect, 3D modelling and object reconstruction for the untrained has never before
been so accessible. As such, the system presented in the paper aims to make 3D model‐
ling more accessible to untrained users, through use of an automated scanning and
modelling approach. In our future research, we will work towards the integration of
artificial intelligence to understand the type of 3D object being scanned and divide the
object into different parts so they can be treated as separate objects. This mean that, high
detail can be captured from the correct parts and low details from the unimportant parts
to ensure that file sizes are kept to a minimum.
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Abstract. Dunhuang Mogao Grottoes is one of the most important historical
and cultural sites in China. This paper proposes using three-dimensional con-
struction method for modelling Mogao Grottoes under commercial modeling
package environment to achieve realistic and accurate results in terms of dun-
huang culture’s preservation. Considering the complexity and fidelity of the
model, the complex and irregular part of the model with limited access to the
dunhuang cave details and measurement, we used image-based modeling
method, and together with using geometry-based modeling method for basic
environmental map configuration. In addition, this paper put forward parame-
terized and modular modeling method to ensure the proportion of the model not
distortion and to avoid lots of repeating work, in the same time, this method will
improve the modeling efficiency. At last, this paper summarizes the rules and
techniques in the UV Mapping process. The results show that this method can
create realistic models of Mogao Grottoes, and the model can reach the demand
that the preservation of Mogao Grottoes culture and scene roaming.

Keywords: Modelling � 3D reconstruction � Maps � UV reflection

1 Introduction

Mogao Caves in Dunhuang China, as an important historical and cultural site, are
suffering from considerable damage due to the combined effect of natural environment
and human activities. Especially with the development of tourism, the rapid increase of
tourists makes the management of this place extremely difficult, which highly accel-
erates the disappearance of local culture. As we all know, it is unrenewable heritage, so
the digitization of cultural heritage of Mogao Grottoes conservation is imminent and
significant. Hence, how to protect the Mogao Grottoes culture has become a hot
research topic in recent years. Fan Jinshi, the former dean of Dunhuang Research
Institution, firstly proposed the use of computer technology to preserve the Dunhuang
murals and colorful art based on the idea that the digital preservation of Mogao
Grottoes will be permanent.

Currently Mogao Grottoes’ cultural digitization is mainly reflected in the model
reconstruction of murals, painted sculptures and the like. And there are many existing
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research discussing the three-dimensional (abbreviated as 3D) modeling studies: As for
[1], based on Geomagic, AutoCAD and 3DMAX, 3D detailed model of the building
has been constructed, which focuses on the process and method of fine ancient
architecture modeling on the ground of point cloud data. Even though this modeling
can meet the engineering needs, it is still wanting in terms of the removal of the point
cloud noise, the reduction of point cloud splicing errors and the improvement of the
automation of feature extraction and the efficiency of network modeling. As for [2], by
using Bedmap2 data and ice radar data, a 3D model from Zhongshan station to Dome A
section of the Gamburtsev mountain region has been created, focusing on data pro-
cessing. The accuracy of this model depends on the exactness of the data and the effect
of data processing. For [3], according to the relevant literature, the common methods of
3D modeling of building have been described. Besides, the process and method of 3D
modeling on the basis of CityEngine have been elaborated. However, this method relies
mainly on two-dimensional data obtained from total station, RTK and other specialized
equipment. According to the references [4–7], multiple views modeling method based
on OpenGL, VRML and spherical coordinate was introduced and modeling methods
based on 3D laser scanner was proposed at the same time. From [8], an interactive and
user-oriented 3D reversible modeling method was introduced. Regarding [9], the 3D
modeling featured by a portable measuring device consisting of four cameras has been
suggested, and it is used to obtain the data information from four directions of the
object or space. About [10], image-based modeling method with the purpose of image
edge detection, Hough transform processing, data acquisition model and the model
creation was conducted. According to [11], a multi view 3D reconstruction method of
stereo vision was proposed, and this method can be applied into the reconstruction of
historical sites. The above methods can help get modeling results, but these methods
either depend on the professional data collection equipment or specific modeling
equipment, or even computer programming technology. Therefore, the limitations are
obvious. This paper will describe a 3D modeling method based on MAYA, in order to
create 3D Mogao Grottoes. Since it is a manual modeling method which does not
require professional equipment and programming, modeling effects can be desirable to
meet the needs of cultural scene roaming and digital preservation.

2 An Overview of Modeling Process

The nature of Maya-based modeling method is geometric modeling techniques, which
requires various operations on geometric objects by a large number of multilateral
surface structural 3D models. Geometric modeling technology can create fine and
realistic 3D model, but for complex models, a lot of surfaces are required to reflect the
details of the model, which will take enormous computing resources. This is
demanding for computer performance. And the essence of the image based modeling
method is to reflect the details of the model by pictures, therefore, it is not demanding
for the computer hardware. Consequently, the model is far from satisfactory in roaming
and vividness. The parts which are not demanding for details can be created through
image-based modeling. Considering the fidelity and complexity, the mixed modeling
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approach involving geometric modeling and image-based modeling will be used in this
work, in order to avoid weaknesses and play to their strengths.

Before model creation, it is necessary to carry out a detailed analysis of the scene to
determine the model module. Good analytical work can reduce the occurrence of
rework during the modeling process and improve the work efficiency. Then each
module will be analyzed in detail to determine the structure of the module composition.
Afterwards, different modeling methods will be selected to refine the model according
to the different structural characteristics. In the following, in order to achieve realistic
visual effects, it is necessary to expand the model UV, and accordingly, maps and
materials balls will be made. And finally, a combination of the various parts of the
model will be integrated as a whole model, aiming to complete the creation of the
model. Model Create flowcharts are shown in Fig. 1.

3 The Analysis and Creation of the Model of Mogao Caves

Mogao Grottoes scenarios include nine-story (nine-story means the palace of Great
Buddha), cave, cliff that cave attaches to, railings, stairs and the like. Wherein the cliff
surface is the irregular planar structure, thereby, the complexity of the model will be
increased if using the 3D model to reflect the undulating folds of the cliff face;
meanwhile, visitors’ experience will be greatly discounted if applying the 3D model
into virtual roaming aspect. So the image model will be used to show the cliff surface

Analyze the scene and determine the 
model module

Get started

Analyze each module and create module
UV analysis and extend

Maps and material ball

Embellishment

Completion

Fig. 1. Flowchart of model creation
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details. The curved surfaces of tile on nine-story, though regular structures, need to be
reflected by a plurality of faces; besides, given the great number of the tiles, so will be
the complexity of the model. Therefore, roof will be shown in plane or cube and the
details of its tiles will be reflected with pictures, for the same reason, part of the
windows and doors of nine-story can also use image-based modeling method to present
its hollow structure; in addition, regular and simple structures like railings and stairs
will be created by geometric modeling approach; plus, caves, as the regular structure,
will be presented in the geometry modeling stretched, squeezed or zoomed by a
multilateral body. Because it is important to show the details the murals inside the
caves, only in this way can the coming visitors get a better visual effect. Apart from
that, in order to ensure the realistic effects, it is suggested to use parametric in modeling
to unify and standardize the model. For the same or similar moieties, such as the
promenade railings, front fence, nine-story etc., modular modeling should be adopted.
Because recombination of different model modules can not only increase the reusability
of modules, but also improve the work efficiency. Maya modeling provides a picture
import functions for modeling convenience, in order to make the model proportions as
close as possible to the real scene. By using real scenarios in the modeling process
image as a modeling basis, the outline of a scale model of the real picture can be
controlled. Maya software provides a picture import feature, and it is necessary to pay
attention to the model view settings sided view (front view, side view or plan view), so
as to maintain the ratio of the model without being distorted. Mogao Grottoes’ overall
external model is shown in Fig. 2, and the model of cave.

4 Model Texture

After the establishment of the 3D model, the quality of the textures plays an important
role in making a difference on visual sense and realizing higher fidelity. This is what is
called: modeling is 30%, while textures are 70%, because excellent textures will
directly lead to excellent visual effect of a 3D model. The first crucial factor related to
excellent texture is UV spin-off and display, which determines whether the textures fit
with the model, otherwise, the texture will not be realized in the three-dimensional

Fig. 2. Mogao Caves’ overall external model
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space perfectly. UV connects the model and the texture, which is the short for UV
texture coordinates that identifies the positional information of each point on the tex-
ture. These points closely connect with the 3D model, and determine the position of the
surface texture map, to say it inflomally, the XY coordinate on the surface of 3D model.
Without UV, Maya can not make textures correspond with 3D model. NURBS model
has its own UV, so the textures can be directly pasted on the model, while polygon
model is more complex, so in order to make the textures correspond with the model, we
need firstly to expand its UV.

UV expanding is also called UV mapping, which means the process of establishing,
editing and arranging the UV and it is an important skill to get the accurate and real
textures on polygon’s curved surface. Maya software comes with a variety of mapping
ways, including planar mapping, cylindrical mapping, spherical mapping, automatic
mapping and mapping based on camera. These mapping methods use a predetermined
rules to project the UV texture coordinate the model surface so that automatically create
the corelation of the model surface and the texture image. Taking cavern 245 as an
example, UV mapping results in using different ways of mapping. After Comparison of
different mapping results of cavern 245, we can see that automatic mapping effect is the
best. However, for most models, it is difficult to achieve the ideal effect only by one
time UV mapping, hence, using the UV Editor (Window > UV Texture Editor) to
further edit the automatic UV is also necessary. After analyzing the model structure of
cavern 245, it is easy to find out that four surfaces and each side in the middle of the
cave as well as the top of the cave have a large area needed to correspond with the
texture. So we choose to take this part as a whole, besides, mural of niches as a whole,
spliting the niche into a UV block, the rest of the porch of parts into another block;
By UV editing of the model, the result of cavern 245’s UV mapping is as shown in
Figs. 3 and 4.

Picture materials should correspond with rules of UV mapping and the model,
which is usually done in image processing software of Photoshop and the model texture
is shown in Fig. 5; to finish the process of making the model, we should primarily
conduct the material in the material editor, and then add multi-layer to the model, the

Fig. 3. Cylindrical mapping Fig. 4. Spherical mapping
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results are as shown in Figs. 6 and 7. Here it is important to satisfy the following
format requirements when exporting the UV:

• Format: Suggesting formats are TGA TIFF or PNG which contain channel infor-
mation, and in this article, we choose the PNG format;

• Size:The size of the picture is 2n, such as 128, 256, 512 and so on. the specific size
can be settled according to the requirements of the finer level of the mapping and we
select 1024 * 1024 in this project;

• Memory Location:Theoretically, it is possible to customize the target position, but
the truth is that it can only be exported in the default folder, which might be related
to computer configuration, but it does not matter a lot;

• Name: using English name, for Maya software is in English, there will be errors
when naming it in Chinese.

Methods of arranging the UV of the model are quite flexible. It is necessary to fully
analyse and design properly the model structure before the UV mapping process. There

Fig. 5. Model texture Fig. 6. Cave internal rendering

Fig. 7. Mogao Caves model
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are many ways to map the UV and also will get different effects. Meanwhile, the UV
editoring of polygon varies from producers who design and set different textures, but
please pay attention to the following principles in the process of UV arrangement.

First, the UV mapping should be after the completion of the model; due to the UV
layout directly corresponds to the model, a slight modification (such as extrusion,
zoom, addition delete etc.) will lead to the change of UV, so in order to avoid
duplication of useless work, modeling should be done before UV arrangement work.
Second, maintain the UV undistorted; the UV spliting process is to expand a 3D model
to a plane. The proportion of the map varies with the changes of the UV ratio, so if the
proportion of UV do not fit the model, there might be distortion of texture’s effect, so
try to keep the same scaling of each surface in the same UV block. Third, avoid
unnecessary overlapping of UV blocks; UV’s overlapping will result in the same
texture in overlapped part of the model, and also can cause incorrect display of con-
cave- convex texture, so it is needed to avoid unnecessary overlapping of UV block;
Conversely, if the object has any parts that the textures are the same, we can employ
UV overlapping to save the texture space. Fourth, try to split edges not easy to be
observed by a camera as far as possible; UV spliting is inevitable in the process of the
UV mapping, but there will be an apparent juncture, if the transition on the model
between both sides of the textures that were once cut is not good, so that will reduce the
authentic degree of the model. Therefore, try to split more hidden positions in the
process of UV production. Fifth, distribute the UV blocks reasonably; UV spliting
work is for drawing the map later, so too many and cluttered UV blocks will make the
following drawing work much more difficult. Hence, it is necessary to distribute the
UV blocks in accordance with general visual habit of object structure which will
provide convenience for following map production. UV blocks must be in distribution
of 0–1 space, otherwise, UV beyond the space will be invalid. In addition, vacancies
will also waste the texture space, so in the process of UV distribution, we can magnify
the important parts of the UV block, so that we can get more finer details of those
important parts.

5 Conclusion

The cultural sites of Mogao Caves in Dunhuang are fading fast under the mutual
influence of natural environment and human activities, for this problem, this paper puts
forward using Maya software to create the 3D model of the Mogao Caves to realize the
idea of digital preservation of its cultural heritage. In this article, first of all, we
analysed the structure of Mogao Caves and then decided to combine geometric
modeling and based on image modeling methods to create the 3D model, in addition,
we divided the model into two parts: external model and internal model and analysed
them apart, what’s more, we thoroughly introduced its creation and UV mapping
processes. Then, we summarized the skill details that needed to pay attention to and the
rules that should be followed in the process of UV mapping; Finally we displayed the
details of the model in the article. The creation of 3D model of Mogao Caves historical
and cultural relics not only can realize the digital protection of its cultural heritage,
alleviating the damage caused by a large number of tourists, but also can overcome
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regional control at the same time, so that will greatly promote the influence of Dun-
huang cultural in the worldwide. Furthermore, ideas and techniques involved in this
subject also can be applied to other tourism projects or cultural heritage protection
work, providing reference for cultural heritage and the new type of tourism, and will
make visitors who never leave home to get a nice view of the world beautiful scenery.
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Abstract. A new representation of 3D shapes is proposed using spherical
hybrid curvature images. Signals like normals and curvatures are stored in
spherical hybrid curvature images using spherical parameterization and partition
of a sphere. The generation depends on several geometric signals, not one single
geometric signal. So its colors reflect the properties of 3D shapes more clearly.
With simple arrays similar to 2D image, the spherical hybrid curvature image
can be post-processed easily using sophisticated image processing algorithms.
Applications include segmentation, editing and model retrieval etc. Experi-
mental results show that our method is better than other geometry image
algorithms. The algorithm is simple and practical especially for models in
engineering.

Keywords: Triangular mesh � Spherical hybrid curvature image �
Segmentation

1 Introduction

There are already many 3D models in internet, and with the development of optical
scanning, 3D modeling and 3D reconstruction [1], the number of 3D models can be
shared will become more and more. How to manage and reuse these 3D models has
become a hot research topic [2, 3].

Gu et al. proposed a 2D geometry image (GIM) to represent an original 3D mesh
[4]. It cuts the 3D mesh open and maps it onto a unit square. The mesh is resampled
onto the pixels of an image. As an added benefit, techniques such as image com-
pression can be directly applied to the remesh. However, this extreme approach of
mapping an entire mesh to a single square has limitations. Models with disconnected
components require a separate geometry image per component, and complicated shapes
with many extremities or topological handles have distorted parameterizations. The
multichart geometry image (MCGIM) [5] presented an atlas-based parameterization to
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overcome the distortion problem in GIM. MCGIM consists of many irregular charts
and needs a zippering algorithm to determine the pixel neighbors across charts.
MCGIM solves the GIM limitation but has other problems: 1. not suitable for dynamic
LOD manipulation, 2. less efficiency in packing irregular charts, 3. less efficient
implementation for applications such as texture synthesis and mesh editing.

The rectangular MCGIM [6] (RMCGIM) was used to exploit rectangular patches
onto tile surfaces, guaranteeing a one-to-one pixel correspondence across chart
boundaries. However, it is difficult to guarantee each tiled patch with a rectangular
shape. The RMCGIM still has higher distortion than MCGIM, and its packing effi-
ciency is not too high. In contrast to multichart methods, several single chart methods
such as smooth GIMs [7] and spherical parameterization [8] can reduce undersampling
or distortion problem in GIMs. Although the spherical parameterization [8] only
supports genus-0 meshes, this drawback is overcomed by toroidal domain tessellation
[9]. Liu and Li attempted to use spherical normal image to classify genus-zero shapes
[10]. In addition, AGIM [11] can achieve significant peak signal-to-noise ratio (PSNR)
gain over MCGIM.

Unlike all of the above methods, the representation of triangular mesh models in
engineering is proposed using spherical hybrid curvature image [12]. Signals like
normals and curvatures are stored in spherical hybrid curvature images using spherical
parameterization and partition of the sphere. Most models in engineering are composed
by planes, spheres, cylinders and other common surfaces, which have their own fea-
tures. So the generation depends on several geometric signals, not one single geometric
signal. Therefore its colors reflect the properties of the triangular mesh more clearly.
With simple arrays similar to 2D image, the spherical hybrid curvature image can be
post-processed easily using sophisticated image processing algorithms. Applications
include segmentation, editing and model retrieval etc. Segmentation is introduced in
this paper in detail. Experimental results show that our method is better than other
geometry image algorithms.

2 Spherical Hybrid Curvature Images

Spherical hybrid curvature image is defined as a spherical partition, which divides the
sphere into multiple small areas ranged over the orderly rows. Each small area is
colored after the spherical partition, and a spherical hybrid curvature image is created.
The small areas can be seen as pixels of the image, whose colors can be obtained by the
map of geometric signals (such as coordinates, normals, principal curvatures, curvature,
etc.) from the corresponding position of the triangular mesh. So the color of the
spherical hybrid curvature image reflects the properties of the triangular mesh.

The approach of transform a genus-0 triangular mesh to a spherical hybrid cur-
vature image is: (1) parameterize the genus-0 triangular mesh by mapping to a unit ball
(i.e. spherical parameterization); (2) divide the unit ball as shown in Fig. 1 (i.e.
spherical partition); (3) map the geometric signals of the triangular mesh to a spherical
image (i.e. coloring the spherical image). So in this section spherical parameterization,
spherical partition, and coloring the spherical image are mainly described.
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2.1 Spherical Parameterization

In a number of spherical parameterization methods, the progressive mesh parameteri-
zation is fast and can handle complex meshes [13], so it is used in this paper. The
algorithm is as follows: (1) simplify a triangular mesh and create a progressive mesh
meanwhile; (2) parameterize the simplified mesh by projection; (3) restore the original
mesh and calculate the parameter of the newly inserted vertex hierarchically.

2.2 Spherical Partition

After spherical parameterization, the parameterized sphere can be divided by the fol-
lowing steps, as shown in Fig. 1: (1) select an inscribed hexahedral of the sphere as the
initial mesh; (2) follow the topology of the cube connecting through a large arc on the
sphere to divide it into six parts; (3) divide each part with a network of squares. With
simple arrays similar to 2D image, the spherical hybrid curvature image can be
post-processed easily using sophisticated image processing algorithms.

2.3 Coloring the Spherical Hybrid Curvature Image

The colors of the pixels reflect the geometric properties of the triangular mesh model.
So the process of coloring the spherical hybrid curvature image is as follows, as shown
in Fig. 2: (1) calculate the geometric signals of the vertices on triangular meshes;
(2) preprocess the geometric signals, such as histogram equalization; (3) get the colors
of the pixels.

Fig. 1. Spherical partition

Calculate 
geometric signals 

Preprocess geometric
signals 

Coloring parameterized
vertices

Sampling on the 
sphere 

Spherical
image

Get the color of pixels

Fig. 2. Coloring the spherical image
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2.3.1 Calculate the Geometric Signals
The maximum principal curvatures, minimum principal curvatures, mean curvatures
and Gaussian curvatures are used in this paper. There are a lot of researches on
computing the signals on meshes. The method of fitting quadratic surfaces [14, 15] is
used in this paper.

2.3.2 Preprocess the Geometric Signals
After getting the geometric signals, preprocess is handled, including normalized and
histogram equalization. Due to noise and large curvature (corresponding to the sharp
features), the curvature of the mesh is in a large range of changes, and the curvature
being interested may be only a small part of the interval. If it is mapped to color
directly, most of the curvature changes can not be reflected by the colors. To solve this
problem, histogram equalization is used to make that the histogram of curvature is
approximately uniformly distributed [16], as shown in Fig. 3.

2.3.3 Color the Pixels
Most models in engineering are composed by planes, spheres, cylinders and other
common surfaces, which have their own features, as shown in Table 1. For a specific
curvature, two types of surfaces may be the same, such as the common surfaces with
zero Gaussian curvature are plane and cylinder. But three among them only correspond
to one type of surface generally. For example, given the values of the maximum
principal curvature, minimum principal curvature and Gaussian curvature, one type of
surface is determined. Therefore, hybrid curvature mapping is used to distinguish
different types of surfaces clearly.

(a) The histogram of curvature after normalization (b) The histogram of curvature after equalization

Fig. 3. The preprocessing of curvature

Table 1. The geometric signals of common surfaces

Maximum
principal curvature

Minimum
principal curvature

Gaussian
curvature

Mean
curvature

Plane 0 0 0 0
Sphere 1=R 1=R 1=R2 1=R

Cylinder 1=R1 0 0 1=ð2R1Þ
Cone cos h=q 0 0 cos h=ð2qÞ
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Here R, R1, q, h is the spherical radius, the cylindrical radius, the radius of the
latitude circle of the cone and the half-apex angle of the cone, respectively.

The hybrid curvature mapping used in this paper is given as follows:

ðR;G;BÞ ¼ 255� ðk1; k2; 1Þ; ð1Þ

where k1 and k2 are principal curvatures after being preprocessed in Sect. 2.3.2. Dif-
ferent geometric signals can be selected to be mapped to different colors according to
different scenes.

After coloring the parameterized vertices, the spherical hybrid curvature image can
be gotten by sampling on the sphere. In order to avoid missing the details of the
original mesh, dynamic sampling is used [17]. Sampling density is determined by the
minimum area of the triangle in the parameter space, which ensures that the vertices
with largest density can be adequately sampled.

For a sampled point on the sphere, its position must be found firstly, i.e. in which
spherical triangle it is located. Then the color of the pixel is obtained by interpolating
three vertices of the spherical triangle.

Denoting the colors at the three vertices P1, P2, P3 of the triangle as C1, C2, C3, then
the color at the point P is obtained as follows,

Cp ¼ k1C1 þ k2C2 þ k3C3;

where k1 is the ratio of the areas of triangle PP2P3 and triangle P1P2P3, k2 is the ratio of
the areas of triangle PP1P3 and triangle P1P2P3, and k3 is the ratio of the areas of
triangle PP1P2 and triangle P1P2P3, with k1 � 0, k2 � 0, k3 � 0 and

k1 þ k2 þ k3 ¼ 1:

3 Applications

Applications of the spherical hybrid curvature image include segmentation, editing and
model retrieval etc., which are used in computer graphics, computer animation, reverse
engineering etc. Segmentation is only introduced in this paper.

The spherical hybrid curvature image based triangular mesh segmentation is as
follows: Firstly, the spherical hybrid curvature images of triangular meshes are gen-
erated, as described in Sect. 2. Secondly, the spherical hybrid curvature image is
segmented based on sophisticated 2D image processing algorithms. Finally, the seg-
mentation result of spherical hybrid curvature image is transformed into the one of
triangular mesh. The algorithm is effective for non-uniform, low-resolution triangular
mesh models, and need not to be post-processed. The impact of accuracy of estimated
geometric properties on segmentation results is reduced, such as curvatures.

After being generated as described in Sect. 2, the spherical hybrid curvature image
can be uniformly divided into six sub-blocks following the hexahedral map, and each
sub-block has simple arrays similar to 2D image. So the methods of region growing

Spherical Hybrid Curvature Images 203



and region merging for 2D image segmentation are generalized for spherical hybrid
curvature image segmentation in this paper. Firstly region growing is made in each
sub-block to get color types. Then the adjacent regions which are similar in color and
normal are merged between the sub-blocks, so the image is represented by several
colors, and color image segmentation is achieved. The algorithm is as follows:

Step1: Marking each sub-block of spherical hybrid curvature image I.
The sub-block with the same direction as the positive z-axis is denoted as P1, and

the one with the same direction as the negative z-axis is denoted as P6; The rests are
counter-clockwisely denoted as P2, P3, P4, P5, starting from the sub-block with the
same direction as the positive x-axis, as shown in Fig. 4.

Step2: Getting color groups in Pi (i = 1, 2, …, 6).
The set of groups in Pi is denoted as

Cini ¼ Xi0;Xi1; . . .;Xini�1f g;

with ni the number of groups, which may be different in all sub-blocks. The number of
pixels, the mean color and the mean normal of Xij are denoted as nij, cij, Nij. Two
thresholds e1, e2 are selected. The first pixel is taken as the first group. Euclidean
distances d1 between cij of a known group and another pixel, and d2 between Nij are
calculated. If d1 � e1 and d2 � e2, the group making the weighted sum of d1 and d2
minimum is to be searched. Then the pixel belongs to the known group. Without loss of
generality, we can assume that this known group is Xij. In this case, the number nij is
added by one, and the values cij and Nij are re-calculated. Otherwise, the pixel does not
belong to all known groups. Then a new group is created, until all the color groups are
convergent (i.e., the number of pixels in each group is unchanged), as shown in the
following.

x

z

y

P1

P6

P2 P3

P4

Fig. 4. Marking the sub-blocks of spherical image
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Step3: Merging the adjacent groups which are similar in color and normal among the
sub-blocks.

The distances between the mean value of the group on the boundary of Pi and the
one in the adjacent sub-block are calculated. If d1 � e1 and d2 � e2, the two groups
are merged, not otherwise.

Step4: Getting the final color groups N.
The final color groups N is gotten as

N ¼
X6
i¼1

ni � N1;

where N1 is the merging number in Step3.
After getting the segmentation result of spherical hybrid curvature image, with the

spherical grid obtained in the partition of the sphere and the method used in paper [16],
segmentation results can be mapped back to the triangular mesh model to complete the
triangular mesh segmentation.
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4 Experimental Results

4.1 The Spherical Hybrid Curvature Images of Triangular Meshes

Figures 5 and 6 demonstrate the spherical hybrid curvature images of triangular
meshes, with (a) as the original model, (b) as the spherical parameterization and par-
tition of the sphere, (c) as the spherical hybrid curvature image introduced in this paper,
(d) as the spherical normal image introduced in paper [10], (e) as the spherical
geometry image introduced in paper [4].

Figures 5(c) and 6(c) show that different types of surfaces correspond to different
colors. Therefore, the method in this paper can clearly distinguish the different types of
surfaces, which is conducive to segmentation.

The geometry image in paper [4] (Fig. 5(e)) and the spherical normal image in
paper [10] (Fig. 5(d)) can not achieve the distinction among different types of surfaces,
because for different types of surface, the color of the boundary is not clear in the
image. Figure 5(d) shows that the lower half of the image is clearly divided into three
parts corresponding to the three connected planes of the original model from left to
right (Fig. 7), which has made up the defect that the connected planes are mapped to
the same color in this paper, i.e. there is no distinction in the lower half in Fig. 5(c).
Therefore, the combination of spherical normal image and spherical hybrid curvature
image can classify triangular mesh more clearly (Fig. 8(b)).

Fig. 5. Spherical images of model A: (a) Original model; (b) Spherical parameterization and
partition of the sphere; (c) Spherical hybrid curvature image; (d) Spherical normal image; (e)
Spherical geometry image.

Fig. 6. Spherical images of fan-disk model: (a) Original model; (b) Spherical parameterization
and partition of the sphere; (c) Spherical hybrid curvature image; (d) Spherical normal image; (e)
Spherical geometry image.

206 Y. Ma et al.



4.2 Segmentation

Figure 8 shows the segmentation results. Figure 8(e) shows the segmentation result of
fan-disk model containing 6475 vertices using the region growing method based on
curvature tensor analysis and classification of curvature in paper [18]; Fig. 8(f) shows
the segmentation result of non-uniform fan-disk model containing 10,921 vertices
based on convex-concave signal in paper [19]; Fig. 8(g) shows the segmentation result
based on random walks theory in paper [20]; Fig. 8(d) shows the one based on our
method, a non-uniform fan-disk model containing 2344 vertices is used. Table 2 shows

Fig. 7. Spherical normal image of model A

Fig. 8. Segmentation results: (a) Segmentation result of (c) in Fig. 5; (b) Segmentation result of
(a) in Fig. 5; (c) Segmentation result of (c) in Fig. 6; (d) Segmentation result of (a) in Fig. 6; (e)
Segmentation result in paper [18]; (f) Segmentation result in paper [19]; (g) The initial
segmentation result and the one after merged and smoothed in paper [20].

Table 2. Time of different algorithms used for fan-disk model

Methods No. of vertices No. of triangles Time/s Per 1 K triangles/s

Our method 2344 4684 0.805 0.172
Curvature tensor [18] 6475 12946 0.624 0.048
Convex-concave signal [19] 10921 21838 1.610 0.074
Random walks [20] 11239 22474 0.764 0.034
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the time of different algorithms above, on an Intel(R) Core(TM) 2 Duo 2.00 GHz CPU,
together with 2 G of RAM.

It can be seen from Fig. 8 that the boundaries of the segmentation results (e), (f),
(g) are not very satisfactory, especially in (g) some regions which are not the same type
do not be segmented effectively, and need to be post-processed and smoothed. The
segmentation results in this paper are better than the ones based on the above three
methods, not needing to be post-processed. The method in this paper can segment
non-uniform, low-resolution triangular mesh models effectively.

Table 3 shows the experimental parameters and time in the segmentation as shown
in Fig. 8. Thresholds e1, e2 are used to control the color and normal differences in
region merging, respectively. Two thresholds can be selected in a range over 0.3–0.4
and 0.1–0.2 respectively, according to the complexity of models. When the user is not
satisfied with the segmentation results, the thresholds can be adjusted.

5 Conclusions

The spherical hybrid curvature image of 3D models is proposed. The algorithm is
simple and practical. Signals like normals and curvatures are stored in spherical images
using spherical parameterization and partition of the sphere. The generation depends on
several geometric signals, not one single geometric signal. So its color reflects the
properties of the triangular mesh surface more clearly than spherical geometry images
and spherical normal images. With simple arrays similar to 2D image, spherical hybrid
curvature images can be post-processed easily using sophisticated image processing
algorithms. Applications include segmentation, editing and model retrieval etc.
Experimental results show that our method is better than other geometry image
algorithms.
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Abstract. Computer-aided drawing system assists users to convert the
input real photos into painterly style images. Nowadays, it is widely
developed as cloud brush engine service in many creative software tools
and applications of artistic rendering such as Prisma [1], Photoshop [2],
and Meitu [3], because the machine learning server has more powerful
than the stand-alone version. In this paper, we propose a web collab-
orative Stroke-based Learning and Rendering (WebSBLR) system. Dif-
ferent from the existing methods that are mainly focused on the artis-
tic filters, we concentrate on the stroke realistic rendering engine for
browser on client using WebGL and HTML5. Moreover, we implement
the learning-based stroke drawing path generation module on the server.
By this way, we enable to achieve the computer-supported cooperative
work (CSCW), especially for multi-screen synchronous interaction. The
experiments demonstrated our method are efficient to web-based multi-
screen painting simulation.

Keywords: CSCW · SBR · Artistic stylization · WebGL

1 Introduction

Computer-aided drawing system assists users to convert the input real photos
into painterly style images. Nowadays, it is widely developed as cloud brush
engine service in many creative software tools and applications of artistic ren-
dering such as Prisma [1], Photoshop [2], and Meitu [3], because the machine
learning server has more powerful than the stand-alone version.

Following the trends of mobile officing, education and creative solution, the
techniques of computer-supported cooperative work (CSCW) are widely used in
many aspects such as Slack [4], Microsoft Office 365, and Adobe creative cloud.
The CSCW supports a group of individuals working on projects at different
physical sites. It is based on the principle of group coordination and collaborative
activities supported through computer systems.

In this paper, we propose a web Stroke-based Learning and Rendering (Web-
SBLR) system for collaborative creation and education on painting for begin-
ners. Different from the existing methods that are mainly focused on the artistic
c© Springer International Publishing AG 2017
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filters, we concentrate on the stroke realistic rendering engine for browser on
client using WebGL and HTML5. In detail, We apply the HTML5 artistic ren-
dering framework called AlloyImage to achieve the task through CSCW across
the multiple terminal such as iPad, smartphone and PC.

Moreover, the key challenge in painterly rendering is the stroke placement.
A lot of significant efforts has been made to investigate how to draw a stroke
with realistic brush texture in a desired shape and how to organize multiple
strokes. In our web-based system, we implement a novel learning-based stroke
drawing path generation module on the server.

Our paper is organized as follows. Section 2 reviews the related works. In
Sect. 3, we overview our pipeline. Section 4 describes our web-based rendering
module. The experimental results show from Sect. 5. Finally, we summarize the
contribution of this paper in Sect. 6.

2 Related Works

Artistic stylization (AS) in non-photorealistic rendering (NPR) enables non-
expert users or beginners to stylize pictures with the appearance of traditional
art forms, such as pointillism painting, line sketching, or brush stroke drawing.
Among these art forms, the brush stroke drawing is one of the widely used art
styles across various cultures in history.

The artistic filter could be the most straightforward approach for painterly
rendering with respect to art pattern design [5,6]. However, in case of online
painting teaching interactively under CSCW, this artistic filter based method
is not suitable. Because the artistic filter is in one-shot manner, which can not
reproduce the procedure of painting stroke by stroke.

To settle these problems related to physics-based painting, the stroke-based
rendering method was presented to directly simulate rendering marks (such as
brush strokes, lines, or even larger primitives) on a 2D canvas. It is much practical
than the series of physical brush simulation method [7,8], since the rendering
power of WebGL is limit.

This stroke-based rendering [9] underpins many artistic rendering algorithms,
especially on those emulating traditional brush-based artistic styles such as oil
painting and watercolor [10,11]. It is extremely convenient to apply into our web-
based application in drawing and creating compared with desktop softwares.

3 Overview of Our WebPainter Pipeline

In this work, we mainly aim at web-based Stroke-based Rendering (WebSBR)
system for collaborative creation and education on painting. The pipeline is
illustrated in Fig. 1. Two contributions of this work focus on proposing (1) the
method on the pixel level rendering in the canvas of HTML5 and WebGL, and
(2) the discreted stroke path interpolation based on Catmull-Rom Spline [12].
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Uploading the image

Drawing the background picture

Selec ng the color o he
stroke

Selec ng the size and the
type o he stroke

Extrac ng the background
color

Beginning drawing

Cleaning all the strokes Changing background
picture

Processing the image

Saving the image

Fig. 1. The flow diagram of the proposed WebPainter system.

The details are shown as below:

1. Record the sampling points of user specified stroke path once user inputting.
2. Interpolate the stroke path based on Catmull-Rom Spline in Javascript on

the client side.
3. Create the dataset of strokes texture with different size and transparency so

as to select the specific effect of the brush texture according the speed and
the strength of the users’ input.

4. Map brush texture pictures according the path of users’ interaction.
5. Upload the user’s desired real photo for sketching as you will.
6. Set the size of the brush and the color of the pigment either from the input

photo or user specified.

4 Web Stroke-Based Learning and Rendering

In this work, we build our web Stroke-based Learning and Rendering module
upon AlloyImage, which is a HTML5 image processing library. AlloyImage pro-
vides the chance to process the image on web side. It can offer a variety of
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complicated functional operations which derive from the underlying data mod-
ule encapsulation including matrix operations and fast Fourier transforms, etc.
We can implement more diversified effects by fine tuning the parameters of the
images within the mathematical processing modules. It has a variety of advan-
tages including the easy-to-use practical API. Aslo, it provides several artistic
filter in order to convert the color, artistic style and so on. In order to extend the
ability of artistic image processing, we further implement the IRL-based stroke-
based rendering (IRL-SBR) [13], and achieve a simple and practical drawing
simulation web application with artistic stylization with the concept of CSCW.

4.1 Sampling Points Pre-processing

The sampling points are collected by setting the delay time and the loop call func-
tion. The key issues include how to set the delay time, serious bias in generated
strokes, as well as space occupy. We modify the color and width to obtain the var-
ious effects with different sizes where the strokes could be monotonous. We can
not only bring the texture result, but also use textures of different sizes or trans-
parency according the speed and the strength of the user’s input. In our algorithm,
Catmull-Rom Splines is adopted to smooth the path with less computation.

Fig. 2. Catmull-Rom Splines.

For computing the Catmull-Rom Splines, two sampling points and their adja-
cent points should be considered as shown in Fig. 2, where t represents the dis-
tance of the nearest two points.

q(t) = 0.5(1.0, t, t2, t3)

⎛
⎜⎜⎝

0 2 0 0
−1 0 1 0
2 −5 4 −1
−1 3 −3 1

⎞
⎟⎟⎠

⎡
⎢⎢⎣
p0
p1
p2
p3

⎤
⎥⎥⎦ (1)

Transition matrix is represented as Eq. (1). The thickness of strokes tends to
be different when drawing individual strokes according to the speed and strength.
The distance of two sampling points also depends on the various speed of user
sketching and the selected input photo. Meanwhile, the thickness and the density
is also adjusted by distance computing. Moreover, the orientation of the stroke
remains same to the direction of user interaction. For pigment setup, the color
can be picked up from the pixel of the input picture.
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4.2 Stroke Generation

The raster brush texture is applied to generate both dry and wet textures.
Rendering is carried out by capturing single footprints of a brush and then
stamping them along the trajectory obtained by the user sketch. We collect the
reference texture of brush footprints from the scanned brush footprint images,
and then sampled with different contents of ink of hollow strokes for rendering
the change of the stroke texture. Then, we save them into raster textures to
create our brush footprint texture libraries. Discrete series of footprint images
need to be interpolated to render strokes with smooth textures. We implement
this stroke generation method in AlloyImage artistic processing framework.

5 Experiment

In this section, we will give the explanation of our system and results. Within
the concept of CSCW, the group participators can successfully work at the same
time and even at various terminals. The overall designing style of our drawing
simulation web application with artistic stylization was keep consistent with

Fig. 3. The user interface of our system.

Fig. 4. The result of artistic filter in our system.
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Fig. 5. Rendering results.

traditional desktop graphics softwares but more simple and practical as shown
in Fig. 3. The result of the artistic filter in our system is illustrated in Fig. 4.
The rendering results are illustrated in Fig. 6.
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Fig. 6. Rendering results.

6 Conclusion

In this paper, we propose WebSBLR, which is the CSCW Stroke-based Learning
and Rendering system. We implement the stroke realistic rendering engine for
browser on client using WebGL and HTML5. The learning-based stroke draw-
ing path generation module on the server. The experiments demonstrated our
method are efficient to web-based multi-screen painting simulation (Fig. 5).
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Digital Visualization of Design and Construction Process
of Traditional Village Dwellings
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Abstract. The traditional village dwellings and its construction process have
been a very important part of Chinese construction culture. However, during the
past decades the large scale of urbanization in China has put that tradition and
culture in great danger. To protect and sustain the dwellings, in recent years the
digital media technology has been applied to the implementation and develop‐
ment of visualizing the design and construction process of traditional village
dwellings. Through the filed study on the traditional village dwellings in Sichuan
and Chongqing, China, this paper explores new digital visualization concepts and
approaches to exhibiting the design of dwellings, aiming to improve and enhance
people’s awareness and attention to the construction process and culture of tradi‐
tional dwellings.

Keywords: Digital visualization · Digital media · Cultural heritage · Traditional
dwellings

The countryside shall be the sources of etiquette, the foundation of traditional ethics and
the cradle of Chinese farming civilization [1]. The traditional village dwellings and its
construction process is an indispensable and more important part of Chinese construc‐
tion culture, representing the essential wisdom and extraordinary manual ability of
Chinese laboring people. The dwellings and their forming process contain massive
information, in which Chinese historical civilization, as well as national historical and
cultural memory is concentrated; origin of national culture form is inherited; regional
material and mental culture is presented as a miniature. However, large scale of urban‐
ization has brought modern engineering technologies and new types of buildings, which
significantly compress living space of traditional village dwellings and room of its engi‐
neering development. The ancient craftsman system is collapsing, expelling traditional
construction process into oblivion. Without proper maintenance with the original crafts‐
manship, the authentic appearance of some ancient buildings is losing gradually, which
would probably disappear in the near future. Thanks to the emergence of digital media,
a chance of tremendous reform on the protection of traditional village dwelling construc‐
tion process has shown up. In fact, the digital visualization technology has also provided
a new technical guarantee and spread thoughts for the cultural heritage and the devel‐
opment of traditional village dwellings construction process.

© Springer International Publishing AG 2017
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1 Background and Significance of the Digital Visualization

Since the evaluation and selection of the traditional village in 2012, there are total 2555
candidate traditional villages in China. Most of those traditional villages have been built
for a long time and have accumulated abundant historical and cultural information.
Meanwhile, unique buildings and building cluster with unique characteristics are also
formed during the long-term changes of the rise and fall and the morphological evolu‐
tion. As a historical heritage of the traditional village cluster living space, the traditional
village dwellings have become such a vivid history with unique characteristics during
human perennial activities; it is a unique language of space to interpret the traditional
cultural customs and the specific living style of the times. For those traditional village
dwellings among the historical retention, by using new media technology related to
cultural heritage protection like image, audio and video in recent protection and devel‐
opment actions, combining with the three-dimensional data information acquisition
means like the digital editing, storage and retrieval, etc., it has provided the effective
means of protection to ensure sustainable development of traditional village dwellings.
Thus the artistic and cultural values of those traditional village dwellings are well
preserved to the largest extent.

Currently, the digital protection on material landscape heritage like the traditional
village dwellings has entered into a positive cycle. However, construction technique and
process that can reproduce and inherit these precious cultural landscape is as valuable
as dwellings themselves. In the process of urbanization, traditional construction tech‐
nique is disappearing under the impact of modern engineering expertise and new types
of buildings. With the development and popularity of those digital technical means such
as internet, big data, public resource platform and mobile smart device, etc., it is very
critical to utilize the new methods and means to interpret the traditional village dwellings
construction process and give them new significance in the era (Fig. 1).

Fig. 1. VR exhibition of traditional village dwellings

The digital visualization technology refers to realization of the digital communica‐
tion and exhibition of non-material cultural heritage based on the multimedia tech‐
nology, the internet of things, 4G mobile communication network, mobile intelligent
application terminals, virtual reality and holographic projection, etc. [2]. Through digital
exhibition technology, elimination, induction or the necessary supplementation on the
information of massive traditional village dwellings construction processes can be
provided. So that to record and save those content and information in a systematical and
visualized way is made possible. The digital visualization of construction process of
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traditional village dwellings represents the characteristics of abundant diversification
and extremely powerful inter-discipline property; integrating so many communication
means and technical applications such as PC network platform, mobile smart apps,
interactive public resource application and VR devices, etc. In addition, a sense of
freshness can be maintained through those new communication forms like game,
calendar, etc., guiding user’s initiative for participation. The digital visualization of
traditional village dwellings construction process has greatly increased user’s sense of
experience and intrusive sensation during the operating process. The application of
mobile intelligent terminals in the digital visualization of traditional village dwellings
construction process has also made it more convenient for the public to operate. The
audience can also achieve more interactive experiences while sharing the cultural infor‐
mation. Furthermore, the improvement on the breadth and speed of communication has
also enabled the construction process with even stronger communication effect, and
practically achieved the purpose to exhibit and spread the traditional culture accordingly.

2 The Cultural Inheritance and Innovation of Visualization
Design

A digital visualization media for intangible cultural heritage is able to exhibit the intan‐
gible cultural heritage in exact scenario visually on the digital terminals, realizing the
fast and effective communication and visualization accordingly, so as to achieve the
ultimate purpose for intangible cultural heritage inheritance and protection [3]. The
traditional village dwellings construction process shall be the precipitation and contin‐
uation of history and culture as it has represented the evolution of Chinese traditional
civilization context. Thus the cultural representation of exhibition design shall be partic‐
ularly important. The cultural inheritance and innovation shall always be the focus of
digital design of cultural heritage, and the dwellings shall be the effect between Chinese
traditional village historical time and space and the social environment. As a result, it
should both reflect the social and historical styles, and represent the certain temper of
times during the digital protection or reconstruction design of traditional village dwell‐
ings construction process by focusing on the establishment of contemporary context of
traditional and historical culture memory and selecting the design language for digital
visualization properly.

3 The Digital Visualization of Traditional Village Dwellings
Construction Process in Sichuan and Chongqing

Among those nominated national traditional villages, nearly 40% of them are located in
southwest areas. Except for Guizhou province, most of traditional villages are in the
areas of Sichuan province and Chongqing. Behind modern cities are those traditional
villages hidden, in which, ancient dwelling and buildings such as the Stilted buildings,
Blockhouse, stone towers are retained. What is more, precious construction processes
in construction architecture, production processes, working methods, customs,
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geomantic omen, artist conception etc. are also inherited. In this paper, I focus on the
study of communication and protection of traditional village dwellings and their
construction process in Sichuan and Chongqing by using the digital technology, and on
the basis of deep field investigation. I also integrate the theories and methods of archi‐
tecture, folklore and art studies, etc. to further explore the intelligence and construction
thought, ecological and craft aesthetics inside the digital visualization design of tradi‐
tional village dwellings.

3.1 The Artistic Reconstruction on Building’s Cultural Spirit

In his book of Simulation and Simulacra, the scholar Baudrillard has interpreted the
transformation of modern visual paradigm from “simulated image” to “simulacra”. The
product of visual times - “simulated image” shall be the created object, but with the
grow-up logic belonging to the independence, it was not only the “reflection” and
“communication” of the world we lived in, but also created such a world [4]. In this
topic, it firstly sorted and analyzed the collected information in exhibition design, made
digital modeling based on the prototype object with comprehensive assumption, trying
to accurately reconstruct the national cultural attributes and process procedure of the
dwellings in Sichuan and Chongqing. By conducting dynamic breakdown and recon‐
struction of traditional engineering technique, construction process of traditional dwell‐
ings is made deductive while coding. During the design of visualization platform, by
creating the memory that can be easily recognized by the user through the application
of elements and symbols with the characteristics of Sichuan and Chongqing, a deep
connotation on significance of traditional rural dwellings is given to the user, realizing
information communication of traditional village dwellings construction process culture
in Sichuan and Chongqing.

3.2 Scientific Structuring on Cultural Information

Human individuals shall have gradually increased desire on more information. However,
an exhibition would usually present massive of information, giving the audience a sense
of losing direction and a sense of failure to memorize such a burden of information. The
audience would then choose to terminate their visits. Due to the existence of multi-ethnic
settlement in the areas of Sichuan and Chongqing, there are abundant dwellings
construction materials. In this case the problem faced by the research group during the
long-term collection and preparation of materials is not insufficient information, but
excessive information, whose content cannot be exhibited with all necessary details.
Among the massive quantity of image, text, data, article and other materials, it is essen‐
tial to make broad and accurate selection of these information which is to be shown on
the reasonably-built platform.

In this paper, through deepened analysis on public cultural needs and proper quan‐
titative and qualitative analysis relevant information has been classified. Repeated and
similar information are filtrated, so that an information framework with logic and differ‐
ences is formed dedicatedly. In addition, by utilizing the technology combining with s
selective focus and artistic means, the visualized construction cultural information
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through the network media can be spread. The design concept for digital visualization
platform of traditional village dwellings in Sichuan-Chongqing region and its construc‐
tion process is promoted to the public in a professional way. All these has promoted the
knowledge that originally belongs to professional fields enter into the field of public
cultural communication accordingly.

3.3 Inheritance and Sustaining of Regional Culture

The multi-ethnic settlement has brought the diversified characteristics for the ethnic life
in Sichuan and Chongqing region, marking the regional cultural imprinting on the
dwellings in such region. The core concept for promoting p tangible and intangible
cultural heritage protection through the form of digital media and extending the theo‐
retical research with straightaway application in different contexts would simplify the
profound knowledge. During digital visualization design of traditional village dwellings
construction process in Sichuan and Chongqing, the designers have made efforts to find
the equilibrium and harmonious point between modern technology and traditional
culture, to interpret the dwellings construction process inside the traditional culture of
Sichuan and Chongqing through digital visualization. The theoretical research has been
extended into different contexts and is represented to the public by a straightaway means.
The professional and complicated content has become quite easier to understand and to
use, interpreting the construction processes of traditional village dwellings with one and
another mainline stories based on historical background through various dynamic
diagram interpretation to explain the materials, tools, customs, craftsman system,
production processes and patterns, etc. In addition, the digital visualization has enabled
the user experiencing the ethnic wisdom, culture, etiquette, life customs hidden behind
the traditional village dwellings in Sichuan and Chongqing (Fig. 2).

Fig. 2. To represent traditional village dwelling construction process through 3D animation form.

4 Conclusion

By combining the disciplines of architecture, communication and the new media tech‐
nologies, etc., the digital visualization has not only explored such a new path to commu‐
nication and protection of traditional village dwellings construction process, but also
brought a new perspective for the people to recognize traditional village dwellings
construction process. By exploring the concept and new design of digital visualization,
this paper concludes that the manifestation of the tradition and cultural connotation in
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the traditional village dwellings construction process shall be the spirit of digital visu‐
alization design, and that the interpretation on regional characteristics and cultural
connotation should be fully respected, restoring and completing artistic expression to
the design accordingly.
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Abstract. This paper presents a method for the real-time implementation of
brush stroke-based painterly rendering in a mobile environment using the
General-Purpose computing on Graphics Processing Units (GPGPU). We paral‐
lelize brush search and comparison, and accelerate them using GPGPU to improve
the computation time. Through this approach, a 35 times higher computational
speedup was achieved for high-resolution images compared to the previous
Central Processing Unit (CPU)-based painterly rendering algorithms.

Keywords: Non-photorealistic rendering · Painterly rendering · Mobile
environment

1 Introduction

Painterly rendering refers to the technique of stylizing an image based on painters’
drawing style. Painterly rendering can be classified into two categories. One is the style
transfer method which considers a painting image itself as a reference and transfer its
style into the original input image. The other method is to algorithmically imitate the
way in which painters draw paintings. This method takes the drawing elements, such as
the images of real brush strokes, as a database, and attempts to draw a painting similar
to the input image by locating strokes on empty canvas [1, 2]. Compared to style transfer
methods, painterly rendering methods based on a brush strokes database are more
predictable and can produce more natural images. However, they have the disadvantages
in aspect of computation speed because many brush strokes should be painted to mimic
real painting. Moreover, due to insufficient computational resources, previous research
on painting rendering in mobile environments [3] were based on processing on CPU.

To obtain high-quality painterly rendered results for high-resolution images in a
mobile environment, we propose a brush-stroke-based painterly rendering method
employing parallelized computation which can be accelerated by using GPGPU. By paral‐
lelizing the processes of dividing the image into grids of a certain size, searching for the
appropriate brush for each grid, and applying the brush, as used in previous systems, we
significantly enhance the speed of searching for the optimal brush for each grid.
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2 Brush-Based Painterly Rendering Method

Figure 1 shows an overview of a typical brush stroke-based painterly rendering method.
After generating a multi-layered canvas of the same size as the resulting image, each
layer of canvas is divided into brush grids with a pre-defined size. Normally, the grid
size of upper layer is smaller than those of lower layer. Then, the processes of finding
the best brush stroke which is similar to the original image from the database and
applying the brush stroke on the canvas are performed repeatedly for each grid of a layer.
The best brush stroke is found by searching the brush stroke (I

brush
(id)) in the database

whose color difference from original input image (I
o
) is minimum. At this time, brush

strokes are rotated by using an interval with certain degree to find best matching angle,
consequently the best brush stroke is defined as the ID (id) and rotated angle (θ) as shown
in Eq. (1). During this process, when a grid of a layer is chosen to find its best brush
stroke, if the part of canvas (I

c
) corresponding to the grid was previously drawn on lower

layers, the best brush stroke which is selected to be drawn on the grid on current layer
is drawn only in case of that the color distance between newly drawn part (I

r
) and original

input image is lesser previous one (Eq. 2). This avoids not only the decline of painting
quality but also excessive over painting. At this time, error tolerance e is used to allow
slight artistic error.

argmin
id,𝜃Dist

(
I

o
, I

brush
(id, 𝜃)

)
(1)
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(
I

o
, I

c

)
− Dist

(
I

o
, I

r

)
> e (2)

Fig. 1. An overview of a typical brush stroke-based painterly rendering method.
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Fig. 2. Comparison of computation time results between CPU and GPGPU versions (sec).
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At each step of moving to the next layer, the grid size is reduced to represent a more
detailed expression. However, if the grid size is too small, or if too many layers are
specified, the number of computing operations increases geometrically and the result is
more photorealistic rather than artistic.

Among these stages, the stage that causes main bottleneck effect in the overall
computational process is the search for best brush stroke at each grid. A large amount
of time is spent on calculating the color distance between each pixel to compare be-
tween a brush stroke and a grid (original image or canvas) for similarity. This paper
aims to improve the speed by processing this stage in parallel.

3 Parallel Processing and Hardware

Two aspects have been accelerated through parallel processing in this paper. One is a
searching process for the best brush stroke for each grid, and the other is a pixel-wise
parallel processing during image comparison.

The reason for parallelizing in this manner is to optimize the process for GPGPU.
In GPGPU libraries, such as CUDA or OpenCL, a group of threads is organized as a
block, and a group of blocks is organized as a grid. This configuration optimizes the
cache memory usage between the neighboring cores of a GPU, as the threads that form
a single block can share the local memory, allowing memory optimization.

We aim to optimize the cache memory usage by fetching the brush stroke and image
data to local memory inside the image comparison function (used for finding best brush
stroke for each grid and comparing between, before and after applying the brush stroke).
In other words, the image comparison function is set as a single thread block, and a
multiple of these functions are applied on each brush grid, to search for the best brush
stroke for multiple grids simultaneously.

To enhance the quality of the resulting image, multiple grids were overlapped on a
single layer. While the previous method searches for a single brush stroke and places it
on a single position for each grid, our method overlaps these grids, so that more brush
strokes can be identified while drawing a single layer. The resulting images in Fig. 3
were obtained by overlapping 64 grids per layer.

Fig. 3. Original input image (a) and result of this paper (b).
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4 Experimental Result

For the experiment, SONY Xperia Z1 was used, and the actual computation time was
measured after closing all the applications except the basic ones and that used for the
experiment. To measure the results, three different images containing people, scenery,
and objects were used, and the resolutions were adjusted close to 480p, 720p, and 1080p,
respectively. Moreover, with a fixed number of layers, the same number of grids was
used for computation in both the CPU and GPGPU versions. The overall computation
time was evaluated using the average of the three images.

Figure 2 shows a comparison graph between the computation times of each different
versions of the application. From the experimental results, it can be observed that the
resolution has a greater impact than the number of layers, and this is attributed to the
fact that the number of grids increases in proportion with the square of the resolution.
The CPU version takes around 5 min for 720p, which is considered inappropriate for
the smartphone application environment. However, the GPGPU-based version exhibits
a maximum computation time of 22 s even with a 1080p resolution, which indicates that
the present method is capable of converting high-resolution images that were difficult
to process with the previous algorithm.

5 Conclusion

This paper proposed a system that can produce high-resolution painterly images in a
mobile environment by parallelizing the existing brush database-based painterly
rendering system and accelerating it using GPGPU. The experimental result indicates a
35-fold performance improvement with high-resolution images compared to the
previous system based on CPU only. Based on this performance improvement, painterly
images with better quality could be obtained using a greater number of grids per layer.

Future works may consider the technique of drawing a clear straight line similar to
that drawn with an oil painting knife. Further, there is a technique for accentuating the
colors in the original image. Both the techniques are expected to enhance the quality of
the painterly images.
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Abstract. Generating stained glass animation from a given video is a challenging
issue in computer graphics. It requires to maintain the temporally coherent stained
glass pieces between all frames in video. To cope up with this problem, we
propose a method for generating stained glass animation with panoramic image.
In this method, we first extract temporally coherent segments from a given video.
We then divide each big segment into sub-segments by dividing the panoramic
image. As a result, we obtain temporally coherent segments as glass pieces. Then,
we generate stained glass pieces by employing image-based stained glass
rendering method to each sub-divided region.

Keywords: NPR · Panoramic image · Temporal coherency

1 Introduction

Stained glass, which means colored glasses, has been produced since ancient times.
Initially, stained glass was crafted for the need of building, especially for windows of
the Gothic church. In the stained glass, small pieces of glass are arranged to form patterns
or pictures, and are held together by lead came, because a stained glass which consists
of large sized glass pieces is architecturally unstable.

In Non-photorealistic rendering field, several studies focused on imitating stained
glass effect. Mould [1] firstly proposed a method for generating a stained glass image
utilizing morphological operations, color palette, and displacement-mapping to manip‐
ulate and render segmented regions. Brooks [2] also proposed image-based stained glass
method for transferring the color of real stained glass example into input image. In spite
of these studies, rendering stained glass animation methods for video input are not
proposed yet. So, in this study, we aim to generate an animation with stained glass style
from video input.

2 Proposed Method

2.1 Video Segmentation

To obtain overall form of glass pieces from input video, we segment each video frame
by using mean-shift video segmentation [3]. Mean-shift is a technique to seek local
maxima of density in the feature space and widely used in image and video segmentation.
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However, especially for video, it produces too many segments even if parameters are
appropriately adjusted. To avoid over-segmentation, we extract the low frequency layer
from input video by using image decomposition technique [4], and apply mean-shift
segmentation to the layer of video frames. Figure 1 shows the results.

Fig. 1. Input video frames (top) and segmented results (bottom)

Although the segmented regions we obtain are not over-segmented, some regions
are too large to be used as glass pieces. However, glass pieces should be proper-sized
to be architecturally stable. A recent study for rendering stained glass [5] proposed a
method for resegmenting such regions to obtain regular regions. Similarly, we also sub-
divide large segments. To create coherent glass pieces between video frames, this sub-
division should consider temporal coherency. To achieve this, we first obtain a panor‐
amic image which is synthesized by merging each segmented region between frames,
we then sub-divide it into several small regions. To generate panoramic image, we
extract the feature points between each region (I

i
) in frames by using the ASIFT algo‐

rithm [6] which is a fully affine invariant feature detector. F
ij
 a set of features on I

i
 which

are matching points between I
i
 and I

j
 is as follow.

F
ij

=
{

f
k

ij
|i, j∈N, k∈K

ij

}
(1)

Here, N is the number of source images, K
ij
 is feature points between I

i
 and I

j
. We

calculate F
ij
 between a region I

i
 and a region I

j
 in adjacent frame by using ASIFT. We

then deform each region by moving features F
ij
 to synthesize panoramic image. For this,

we employ image deformation methods using moving least squares [7]. Figure 2 shows
regions in frames and synthesized panoramic image.

Fig. 2. Segmented regions (a–c) and synthesized panoramic image (d).

We then sub-divide the panoramic regions of which the size is larger than pre-defined
threshold value. To achieve this, we employ Voronoi diagram. We first generate random
seed points within the panoramic image, then apply Voronoi diagram to them. At this
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time, we assign random weights to the sites, and apply weighted Voronoi diagram to
obtain arbitrary shape and size. Figure 3 shows the sub-divided results.

Fig. 3. Sub-divided region in frames (a–c) and weighted Voronoi diagram on panoramic image.

2.2 Stained Glass Rendering

Brooks [2] proposed an image-based stained glass method which generates stained glass
image by transforming each segment of image to match real segments of stained glass
from an example stained glass database. We employ his approach, and render each
stained glass piece by using real stained glass example image. In this process, we only
use the low-frequency layer which is extracted in Sect. 2.1 to avoid excessive detail. By
using Brooks’ method, we compute the color distance and texture distance between each
sub-divided region in video volume and real stained glass piece in the database (Fig. 4
(a)), and find the piece of which distance is minimum as the best matching piece. We
then transfer the color of the best matching piece to corresponding sub-divided region
by using Reinhard’s method [8] (Fig. 4 (b)). In addition, to express many small facets
on the surface of glass pieces, we add Perlin noise to transferred regions (Fig. 4 (c)).

Fig. 4. Stained glass rendering process: real stained glass example (a), color-transferred result
using the example (b), the result with glass facet effect (c), and the result with lead came (d)

In real stained glass, there are lead came which holds glass pieces together. In this
study, we mimic lead came by simply drawing black curves with pre-defined width along
to the boundary of glass pieces (Fig. 4 (d)).

Figure 5 shows the results of stained glass animation generated by proposed method.
As shown in the figure, stained glass effects are coherently maintained in frames.
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Fig. 5. Stained glass animation results: stained glass effect is coherently maintained in frames.

3 Conclusion

This paper presents a method for generating stained glass animation from a given video.
To achieve this, we segment video frames into coherent regions by using mean-shift
segmentation. We then sub-divide large regions into smaller sub-regions. To obtain
temporally coherent regions, we merge each region in frames to a panoramic image, and
sub-divide it by using weighted Voronoi diagram. To render these sub-divided regions
into stained glass pieces, we find the best matching glass piece from example stained
glass piece database, and transfer its color to the region. Finally, we draw lead came on
the boundary of regions, consequently obtain temporally coherent stained glass anima‐
tion of input video.

In this study, we utilize the low-frequency layer of input video to omit the detail
which disrupts video segmentation and color transfer. However, this also causes the lack
of important detail in results. In traditional stained glass, detail was usually painted on
the glass directly. In future work, we will enhance the detail by adding detail part through
painterly rendering techniques.
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Korea(NRF) grant funded by the Korea government(MSIP) (No. NRF-2017R1A2B4007481).

References

1. Mould, D.: A stained glass image filter. In: Proceedings of EGSR, pp. 20–25 (2003)
2. Brooks, S.: Image-based stained glass. IEEE TVCG 12(6), 1547–1558 (2006)
3. Wang, J., Thiesson, B., Xu, Y., Cohen, M.: Image and video segmentation by anisotropic kernel

mean shift. In: Pajdla, T., Matas, J. (eds.) ECCV 2004. LNCS, vol. 3022, pp. 238–249.
Springer, Heidelberg (2004). doi:10.1007/978-3-540-24671-8_19

4. Subr, K., Soler, C., Durand, F.: Edge-preserving multiscale image decomposition based on
local extrema. ACM Trans. Graph. 28(5), 1–9 (2009). Article No. 147

5. Doyle, L., Mould, D.: Painted stained glass. In: Expresive 2016, pp. 1–10 (2016)
6. Morel, J.M., Yu, G.: Asift: a new framework for fully affine invariant image comparison. SIAM

J. Imaging Sci. 2(2), 438–469 (2009)

Generating Stained Glass Animation 231

http://dx.doi.org/10.1007/978-3-540-24671-8_19


7. Schaefer, S., McPhail, T., Warren, J.: Image deformation using moving least squares. ACM
Trans. Graph. 25(3), 533–540 (2006)

8. Reinhard, E., Ashikhmin, M., Gooch, B., Shirley, P.: Color transfer between images. IEEE
Comput. Graph. Appl. 21(5), 34–41 (2001)

232 D. Kang et al.



E-Learning and Game



Web3d Learning Platform of Furniture Layout
Based on Case-Based Reasoning

and Distance Field

Peihua Song1, Youyi Zheng2, and Jinyuan Jia1(&)

1 School of Software Engineering, Tongji University, Shanghai 201804, China
sph2000@126.com, jyjia@tongji.edu.cn

2 School of Information Science and Technology, ShanghaiTech University,
Shanghai 200120, China

Abstract. For non-professional designers, it is a difficult task to arrange fur-
niture to the right position without the interior designer’s guidance. We have
developed a web3d learning platform of furniture layout, which can automati-
cally generate a reasonable layout to help people learn knowledge of interior
design and improve efficiency. First the non-rectangular room shape normal-
ization algorithms are proposed. Next, four layout modes, namely, coupled
mode, enclosed mode, matrix mode and circular mode are introduced; the
coupled mode and enclosed mode are solved using the case-based reasoning and
distance field, respectively. Finally the furniture layout algorithm of
non-rectangular bedroom and that of non-rectangular living room are given. The
experimental results show that layout results of the algorithms are similar to the
real designs of non-rectangular room, and the running time of the algorithms can
meet the needs of the online furniture layout.

Keywords: Furniture layout � Case-based reasoning � Distance field � Learning
platform

1 Introduction

The scene layout problem can be widely found in many domains such as city planning,
architectural design, interior design, and three-dimensional scene modeling. It is the
research focuses in computer graphics, ergonomics and optimization design. Furniture
layout is one of the most important research subjects in the scene layout, which are
traditionally performed manually. With the development of the internet technology and
web 3D technology, there are many online three-dimensional interior design platforms,
such as Home-style online platform developed by Autodesk Company. An ordinary
user who has no professional interior designer knowledge can now arrange furniture
using these online platforms semi-automatically, and don’t need to install the off-line
interior design software. However, since the furniture layout contains a lot of ergo-
nomic knowledge which requires professional skills, it is not an easy task for ordinary
user to arrange furniture in appropriate location without the guide of the designer
teachers.
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To solve the problem, many scholars have proposed automatic furniture layout
algorithms to guide users to arrange furniture, which also can help ordinary users to
learn knowledge of interior design while reducing workload and improving efficiency
for interior designer. In particular, at the international SIGGRAPH conference in 2011,
two scholars have discussed this issue further [1, 2]. However, those algorithms mainly
use a single case study technology or intelligent algorithm, and some of those algo-
rithms are of long running time, and off-line. Few studies have focused on online
automatic furniture layout. The requirements of online furniture automatic layout
algorithms are the effectiveness, robustness, and real-time response. There remains a
need for furniture layout algorithms.

In this paper, we first present the room shape standardization algorithm to extract
the rectangular layout region from the non-rectangular rooms. Next we introduce four
layout modes: coupled mode, enclosed mode, matrix mode and circular mode, and
propose corresponding algorithms to the individual modes based reasoning and the
distance field. Finally the bedroom layout algorithms and living room layout algorithms
are given. Experimental computations suggest that the algorithms are extremely
efficient.

2 Related Work

There exist many algorithms to the furniture automatic layout problem. Those algo-
rithms can be divided into two categories: the algorithms based on optimization model
and the algorithms based on case study.

2.1 Algorithms Based on Optimization Model

Those algorithms first give an evaluation function according to furniture layout rules
defining the distance between the furniture and the angle and so on. Then, the layout
result was calculated by using the evaluation function and intelligent algorithms [1–5].
Yu et al. [1] presented an algorithms based on the simulated annealing algorithm. The
evaluation function of the algorithm mainly considers accessibility, visibility, pathway
constraints and so on. Merrell et al. [2] presented an interactive furniture layout system
based on interior design guidelines. The algorithm incorporates the layout guidelines as
terms in a density function, and then generates layout suggestions. Chen et al. [3]
presented a hierarchical optimization strategy and used particle swarm optimization to
solve the furniture layout problem. Akase et al. [4] introduced a way of construction of
gene expression and evolution process for interactive evolutionary computation. Liu
et al. [5] proposed the composite model for home furnishing generation based on
furniture configuration process.

The result of those algorithms depends on the rule values setting at the beginning of
the layout. If the information of the furniture and that of room are changed, the rule
values need to be reset and the parameters of the intelligent algorithm need to be
artificially adopted.
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2.2 Algorithms Based on Based on Case Study

Akazawa et al. [6] used the distances between furniture to denote the constraint rela-
tionships stored in the database. The query furniture is arranged by retrieving the
database. Germer et al. [7] also presented an algorithm based on case study. But the two
algorithms do not consider the relationships between the furniture layout and position
of door and window. Kjølaas [8] used a set of default templates provided for most
common room and furniture types to solve the furniture layout problem. Fisher et al.
[9] presented a method for synthesizing 3D object arrangements from examples. The
method synthesizes a diverse set of plausible new scenes by learning from a database.
In the authors’ previous work [10], an algorithm for rectangular room has been
introduced, but the algorithm cannot solve the problem of non-rectangular room fur-
niture layout. In this paper, we adopt the room shape standardization algorithms,
improved case - based reasoning algorithms and distance field to deal with the problem
of non-rectangular room furniture layout.

3 Learning Platform Overview

Figure 1 gives an overview of interaction with our platform. First the users create the
room and select the furniture in a library using the online three-dimensional platform.
Next, a rectangular layout region is extracted by room shape standardization algo-
rithms. Then individual algorithms for the coupled mode and enclosed mode are
introduced based on case-based reasoning and distance field. We omit the algorithms
for the matrix and circular mode as they are simple and can be similarly solved. Finally
the platform generates layout result to the users. The layout result and the layout case
library can assist the users to learn arrange furniture knowledge, to reduce the labor
intensity and to improve the labor efficiency. The uses can obtain the desired layout
form the platform.

Fig. 1. Platform overview.
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4 Room Shape Standardization Algorithm

The aim of room shape standardization algorithm is to extract the rectangular layout
region from the non- rectangular room. Next we propose the bedroom shape stan-
dardization algorithm and the living room shape standardization algorithm.

4.1 Bedroom Shape Standardization Algorithm

A room shape is represented as a polygon P = p1p2 ��� pn (see Fig. 2(a)). The polygon
P contains two sets: a set of vertex P = {p1, p2 ��� pn} and a set of line segments
L = {p1p2, p2p3 ��� pn−1pn, pnp1}. A line segment pipi+1 represent a wall in the room
with 1 � i � n. The point pdoor and point pwindow represent the door position and
window position, respectively. Our aim is to extract a rectangular layout region form
the polygon P. The bedroom shape standardization algorithm works as follows. First,
we find the bounding box of the polygon P, namely rectangle Q = q1q2q3q4, and its
center point O (see Fig. 2(b)). Next, we obtain four midpoints of edges of layout
rectangular region, namely point r1, point r2, point r3 and point r4, by those walls (see
Fig. 2(c)). Finally, as is shown in Fig. 2(d), we obtain the rectangular layout region
S = s1s2s3s4 according those midpoints. The algorithm is given below.

Algorithm 1. Bedroom shape standardization
Input: a room shape represented as a polygon P = p1p2 ��� pn.
Output: the rectangular layout region S = s1s2s3s4.
Step 1: Find the polygon’s bounding box of Q = q1q2q3q4 and its center point O.
Step 2: Establish a two-dimensional coordinates whose origin is the point O. Let the

positive direction of the coordinate axis x to be form the point O to the point pwindow.
Step 3: Along all line segments. Those line segments and the negative X axis, the

negative Z axis, positive X axis, positive Z axis are intersected at the point set R1, point
set R2, point set R3 and point set R4, respectively.

Step 4: Find the point r1 whose x coordinate is the largest in the point set R1. Find
the point r2 whose y coordinate is the smallest in the point set R2. Find the point r3
whose x coordinate is the smallest in the point set R3. Find the point r4 whose y
coordinate is the largest in the point set R4.

Fig. 2. An example of bedroom shape standardization algorithm. (a) The shape of a bedroom.
(b) The bounding box of the room. (c) The midpoints of edges of the rectangular layout region.
(d) The rectangular layout region.
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Step 5: Construct the rectangular layout region s1s2s3s4 by the point r1, point r2,
point r3, point r4 and point O, and then return the region s1s2s3s4.

4.2 Living Room Shape Standardization Algorithm

As is shown in Fig. 3(a), the polygon P = p1p2 ��� pn represent a living room shape.
The rectangle s1s2s3s4 is the sofa and TV layout region which is extracted using living
room shape standardization algorithm. The algorithm is given below.

Algorithm 2. Living room shape standardization
Input: a living room shape represented as a polygon P = p1p2 ��� pn.
Output: the sofa and TV layout rectangular region S = s1s2s3s4.
Step 1: Find the three walls p1p2, p2p3, p3p4 which are adjacent to the window.
Step 2: Find all the door position set D on the walls p1p2, p3p4, and then calculate

the distance between the point pwindow with the point p1, point p4 and the points in set
D. Find the point pmin to be of minimum distance. As is shown in Fig. 3(b), the point
pmin is p4.

Step 3: Construct the rectangular layout region s1s2s3s4 using the point p2, point p3
and point pmin, and then return the region s1s2s3s4.

5 Furniture Layout Mode

A furniture layout mode refers to the layout relationship between the furniture and
room. We define four layout modes. (1) Coupled mode is to require the furniture and
room to maintain a certain distance and angle to each anther, such as the bed and
bedside cabinet (see Fig. 4(a)). It can be divided into two categories: furniture and
furniture coupled mode, furniture and room coupled mode. (2) Enclosed mode is to
require the furniture first to be placed at the corner, and then to be placed along the
wall, and finally to be placed in the middle of the room, such as the desk in the study
(see Fig. 4(b)). (3) Matrix mode is to require the furniture to be placed in a rectangular
region, such as the desks in the classroom (see Fig. 4(c)). (4) Circular mode is a layout

Fig. 3. An example of living room shape standardization algorithm. (a) The shape of a living
room. (b) The rectangular layout region.
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mode to require the furniture to be placed around the circular furniture, such as the
circular dining table and chairs (see Fig. 3(d)). The combination of the four modes is
called combination mode, such as the bedroom layout. The distance and angle between
furniture in those layout models need to meet the ergonomic. The matrix mode and
circular mode solution to be relatively easy, the distance and angle between the fur-
niture are obtained according simply calculating. In the following section, we give the
algorithms of coupled mode and enclosed mode.

6 Coupled Mode Algorithm

6.1 Mathematical Model

The mathematical model represents the layout relationship between the furniture in the
coupled mode. Coupled mode consists of one chief furniture and n pieces of attached
furniture. We use k to denote the number of the furniture, k = 1, 2… n. All the attached
furniture is the same. The chief furniture contains n layout points, and each pieces of
attached furniture has one layout point. As shown in Fig. 5, the chief furniture is the
desk, and the attached furniture is the stool. We use the axis-aligned bounding box to
represent a piece of furniture. Let l, w and h denote the length, width and height of the
furniture, respectively. S = (l/2, h/2, w/2)T is the length matrix, S0 is the chief furniture
length matrix, and Sk is the attached furniture k length matrix. P = (x, y, z)T is the
furniture position, P0 is the chief furniture position, and Pk is the attached furniture k
position. a is the furniture rotation angle in the Y-axis direction, a = {0, 90, 180, 270},
a0 is the chief furniture rotation angle, and ak is the attached furniture k rotation angle.
The main idea of coupled mode algorithm is to find the chief furniture and attached
furniture layout points, and then to obtain the layout results through those layout points
and matrix transformation. The position relationship between the attached furniture k
and chief furniture can be expressed by the mathematical model as follows:

Pk ¼ Gk þTk þDk;

Gk ¼ MkSk;

Tk ¼ P0 þRkS0:

ð1Þ

Where, G = (gij)3�1, Gk is the attached furniture k layout point; T = (tij)3�1; Tk is
the chief furniture layout point relative to the attached furniture k; D = (dij)3�1, Dk is

Fig. 4. Furniture layout mode. (a) Coupled mode. (b) Enclosed mode. (c) Matrix mode.
(d) Circular mode.
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the attached furniture k distance matrix; M = (mij)3�3, Mk is the attached furniture k
transformation matrix; R = (rij)3�3, Rk is the chief furniture transformation matrix
relative to the attached furniture k; P0, S0 and Sk are known. ak, Mk, Rk and Dk are set
according to ergonomics and the layout [11].

As is shown in Fig. 5, the parameters of the mathematical model of the desk and
stool are as follow:

a0 ¼ 0; a1 ¼ 0:

M01 =

0 0 0

0 0 0

0 0 1

2
64

3
75; M1 =

0 0 0

0 0 0

0 0 1

2
64

3
75; D1 =

0

0

20

2
64

3
75

6.2 Furniture-Furniture Coupled Mode Algorithm

Case-based reasoning has been widely used to solve various problems [12]. Now we
use it to solve the coupled mode. The layout case consists of two parts: the layout
problem description and the layout solution description. The layout problem is
described by the vector q = (l0, w0, h0, l1, w1, l1)

T, where l0, w0, h0, l1, w1, and l1 denote
the length, width, and height of the chief furniture, the length, width, and height of the
attached furniture, respectively. The layout solution is the model parameters. The
layout case name is composed of the chief furniture name, the attached furniture name
and the total amount of attached furniture. Case similarity is defined as the Euclidean
distance between the two layout cases. We use the nearest neighbor algorithm
(K-Nearest Neighbor algorithm, K = 1) to retrieve cases.

min
i
fDisðcase0; caseiÞ ¼ ð

X6
j¼1

ðq0;j � qi;jÞ2Þ1=2g ð2Þ

Where, case0 is an await layout case, and casei is a layout case whose name is the
same as the case0, i ¼ 1; 2; . . .; mf g. q0 is the problem description of case0, and qi is
the problem description of casei. The minimization returns the best case casebest which

Fig. 5. An example of coupled mode. (a) The information of chief furniture. (b) The information
of attached furniture. (c) The information of coupled mode.
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is the most similar to case0 in the case library. Substituting the solution of casebest and
three parameters P0, S0, Sk of the case0 into the mathematical model and evaluate, we
obtain the layout result. The algorithm is given below.

Algorithm 3. Furniture - furniture coupled mode Algorithm
Input: an await layout case0.
Output: layout results of case0.
Step 1: Find a set of case whose name is the same as the case0 from the case library.
Step 2: Find the casebest using the nearest neighbor algorithm by formula (2).
Step 3: Get the parameters form the mathematical model of casebest.
Step 4: Assign the parameters to the mathematical model of case0 and calculate

using formula (1).
Step 5: Obtain and return the layout result of case0.

6.3 Furniture-Room Coupled Mode Algorithm

When there is a coupled layout mode between furniture and a room, we can take the
room as a piece of furniture, which is converted into the furniture - furniture coupled
mode. If the room shape is non-rectangular, we first need to extract its rectangular
region using room shape standardization algorithm in Sect. 3, then define the coupled
mode between the rectangular region and furniture. We summarize the common fur-
niture layout rule of furniture - room coupled as follows. (1) The tables are placed in the
middle of the conference room (see Fig. 6(a)). (2) The sofas should be placed along the
windows of the living room (see Fig. 6(b)). (3) The bed is placed along the windows of
the bedroom (see Fig. 6(c)), the distance D is decided by the room size.

7 Enclosed Mode Algorithms

7.1 Distance Field

In order to solve the enclosed mode layout problem, we use the distance field to fit the
bedroom and living room furniture layout rules. Before constructing the distance field,
we should make room’s floor discretization. We use 1 unit to represent 1 cm in real
world. For example, the length of a room is 4 m and width is 3 m, then the size of the

(a)  (b) (c)

D

Fig. 6. Furniture - room coupled mode. (a) Meeting room. (b) Non-rectangular living room.
(3) Non-rectangular bedroom.
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room’s floor is expressed as 400 * 300 after discrete processing. The room distance
field consists of two parts: walls distance field and paths distance field. The line
segment pwindow pdoor is called a path. For example, a bedroom distance field is shown
in Fig. 7(a).

A wall distance field is an attractive energy to the furniture. We define the wall
maximum energy intensity of t (t > 0). If the shortest distance from the point P (x, z) to
the wall pipj is D, the point P (x, y) energy value generated by the wall pipj is calculated
as follows.

V P x; zð Þ; Wall pipj
� �� � ¼ D

Width

� � � t; P x; zð Þ inside the room and D\Width
0; P x; zð Þ outside the room or D [ Width

�

ð3Þ

A path distance field is a repulsive energy to the furniture. We define the path
maximum energy intensity of s (s < 0). If the shortest distance from the point P (x, z) to
the path pdoorpwindow is D, the point P (x, z) energy value generated by the path
pdoorpwindow is calculated as follows.

V P x; zð Þ; Path ið Þð Þ ¼
D

Width

� � � s; P x; zð Þ inside the room and D\Width
0; P x; zð Þ outside the room or D [ Width

�
ð4Þ

When the room shape, the doors and the windows position are determined, using
the formulas 3 and 4, we can calculate any point energy value in the room as follows.

V P x; zð Þð Þ ¼
Xn

i¼1
V P x; zð Þ;Wallið Þþ

Xm

j¼1
V P x; zð Þ;Pathj
� � ð5Þ

Where, n and m is the number of walls and paths, respectively.

Fig. 7. (a) The distance field of a bedroom. (2) The distance field of a wall. (3) The distance
field of a path.
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7.2 Furniture Energy and Furniture Energy Maximization

The furniture energy value is the sum of the energy values of the points occupied by the
furniture. As is shown in Fig. 8, the rectangle is the bottom of the furniture bounding
box, and the furniture energy is calculated as follows.

E P x; zð Þ; S l;wð Þð Þ ¼
Xxþ l=2

i¼x�l=2

Xzþw=2

j¼z�w=2
V P x; zð Þð Þ ð6Þ

Where, point p(x, z) is the furniture position, l and w denote the length and width of
the furniture, respectively.

In the formula (6), when the following two cases occur, the furniture energy value
is zero: (1) There is a collision between the furniture with the placed furniture or the
door rectangular box (see Fig. 7(a)). (2) There is a collision between the furniture with
the window rectangular box and the height of the furniture is greater than the height of
the window (see Fig. 7(a)).

Furniture energy maximization is to search the position in the room where the
furniture energy value is the largest, which is represented as follows.

max
x;z

EðPðx; zÞ; Sðl;wÞÞ ð7Þ

Where EðPðx; zÞ; Sðl;wÞÞ is the energy value of the furniture in position point(x, z),
and the furniture can be rotated 90°. To improve the computational efficiency, the
energy value of the furniture in current position can be deduced according the energy
value of the furniture in previous position [10]. Compared with the formula of distance
field in [10] to be suitable for the rectangular room, this paper’s formula of distance

Fig. 8. Furniture energy

Fig. 9. (a) The energy distribution using the formula of distance field in [10]. (b) The energy
distribution using the formula (5). (c) The layout result using the layout method in [10]. (d) The
layout result using our layout method.
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field is more consistent with non-rectangular room. For example, Fig. 9(a) show the
distance field of a bedroom using the formula of distance field in [10], and Fig. 9(b)
show the distance field of the same bedroom using formula 5. Figure 9(c) show the
layout result using the layout method in [10], and Fig. 9(d) show the layout result using
our layout method. Our improved distance field places the furniture better.

8 Living Room and Bedroom Furniture Layout Algorithm

We now give detailed algorithmic descriptions to real cases using our furniture models
and the corresponding reasoning methods. As the length requirement of the paper, we
propose three cases, the living room layout, the bedroom layout, and the classroom.

8.1 Living Room Furniture Layout Algorithm

In a living room, we need arrange furniture include sofa, television, dining-table, and so
on. The region of arranging television and sofa is called the television region and the
sofa region, respectively. When the sofa and TV layout rectangular region is found
using the living room shape standardization algorithm, we also need to extract the
television region and sofa region from it, which is called television region and sofa
region algorithm. First, we divide the rectangle s1s2s3s4 into two small rectangles:
s1s2s5s6 and s3s4s5s6. Then, we calculate the energy values of the two small rectangles
using formula 4 (see Fig. 10(a)). Finally, the small rectangle of the more energy value,
that is s1s2s6s5, is placed the sofa, and the other small rectangle s3s4s5s6 is placed the
television. The algorithm is summarized below.

Algorithm 4. Living room furniture layout Algorithm
Input: the living room shape and await furniture.
Output: layout results of furniture in the living room.
Step 1: Extract the sofa and TV layout rectangular region using the living room

shape standardization algorithm in Sect. 3 and calculate the distance field of the living
room using formula 3 and formula 4.

Fig. 10. (a) The energy distribution of finding the layout region of sofa and TV in a living room.
(b) The energy distribution of finding the layout position of the dining-table in a living room.
(c) The energy distribution of a bedroom.
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Step 2: Arrange the furniture which is of the coupled mode using Furniture -
furniture coupled mode Algorithm in Sect. 5.

Step 3: Arrange the TV combination furniture and the sofa combination furniture
using the Furniture - room coupled mode Algorithm in Sect. 5 and the television region
and sofa region algorithm in Sect. 7.

Step 4: Arrange dining-table and make its energy maximization such that the fur-
niture within the region T1T2T3T4 and the ling room (see Fig. 10(b)), and return the
layout results.

8.2 Bedroom Furniture Layout Algorithm

In a bedroom room, we need to arrange furniture include bed, television, wardrobe, and
so on. When the rectangular layout region is found using the bed room shape stan-
dardization algorithm, we also need to extract the television region and bed region. The
extract method of the television region and bed region in the bedroom is similar with
the extract method in living room (see Fig. 10(c)). Bed room furniture layout Algo-
rithm is summarized below.

Algorithm 5. Bed room furniture layout Algorithm
Input: bed room shape and await furniture.
Output: layout results of furniture in the bed room.
Step 1: Extract the bed and TV layout rectangular region using the bed room shape

standardization algorithm in Sect. 3 and calculate the distance field of the living room
using formula 3 and formula 4.

Step 2: Arrange the furniture which is of the coupled mode using Furniture -
furniture coupled mode Algorithm in Sect. 5.

Step 3: Arrange the bed combination furniture and the television combination fur-
niture using the Furniture - room coupled mode Algorithm in Sect. 5 and the television
region and bed region algorithm in Sect. 7.

Step 4: Sort the others furniture of awaiting layout by height and area.
Step 5: Arrange the others furniture one by one and make its energy maximization

within the region s1s2s3s4 (see Fig. 10(c)), and return the layout results.

8.3 Classroom Furniture Layout Algorithm

In a classroom, we need to arrange furniture include a teacher’s desk and the student’s
desks and stools. The classroom furniture layout algorithm is summarized below.

Algorithm 6. Classroom furniture layout Algorithm
Input: a rectangular classroom, a teacher’s desk and student’s desks and stools.
Output: layout results of furniture in the classroom.
Step 1: Arrange the student’s desks and stools using Furniture - furniture coupled

mode Algorithm in Sect. 5.
Step 2: Arrange the student’s desks and stools according the matrix mode.
Step 3: Arrange the teacher’s desk and the combination furniture of the student’s

desk and stool using the Furniture - room coupled mode Algorithm in Sect. 5.
Step 4: Return the layout results.
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9 Experimental Results

We developed an online furniture layout platform using WebGL and C sharp language
in Visual Studio 2015. We designed 16 common cases of furniture layout to store in
database of SQL Server 2012. The computation was performed on a computer with a
processor of Dual-core 2.6 GHz, main memory 4G, operation system Microsoft
Windows 8 64bit and Chrome browser.

9.1 Comparisons with Prior Art

To further evaluate our method, we compare with two most recent methods, [2, 5]
respectively. As there are no detailed parameters on the scene of living room and
furniture sizes in [5], we manually extracted these information from their paper and
used our method on their scenes and compare the running time with their method.
Figure 11 and Table 1 shows the visual results and the detailed running time. In both
case, our method generates comparative results to theirs while the running time is
significantly faster (a factor of 30x).

(a)            (b)              (c)

(d)                 (e)                 (f)

Fig. 11. (a) The layout result using the method in [2]. (b) The layout result using the method in
[5]. (c) The layout result using our method. (d) The layout result using the method in [2]. (e) The
layout result using the method in [5]. (f) The layout result using our method.
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9.2 Comparison with Real Designs

We also invite an interior designer to manually design some furniture arrangements
using our online system but without any algorithmic inference. The designer is allowed
to manually drag an object and move it along the floor plane to place it properly given a
room layout. It took almost an hour for him to finish the classroom and bedroom design
whereas our system took 2.3 s. Figure 12 shows the visual results. Our method gen-
erates comparable arrangements with the designer.

Table 1. Statistics of running time comparisons with [2, 5]

Method Computer configuration Programming
tools

Average
running time
(s)

Method in [2] RAM 4 GB, and 3.4 GHz CPU Intel
Core i7-2600

Matlab and
VS2008

217

Method in [5] RAM 4 GB, and 3.4 GHz CPU Intel
Core i7-2600

Matlab and
VS2008

50.3

Our method RAM 4 GB, and 2.6 GHz CPU Intel
Core i5-3230

WebGL and
VS2015

1.5

(a)                               (b)

(c)                                (d)

Fig. 12. (a) The layout result of the bedroom by designer. (b) The layout result of the bedroom
using our method. (c) The layout result of the classroom by designer. (d) The layout result of the
classroom using our method.
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10 Conclusion and Future Work

In this paper, a learning platform of furniture layout has been developed using the
furniture layout algorithms based on case-based reasoning and distance field. It can
automatically generate a layout to help the users to learn knowledge of furniture layout
and obtain the desire layout. Compared with the traditional layout algorithms using a
single method to all the different scenes, our algorithms use different layout mode to
solve the different scenes layout problem. First the non-rectangular room shape nor-
malization algorithms are presented according the room shape features. Then, four
layout modes, namely coupled mode, enclosed mode, matrix mode and circular mode,
are introduced by analyzing the distribution in a room. Next, we propose the algorithm
of coupled mode based on the mathematical model and case-based reasoning. We also
present the algorithm of enclosed mode based on the distance field. Finally we give the
furniture layout algorithm of non-rectangular bedroom and that of non-rectangular
living room. The experimental results show that the layout results of our method are
similar to the real designs and the running time can meet real-time response require-
ments of online layout. In future, we plan to explore automatic furniture layout for large
scale and mixed scenes. How to automatically generate the layout for mixed places
such as the office and shopping malls scenes using our layout modes is worth further
exploration.
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Abstract. It has already been for a while that educational institutions and
researchers tried to find an answer to the recurrent critics of learners on how
feedback is delivered. Many emerging technologies have been used with a
limited success, therefore there must be some other factors. What we learned
from observing different feedback was that written feedback is not very
attractive. Most of the feedback was not enjoyable to consult or difficult to
access. This research proposes an answer to how to make feedback more
appealing, especially when artefacts are submitted, and formulate some rec-
ommendations to develop an effective feedback tool. This research is not aiming
for feedback on written reports where tools such as Turnitin are sufficient.

Keywords: Higher education � Feedback � Marking � Video feedback �
Recorded feedback � Visualization

1 Introduction

Usually marking and feedback are released to learners at the same moment. The
feedback summarizes the pros, cons and advice to improve the delivered work. Sub-
stantively most given feedback meets the justification criteria as the feedback is pro-
vided by professionals in their field. Interested learners will go through a process where
they first identify the score and secondly try to figure out what justify that score.
Non-interested learners will ignore the feedback.

Early research in 2004 at the University of Wolverhampton [1] indicates that
students even don’t collect their assessed work. Other research done by Wojtas in 1998
[2] as well shows that the students have little interest in their feedback. They only
consult the feedback if the mark is not confirming their expectations. Being still
confronted in 2017 with the same problems discussed in 2004 (despite many attempts
were undertaken over the years to improve the situation) indicates that the problems
persist. Within our own department tutors were even confronted in a harder way due
the large amount of creative assessments (artefacts).

Therefore, the main aim of our research is to meet demands of tutors and students
on feedback for artefacts. Tutors mentioned they spent a lot of time to provide the
feedback (a lot of recurring work) and students didn’t feel to be attracted to consult the
feedback.

© Springer International Publishing AG 2017
F. Tian et al. (Eds.): Edutainment 2017, LNCS 10345, pp. 251–261, 2017.
https://doi.org/10.1007/978-3-319-65849-0_27



Summarized this research is going to create and discuss different prototypes to
develop a feedback and marking tool which meets the following requirements:

Reduce the workload for the feedback providers

• Time saving.
• Excellent usability.
• Freedom.
• Availability of creative tools.
• Integration in existing VLRs.

Visualize feedback in a more attractive way for learners

• Attractive presentation.
• Perception of easy processing.
• Clear correlation.
• Structured.
• Neat.

This research won’t consider the actual content of the feedback but how it is
presented to the learner. Four prototypes have been setup, discussed and tested to
formulate recommendations to use in the development of a common marking and
feedback tool. Note that as output for the feedback and marking will be an output on a
screen (digital). So, new technologies (video, audio, interactivity) can be also imple-
mented later.

2 Previous Research

Various research was conducted on feedback and marking in higher education. Many
of them were focused on the improvement of the actual content of the feedback. Less
seems to be interested in how the feedback could be presented in a more attractive way
to the learner.

In 2016 The Higher Education Academy presented a Framework for transforming
Assessment in Higher Education [3]. This research is focused on a better integration of
feedback in the assessment process, which is absolute a necessity, but again not cov-
ering how feedback can be presented in a more visual, attractive way to learners.
Concept mapping, mind mapping and argument mapping are techniques now used for
education-related purposes [4]. In fact, this is a visualization of an analysis of different
part of an assignment setup so the use of visualization is not a novelty in Higher
Education.

Feedback is very important as a learning tool that guides students’ progress and the
need for improvement on their performance. It has a scaffolding function, as it may
enable students to further develop their performance level. As said before, research on
assessment feedback has been essentially focused on ways to improve the quality of
written based documents, whether for summative or formative assessment, and inde-
pendently of being driven by a more developmental dimension, an encouraging or
fairness one. Seven principles of good feedback practice were identified by Nicol and
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Macfarlane‐Dick [5], aiming to facilitate the students’ self-regulation of their own
performance, in terms of their thinking, motivation and behaviour during the learning
process. The 3rd principle, about delivering high quality information to students about
their learning, has been more and more reflected on the UK NSS surveys. Curiously,
this principle focuses on the quality of the content and has no mention to the quality of
the way feedback is delivered or presented to students. However, for the feedback to be
useful to students, they must understand the feedback first, as pointed out by Lizzio and
Wilson [6], alluding to a potential discrepancy between the meaning of academic’s
feedback and its interpretation by students. This difficulty, commonly felt by students,
in understanding written comments, which are usually vague and in an imposing style,
was also referred by Duncan [7], who highlighted that a “clear advice on how to
improve the quality in subsequent work” was often neglected in feedback sheets.
Understanding how students make sense of feedback and how they use it to support
their learning process, has also been object of research (Higgins et al. [8]; Hepplestone
and Chikawa 2014 [9]; Pitt and Norton [10]).

Per Nicol [11] “the quality of the students’ interaction” with the feedback com-
ments is as important as (or maybe even more important than) the quality of the
comments they receive. Surprisingly enough, being this interactive characteristic
considered so important, no examples were found of the use of interactive capabilities,
offered by new technologies and devices, applied to the assessment feedback process.

The use of audio to provide feedback have been widely discussed and became an
available option, usually, as discussed by Savin-Baden [12], who suggests the use of
podcasting to deliver feedback, within a dialogic learning framework, because students
seem to like it, although it does not necessarily improve grades, and despite staff
tending to show some resistance, considering it more time-consuming. Lunt and
Currant [13] also discuss the introduction of audio feedback, delivered to students via a
VLE or email, with very positive results, showing that students are at least 10 times
more likely to open audio files compared to collecting written feedback. Hussey and
Smith [14] refer to an innovative solution that provides audio feedback which can be
accessed by students with a simple digital audio player.

3 Research Methodology

The initial plan was to set up several test cases covering one or both proposed
requirements. To create the prototypes two techniques were used:

• Rapid Application Development (RAD)
• Template

As RAD the FileMaker platform was used which is a standout leader for Rapid
Application Development [15]. Despite it is a great software it still has some restric-
tions in the creative areas. But nevertheless, it’s good to have some insight in this kind
of software to figure out if it can be used to develop the final tool. To have completely
free hand in creativity Adobe Illustrator was chosen to create the templates. Using
templates had the disadvantage that there was no database connection resulting in the
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template based prototypes totals of the marks were done manually which must be taken
in account that this won’t be the case in the final tool.

When our brains perceive information, they catalogue how easy it is to process the
available data. This can make the difference that a learner will be focused on the
feedback or not. Young learners have a lot of distractions those days and want to catch
information in a snap. Figure 1 shows us what the two main issues are, gaining interest
and keeping that interest.

This research is focused on delivering feedback for Artefacts. In our department,
this could be used by units teaching creative assets and programming. The covered
topics by the different prototypes were:

• Software programming.
• Texturing and lighting for games.
• Animation for games.
• Programming for Graphics and Games.

The first prototype was created to formulate an answer to the growing concern
about the workload feedback providers had. A programming unit, Software Pro-
gramming, was used as a test case. To develop the prototype a RAD (Rapid Appli-
cation Development) tool was used. Whilst this offered quick iteration times during
development which were crucial in receiving initial test results, it quickly proved to be
inflexible once requirements evolved from these initial results. In the past, there were
complaints from learners that the provided feedback was a copy/paste work. This is not
the way to gain confidence from the learners and it will reduce the value of the
proposed feedback. The developed prototype allowed to adjust predefined sentences
when they were used as feedback. Beyond, there was a nice overview of the learning
outcomes combined with their appropriate values and scores. Figure 2 shows the setup
of the prototype.

A second prototype was used for feedback on a texturing assignment which is a
good example of an artefact submission. Knowledge from graphic design and the
advertisement world [16] was implemented. At the same moment, it looks very
structured and polished. Basic idea behind the setup was that creative students are not
keen to read textual feedback and have a more visual focus. This is template based
solution.

Fig. 1. Visualization of the fragile perception
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Colours played also an essential role in the prototype. From our daily lives, we
know green is GO, orange is TAKE ATTENTION and red is DANGER. The
combination of those colours was used to indicate the level of quality of the delivered
work. Colour was applied on text and arrows. Figure 3 is showing a first implemen-
tation. Notice the use of arrows as a visual guidance, the large numbers of screenshots
from the students work and the application of some rules used in the advertisement
world. Figure 5 shows the areas of importance to place our data. For our prototype,
title, marks, learning outcomes and a part of the visualization are situated in the high
interest area part. There’s also a brand identity included in this example by using the
logo of Bournemouth University in quite a large size. Notice also that all prototypes
have a landscape orientation and an aspect ratio of 16:9 and are perfect viewable on HD
screens. All prototypes were exported in the same way. A high-quality pdf was gen-
erated which could easily been shown full screen (Fig. 4).

The third prototype was created to give feedback on an animation unit and the goal
was to combine the positive elements from both previous prototypes. Feedback on
animation is more complex compared to texturing. The assignment covered the use of
curves and their influence on the behaviour of the animation. Once again a RAD
solution was used. Notice that the characteristics of advertising rules were still more or
less implemented but in a less efficient way. The marking and the demands related to
the learning outcomes plays a larger part here. There was no spontaneously approval.

Fig. 2. Structured feedback for each of the learning outcomes. Remarks are predefined but can
be adjusted.
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Prototype 3 showed the feedback providers that it’s not always easy to define what
is a 6 or 7 as a mark. There is a grey area which can cause discussions with students
“why a 6 and not a 7”. To avoid that kind of discussions prototype 4 had been adjusted
to a more verbal judgment for the marking but strong related to the learning outcomes.
The conclusion area changed position to a more important area.

Fig. 3. Visual representation of the lower and higher interest areas.

Fig. 4. Knowledge from graphic design and the advertisement world was implemented in
prototype 2.
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4 Results

4.1 Results from the Learner Perspective

It may be no doubt that the RAD solutions were faster to generate feedback. Features as
drop-down lists to select predefined feedback and the ability to do calculations made it
more user friendly compared to the template based solutions. The predefined feedback
was also adaptable which made that the given feedback could be easy personalized. On
the other hand, it restricted the creation of a more “creative” feedback.

4.2 Results from the Leaner Perspective

Take in account that during the testing phase of the prototypes learners were not
informed that a research was going on. Instead of using surveys we waited for a
response from the learner side. We didn’t trigger anything, the appreciation had to
come by itself, for us the only way to be certain they could appreciate the used method.
Perhaps a weird approach to get a feedback from the learners but if it was appreciated it
should come up during the student forums spontaneously (Fig. 6).

After the release of the feedback and marks it was waiting for a response from the
learners through the student forums. After the release of the texturing assignment the
feedback came without any demand of our part. Spontaneous the learners indicated that

Fig. 5. Prototype 3 is a solution for an animation assignment. The small images were not a great
success.
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they liked the way the feedback was provided. Something similar happened after the
release of the PGG marks. The visual approach was successful for both the creative and
programming assignments. Prototype 1 and 3 didn’t deliver a spontaneous feedback
from the learners. There was space for improvements in some areas of the content but it
seems to be overshadowed by the visual presentation of the feedback. In a way, it
delivers the proof that the package is more important than the actual content. From an
academic view that can be argued but it’s a fact that decent visualization gets more
learners involved in the feedback and marking, especially learners who otherwise
wouldn’t have consult their feedback. Prototype 2 and 3 succeeded in gaining the
attention of the learner (Table 1).

Fig. 6. Prototype 4, the learning outcomes and related marks are prominent present.

Table 1. From the feedback provider perspective.

Time
saving

Excellent
usability

Freedom Creative Integration Used feedback
for

Prototype 1 X X Programming
software

Prototype 2 X X Texturing
Prototype 3 X X Animation
Prototype 4 X X Programming

graphics
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It was clear that the biggest impact was on the artefact and programming assign-
ments. The software and animation feedback was great in presenting the link between
the ILOs and the marks but still looks to dull to make students enthusiastic. A wrong
approach to visualize the graphs (difficult to read, too small) on the–animation feedback
taught us that the visualization of the feedback must be done in a perfect way if it wants
to have some impact (Table 2).

5 Future Developments

To provide software which will allow the system to store the data needed to generate
the correct output whilst at the same remaining as non-invasive as possible to the user,
some further developments are planned.

The first aim is to tightly integrate the software with the operating system itself so
that it can become part of the work review process that the marker goes through. For
example, if at any point the marker decides to make a comment, they can press a known
hot-key and rather than any software loading and distracting from their original train of
thought, simply the task they want to perform will appear, such as highlighting a piece
of work and adding a comment box. This should mean that no windows will pop up,
breaking the flow of marking. As part of this aim, it is important that the examiner
builds up a feedback sheet in a similar way to the final output that a student will
receive. This WSYWYG (What you see if what you get) design flow will help ensure
that the feedback response will be more personal and relevant than anything that could
potentially be generated from data or even WYSWYM (What you see is what you
mean).

The second aim is to provide the user with an easy and obvious way to upload the
final marked items to a server. Opening web browsers and navigating web interfaces
often causes large breaks in workflow when the marked work is all ready and waiting
on the user’s machine. For this we will be looking in to potential ways that the marked
work can be selected and committed in a similar way to existing GUI version control
software such as Tortoise SVN. This also means that plugins could be written to
connect the software to a variety of Virtual Learning Environments (VLEs) in a
common and uniform manner requiring little training when joining a new institution.
Supporting a variety of media is important for the proposed system to work. For
example, examiners may well want to embed audio clips and videos onto the feedback
“sheets” where the students can then click to enable them as needed. A storage and
recovery facility that allows for this will need to be slightly more flexible than simply
storing i.e., PDF files.

Table 2. From the learner perspective.

Attractive Ease Correlation Structure Neat Used feedback for

Prototype 1 X X X Programming software
Prototype 2 X X X X X Texturing
Prototype 3 X X X Animation
Prototype 4 X X X X X Programming graphics
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A final aim is to ensure the software is fast and easy to set up and portable to a
variety of platforms that instructors must use such as not only Windows but also
Mac OS X, Linux and FreeBSD. This ensures that work can be marked on the systems
it was intended for such as MAX MSP on Mac OS X, Maya on Linux etc. For this
reason, we intend to write the software using the C++ language and a portable GUI
toolkit such as wxWidgets.

6 Conclusion

Our research proved that a good visualization of feedback will help students to get
more interested, more engaged in the marking and feedback of their assessed work.
Previous research already proved that feedback is a very important part of the learning
process and that it deserves all appropriate attention. This research was an attempt to
focus as learning specialists not only on the content of the feedback but more specific
on how it is presented to learners. The prototypes can be presented on a wide range of
screens such as for mobile phones, tablets and computers. Prototypes 2 and 4 were the
most effective. Based on these two a final prototype will be developed which can be
used as a blueprint to create a feedback and marking tool. Video and audio must be
integrated in this setup so that they are not a standalone solution anymore to provide
feedback. To be affective it’s much better they are integrated in a feedback solution. As
mentioned in future developments chapter the lay-out of the feedback provider will be
the same as the one shown to the learner, a kind of scrapbook were the feedback
provider can stick his comments. Research on RAD solutions (prototype 1 and 3)
showed us that it’s hard to use such a solution to meet all mentioned requirements to
satisfy learners and feedback providers. Usability (feedback provider) and attractive
(learner) will be the keywords when developing a blueprint for a feedback and marking
tool.
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Abstract. Student Engagement has been a strong topic of research for
the avoidance of student drop out and the increase in grading. Serious
games have highlighted benefits in engaging students, primarily through
edutainment, educating via games. This article suggests a Computer
Algorithm, purposed at measuring and encouraging student engagement.
In addition, the algorithm accounts for sensor networks accessed both
directly and through the Internet, extending its application to the Inter-
net of Things (IoT).

1 Introduction

Student Engagement is a multifaceted theory that constitutes of three factors;
behavioural, emotional and cognitive engagement, as described in the research
review conducted by J. Fredricks et al. [1]. Student engagement is usually mea-
sured through surveys based on self and/or academic self-reflection [2–6]. This
paper proposes a computer algorithm that measures student engagement based
on class attendance and punctuality in addition to self-perception. The calcu-
lated sum serves as data points that can be utilised in games, gamification,
serious games and smart serious games.

Serious games are computer games built for non-entertainment domains, and
have a presence in industries including health, advertisement, training, educa-
tion, science, research, and others [7]. By harnessing the power of entertainment
that gaming provides, serious games and gamification have provided a number
of research and industrial solutions [8–11]. Serious Games have displayed an
increase of student engagement in previous literature [12–14].

Furthermore, this paper introduces the Internet of Things (IoT) as a utility
of measuring real world environmental effects on student engagement. IoT was
firstly introduced by Kevin Aston [15] in 1999, aiming to identify unique objects
and their virtual representations in an internet-like structure. IoT enables the
connectivity of anything from any time to any place. Nowadays, researchers have
expanded IoT with more technologies including sensors, network, data analysis,
and various applications. Its applications include diverse and wide fields such
c© Springer International Publishing AG 2017
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as industries [16], environments [17], cities [18], transportation [19] and health-
care [20]. IoT consists of interconnected devices or Things that operate in Smart
Environments and communicate data with virtual identification and/or person-
alities [21]. In addition, IoT accounts for an ecosystem, which is comprised of
middle-ware [22], users and interconnected devices.

This paper outlines as follows; Sect. 2 details current research on Serious
Games and the Internet of Things, in respect to the future of this research.
Section 3 discusses the new terminology of Smart Serious Game, a genre of seri-
ous games that directly relates to this project. Section 4 explains the process of
quantifying student engagement based on their actions in the physical world, and
proposes a computer algorithm that measures, and potentially improves engage-
ment through a game. Section 4 also presents the methodology for uncovering
the proposed algorithm. Section 5 states the continuation of this research by val-
idating the algorithm on students. Finally, the paper concludes and considers
this research’s limitations.

2 Student Engagement and Serious Games

Engagement is understood to be the involvement of people in an activity rather
than the intensity of interaction [2]. Engaged students select tasks and learn-
ing objectives at the border of their comprehension and adopt a positive and
optimistic approach to learning [5]. E. Skinner and M. Belmont outlined a psy-
chological model, which drew a correlation between the competencies of students
and their levels of engagement [5].

The student engagement theory is utilised for analysing dropouts in schools
[2,23]. Research by J. Appleton et al. outlines four subtypes of engagement:
Academic, behavioural, cognitive and psychological [2]. Behaviour manipula-
tion can be intrinsically or extrinsically triggered [1,24]. Intrinsic engagement
stems from the engagement of following an instruction for the activity itself
whereas extrinsic engagement relates to the desire to achieve goals and objec-
tives related to an activity. A review conducted by J Fredricks et al. categorised
student engagement into three elements: behavioural, emotional and cognitive
[1]. Behavioural engagement relates to positive in-class conduct, involvement in
learning relating (effort, concentration, contribution to class) and participation
in activities (competitions, membership). Emotional engagement describes the
feelings of students such as interest, anxiety, boredom and others. Finally, cog-
nitive engagement focuses on the desire to complete extra curriculum activities
and tasks, and the demonstration of strategic and methodical approaches to
learning.

M. Handlesman et al. created a questionnaire in an attempt to measure
course engagement based on a four-factor dimension. The four factors com-
prised of skills, emotion, participation and interest, and performance. After
performing validation tests against student grades they discovered correlations
between engagement factors and grades, however due to the sample size acquired,
their research could only provide an indication towards the questionnaire’s
effectiveness [4].
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All included research into student engagement provide the psychological mea-
sures needed to monitor and evaluate engagement. All research recognises the
existence of behavioural, emotional and cognitive engagement. Therefore, the
algorithm and game will include these aspects of student engagement their mea-
surements. Scientific research has proven games are engaging and immersive.
In detail, research by R. Garris et al. focuses on the instructional games and
their engagement to learners to accomplish better learning outcomes [12]. Their
suggested Input-Process-Output Game Model details an iterative Game Cycle
that comprises of User Judgement, User Behaviour and System Feedback and
encourages interacting with a game. This game cycle remains true in Smart
Serious Games for student engagement.

The key difference lies in the mechanisms used to implement such an iterative
cycle. User Behaviour and Judgement can now be monitored and inputted into
the game through the use of network distributed sensors rather than direct input.
Additionally, predictive algorithms and machine learning add another layer of
information that can aid in understanding engagement from external factors,
like never before.

Research into the gamification of learning experiences by A. Domnguez et
al. presented a solution focused on cognitive, social and emotional engagement,
in an attempt to improve learning outcomes [13]. Their research provided an
indication of emotional and social engagement on students; however, they noted
no significant improvement on learning outcome.

Research by V. Guilln-Nieto et al. acknowledged that serious games can
generate engagement and stimulation in educational environments, but focused
on the effectiveness of serious games for learning [14]. Their empirical findings
indicated that serious games are effective as learning tools providing that the
developed solution include classroom procedures and clearly outlined learning
objectives as well as game cycle and game dimensions. The structure of the
serious game V. Guilln-Nieto et al. developed provides a useful insight into game
elements that must be included in effective serious games for educational settings.

The core difference between the aforementioned research and this project lies
in the methods of data collection and data analysis. The Student Engagement
Instrument [2], and others, obtain data through questionnaires, either during
classroom time, or at random intervals. This project embeds attendance as a
measure, achieved through a hybrid sensor network [25], and utilises IoT to
predict and inform.

The combination of IoT and Serious Games has recently been termed as
Smart Serious Games (SSGs) [26]. SSGs are the merger of smart technologies,
including devices and services, and the principles of Serious Games [26]. Sharma
et al. detail the combination of the advantages of both technologies and its
future utilisations including analytics for corporations, a tool for solving serious
problems and others.

IoT serves a pivotal role in developing predictive and reactive algorithms that
measure engagement through games. The combination of a sensor network with
real world data will allow correlations to be drawn. These data association allow
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for personalised prompting based on behaviour pattern. In detail, if a student
tends to be absent on a rainy day, a personalised prompt can be created for the
next time it rains to highlight that fact to the student. Prompting aside, the
manipulation of data points and bonus scores can transverse the immersion of
gaming into student engagement.

3 Quantifying Student Engagement

In the previous section, we highlighted research relating to serious games and
student engagement, and identified they commonly measure engagement through
qualitative feedback acquired from questionnaires. By introducing IoT, it is pos-
sible to quantify elements of student engagement, particularly behavioural. By
monitoring class attendance and punctuality we receive quantitative data related
to each student’s engagement. Monitoring attendance and punctuality is not a
new measure for student engagement, however obtaining the data through a
wireless sensor network generates accurate data that has been captured in a less
invasive manner. Traditional attendance monitoring systems involve pen and
paper, which is susceptible to student forgery. Recent systems include Radio-
Frequency Identification (RFID) cards and receivers, however this is still more
invasive than IoT solutions, and can disrupt class flow.

Figure 1 presents the engagement model we utilise for monitoring student
engagement. Student attendance and punctuality is tracked through a wireless
sensor network. Based on the time of their presence, game points are allocated
for attendance and punctuality. A breakdown of the point allocation can be seen
in Appendix A. Game points are also allocated through a questionnaire that is
embedded into the game. The scoring system for the questionnaire follows the
principles set by aforementioned research projects that utilise the same means
for obtaining a measure of student engagement. In detail, a rating of 1 − 4 is
given to questions that monitor distribution, effort, contribution, concentration,
interest, boredom, anxiety, happiness, desire, and strategy.

The game points accumulated from sensor networks and questionnaires will
allow for an aggregate scoring to be produced that can indicate a student’s level
of engagement. Further detail on this is provided in Sect. 4.

4 Measuring Student Engagement

This section presents the equation for calculating student engagement and the
methodology behind it. The measure of student engagement will be visualised
in game as a score, where a high value equates to high engagement levels.

We calculate the value by accounting for class attendance, punctuality, and
the views of academics and students, gathered by game embedded questionnaires.
Physical activities (attendance and punctuality), provide a static score each time
they are completed. Students that complete a streak of game objectives will
receive further rewards. For example, a student that attends all classes in a
week will receive a bonus reward that directly increases the engagement score.
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Fig. 1. An illustration of the model used for quantifying student engagement

In detail, a set game objective requires players to attend a class, this awards five
points. Attending all classes in a week is a separate game objective that rewards
an additional ten points if met. This method of scoring provides a points balance
between those who are engaged and those who are disengaged. It is pivotal that
the encouragement received in gameplay does not outscore an engaged student’s
score, as it can hinder the purpose of the game. Section 4.1 provides further
detail on data points and the methodology used.

En =
[
1
2
(Ca + Cp +

Wt

d
)
]

(1)

The equation above calculates En, which represents the total engagement
score achieved and forms the core measurement of achievement in game. Ca and
Cp are the weekly total of game points amounted by class attendance and punc-
tuality, respectively. Wt symbolises the questionnaire weekly scores, calculated
using Eq. 2. In detail student engagement En is formed by averaging the sum
of data points achieved and the weekly total Wt score divided by the number
of timetabled days for students. We divide by 2 as Ca and Cp require student
presence for positive scoring, and is therefore considered as one factor of student
engagement.

Wt =
[
Cs

2
+

Cs

2
..

]
(2)

Wt is calculated by averaging the total class score (Cs) from student and
academic, and summing up the value of average class scores obtained through
a timetabled week. Using attendance as a quantifiable measure of engagement
is supported by J. Frederick et al. as they deem behavioural engagement to be
a crucial factor in preventing student drop-out and achieving positive academic
results [1]. Referring to Fig. 1, the algorithm ensures all three elements of stu-
dent engagement are accounted for. Behavioural engagement will be quantified
through presence and punctuality. A non-intrusive attendance system obtains
these measurements [25]. Emotional and cognitive engagement measure through
qualitative responses. Quantifying these elements would require intrusive tech-
nology, such as head scanners.
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It is possible that IoT can provide an indicator of cognitive engagement. If
a student chooses to attend class with severe weather conditions, high traffic
congestion, or out of scheduled time, their cognitive engagement is assumed. We
will conduct further research to investigate any possible correlation.

4.1 Engagement Simulation

We undertook a form of data simulation to identify the range of scores between
engagement levels, and to determine the best equation for aggregating the total
of data points. All data simulation was performed utilising spreadsheet software.
To begin with, data obtained from the Web regarding traffic, weather and sun-
light duration was exported into the spreadsheet. A timetable copy for a live
module at Liverpool John Moores University was utilised, providing the amount
of classes in a week and their respective details. At this stage three personae
were developed.

Each persona represented a point in the spectrum of student engagement,
therefore producing disengaged, engaged and neutral personae. We performed
simulations over two hypothetical weeks. The first week utilised assumptions
based on each persona. Disengaged achieves around 20% of weekly maximum
Ca+Cp and scores low on Wt, neutral obtains 88% of Ca+Cp with medium Wt
score, whereas engaged is allocated with top scores.

These assumptions tested resiliently the scoring system and the equation for
a balance in scores. By manipulating the points of reward through multiple iter-
ations of calculation with the equation, a fairer score was produced and data
anomalies were solved, ultimately changing the equation itself. Utilising spread-
sheet software for the production of data algorithms therefore proved extremely
useful as simulated data ensures a strong data algorithm is used before an appli-
cation is built, reducing development time.

Simulating based on persona assumptions provided the foundation to game
fairer rewards, however when taking this equation and points system to real
students, further anomalies could occur. In an attempt to test this, prior to
development of the game, we randomised all scores for the second week utilising
embedded functionality provided by the spreadsheet software. For the second
randomised week, the engaged and disengaged personae produced disengaged
scores whereas neutral remained within a neutral range of score. This occurred
as the attendance allocated to them by picking a random number (between 0
and 10) directly affected their respective engagement scores. An illustration of
the results is located in AppendixA, where an engaged factor is symbolised with
white, neutral with grey and disengaged with black.

As aforementioned, we are utilising attendance to quantify engagement,
therefore the results produced indicated no preliminary issues. By utilising
spreadsheet software and mathematical equations it is therefore possible to
detect data anomalies before the development cycle begins, aiding in reducing it.
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5 Research Challenges and Future Works

At this stage, the algorithm has been validated using data simulations of occur-
ring and random nature. This can categorise the study as preliminary. It is
important to note the focus of this paper, to propose a new algorithm for
quantifying student engagement, and to document the methodology of validat-
ing a computer algorithm through data simulations, performed in spreadsheet
software.

Developing the serious game and embedding the suggested algorithm ensues,
allowing us to validate it with real students. We will also attempt to draw mean-
ingful correlations between real world data and student engagement through
IoT. This will provide a unique perspective on student engagement and may
alter the equation’s format in future, pending results from experimentation.

Post experimentation, findings will be disseminated to update on the progress
of this research project. A possible fall back with our future works, students may
choose to disengage with the game completely, skewering results. In this instance,
participants will be questioned regarding their reasons for withdrawing.

6 Conclusion

Concluding, this paper introduces a computer algorithm for quantifying measur-
ing student engagement based on an aggregate of their attendance, punctuality
and subjective feedback. This data algorithm caters for Serious Games, gamifica-
tion and edutainment as it utilises game points to portray results. By including
IoT we acquire behavioural engagement data that we correlate against real world
events. The results of this correlation aim to encourage and alert students to
facts regarding their engagement. We also presented the use of data simulation
for validating the data algorithm, using personae, and spreadsheet software. As
aforementioned, the study is preliminary, with data from experimentation with
real students needed, to validate the algorithm’s effectiveness. This will be car-
ried out as part of this research project and the findings will be disseminated
accordingly.
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Abstract. The Unity 3D engine is used by a large majority of developers to
create games. It owns a forty five percent market share and is considered one of
the biggest development tools today; this is due to its simple and fast devel-
opment process which allows for rapid production of game prototypes. How-
ever, with over a hundred different options available to develop games, one must
ask whether using an engine such as Unity to generate simple 2D mobile games
is necessary. This paper aims to discover whether the use of the Unity engine is
appropriate for beginner developers who are looking to create 2D mobile games
whilst also providing insight into how influential Unity is within education and
whether learning more programming orientated applications is beneficial in
regards to universal application and longevity. We will define the criteria for
selecting a development methodology and create a 2D mobile game within the
Unity engine and replicate this game using Corona SDK. The development
process for both implementations will be reviewed and compared then the game
will be tested using a benchmark application on various devices to help
demonstrate which method was the most optimised and therefore appropriate for
mobile development.

Keywords: 2D game � Unity � SDK � Generic software � Mobile game �
Education

1 Introduction

Today, mobile games consume a vast market share within the games industry, it is
expected that in 2018 mobile gaming will account for 43 percent of the gaming market
revenue and currently there are over a third of Americans playing mobile games daily
[1]. In regards to genre; the most popular games are brain puzzle games (with over 37
million users per month playing one), closely followed by matching puzzle games e.g.
Candy Crush [2]. According to the UKIE’s games industry map, there are nearly a
thousand games companies in London. Out of these, roughly seven hundred are
working on the mobile platform and over two hundred were formed in the last five
years. Not all of these companies will be run by younger developers but it is safe to
assume that at least a small portion of them are. Considering that nearly two billion
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mobile devices are running a
Unity-made game, it is probable that
quite a large majority of these new
companies will be using Unity to
develop mobile games (Figs. 1, 2, 3,
4, 5 and 6).

It has been established that mobile
games are becoming increasingly
popular and that most users will play a
puzzle or match game – a basic, more
than likely, 2D game. The problem
which arises is that new developers
who want to create popular mobile
games will assume that Unity is the
correct tool for implementation.
However, alternatives may offer sim-
pler solutions but younger developers
will be discouraged due to the ideol-
ogy that using an SDK or graphical

API is too complicated which may have been reinforced by using Unity through
education.

The core objective of this paper is to determine whether Unity is the correct choice
for younger developers creating mobile games. In order to achieve this objective a
mobile game will be created using both Unity and Corona SDK. The development
process will be documented and compared against specific criteria then both games will
be tested to compare performance and set a benchmark across a multitude of devices.

2 Previous Research

2.1 Software Comparison

It is important to note that game development software is mostly specific to certain
platforms so when comparing engines with one another the components which focus on
creating mobile games are compared and nothing else as this is a false representation.
For example, real time particle effects, a 3D graphics algorithm, cannot be used in
mobile games but the engine may use it for a higher level platform.

Game engine selection methodology has been defined by [3]. In order to make a
comparison, criteria must be defined; they defined this criteria as audio-visual fidelity,
functional fidelity, composability, accessibility, networking and heterogeneity. Then
they break these criteria down into smaller sections – not all criteria will be used in this
research as their criteria applies to all game development rather than just mobile. A key
criteria which falls under the ‘accessibility’ heading is the ‘learning curve’, this is an
important factor in consideration for amateur developers as some methods will appear
to be much easier but occasionally a steeper learning curve can be more beneficial.

Fig. 1. Dominant marketplace position of Unity.
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A similar paper compared game engines which derived some of the criteria from
Petridis’ work [4]. Although the research focuses on building to multiple platforms, the
conclusions drawn upon take into account how suitable each engine is depending on
what platform is used. There is a focus on ease of learning too, this an important factor
to consider with amateur developers who require guidance with complex issues. Also
taken into account is what programming language is used for each software which has
universal application within the gaming industry. The conclusion describes which
engine was best in regards to specific criteria and genre; there was no one main winner
but it appears choosing software for development relied on two main things: experience
of the developer and the type of game one wishes to create.

2.2 Software Testing

Creating a fair testing environment for mobile games is quite different to other games, in
this example testing refers to the performance of the mobile application rather than the
user experience. Mobile application testing guidelines have been created by [5] who
states that not only do mobile applications have to work anywhere and at any time, they
also should work across platforms, different operating systems, display sizes and not
drain battery life. They later split testing into separate goals; quality of service testing,
reliability and scalability, interoperability testing – these are the relatable testing methods
which will help achieve a fair conclusion. Finally, they outline different approaches for
testing a mobile application. Device-based testing requires multiple devices and time but
for this scale seems the most appropriate for it can “…verify device-based functions,
behaviours, and QoS parameters that other approaches cannot” [5].

Another decision must be made regarding mobile game testing and that is the
choice to manually test or to automatically test. In [6] research on mobile application
testing he found that manual testing may be more time consuming but doesn’t require
the programming skill to initially set up the automation for automatic testing, more-
over, for testing performance and playability using real people gives more accurate
results. Finally, [7] mentions that “that all code can be subject to change…” in order to
test for performance or errors one must expect extreme values.

3 Our Research

3.1 Previous Comparison

Interviews with independent game developers were conducted by the author to help
understand the reasoning behind why they chose certain software to develop their
games. The overall consensus left Unity in a positive light, most developers claimed
that they had used it in the past and the experience was quick and relatively easy.
However, those who had more experience in this field and had developed more games
had slightly differing opinions, stating that it is a useful and powerful tool but lacks
freedom of control, universal application and the fact that one can build to a large array
of platforms meant that the overall quality of the build was poor i.e. quantity over
quality wasn’t a balanced exchange. An extra anecdote; those who could not find many
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issues with using Unity (or similar engine) were also those who had little experience in
other methodologies of development and those of whom did have experience in other
software claimed that the learning curve may be steeper for programming orientated
implementations but also has a larger scope of application.

This solution aims to eliminate the issue that beginner developers face when
deciding on which software to use when developing mobile games. In this paper, we
compare and analyse the two different implementations of a 2D mobile game, using
Unity as the engine and Corona SDK.

Criteria to compare the two development:

• Audio visual fidelity which consists of mainly 2D sprite animation
• Functional fidelity which is scripting and language efficiency,
• Composability – import/export limitations and available content
• Accessibility: learning curve, documentation and support, licensing and cost
• Heterogeneity (multiplatform support)

The game which will be created must feature the basics of a 2D mobile puzzle type
game so it is applicable to the general consensus. Therefore, the game must contain
specific elements:

• UI system; a menu in which
users can navigate through the
game

• Layered background elements
which feature parallax scrolling
(basic animation)

• Basic enemy AI and a scoring
system

• Collision with enemies and a
life system

• Touch controls and basic player
movement linked to touch
controls

3.2 Unity Implementation

Creating the basics of a game within the Unity engine is an easy task; dragging the
required assets from a folder and dropping them into the editor was simple and fast.
Once assets had been imported, initial backgrounds were placed – here we used
multiple images and layered them in front of one another. Parallax scrolling was
implemented by transforming the sprite images into textures, placing them onto a 3D
quad then attaching a script which offset the textures by a rate which is changeable. It is
important to note that this process requires mathematics but due to the rich docu-
mentation, understanding said mathematics was not necessary as someone has already
calculated these variables. Additionally, the default shader applied to this object was
not changed – it was default and changing it meant learning a new library regarding
shaders.

Fig. 2. Example of the game.
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Creating the animating ships was carried out using sprite animation. The animator
window within the Unity editor is simple and easy to follow; the main issue was once
again, ignorance of what was happening. Dragging a sprite sheet with multiple images
into the editor meant that Unity could create the animation and when the game played
the animation begun – this may appear as a good thing but with over two years of using
Unity in education one should understand how sprite animation works in detail.
Creating ‘enemies’ for the player to avoid involved creating a script which moved an
enemy left to right with a sine wave for some random movement. Spawning these
enemies was carried out by instantiating them within one function and using a Unity
function which allows a specific function to be looped with a given time and rate.
Collision was a matter of attaching a collider (something which can detect a hit) to the
player and the enemies, then a script would tell the game what to do if an enemy
collided with the player.

Scripting within the Unity editor can be a tedious task if only small changes need to
be made. Using mostly Monodevelop (which is included with Unity) to edit code,
making a small change then switching back to the editor to test the change took much
longer than needed. Due to the sheer size of the engine and the speed of compilation
within Monodevelop, there was a lot left to be desired when making a small mobile
game which requires a lot of small details to be changed.

3.3 Corona SDK Implementation

Learning Corona SDK and Lua (a scripting language) from scratch may appear to be a
somewhat daunting task but once the basics have been laid out the rest seems to flow.
Using Microsoft Visual Code to edit the code meant that the project loaded instantly
and changes could be made at rapid speeds. The initial set up of loading images and
creating a layered background was the same as the Unity implementation only carried
out using code rather than re sizing an image with a visual editor. Unlike Unity,
Corona SDK only uses 2D libraries so parallax scrolling could not be carried out using
texture offset of a 3D quad. In any case, a simpler solution was used. By placing an
image on the screen and a copy just behind, a function could be set up which moved the
first image then the second when it had reached the end of the screen – a process which
relied on logic over demonstration.

Creating sprite animation was rather straight forward due to the documentation on
the Corona website. The idea behind sprite animation is to tell the engine the size of
each individual image, for example, a square image of 128 pixels with four images
would mean that each image is 32 pixels in size. Implementing touch mechanics in
order to move the ship was carried out by using code found online but the basics of it
are that the engine will recognize where a touch was started and a runtime event will
‘listen’ for where it was let go.

In terms of difficulty; there is certainly a steeper learning curve in comparison to
using Unity but the experience and knowledge gained surpasses Unity. There is no
room for ignorance and therefore true logic and programming knowledge must be used.
For example, spawning enemies could not be carried out by using a function which can
repeat certain actions as there is no such function. This action must be carried out using
a slightly more complex programming convention. Creating a table (or array) then
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adding the enemy to this table meant that multiple instances of the same object could be
generated. Using a public variable, one can state how many enemies can spawn and a
runtime event will call the function depending on how many values were in the table.
This is a core concept of programming and game development yet the first time it has
been used correctly, as educational institutions only use Unity there has never been a
reason to understand this logic. Finally, making small changes such as spawn numbers
etc. were compiled almost instantly and as a result made the development process much
more streamline.

4 Results

To test performance of a mobile game it must be tested across different devices with
varying scenarios. Due to the nature of video games being unpredictable two levels
were created; one which plays as a normal game where the player must avoid hazards
and another which tests extreme variables – this level features 70 enemies spawning at
once and serves the purpose of performance testing not playability. Five devices were
used for testing; from low end mobile phones to high end tablets, for this scenario the
lowest end mobile, the mid-range mobile and the high end tablet will be used to
demonstrate performance.

Fig. 3. Corona SDK version performance results. Corona SDK version tested on Samsung
Galaxy SIII (Low end device). Left shows normal level and right shows extreme values.

Fig. 4. Unity version tested on Samsung Galaxy SIII. Left shows normal level and right shows
extreme level.

276 J. Brett and A. Simons



5 Conclusions

Results show that Unity may not be the most practical solution for inexperienced
developers to create 2D mobile games. Although one may presume it is used by a lot of
developers and games can be made with in short time frames with relative ease, this
does not mean it is the ideal game engine. Testing shows that for small mobile games
Unity does not perform as well as other software; it consumes much more RAM and
CPU usage which in turn will drain battery life faster than other applications and will
drop in performance quicker than other games.

In addition, if one were to learn Unity throughout education and only Unity they
would be limited in regards to actual knowledge of game development. For example,
learning C++ with a graphical API will give a student understanding about the key
fundamentals of how to draw an image to a screen, basic mathematics such as dot
product etc. This knowledge is invaluable as it can be applied to any game develop-
ment system whereas using Unity and allowing someone with more expertise to carry
out complex tasks will only build ignorance towards more complex systems and as a
result will restrict what they can do quickly.

To summarise, Unity or similar engines are great for producing prototypes at a
rapid rate, however they can also limit understanding and as a result will produce very
similar games. The choice of which software to use is somewhat subjective; it depends
on which game one wishes to create and how much expertise is possessed. Using Unity
is suitable for generating mobile games but amateur developers should not take it as the

Fig. 5. Sony Experia L Test. Both are on extreme value level, left shows Corona version and
right shows Unity version.

Fig. 6. Performance graphs for both versions. Right shows Corona and left shows Unity.
Testing on Samsung Galaxy Tab A. Both tests are performed on the extreme values level.
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best option – one must consider more lightweight alternatives and reflect on the game
they are making – in a lot of scenarios Unity is not necessary for creation of mobile
games.

References

1. Augmented Reality Statista: Statistics and facts on Mobile Gaming (2017). https://www.
statista.com/topics/1906/mobile-gaming/. Accessed 10 Apr 2017

2. CH Verto Analytics: The most popular mobile game genres: Who plays what, when? (2016).
http://www.vertoanalytics.com/the-most-popular-mobile-game-genres-who-plays-what-
when/. Accessed 10 Apr 2017

3. Petridis, P.; Dunwell, I.; de Freitas, S., Panzoli, D.: An engine selection methodology for high
fidelity serious games. In: 2010 Second International Conference on Games and Virtual
Worlds for Serious Applications (VS-GAMES), pp. 27–34. IEEE (2010). http://ieeexplore.
ieee.org/document/5460160/. Accessed 12 Apr 2010

4. Akekarat, P.: Comparison and evaluation of 3D mobile game engines. Master of Science
Thesis (Masters). Chalmers University of Technology (2014). http://publications.lib.chalmers.
se/records/fulltext/193979/193979.pdf. Accessed 12 Apr 2014

5. Gao, J., Bai, X., Tsai, W.T., Uehara, T.: Mobile application testing: a tutorial. Computer 47
(2), 46–55 (2014). Accessed 13 Apr

6. Amen, B.M., Mahmood, S.M., Lu, J.: Mobile Application Testing Matrix and Challenges.
http://airccj.org/CSCP/vol5/csit53503.pdf. Accessed 13 Apr

7. Manouchehri, P.: In-depth: Unit testing in Unity. GamaSutra (2012). http://www.gamasutra.
com/view/news/164363/Indepth_Unit_testing_in_Unity.php. Accessed 12 Apr

278 J. Brett and A. Simons

https://www.statista.com/topics/1906/mobile-gaming/
https://www.statista.com/topics/1906/mobile-gaming/
http://www.vertoanalytics.com/the-most-popular-mobile-game-genres-who-plays-what-when/
http://www.vertoanalytics.com/the-most-popular-mobile-game-genres-who-plays-what-when/
http://ieeexplore.ieee.org/document/5460160/
http://ieeexplore.ieee.org/document/5460160/
http://publications.lib.chalmers.se/records/fulltext/193979/193979.pdf
http://publications.lib.chalmers.se/records/fulltext/193979/193979.pdf
http://airccj.org/CSCP/vol5/csit53503.pdf
http://www.gamasutra.com/view/news/164363/Indepth_Unit_testing_in_Unity.php
http://www.gamasutra.com/view/news/164363/Indepth_Unit_testing_in_Unity.php


Game-Enhanced and Process-Based
e-Learning Framework

Rawad Hammad(✉)

Software Engineering Research Group (SERG),
Department of Computer Science and Creative Technology, Faculty of Environment and

Technology, University of the West of England, Bristol, UK
Rawad.Hammad@uwe.ac.uk

Abstract. Despite the importance of game-enhanced e-learning approaches/
artefacts, their processes, design choices, gamification mechanisms still need
further development to increase their flexibility, agility and effectiveness. This
paper critically reviews the current game-enhanced e-learning models to identify
the research gap and proposes a new e-learning framework. This framework
combines the following technologies: (i) business process to model and enact
game-enhanced e-learning processes, (ii) ontology to contextualise the e-learning
process, (iii) service-oriented architecture to dynamically map e-learning
processes and their elements/activities to a set of software services. Such frame‐
work allows to abstract from technical details and to keep the game-enhanced e-
learning process agile and more responsive to e-learner requirements. Further
work is needed to develop this framework and test it in real case scenarios.

Keywords: Game-enhanced e-learning · Process-based e-learning ·
Technology-enhanced learning · e-learning · Service-oriented e-learning ·
Semantic e-learning

1 Introduction

Learning is one of the very oldest human activities that have been practiced since the
dawn of humankind. Throughout the course of history, learning has been approached in
different ways according to its surrounding environments, goals, available technologies
and other contextual inputs. Learning took different forms, such as: traditional schools/
classrooms, learning discovery, e-learning, and blended learning. A variety of terms
with different definitions have been used in relation to utilising technology in learning
such as e-Learning and Technology-Enhanced Learning (TEL). Similarly, tools used
for this utilisation vary in their goals, scope, adopted strategies, etc. Examples of such
tools include: Learning Management System (LMS), Adaptive e-Learning Systems, and
Game-enhanced e-Learning Systems.

Generally, utilising technology in a certain domain (e-learning, e-business, etc.) aims
at increasing the effectiveness and the efficiency of the current processes (e.g., learning
processes, business processes). Such improvements include: better approaches to
achieve the overall goal and better design for e-learning artefacts (e.g., flexible design,
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agile development processes, and coherence e-learning experience delivery [1].
However, the effective application of gamification techniques in a complex cognitive
domain (i.e., e-learning) is more challenging due to e-learning particularities such as the
social nature of learning [2] and the implicit mechanism of learning [3]. This work will
investigate the state of the art in the game-enhanced learning domain and propose a new
flexible design based on a combination of various technologies. The rest of this paper
is structured as follows: Sect. 2 reviews the related literature, Sect. 3 proposes a new
Game-enhanced and Process-based e-Learning Framework, and Sect. 4 briefly discusses
and concludes the paper.

2 Literature Survey

Recently, the use of games in education and other domains gains momentum. This is
described in literature in different terms, such as: Gamification and Serious Games.
Gamification refers to the use of game design elements in non-games contexts [4] or, in
a border sense, refers to the use of game-based mechanics, aesthetics and game thinking
to engage people, motivate action, promote learning and solve problems [5]. Nonethe‐
less, Serious Games refer to games designed for specific pre-defined purposes [6].
Serious games repurpose games in order to offer activities that go beyond entertainment,
but gamification use game design to enhance stakeholder’s willingness to participate to
originally non-playful experiences [7]. Therefore, this research uses the term “Game-
Enhanced Learning (GEL)” as an umbrella to cover the above-mentioned definitions/
models. Game creates a flow (e.g., goals, rules and feedback) that is necessary for
learning. Psychologically during such flow learners experience gratification and their
immersion in the experience are at peak creativity and performance which is an ideal
situation for learning [8, 9].

Motivating e-learners and engaging them are the two key derivers behind GEL
development. Games ability to reframe learners’ failure as a part of learning experience
is an example on motivation [10]. The continuous feedback and joyful experience to
develop positive learners’ qualities, such as: persistence and discovery is another
example [11]. Key GEL advantages are classified as: (i) cognitive, where games provide
adaptive routes to success based on complex rules through active experimentation and
discovery [12], (ii) emotional, as they induce frustration, curiosity, etc. and can trans‐
form from one emotional state to another and (iii) social, because e-learners continuously
try to find new identities suitable for them [10]. Literature evidences [13] reveal how
GEL can positively impact e-learner’s experience, while empirical evidences [14] reveal
GEL positive impact on behavioural and psychological outcomes. This explains why
GEL techniques have been embedded in different e-learning models, such as: ITSs [15,
16] and LMSs [6].

However, gamifying e-learning is challenging and not straightforward due to the
following reasons. First, it requires heavy involvement by instructor and other team
members in complex gamification stages, such as understanding audience/context and
structuring the e-learning experience [17]. Second, it might absorb instructor resources
and teach learners to learn based extrinsic rewards [10]. Third, evidences from literature
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reveal mistakes in applying gamification concepts (e.g., instructors try to gamify
outcomes instead of behaviour [17]), which requires close monitoring during the devel‐
opment (i.e., time consuming process). Fourth, it requires long-time of fine-tuning of
course contents, teaching scenarios, learning processes, assessment strategies and feed‐
back. Fifth, the currently adopted design approach is not user-centred, and consequently
instructors are neglected from the design which leads to poor adoption rate [18]. Sixth,
the gamification approaches are cemented into the design of the e-learning scenarios
and processes. Consequently, it is challenging to reuse the existing game-enhanced e-
learning scenarios. In other words, it is difficult to compose a new game-based scenario
from the existing game-enhanced e-learning artefacts. Therefore, the agility of such
systems and the flexibility (i.e., giving the e-learners more control on their e-learning
processes) need to be improved.

3 The Proposed Framework

To respond to the above-mentioned research gap, a new architectural Game-enhanced and
Process-based e-Learning Framework will be proposed to improve the flexibility of game-
enhanced e-learning artefacts. This framework depends on the following key technolo‐
gies/pillars as follows. First, modelling and specifying a generic game-enhanced e-
learning process using an industrial standard Business Process Modelling Notation, such
as BPMN. This generic e-learning process model will describes a generic game-enhanced
e-learning scenario, its activities and interactions between the e-learner(s) and the system.
This process model allows to abstract from the technical details and separate the domain-
oriented considerations/assumptions from their operational counterparts. Second, since e-
learning processes are context-dependent, effective contextualisation mechanisms are
required. However, the current process modelling notations, including BPMN, cannot
effectively capture the context, which will negatively impact the ability of the proposed
framework to specialise the generic e-learning scenario for a certain e-learner based on
her preferences and goals. Therefore, an e-learning ontology will be designed to capture
related information about the e-learners, their preferences, achievements, goals, interac‐
tions with their peers, etc. This ontology will provide the proposed e-learning framework
with the proper information about the e-learner so that the generic e-learning process can
be customised according to the e-learner goals and achievements.

Third, the modelled e-learning processes, and its correspondent Business Process
Execution Language (BPEL) script needs to be enacted using business process execution
engine in a service-oriented architecture/environment (SOA), where various web serv‐
ices can be identified, discovered and mapped into the e-learning process activities. This
structure will allow more control for e-learning on their e-learning processes. For
instance, they will be able to choose how to tailor their e-learning process, therefore,
there is a need to ensure the pedagogical usefulness of any customised e-learning
process. So, a selected set of validated e-learning scenarios/approaches (e.g., behav‐
ioural e-learning approaches or social-based e-learning processes) [19] must be repre‐
sented in the fourth pillar in a certain format that is compatible with other technologies
(i.e., e-learning processes, ontology and SOA). This framework is presented in Fig. 1.
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As explained in the figure, the first layer is dedicated for interface-oriented functional‐
ities/capabilities, while the second layer represents the game-enhanced e-learning
process model, its roles, activities, gateway and conditions, potential data artefacts, etc.
This process is modelled using BPMN 2.0 standard, which is sufficient to model e-
learning activities but needs further contextualisation. This contextualisation is solved
by the e-learning ontology component, while the e-learning services component enables
the execution of the semantically-enriched e-learning processes through a set of software
services. Finally, the Learning Scenarios/Approaches component must model a selected
set of potential e-learning approaches that could be useful in the context of the game-
enhanced learning environment.

Fig. 1. The game-enhanced and process-based e-learning architectural framework

Fig. 2. Game-enhanced e-learning process model
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The e-learning process engine is the core part of the proposed e-learning framework.
This component is backed by a BPMN model for a game-enhanced e-learning process
as explained in Fig. 2.

The process is self-explanatory, but generally, e-learners will log in to the e-learning
framework, establish their identity (e.g., choose an avatar, setup a certain machine to
play with and so on), explore the learning environment, participate in learning, receive
feedback, and improve and work towards the final goal achievement. Such process needs
certain contextual information about the e-learner so that the preferred avatar or char‐
acter can be recommended automatically. Similarly, the preferred type of feedback can
be presented to the e-learner based on her preferences.

4 Discussion and Conclusion

To increase the flexibility, agility and effectiveness of game-enhanced e-learning arte‐
facts, a new architectural e-learning framework is introduced. The proposed framework
combines the following three technologies: (i) business process modelling notation to
model and enact e-learning processes, (ii) ontology to contextualise the process with related
information, (e.g., e-learner preferences, goals, etc.), (iii) service-oriented architecture so
that e-learning business processes can be enacted using a set of software services. A
rigorous instantiation process needs to be developed in order to instantiate this conceptual
framework and tackle its potential challenges. Such challenges include the coherence of the
designed e-learning scenarios. Giving further control to the e-learners on their learning
processes might lead to weak e-learning processes. Therefore, this control should be limited
based on well-identified constraints. For example, the e-learner cannot choose any avatar/
identity model for all games, the chosen identity must be related to the context of games.
Additional service-oriented concerns should be solved, such as service identifications and
discovery from e-learning business process models.
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Abstract. As listening is considered one of the most difficult communication
competence in English language learning this paper analyses the difficulties and
shows how to overcome them, using such new modern technologies as mobile
learning (m-learning) and Edutainment. The article analyses integration of
m-learning and Edutainment via podcasts during the English second learning.
Students of the XXI century are digital natives. Educators should embrace all the
opportunities the digital era presents. Teachers have been trying to keep up with
the fast-changing world of information technology while shaping their mind.
Digital formats allow interactive, entertaining, and motivating activities. The
five-year experience of using mobile phones for listening has shown that it is
interesting, easy and comparatively a new approach as it allows learning the
English language outside the classrooms. Next step – the gradual transition from
the state of a passive listener to a creator of the own podcasts using mobile
phones has shown that a combination: podcast – mobile phone gives a birth to a
new mobile technology in learning foreign languages.

Keywords: ESL learning � Communication competence � Mobile learning �
Edutainment � Podcasts

1 Introduction

The value of the competence approach in English language learning is being discussed
with interest among experts of education. Listening is considered to be one of the
difficult competence in comparison with reading, writing, and speaking. There was an
opinion if a teacher focuses only on speaking and provides to master this skill a student
will be able to understand a foreign speech spontaneously without special purposeful
teaching. Now, this view is disapproved both by the theoretical and practical argu-
ments. It is stated that even people speaking a foreign language fluently have diffi-
culties when they listen to English native speakers. For example, there is a study that
93.5% fifth-year linguistic students have difficulties when they perceive a fluent foreign
speech [1]. From the other side, psychologists give convincing evidence that perception
and comprehension of the foreign speech are rather difficult mental activity. It is
undoubted that the main difficulty in listening is the impossibility to control the
activity. Listening is the only type of speech activity where nothing depends on the
person who does listening. Listening requires extremely intensive mental activity,
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and that is why it causes fast tiredness and prevents from concentrating. It is obvious
that effective listening requires such technique that takes into consideration these dif-
ficulties and ensures getting over them.

2 Difficulties in Listening

Difficulties in listening can be connected with the following four peculiarities of the
audio material: vocabulary, contents, listening conditions, and sources [1]. Let’s touch
upon these difficulties in more detail.

1. The unknown vocabulary and new grammar in the listening material are easy to
overcome when there are exercises teaching to understand words, word combina-
tions and phrases with the help of conjectures. Also, it is important to use short (5–6,
at least 8–9 words) rather than long sentences. Next, it should be mentioned that
simple sentences are much easier to keep in the mind than compound and complex
sentences.

2. The role of the contents of the listening material cannot be overestimated. It is a
well-known fact that it is impossible to make a person listen to attentively if the
information in the audio material is not interesting. Studies have shown that stu-
dents understand and memorise better difficult and interesting texts rather than easy
and primitive.

3. Speaking about conditions we mean how many times you listen to the audio
material and what is the rate of the speech. The researchers show the replay lis-
tening is widely practised, but experts think it is not effective for improving lis-
tening skills [7]. While when we use the audio material to teach speaking, replay
listening is essential: it helps to remember the vocabulary and grammar. It is known
that a high speech rate normally causes difficulties. That is because there are dif-
ferences between speech and hearing rate in languages (see Table 1).

So, to overcome this disproportion is possible when speech and hearing rates are
equal. It is possible when we listen to low speech rate. For example, low speech rate or
learning rate is a usual technique in podcasts recorded by the educational site www.
eslpod.com [6].

4. Audio materials are the most complicated sources of information as they do not
have visual support and also because they use unknown for listeners voices. Experts
assume that personal peculiarities such as voice timber and voice pitch influence
listening in the following way: the lower male voice and the softer its timber,

Table 1. Differences between speed and hearing rate in languages.

Rates Russian language (wpm) English language (wpm)

Low speech 60–80 100–110
Normal speech 90–100 140–150
Everyday life speech 120–140 160–200
Hearing rate 130–170 180–240
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the easier this speech will be perceived. Also, precise and expressive speech
facilitates perception rather than flabby and rambling speech.

We have analysed the four difficulties above to find effective sources of the audio
materials to teach first-year students listening. Firstly, we have chosen podcasting as it
is a mobile technology which has acknowledged possibilities in developing both lis-
tening and speaking skills [2]. Teaching English as a second language embraces the
podcast for various reasons: to provide students with extra practice, develop critical
thinking, provide background knowledge and a broad context, which students tend to
lose, while “googling” for information, in pursuit of getting answers to very targeted
questions.

3 Podcasts in English Language Learning

Podcasting is the latest technological innovation to reinforce language teaching and
learning. Podcasts have great educational potential in developing students’ listening
and speaking skills while learning from authentic materials about the burning issues of
today and current events, they could be easily loaded onto any mobile device and listen
to when convenient [4]. Still one of the major features of podcasts is their mobility
which is an important characteristic of modern education. According to Yamaguchi, “A
computer is better than a mobile phone or handling various types of information such
as visual, sound, and textual information, but the mobile phone is superior to a com-
puter in portability. Further, some students do not have their own computers” [3].
Moreover, podcasting as a mobile learning technology has a rapid pace of development
from a teacher – learner text – based approach to a forthcoming multimedia supporting
technology. In addition, podcasts make the online interaction between teachers and
students possible in a convenient way without any time and space limitations. This
mobile technology gets learning away from classroom environment with little or no
access to the teacher. That is why podcasts appear to be creative and entertaining on the
one hand, and very motivating educational tool on the other as they are quickly and
regularly updated, often free, especially for students, and may be available at any time
through mobile devices. Nowadays podcasts revive rebirth due to the high-speed
Internet. It has become possible to listen to a podcast by means of mobile phones and
tablets based on iOS, Android, and Windows.

3.1 ESL Podcasts in Russia

Academic podcasts to study English as a second language started in Russia in 2008 and
as an unusual technology was used to develop listening and speaking skills. As aca-
demic podcasts introduce diversity in the process of learning English, they arouse real
interest among students and introduce elements of entertainment into the educational
process that was proved by some researchers [5]. Among many educational sites we
have chosen www.eslpod.com as it satisfies the following requirements: flexibility, user
control, mobility and allows for time-shifting and multitasking. One more advantage of
the podcasts was their strict structure with different rates of speech or words per minute

Mobility and Edutainment in ESL Learning via Podcasting 287

http://www.eslpod.com


(see Table 2). Different record speech rates allow students to adjust to the English
language phonation and improve their skills to percept audio materials of the podcasts
and sequentially move on to percept English speech in everyday life.

3.2 The First Experience

We began working with podcasts in 2010. As the podcasts have been chosen as the
basis for student self-studies outside the classrooms to increase effectiveness we
worked out an educational supply for students “Guide to Listening” including a
workbook with comprehension tasks, instructions, and a student’s guide list [2]. By
2015 we have accumulated some interesting experience [5]. The four-year experience
of introducing podcasts into our English teaching program and the results of the final
English exam of the first-year students indicate the improvement of their listening skills
and increase in motivation to go on with their studies of English [2]. Answering the
question, “Would you like to use podcasts further?” about 63% of the students said
“yes”. The most frequent explanations why the student liked learning English using
podcasts were that they enjoyed listening to native speakers through mobile phones, as
well as the topics under review, students learned a lot about the everyday life of the
English-speaking world. The majority of them underlined that it was their first expe-
rience of using phones to develop their listening skills out of the classrooms and that it
was just entertaining.

3.3 Podcasts in Practice

The motto of the ESLpod site “Download - Listen and Learn – Start Speak English!”
and students’ achievements encouraged us to move on to the next stage. In 2016 our
Masters began to create their own podcasts in English. It was those Masters who have
been working with podcasts at our Department of Foreign Languages since 2012. The
fact that to master spoken patterns in Business English is given too little time in the
curricular urged us to include this task into Masters’ podcasts. So, using a strict
structure of the pattern podcast (see Table 2) and reproducing authentic materials [6]
allowed our students to realize their skills in successful communication recording their
own podcasts on the following topics: “Introducing a Speaker”, “How to Give a
Successful Presentation”, “Holding Structured and Unstructured Meetings” and others
from the Business English Language course. We have found out one more advantage of
this work. Many of our students had difficulties during public speaking. Now they have
a chance to speak alone recording their audio files in MP3 format and just send them to

Table 2. The structure of the podcast [6].

The part of the podcast Duration (min) Rate of speech wpm

Introduction 1–1.5 Learning 100
Training text or a dialogue 2 Learning 100
Vocabulary explanation from the training text 12–14 Learning 100
Replay of the training text 1.3 Normal 150
Conclusion 0.5 Very high 235
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the tutor using a mobile phone. In return, the tutor sends a Master his comments to
correct mistakes. Such approach allows monitoring the progress in speaking and get-
ting a sound-recording portfolio for each Master.

4 Conclusion

In this paper we have looked at the introduction mobile phones through podcasts into
English language teaching, especially listening and speaking Bachelors and Masters at
the technical university. Podcasts provide “stepping stones” by means of their structure,
which students follow and do not “get lost” in the Internet space when working on the
tasks. Podcasts provide students with authentic and comprehensive Internet and digital
resources, which motivate students to study English and compensate the lack of
knowledge and life experience. In addition, modern digital technologies such as mobile
phones allow students to learn languages even on go, demonstrating educational
mobility. Regardless of the limitation, this study provided evidence that, even though
some difficulties and inconvenience might occur in podcasting, language learners still
hold positive attitudes toward the use of podcasts in language listening, and this type of
podcasts are possibly beneficial to learners’ improvement in listening, speaking and
vocabulary knowledge. The results of this study thus encourage further exploration into
how and to what degree such podcasts can assist learners in enhancing the identified
language aspects. Also, podcasts appear to become efficient in organising self-studies.
They allow educators to organise and monitor the learning process on-line. With the
recent design and features of mobile devices, future studies on improving listening and
speaking skills are recommended.
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Abstract. Digitized collections are ‘a rich source of instructional material for
history teachers’ [1, p. 314] but it has been noted these ‘remained largely under‐
used’. There is ‘a growing interest in both improving the user experience and in
justifying the creation of digital collections to multiple stakeholders’ [2, p. 339].
Within the UK an estimated £130m has been invested in digitisation projects [3].
Recent changes to the UK National Curriculum for history have placed greater
emphasis upon the importance of understanding methods of historical enquiry
and the use of evidence. Therefore, the digitized collections created by this
investment should be a vital classroom tool. This study set out to investigate
within the UK the level of awareness of these resources and their value to young
learners aged 8–16 years. There were two stages to this qualitative study. Stage
one was the delivery of a workshop which introduced young learners to a range
of digital archives. After this the young people were given a period of time to use
the online archives and explore the different forms of historical evidence. Stage
two involved focus groups with a sample of the young people during which
participants were asked to discuss their end-user experience. Key findings
included enhanced personal learning experience, development of a personal
connection to the past, and identification of issues related to usability and practical
application in a classroom learning context.

Keywords: Digital heritage · Learning technology · Self-directed learning · UK
research · Young learners

1 Introduction

Digital technology has transformed the ways in which the past can be explored [4, 5].
Within this social shift historical evidence has become much more accessible [6] and
has offered the opportunity to make links with this type of material in ways that previ‐
ously could never have been attempted. One example from the UK would be the London
Lives digital project which resulted in a greater understanding of the lives of individuals
living in the capital between 1690 and 1800 [7]. However it is also recognised that with
this ability to link different sources of historical evidence comes ethical issues for
researchers as it is now much easier to ‘discover’ the personal stories of long forgotten
individuals [8]. It is this potential of online archives to bring the past back to life that
makes them a powerful learning resource.

To discover, anecdotally, that some teachers were unaware of these resources and
young learners were potentially not accessing them was an interesting insight. This was
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particularly relevant given that between the late 1990 s and 2005 an estimated £130
million had been spent within the UK on creating these types of resources [3]. It would
appear that this investment was being underutilised by the education sector.

A search of the literature indicated that studies largely focused upon who were using
specific collections with the purpose of capturing data that would lead to technical
refinements [2]. Other studies indicated that there was high usage by academics within
higher education [9]. However little research had been undertaken into the personal
experience of other end-user groups, or indeed who they were, their purpose of accessing
and satisfaction with results.

2 Study Design

A two stage study was undertaken that involved the delivery of a workshop session to
young learners in stage one. This was followed by a period when the young people could
access and use the online archives by themselves. The participants were asked to keep
a record of the online archives they visited, what they searched within this, what content
they found and note how helpful or informative the search had been. These personal
records were then used to construct a sample of young people who were invited to take
part in the focus groups which were stage two of the study. The focus groups were audio
recorded and transcribed and thematic analysis undertaken. A key limitation of the study
was the small sample size which made the findings not generalizable, however the
intension of the study was to scope out topics for further research, and it should be noted
that the findings offer some valuable insights.

3 Sample

Participants for the study were aged between 8 and 16 years and drawn from two sources,
one a youth group and the other a primary school. Some of the participants were not
fully engaged with mainstream education and some among the sample reported no
interest in history prior to joining the study. In total 42 young people participated in
stage one and 20 in stage two. Ten of the young people from the youth group who were
aged between 12 and 16 years took part in a focus group, and 10 from the primary school.
These participants were all aged between 8 and 9 years. The sample was randomly
selected based upon their recorded usage of the online archives with three being drawn
from each of three groups: high, medium or low usage. A tenth was selected at random
from the remaining personal usage records.

4 Findings

• None of the young people were aware of digital archives so the workshop session
was their first introduction to this type of learning resource.

• Although a number of the participants self-reported that history held no real interest
all of the participates used the archives after their workshop session and several talked
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of how using the online archives had captured their interest which led them to search
for particular historical content.

• The young people enjoyed the opportunities that the online archive offered for self-
directed learning.

• The young people were able to recall in detail the content of the historical evidence
that they viewed, even though a period of time had elapsed between access and the
focus group.

• The participants valued the online archives and wanted to use them further in their
learning but recognised how it might be difficult to regularly use during lesson time
due to practical issues such as access to computers. However, all age groups identified
ways these resources could be incorporated into their learning experience.

• The participants discussed usability issues and indicated what features were of value.
• There appeared to be a raised self-esteem among the learners. Many discussed how

pleased they were that access to the online archives had given them the opportunity
to find historical evidence to use in their topic of study that others in their group did
not know.

5 Conclusion

Online historical archives are a valuable resource to young learners. The content on offer
has the potential to nurture students’ enthusiasm and to engage them in self-direct learning.
In addition it can raise their self-esteem by enabling them to discover and share their new
knowledge with their peers and others. Given the positive feedback from young learners
about these resources future research is required to identify how teachers can be made
more aware of and practically use these resources within the classroom environment.
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Abstract. The Game art is a comprehensive discipline, which contains litera-
ture, art, music, film, psychology, communication, sociology, computer science
and other disciplines. How to construct the subject system of game art education
reasonably and effectively is the problem that colleges and universities need to
face in view of the characteristics of game discipline. This paper analyzes the
situation of the current game art higher education and gives the suggestions of
talents training of multidisciplinary integration from the perspectives of disci-
pline construction, teacher training, the establishment of incentive mechanism
and the combination of industry and academia.
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1 A Summary of Game Art Education

The global game industry was born in the seventies of last century, the vigorous
development of the game industry, gave birth to a large number of needs of the game
industry talent, and further promoted the construction of game education [1]. In 1994,
DigiPen Polytechnic Institute which was the first educational organization of game art
in the world, and Nintendo created a game education base to train computer game
technology and design-related professionals [2]. Then the game has gradually become
an independent discipline, the major colleges and universities in Europe and the United
States, Asia and other regions have carried out game education from undergraduate to
doctor at different levels of education talents. There are probably the following types of
school engaged in game art education: (1) Art institute. Academy of Art University in
the United States focuses on the visual performance of the game and provides
undergraduate and masters degree education in game art design [3]. (2) Comprehensive
colleges: Cornell University focuses on training technical personnel in the field of game
art design, a game design creative laboratory was established in 2003, which was based
on its computer Institute and Intelligent Information Systems [4]. The game design
professional in the University of Southern California pays more attention to the culture
factors in the game, School of Game and Entertainment Media in Santa Cruz,
University of California trains undergraduate students in the game development
technology and postgraduate in game culture research [5]. (3) Vocational training
schools: Vancouver Film Academy in Canada trains the practical talents needed in the
game industry [2].
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All above institutes partially meet the needs of the talents for game market. The
Game is a comprehensive art discipline, how to construct the subject system of game
education reasonably and effectively is the problem that colleges and universities need
to face in view of the characteristics of game discipline [6].

2 Game and Education

After a long study of human games, Holland famous historian Huizinga [7] found that
all existing cultural forms in human society, such as law, war, poetry, philosophy, art
and so on, should have come from the “game”. For example, the ancient sacrifice ritual
originated from the game. With the passage of time, the initial game became sacred and
solemn and the rules of the game were further clear, then, the sacrifice became an
independent activity. In this view, Huizinga not only regarded the game as a human
instinctive activity, but also discussed the importance of the game in human civilization
from the perspective of cultural anthropology.

In the 21st century, due to the ever-changing technology, the form and content of
the game art has increasingly become rich. The game has a huge impact on the human
politics, economy, culture, media, daily life and so on, eventually, the game industry
was developed. Simultaneously, colleges and universities constructed game art disci-
pline to meet the needs of talents for game market. Professor Rune Klevier of the
Media Institute at the University of Bergen, Norway, believed that the ability of digital
games to express the world is growing rapidly with the development of digital tech-
nology, the game art education should be paid the same attention as the other disci-
plines. Just as the game “journey” made by Chinese American Chen Xinghan showed,
many people began to pursue a deeper level of thinking in the game. So the game art
education should cultivate innovation and compound talents for the game field, and not
only meet the needs of the talents for the current game market. Game art education
should return the game to its original place in history that has an impact on human
culture.

3 An Analysis of the Present Game Art Education

In the media age, to distinguish the different types of art is becoming more and more
difficult. The game as a comprehensive art is getting the attention of society and
integrates many disciplines such as literature, painting, sculpture, dance, music, film,
sociology, communication, psychology, computer science and so on. For example, in
the World of Warcraft Created by the Blizzard, involving the religion, history, art,
music, computer science, sociology, etc., there are regular guild organizations and
social structures, this game can not be simply regarded as a pure game for
entertainment.

But the current game education focused on a variety of skills training for the game
industry, which leads to a big problem in multidisciplinary integration talents training.
Just as the game art integrates the different arts, the early education of mankind is not
divided into the different disciplines. Leonardo da Vinci naturally combined the
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aesthetic manifestations of the world and the rational exploration of the world in his
“comparative theory”. For Leonardo da Vinci, all knowledge is unified. After modern
times, discipline classification happens. The separation of natural and human sciences,
the separation of art and science, the separation of truth and seeking beauty is the cost
of being a modern man. By the end of the twentieth century and in the twenty-first
century, people realized that it is wrong to separate science and art, so, people tried to
reunite art and science. Game art just provides an opportunity to integrate science and
art, and to integrate different disciplines into ones. So, how to construct the subject
system of game education reasonably and effectively is the problem that colleges and
universities need to face.

4 Suggestions on Multidisciplinary Integration Talent
Training in Game Art Education

Education is to stimulate people’s inner potential and interest, rather than professional
skills training. The game is a kind of human instinctive purposeless activity and has a
huge influence on the formation of the culture in the historical process of human
development. The construction of game art subject system should be based on the
nature of education and the nature of game. On this basis, further education and
vocational education will be combined. Here, the following are the suggestions on
multidisciplinary talent training in game art education:

(1) Constructing a big discipline including different known disciplines.

The previous game education pays more attention to the skills training and ignores
the comprehensive training. The suggested game art education can be divided into three
stages including primary stage, intermediate stage, advanced stage. In the primary
stage, some basic training in art, literature, science, music, psychology and so on will
be given to every student, then the students can learn more about the different disci-
plines of the game, better understand the game design, and collaborate better with each
other in game design in the future. In the intermediate stage, the students will spend
more time on their favorite subjects that are found through learning in the primary
stage, while the knowledge of other disciplines learned at the initial stage will also help
them to better study their favorite subjects. In the advanced stage, a complete game
project can be done by oneself or the team. Multidisciplinary integration will be helpful
to enhance the quality of the game art disciplines.

(2) Establishing an incentive mechanic for multidisciplinary integration.

The game market has a serious impact on the construction of game art subject
system. The vocational skill training can rapidly meet the needs of game market, but it
is harmful to the long-term development of the game art discipline. So, a reasonable
incentive mechanic is needed to avoid completely following the game market. The
school manager can draft a set of rules to encourage the teachers to lead the students to
carry out the experimental exploration of the nature of the game design and the future
forms of the game.
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(3) Cultivating high quality teachers for game art education.

Now, most of the teachers in the game art have single discipline training. As we
know, the success of the construction of the game art subject system strongly depends
on the quality of the teachers. So, it is very important to cultivate high quality teachers
who should be trained based on the multidisciplinary integration. For example, a
teacher with a computer science background needs to accept a certain degree of art such
as music, art, literature training or nurturing, likewise, a teacher with an art or painting
background maybe need to receive mathematics and computer science training. If a
student is always able to get what he wants to know from his teacher, or is always able
to discuss some topics in time that he is interested in with his teacher, he will keep his
curiosity to the greatest extent. That will have a huge influence on his future
development.

(4) Combination of industry and academia

Because the game is a special form of art and different from the traditional art such
as oil painting, sculpture and so on, it not only shows the ideas of the game designer,
but also needs to accept the market test. The game higher education can enrich the
game design theory and encourage the students to explore creative game from the
contents to the forms. The industrial projects can help enrich the practical experience of
game production. So, combination of industry and academia will benefit to the students
and teachers in game art education. The creative game items and the industrial game
projects should be simultaneously encouraged in the game art education.

5 Conclusions

Game as an integrated art form including literature, music, painting, film and television,
computer science, psychology, communication and other disciplines, is getting more
and more concerned by the society. The combination of film and games has gained a
very prosperous market, so, the game art education has be paid more and more
attention.

In the future, the game art education will focus on the multidisciplinary integration
training, and emphasize the academic high point of game research, which makes the
game art education become a new way to cultivate the correct outlook on life and
values.
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Abstract. Digital textbooks come in many different forms such as read-on-
demand computer-based textbooks, print-on-demand e-textbook, and curric‐
ulum-based electronic textbooks. This article is to explore the dimension and
shape for the future of digital textbooks. We suggest some design strategies to
develop digital textbooks for instructor-led classroom in the online and mobile
age. The strategies are based on the principles of learning.
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1 Introduction

Digital textbooks, originally known as electronic books (e-books), are defined as the
digitalized forms of printed textbooks, which can be read, seen and listened through
wired or wireless networks. Since 2007, however, they have been called digital text‐
books to emphasize their teaching and learning functions and roles in classroom [1].
There are three types in which digital textbooks exist as follows: The first type may be
defined as the simply scanned pictures of the print version of the book. Secondly, the
digital textbook may be considered as a digital book with some kind of additional func‐
tionality like interactivity, term searching, and links to more information and related
web sites. The last type may be a digital offering from a publisher that may not reas‐
semble a book at all [2].

The main focus of the current development of digital textbooks is to completely
transfer the contents of all printed textbooks to computer-based books. This effort is
worthwhile to give birth to new forms of future education materials [3]. However, the
question is what educational effect we can expect from the type of digital textbook. More
specifically how should digital textbooks evolve as they get used in educational insti‐
tutions? This paper has been designed to answer this question. We believe that digital
textbooks should focus on the implementation of various instructional methods to
provide more diverse learning activities and improve student learning achievement with
greater efficiency and effectiveness. In this article, we design a digital textbook for the
classroom based on the principles of learning introduced by Thorndike [4]. We firstly
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suggest some design strategies to develop digital textbooks, and present the prototype
learning objects of the digital textbook.

2 Design Principles

A key element of the revolution in education is the emphasis on interactive, exploratory,
and collaborative learning activities. Many of these activities will be implemented using
tablet devices that are connected, through the cloud, to the systems and devices used by
other students, teachers, parents, content publishers, and educational institutions [5].
Digital textbooks can support richer learning content with a combination of various
learning materials, including not only textbooks, reference books, workbooks, diction‐
aries, and hyperlinks, but also multimedia content, such as audio, 3D graphics, anima‐
tions, video, and virtual and augmented reality [3].

The main functions of digital textbooks include the basic features of printed text‐
books and the supplementary features of information technology and digital media.
These additional features can include display functions, input functions, moving to a
particular page, and search functions, in addition to the multimedia features and learning
support functions such as hyperlinks, interactions, file transmissions, assessments,
creating learning content [6]. Arenas and Barr [2] listed some new functionalities that
digital textbooks should have. The model of digital textbooks is defined by the learning
needs and demands of the future students and the teachers and institutions that help them
learn. In this section, we suggest some design strategies to develop new generation
digital textbooks.

• Questions and responses: Questions and responses are the most fundamental and
important activities in education, and a great way to grasp the understanding level of
each student on specific learning contents. Digital textbooks, therefore, should have
the facility to support them, in particular instructor’s questions and students’ reaction,
in themselves, and to collect and manage the data relative to questions and answers
on further steps.

• Monitoring students based on learning data: To grasp students’ understanding and
to provide feedback, instructors should monitor student learning activity data.
Learning data is a highly meaningful resource to observe document learning behav‐
iors. A lot of research has shown that using data for instructional decisions can lead
to improved student performance [7].

• Assessment: Another factor of digital textbooks is the facility to support assessment.
There are many alternatives to traditional assessment types that can be used to
broaden the scope of the teacher’s classroom assessment activities [8]. The typical
techniques of the alternatives are self, portfolio, and peer assessment. The next
generation digital textbooks should support to alternatives as well as traditional types
of assessment.

• Experimental learning and learning by doing: Involving students with in-class activ‐
ities is a pedagogical method intended to promote active learning. Digital textbooks
should support to create various activity-based objects for experimental learning or
learning by doing. This is the facility that paperback books can never provide. Digital
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books should incorporate a variety of learning activities and cloud-based resources
such as immersive simulation environments for practice, collaborative/individual
homework, and adaptive testing and assessments.

• Including some functionalities of learning management system (LMS) and course
management system (CrMS): The next generation digital textbooks will not be
restricted to duplication of the printed page on a digital device, and be able to provide
more types of learning contents and digital tools. To do that, they should include
many functionalities of LMS and CrMS.

3 Learning Objects for Digital Textbooks

Educational psychologists and pedagogues have established some principles of learn-
ing, also referred to as laws of learning. These principles provide additional insight into
what makes people learn most effectively. This section presents some learning objects
designed for teaching in the classroom based on the learning laws.

Firstly digital textbooks should include student/classroom response systems such as
clicker system [9]. It’d be more efficient that the systems are run integrally with other
learning objects. Figure 1 presents an example of questions and responses including a
digital textbook developed in this study. Instructors can generate questions where they
want. The responses of students are immediately collected, provided to instructor as well
as students, and used for further data analysis. Figure 2 shows an example of activity-
based object for experimental learning and/or learning by doing. Activity-based object
can lead to improved degree of concentration and satisfying feeling.

Fig. 1. Question and response Fig. 2. Activity-based object

4 Discussion and Conclusion

There have been ongoing some discussion on the future of digital textbooks. Young [10]
argued that the publishers may soon control not just the textbook material but the course
content as well. In their push to increase the interactivity and usefulness of digital text‐
books, publishers have included interactive content such as dynamic quizzes that feed
results back into LCMS (learning and course management systems) grade books. Junco
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and Clem [11] described that the merger of textbook companies with LCMS, adaptive
learning, and learning analytics products hints at the future of digital textbooks.
Valjataga et al. [12] emphasized the roles of teachers and students as creators and authors
of content. With these concepts, we think an important factor of digital textbooks is that
they should be designed to support the learning principles.

In this article, we explored the design principles of digital textbooks for the classroom
based on the laws of learning, and presented some prototype learning objects available
in digital textbooks. As mentioned in Arenas and Barr [2], there are many forces re-
shaping higher education, and whatever future faculties teach it is likely that much of
that teaching will be done differently. We expect digital textbooks will evolve in
completely different from now to help teachers teach and students learn.
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Abstract. With scientific research regarding usability and guidance plus First-
Time User Experiences (FTUEs) in video games currently sparse, it is imperative
to assist existing and future developers in the field build usable games and effec‐
tive guidance systems. For the work presented in this publication, research was
conducted to investigate the effects of guidance on mobile game usability using
two independent groups; featuring two commercial games with and without the
presence of a First-Time User Experience. The results show, with significance,
that guidance via a FTUE increases one element of usability, ‘information
quality’. However, overall usability is not increased by the presence of a FTUE.

Keywords: Usability · FirstTtime User Experience (FTUE) · Game design

1 Introduction and Background

Usability, as defined by ISO 9241-11 (Guidance on usability) is termed as “The extent
to which a product can be used by specified users to achieve specified goals with effec‐
tiveness, efficiency, and satisfaction in a specified context of use” [1]. Unlike software
and other tools whereby usability techniques are employed to aid production or produc‐
tivity, games are played for the sole reason and purpose of enjoyment/satisfaction. The
key distinction arguably changes the weighting of the three areas identified above by
ISO 9241-11, from an equal weighting to a hierarchy. Satisfaction needs to be prioritised,
with efficiency and effectiveness following. In the following passage, we contextualise
the three areas defined by ISO 9241-11 (effectiveness, efficiency and satisfaction) for
our interest in games [1].

Satisfaction: Enjoyment and fun can be seen as the primary and sole motivation for
an individual to engage in a computer/video game. Myers’ study of Game Player
Aesthetics [3], identified “challenge” as “the most preferred characteristic”, highlighting
balance as an important variable to tune regarding Satisfaction. Myers’ finding supports
and provides strong reasoning for the use of the widely accepted heuristic of creating
an interface and control method that can be learned, used and mastered with as little
resistance as possible, preparing and enabling the player to enjoy and utilise all available
mechanics and, ultimately, strategies [3]. Optimising the complexity and interactions of
an interface can aid escapism and support immersion [4]. Effectiveness: In the context
of games, this can be attributed to how accurately and effectively the players can express
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themselves via the available interface and interactions to achieve specific goals, achieve‐
ments or desires. Efficiency: Similarly, efficiency in computer games usability represents
the relationship between the inputs and interactions, plus the success on specific goals,
achievements or desires. The inputs may require considerable dexterity in order to enable
the player to achieve success, or they may be achievable with comparatively little skill.

With usability contextualised to our interest in games, we can begin to discuss the
effects of usability in games. As represented in Adams’ Story Engine Diagram, the
interface is the source of both input and output [5]. Furthermore, in the Mechanics,
Dynamics and Aesthetics (MDA) framework, it can be noted that the aesthetics of a
game are the first and foremost of its elements to be experienced by the player [6].
Usability affects the player’s immediate and most intimate mechanism, allowing all of
the game’s elements to function and ultimately be enjoyed. Schell [4] describes and
illustrates the importance of designing and building effective interactive systems in
games. Schell’s recommendations are also echoed in Google’s User Experience Prin‐
ciples [8].

The design heuristics mentioned above aim to create and establish a fundamental/
native usable system, aiding the visceral and primitive nature of the user’s experience.
However, beyond the fundamental design of an application, usability can be aided
through effective guidance and teaching, often referred to as ‘onboarding’ [8]. We will
be exploring the First Time User Experience and specifically the use of FTUEs
embedded in games on mobile devices. This is towards discovering how, and indeed if,
these are effective at increasing usability.

2 Method – Games and Protocol

Two games were selected to review the effect of guidance upon usability; ‘Super Mario
Run’ and ‘Linia’. The experiment was conducted on an iPhoneSE, with 20 participants
of mixed gender, selected from various courses at Bournemouth University. The games
were selected based on their similar yet contrasting interaction complexity, since they
can both be controlled with one finger. However, the combinations and precision of
interactions, along with other gameplay manipulations such as pace, challenge the play‐
er’s inputs past the seemingly ‘simple’ one-touch interaction. With two groups, control
and treatment, the participants were introduced to the questionnaire with a brief over‐
view of the protocol and events to come. Once the participants had confirmed they were
unfamiliar with the games, they were placed in either the control or treatment group
(based on a sequential placement). Random counterbalancing was used to determine the
first game. Depending on whether the participant was administered guidance and infor‐
mation (Treatment) or not (Control), they would either receive 90 s (Treatment) or 60 s
(Control) to play the game. This time differential exists due to the additional dialogs,
cutscenes and other learning and guidance material found present in the Treatment
group’s experience. The participants were instructed to try their best at completing
whatever goal or objective they believed they should be attempting to achieve. The
termination clauses were either time limit (as outlined above) or the completion of the
level/section. Once the session terminated, the participants were asked to complete an
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adapted IBM PSSUQ, scoring the usability over 11 questions on a 7-point Likert scale
[7]. Upon completing the questionnaire, the participants would then be asked to play the
remaining game and complete the relevant second questionnaire. The questions were as
follows; 1. Overall, I am satisfied with how easy it is to play this game, 2. It was simple
to play this game, 3. I could effectively complete the objectives and challenges, 4. I was
able to complete objectives and challenges quickly, 5. I was able to efficiently complete
objectives and challenges, 6. I felt comfortable using this system, 7. It was easy to learn
to play this game, 8. Whenever I make a mistake in the game, I recover easily and
quickly, 9. The organisation of information on the game screens is clear, 10. The inter‐
face of this game is pleasant and, finally, 11. I like using the interface of this game.

3 Results and Discussion

The results seen in Fig. 1 display correlations between guidance (existence of FTUE)
and usability scores, collected and measured using an adapted (i.e. with the language
contextualised to games) version of the IBM PSSUQ. Combining the groups among
Mario and Linia allows for the comparison of control versus treatment across both
games, providing insight into cross-genre correlations regarding the presence of guid‐
ance. Using the non-parametric Mann-Whitney U test [2], the two groups differed
significantly in regards to Information Quality (Questions 8 and 9 Av.), reporting
U = 125.5, Z = −2.035 and p = .043, displaying a positive correlation between the
games’ usability, specifically the information quality and guidance. The authors’ belief
is that with guidance comes understanding, allowing the player to utilise all available
information, from UI elements to in-game mechanics, thus improving usability. In
contrast to this, Overall Usability (Q1 to Q11) returns U = 170.5, Z = −799 and p = .
429, which conveys that there is no significant result for the correlation of overall
usability between the Control and Treatment groups. We believe that the design of the
intuitive design and interaction model is crucial to usability, with guidance only aiding
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a game’s usability. An interesting result is observed for the Mario game (Control and
Treatment), whereby Q1 scored a lower mean score in the Control group (Mean = 1.9),
whereas in the Treatment group it has a Mean = 2.40. Although it is not significant
(U = 26.5, Z = −1.867, p = .075), it does approximate a significant result and we believe
it deserves noting.

The above highlights the possibility of a negative correlation between “Overall
satisfaction of ease of play” and guidance via a FTUE. It is our belief that the increase
in overall satisfaction can be attributed to the player’s self-discovery of the controls and
interface (Control Group), where they are free to learn with full agency/autonomy. This
is the kind of autonomy and agency that is unavailable to the players presented with a
FTUE, because of forced scenarios and intrusive dialogs (Treatment Group).

In the work in this paper it is shown that FTUEs have the power to affect user
perception in elements of usability. From a game design perspective, this is impactful.
A macro view of this is useful, however, it is yet unclear on the micro scale what
influences control this effect. Future work will consider trying to elicit several heuristics
to guide game designers in the generation of FTUEs.
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