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Abstract. The aim of textual entailment and paraphrase recognition is
to determine whether the meaning of a text fragment can be inferred (is
entailed) from the meaning of another text fragment. In this paper, we
address the task of automatically recognizing textual entailment (RTE)
and paraphrases from text written in the Portuguese language employing
supervised machine learning techniques. Firstly, we formulate the task
as a multi-class classification problem. We conclude that semantic-based
approaches are very promising to recognize textual entailment and that
combining data from European and Brazilian Portuguese brings several
challenges typical with cross-language learning. Then, we formulate the
task as a binary classification problem and demonstrate the capability
of the proposed classifier for RTE and paraphrases. The results reported
in this work are promising, achieving 0.83 of accuracy on the test data.

1 Introduction

Recognizing Textual Entailment (RTE) [8] in natural language text is a task
seeking to find entailment relations between text fragments. Given two text
fragments, typically denoted as ‘Text’ (T) and ‘Hypothesis’ (H), RTE is the
task of determining whether the meaning of the Hypothesis (H, e.g. “Joe Smith
contributes to academia”) is entailed (can be inferred) from the Text (T, e.g.
“Joe Smith offers a generous gift to the university”) [28]. In other words, a
sentence T entails another sentence H if after reading and knowing that T is
true, a human would infer that H must also be true.

We may think of textual entailment and paraphrasing in terms of logical
entailment (|=) [4]. If the logical meaning representations of T and H are ΦT

and ΦH respectively, then 〈T,H〉 corresponds to a textual entailment pair if and
only if (ΦT ∧ B) |= ΦH , where B is a knowledge base containing postulates that
correspond to knowledge that is typically assumed to be shared by humans (i.e.
common sense reasoning and world knowledge). Similarly, if the logical meaning
representations of text fragments T1 and T2 are Φ1 and Φ2 respectively, then T1

is a paraphrase of T2 if and only if (Φ1 ∧ B) |= Φ2 and (Φ2 ∧ B) |= Φ1.
It is well known that writers tend to avoid repetition of words (e.g. mak-

ing use of different referring expressions) and omit implicit knowledge in order
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to obtain a more fluent reading experience and capture a reader’s attention.
Writers often appeal to commonsense knowledge and inferring capabilities they
assume the target reading audience to have, to convey information about the
world. These assumptions turn out to pose very difficult challenges to compu-
tational systems aiming to automatically process and reason about information
expressed in natural language texts. Furthermore, this phenomena is often asso-
ciated with ambiguity presented in text written in natural language. Taking into
account the characteristics of natural language text previously presented, the
NLP community typically adopts a relaxed definition of textual entailment [4],
so that T entails H if a human knowing that T is true would be expected to
infer that H must also be true in a given context. A similar relaxed definition
can be formulated for paraphrases.

RTE has been recently proposed as a general task that captures major seman-
tic inference needs in several NLP applications [4,7], including question answer-
ing [22], information extraction [21], document summarization [19], machine
translation [23] and argumentation mining [18,26].

Between 2004 and 2013, eight RTE Challenges [6] were organized aiming
to provide concrete datasets that could be used by the research community to
evaluate and compare different approaches. However, RTE from Portuguese text
remains little explored. Recently, at the PROPOR 2016 international confer-
ence, the ASSIN (“Avaliação de Similaridade Semântica e Inferência Textual”)
challenge was proposed [12]. This challenge introduced a corpus annotated for
the semantic similarity and textual inference tasks from text written in Por-
tuguese, providing the necessary resources for the development of NLP systems
using machine learning (ML) techniques to address this challenging task.

In this paper, we aim to explore different approaches to address the task of
recognizing textual entailment and paraphrases from text written in the Por-
tuguese language, using supervised ML algorithms.

This paper is structured as follows: Sect. 2 presents related work on recogniz-
ing textual entailment and paraphrases, focusing approaches based on text writ-
ten in the Portuguese language. Section 3 introduces the corpus that was used
in our experiments to validate the approach presented in this work. Section 4
describes the methods that were used to address the task of recognizing tex-
tual entailment and paraphrases using supervised machine learning algorithms.
Section 5 presents the results obtained by the system described in this paper.
Finally, Sect. 6 concludes and points to directions of future work.

2 Related Work

State-of-the-art systems for RTE and paraphrase in natural language text typ-
ically follow a supervised machine learning approach. These systems rely on
heavily engineered NLP pipelines, extensive manual creation of features, sev-
eral external resources (e.g. WordNet [10]) and specialized sub-components to
address specific auxiliary sub-tasks [4,7,27], such as negation detection, semantic
similarity and paraphrase detection [5,9,16]. Existing approaches differ mainly
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on the initial assumptions and specific goals. In [4], the authors divided these
systems in two main dimensions: (a) whether they focus on paraphrasing or
textual entailment between text fragment pairs, and (b) whether they perform
recognition, generation or extraction of paraphrases or textual entailment pairs.
Since, in this paper, we focus on the recognition of paraphrase and textual entail-
ment between each pair of sentences, the remainder of this section will focus on
related work for this specific task. The main input given to a paraphrase or tex-
tual entailment recognizer is a pair of sentences, possibly in a particular context.
The desired output is a (probabilistic) judgment, indicating whether or not the
text fragments are paraphrases or a textual entailment pair.

For English text several challenges have been proposed, namely the RTE
Challenges [6], SICK [20] and STS at SemEval [1].

The ASSIN challenge [12] follows similar guidelines and introduces the first
corpus containing entailment and semantic similarity annotations between pairs
of sentences in two Portuguese variants, European and Brazilian, suitable for the
exploration of supervised machine learning techniques to address these tasks. To
the best of our knowledge, the best ML approaches for RTE and paraphrases in
Portuguese texts are presented in the ASSIN challenge. In [15], Hartmann fol-
lowed the supervised machine learning paradigm with an approach based on the
cosine similarity of the vectorial representation of each sentence. These sentence
representations were obtained from the sum of the vectors representing each
word in a sentence using two language models: TF-IDF and word2vec. Then,
Hartmann computes cosine similarity metrics for each pair of sentences from the
two representations (TF-IDF and word2vec) and uses them as features that are
given to a linear classifier.

Fialho et al. [11] extracted several metrics for each pair of sentences, namely
edit distance, words overlap, BLEU [24] and ROUGE [17], amongst others.
They reported several experiments considering different preprocessing steps in
the NLP pipeline, namely: original sentences, removing stop-words, lower-case
words and clusters of words. A feature set containing more than 90 features to
represent each pair of sentences was used as input for a SVM classifier. Fialho et
al. also reported experiments merging the original ASSIN corpus with annotated
data from the SICK corpus translated from English to Portuguese. They added
9191 examples from the SICK corpus to the 6000 examples from the ASSIN
training set in one of their experiments. The results reported on the augmented
version of the training data were worst than the results reported on the origi-
nal training data. The authors associate these results to translation errors that
were probably made during the process. In addition, they trained their model in
one of the Portuguese variants of the ASSIN corpus and evaluated the perfor-
mance of the model in the other Portuguese variant. Reported results following
this experimental setup were worst when compared with the model trained and
tested in the same variant, but were better than the results obtained in the aug-
mented version of the original dataset (with the SICK data). They obtained the
best results for recognizing textual entailment in the ASSIN challenge: 0.843 of
accuracy and 0.66 of macro F1-score.
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In [3], Alves et al. explored two different approaches for RTE and para-
phrases: a supervised ML approach (“Reciclagem” system) and a heuristic-based
approach (“ASAPP” system). The “Reciclagem” system is based on lexical and
semantic knowledge that calculates the similarity and relations of two sentences
without any kind of supervised machine learning methods. This system was used
as a baseline for the “ASAPP” system and to evaluate the quality of different
lexical and semantic resources for Portuguese. The “ASAPP” system follows
the supervised ML approach and adds to “Reciclagem” features based on the
syntactic and structural information extracted from the pair of sentences, such
as: number of tokens, overlapping words, synonyms, hyperonyms, meronyms,
antonyms and number of words with negative connotation, type of named enti-
ties, amongst others. In their experiments, the authors explored different strate-
gies to divide the training data, to combine results from different classifiers and
several feature selection techniques. They reported 0.731 of accuracy and 0.43
of macro F1-score on the European-Portuguese test data.

3 Data

A corpus with sentence pairs labeled with the type of relation (Entailment,
Paraphrase or None) is an important requirement in order to address the task
of recognizing textual entailment and paraphrases using supervised ML tech-
niques. The ASSIN corpus [12] is, to the best of our knowledge, the first corpus
annotated with pairs of sentences written in Portuguese that is suitable for this
task. The corpus contains pairs of sentences extracted from news articles writ-
ten in European-Portuguese (EP) and Brazilian-Portuguese (BP), obtained from
Google News Portugal and Brazil, respectively.

The ASSIN challenge [12] included two tasks, both using the ASSIN corpus:
(a) semantic similarity and (b) textual entailment and paraphrase recognition.
We will focus on the latter: the “entailment” label is the attribute that will be
used as target label for the proposed task.

In total, the ASSIN corpus contains 10.000 pairs, half in each of the
Portuguese variants. The distribution of 〈T,H〉 pairs between each “entailment”
label and between texts written in BP and EP is shown in Table 1. It is important
to notice that the corpus is unbalanced in relation to the “entailment” and “para-
phrase” labels. This can bring some issues that should be taken into account.

Table 1. Distribution of labels in ASSIN corpus.

BP EP

Label/partition Train Test Train Test

None 2331 1553 2046 1386

Entailment 529 341 729 481

Paraphrase 140 106 225 133
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The inter-annotator agreement metrics related to this corpus are the following:
Fleiss’s K of 0.61 and Concordance of 0.8. The Fleiss’s K value is relatively
low, demonstrating the subjectivity associated with the annotation process [12].
However, these values are not very different from the values reported in other
corpora used for the same task: for instance, in the RTE Challenges the values
ranged from 0.6 in the first RTE Challenge to 0.75 or more in the following
challenges [6,12].

Table 2 shows one example of the content and annotations available in the
ASSIN corpus for each of the labels.

Table 2. Annotated examples from the ASSIN corpus (extracted from [12]).

Label Pair of Sentences

None As apostas podem ser feitas até as 19h (de Braśılia). (T)

As apostas podem ser feitas em qualquer lotérica do páıs. (H)

Entailment Como não houve acordo, a reunião será retomada nesta terça, a partir
das 10h. (T)

As partes voltam a se reunir nesta terça, às 10h. (H)

Paraphrase Vou convocar um congresso extraordinário para me substituir enquanto
presidente. (T)

Vou organizar um congresso extraordinário para se realizar a minha
substituição como presidente. (H)

4 Methods

We here describe the approach we followed to address the task of entailment and
paraphrase recognition from natural language Portuguese text. We formulate
the problem following two different settings. First, as a multi-class classification
problem, in which we aim to classify each 〈T,H〉 with one of the labels Entail-
ment (if T |= H), Paraphrase (if T |= H and H |= T , i.e., if T is paraphrase
of H), or None (if T and H are not related with one of the previous labels).
Second, as a binary classification problem, aiming to distinct each 〈T,H〉 with
one of the labels Entailment or None. We employed supervised ML techniques
given a set of annotated data, the ASSIN corpus.

To transform each sentence into the corresponding set of tokens and to
obtain for each token the corresponding lemma and part-of-speech information
(including syntactic function, person, number, tense, amongst others) we used
the CitiusTagger [13] NLP tool. This tool includes a named entity recognizer
trained in natural language text written in Portuguese.

Several experiments were made using different NLP techniques to process
the sentences received as input: removing stop-words, removing auxiliary words
(i.e. words relevant for the discourse structure but not domain specific, such as:
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prepositions, determiners, conjunctions, interjections, numbers and some adver-
bial groups) and lemmatization. Transforming each token in the corresponding
lemma is a promising approach because it will make explicit that some of the
words are repeated in both sentences even if small variations of these words are
used in each sentence (e.g. different verb tenses). After this step, each sentence
contained in T and H from the pair 〈T,H〉 under analysis were represented in a
structured format (set of tokens) and annotated with some additional informa-
tion regarding the content of the text (e.g. part-of-speech tags).

In order to apply ML algorithms we need to represent the training instances
by a set of numerical features. Since in this problem we receive a pair of sentences
as input and we aim to automatically classify the relation between them as out-
put, the feature set should be designed taking special attention to the properties
that characterize such relation. To represent each pair 〈T,H〉 we employed a set
of features (listed in Table 3) at the lexical, syntactic and semantic level. The
first four lexical features listed in Table 3 aim to capture the overlap of informa-
tion expressed in T in relation to H and vice-versa. Feature T Bigger H tries
to capture the intuition that in a relation of Entailment, sentence H is usually
smaller than sentence T . Regarding syntactic features, changes in verb tense are
typically not expected to occur in Paraphrase relations, but rewriting the same
sentence using alternation between passive and active voice is the most com-
mon case of paraphrase relations. Semantic features were employed for tokens
in one of the sentences that do not occur in the other, after removing named
entities (to avoid overlap with lexical features). The first three features capture
semantic relations between each pair of tokens using knowledge extracted from a
Portuguese wordnet. The last two features explore the word embeddings model
and aim to capture different ways of measuring semantic relations between H
and T , after projecting each sentence in the embedding space.

Table 3. Feature set

Type Feature Description

Lexical Overlap T % of (unique) tokens in T that exist in H

Overlap H % of (unique) tokens in H that exist in T

NE T % of (unique) named entities in T that exist in H

NE H % of (unique) named entities in H that exist in T

T Bigger H If |T | > |H| returns 1. Returns 0, otherwise

Syntactic Tense If T and H are written in the same grammatical tense

Voice If T and H are written in the same grammatical voice

Semantic Synonym % of tokens in T synonyms of tokens in H. And vice-versa

Hyperonym % of tokens in T hyperonyms of tokens in H. And vice-versa

Meronym % of tokens in T meronyms of tokens in H. And vice-versa

Cos Sim cosine similarity between �e(T ) and �e(H)

Entail Versor entailment versor (d̂) in the word embeddings space
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Knowledge about the words of a language and their semantic relations with
other words can be exploited with large-scale lexical databases. To enrich the
feature set shown in Table 3 with semantic knowledge, we explored external
semantic resources. By exploiting these resources we aim to enable the system
to deal better with the diversity and ambiguity of natural language text. Sim-
ilarly to WordNet [10] for the English language, CONTO.PT [14] is a fuzzy
wordnet for Portuguese, which groups words into sets of cognitive synonyms
(called synsets), each expressing a distinct concept. In addition, synsets are
interlinked by means of conceptual and semantic relations (e.g. “hyperonym”
and “part-of”). Synsets included in CONTO.PT were automatically extracted
from several linguistic resources. All the relations represented in CONTO.PT
(i.e. relations between words and synsets, as well as relations between synsets)
include degrees of membership. Two tokens (obtained after tokenization and
lemmatization) are considered synonyms if they occur in the same synset. One
token Ti is considered hyperonym of Tj if there exists a hyperonym relation
(“hyperonym of”) between the synset of Ti and the synset of Tj . Similarly, Ti

is considered meronym of Tj if there exists a meronym relation (“part of” or
“member of”) between the synset of Ti and the synset of Tj .

Finally, we exploit a distributed representation of words (word embeddings)
to compute the last two features described in Table 3. These distributions map
a word from a dictionary to a feature vector in high-dimensional space, without
human intervention, from observing the usage of words on large (non-annotated)
corpora. This real-valued vector representation tries to arrange words with sim-
ilar meanings close to each other based on the occurrences of these words in
large-scale corpora. Then, from these representations, interesting features can
be explored, such as semantic and syntactic similarities. In our experiments, we
used a pre-trained model provided by the Polyglot1 tool [2], in which a neural
network architecture was trained with Portuguese Wikipedia articles.

In order to obtain a score indicating the similarity between two text frag-
ments, Ti and Tj , we compute the cosine similarity between the vectors that
represent each of the text fragments in the high-dimensional space. Each text
fragment is projected into the embedding space as �Ti =

∑n
k=1 �e(wk)n−1, where

�e(wk) represents the embedding vector of the word wk and n corresponds to the
number of words contained in the text fragment Ti. Then, we compute the final
value of the cosine similarity δ �Ti, �Tj

= cos(�Ti, �Tj), δ �Ti, �Tj
∈ [−1, 1] followed by the

following rescaling and normalization: (1.0 − δ �Ti, �Tj
)/2.0. The entailment versor

(d̂) corresponds to the normalized direction vector obtained by subtracting the
projection of T in the embedding space, �e(T ), by the projection of H, �e(H).

For each classification task, we have run several experiments exploring
some well known state-of-the-art algorithms, namely: Support Vector Machine
(SVM) using linear and polynomial kernels, Maximum Entropy model (MaxEnt),
Adaptive Boosting algorithm (AdaBoost) using Decision Trees as weak classi-
fiers, Random Forrest Classifier using Decision Trees as weak classifiers, and

1 http://polyglot.readthedocs.io/en/latest/index.html.

http://polyglot.readthedocs.io/en/latest/index.html
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Multilayer Perceptron Classifier (Neural Net) with one hidden layer. All the ML
algorithms previously mentioned were employed using the scikit-learn library [25]
for the Python programming language. Since the best overall results reported in
all the evaluation scenarios were obtained using a SVM with a linear kernel, all
the results reported in Sect. 5 were obtained using this classifier.

5 Experiments and Results

We investigate four evaluation scenarios. First, we report 10-fold cross validation
results over all the training examples of the European-Portuguese partition of the
ASSIN corpus, using a simple set of features, namely the lexical and syntactic-
based features presented in Sect. 4. We also report on the results obtained by the
learned model on a separate test set from the ASSIN corpus containing exam-
ples annotated in European-Portuguese. The system obtained in this scenario
corresponds to our baseline. The second evaluation scenario follows a similar
setting but using a more sophisticated set of features, in which semantic-based
features were included (complete set of features described in Sect. 4). In this eval-
uation scenario we aim to determine the impact semantic-based features have
in correctly identifying entailment relations. In the third evaluation scenario, we
report 10-fold cross validation results over all the training examples available in
the ASSIN corpus, including both the European-Portuguese and the Brazilian-
Portuguese partitions, using the complete set of features described in Sect. 4. In
this evaluation scenario we aim to validate our intuition that increasing the train-
ing set with more training data, regardless of the differences between European-
Portuguese and Brazilian-Portuguese, should increase the performance of the
system for the task of recognizing textual entailment and paraphrases from text
written in Portuguese.

Table 4. Evaluation results for each evaluation scenario of the multi-class setting.

Train Test

N E P Total Total

F1 F1 F1 F1 Macro-F1 Acc. Macro-F1 Acc.

EP 0.89 0.69 0.60 0.82 0.73 0.823 0.69 0.817

EP and Semantic 0.9 0.7 0.59 0.83 0.73 0.824 0.71 0.821

EP+BP and Semantic 0.9 0.65 0.52 0.82 0.69 0.819 0.71 0.827

Table 4 summarizes the results obtained in our experiments regarding the
multi-class formulation. Each line corresponds to the results obtained in each of
the evaluation scenarios previously described. The first three columns correspond
to the averaged F1-score evaluation metric obtained after performing 10-fold
cross validation on the training data for each label considered in the classification
problem, namely None (N), Entailment (E) and Paraphrase (P). The last three
columns, also regarding the results obtained in the training set, correspond to the
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overall results obtained for each evaluation metric, namely micro F1-score (F1),
macro F1-score (Macro-F1) and accuracy (Acc.). Finally, the last two columns
correspond to the overall macro F1-score and accuracy obtained in the test set.

In general, we obtained better overall results in the recognition of the None
relation (0.9), followed by Entailment relations (0.7) and by Paraphrase relations
(0.6). We associate these results to the higher number of learning instances
available in the corpus for each of the labels None and Entailment, respectively.

From the analysis of the results we conclude that enhancing the feature set
with semantic-based features improved the overall results, but such improve-
ments are not statistically significant. We expected these improvements to be
more significant, since it seems intuitive that semantic-based features are rele-
vant for the task of recognizing textual entailment and paraphrases. After per-
forming feature and error analysis, we associate these results with the following:
(a) the system gave too much importance to the “percentage of overlapping
tokens” feature (i.e. when the value of the feature “Overlap T” is very high the
system tends to predict Paraphrase, when the feature “Overlap H” is very high
the system tends to predict Entailment, and when these values are both very low
the system tends to predict None); (b) the coverage of semantic-based features
is relatively low, causing this feature to have null values in some situations.

Comparing the results obtained by the system using the European-Portuguese
and the Brazilian-Portuguese training set of the ASSIN corpus, we observed that
increasing the training set with the Brazilian-Portuguese partition reduced the
overall performance of the system. These results suggest that some characteris-
tics of entailment and paraphrase relations between two text fragments of the
Brazilian-Portuguese partition are different from the European-Portuguese par-
tition. Furthermore, syntactic and semantic differences between the two variants
are responsible for the majority of the errors made by the system. The best over-
all results in the test data were obtained in the last evaluation scenario, which
we associate to the highest number of training examples that were provided to
the system during the training phase. These resulted in a system that is able to
generalize better for unseen data, explaining the results shown in Table 4. Com-
paring the results reported in this paper with the systems participating in the
ASSIN Challenge, our approach would be ranked in a second place, obtaining an
overall score that is very close to the results presented by the best system: 0.8385
of accuracy and 0.7 of macro F1-score (“L2F/INESC-ID” team).

Finally, in a fourth evaluation scenario, we address the problem in a different
perspective, motivated by the characteristics of the ASSIN corpus. As shown
in Table 1, the distribution of classes in the ASSIN corpus is very unbalanced,
with a much lower number of examples for the Paraphrase class. As introduced
in Sect. 1, a Paraphrase can be formulated as a bidirectional entailment. In this
experimental setup we formulate the problem of recognizing textual entailment
as a binary classification problem between the classes Entailment/Paraphrase
and None. The training set was built as follows: (a) each Paraphrase example
from the ASSIN corpus was transformed into two new Entailment examples
(i.e. T entails H and H entails T); (b) the remaining None and Entailment
examples from the ASSIN corpus were added. The test set comprises the same
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examples of the ASSIN corpus, where the Entailment and Paraphrase classes
were aggregated in the same class (E+P). We aim to demonstrate the ability
of the approach proposed in this paper to distinguish situations where the text
sentence (T) entails the hypothesis sentence (H) from when this is not the case.
The results obtained in this experimental setup are shown in Table 5. The first
two lines correspond to the results obtained for each of the target classes: None
(N) and Entailment/Paraphrase (E+P). For each of the partitions (training and
test set) of the ASSIN corpus containing annotations for European-Portuguese,
the first column presents the total number of samples used in the experiments
and the last two columns correspond to the accuracy and averaged micro F1-
score evaluation metrics obtained after performing 10-fold cross validation. The
results obtained in the binary formulation show that this binary classification
task makes the decision boundaries easier to distinguish.

Table 5. Evaluation results for the binary classification setting

Train Test

# samples Acc. F1 # samples Acc. F1

N 2046 0.87 0.88 1386 0.86 0.88

E + P 1179 0.81 0.79 614 0.78 0.74

Total/avg 3225 0.85 0.85 2000 0.83 0.84

6 Conclusions

In this paper, we presented a preliminary approach to address the NLP task of
recognizing textual entailment and paraphrases from text written in the Por-
tuguese language. Firstly, we formulated this task as a multi-class classification
problem. The overall results reported in this paper are promising (accuracy of
0.827 in the test set). A close assessment of obtained results shown that the
number of annotated sentence pairs may not be sufficient to build a system that
generalizes well for unseen data since the implemented classifiers tend to prefer
labels that contain more training instances simply because they are more repre-
sentative of the training data in statistical terms. Looking at the obtained results,
we conclude that the overall system performance improved with semantic-based
features, but not significantly. Notwithstanding, a detailed analysis points that
this is one of the most promising directions for future work. Increasing the train-
ing set with the Brazilian-Portuguese partition of the ASSIN corpus had an
unexpected impact in the overall performance of the system. We associate this
result to syntactic and semantic differences between European and Brazilian
Portuguese and because some of the external resources that were employed (i.e.
fuzzy wordnet, part-of-speech tagger, word embeddings model) are based on
the European-Portuguese language. Consequently, some lexical, syntactic and
semantic Brazilian-Portuguese linguistic phenomena may be missing or mislead-
ing in this approach. Then, we formulate the problem as a binary classification
task and demonstrate the ability of the system to recognize textual entailment.
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In future work, we would like to enhance the semantic-based features
employed in our system, including: metrics to evaluate semantic similarity
between fragments of text using the fuzzy wordnet described in this paper,
sentence-level representations (e.g. using a dependency parser) and, more sophis-
ticated computations using distributed representation models. These are promis-
ing directions for future work that we intend to pursue.
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Automático de Palavras aplicado ao Português. Linguamática 8(2), 43–58 (2016)
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