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Nomenclature

Rso: ideal geosynchronous radius = 42164000 m

Aso: ideal satellite longitude

W,: sidereal earth rotation rate = 7.2921159E-05 rad/s
R, L,A: radius, geocentric latitude, longitude

Reo: equatorial radius = 6378136.6 m

f: earth flattening = 1/298.25642

h: landmark altitude

b, 6, Y:  roll, pitch, yaw

ECLF: earth centered local frame
GEOS: fixed grid frame

LOS: line of sight

LRF: LOS reference frame

IIRF: imager internal reference frame
ACF: attitude control frame
ORF: orbit reference frame
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Lixi, Oixj:  ixi identity matrix, ixj null matrix
S, C: Sin, Cos
EW, NS: East-West, North-South

Subscripts

0, s, e: initial, satellite, earth

T: landmark point on earth

ma: misalignment

m: number of imager internal misalignment
att: spacecraft attitude from telemetry

corr: thermoelastic/attitude correction angles

1 Introduction

The term image navigation and registration and the INR acronym were coined by
Kamel [1] and patented in US Patents # 4,688,091, 4,688,092, and 4,746,976 to
represent a system that determines image pixel location and register it to fixed grid
frame (called FGF in GOES and GEOS in COMS and in this paper). This INR inven-
tion became the foundation for subsequent GOES and similar systems worldwide
[2-5]. The INR system requirements tightened as spacecraft and ground hardware
improved [6-9].

The image navigation part of INR relates to LOS absolute pointing. Section 2
defines the INR and KF state vectors needed for this process. Section3 describes
new INR method (patent application being filed in ROK) based on landmark mea-
surements to determine orbit, attitude correction, and imager misalignments with
maneuvers delta V provided by FDS. Also, orbit refinement can be made if FDS pro-
vides orbit with coarse accuracy instead of delta V. Section4 shows the simulation
results of this basic system. Section 5 shows how the new method can be adapted to
be used for other INR systems implemented nowadays.

The image registration part of INR relates to LOS stability. The objective of image
registration is to provide the users with images with pixels that have the same fixed
earth location regardless of time. Section6 provides an algorithm for transferring
pixels from LOS frame to GEOS frame needed for pixel data resampling in GEOS
frame.

2 INR and KF SV Definitions

The INR and KF SV definitions and the associated time series are given in the next
three subsections.
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2.1 INR SV Definition

The INR SV is required for transformation from LRF to GEOS for Sect. 3.1.2. This
is given by:
SViNR = [SVia SVeor SVae SVo 1" (1
SV, is based on IIRF misalignment relative to LRF.
SVeorrs SVai, and SV are based on:
(Deorr Ocorr Weorr) = ACF attitude relative to IIRF.
(Pats Oart, Vo) = ORF attitude relative to ACFE.
(Porb» orb> Vo) = GEOS attitude relative to ORF.

For single mirror imagers, such as GOES I-P, COMS, MTSAT2, SV, is given by:

SVma = [q)ma ema]T (21)
= SVma,model + Xma (2.2)

Svma,model = [d)ma,model ema,model]T
SVeorr = [Peorr Ocorr Weorrl 3.1)
= SVcorr,model + Xcorr (32)

T
SVcorr,model = [d)corr,model ecorr,model l]rfcon‘,mode]]

The thermoelastic misalignment and correction models are computed in Sect. 3.4 and
(Xma» Xcorr) are defined in Sect.2.2 and determined by KF.

SV = [Day Oart Uo]T from telemetry 4)

SVow = [Ry Aky Lg1" (5.1)
AR

Ry =Ry (1 + ) s Adg = As — Aso (5.2)
SO

For 3,1,2 type rotation, SVogr is given by:
SVORF = [q)orb Borb 1!forb]T (61)
For Spacecraft x axis parallel to earth equator (e.g., COMS):

SVorr = [Ls Ak 0T 6.2)
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For Spacecraft x axis parallel to orbit plane (e.g., GOES I-M):

SVorr = [Lg Aks Lg/we]" (6.3)
(%, A, L LS / (oe) are Kamel parameters [10, 11] originally used for GOES I-M.

If FDS provides maneuver delta V:

AR, _ 3R Ay =8Ag, Ly =8L,, Ly =35L (7.1)
RXO - Rsov s S A S A ) .

R .
(%, dAs, 8Ly, 3 Ls) = ideal ordeal refinement by KF.
sO

If FDS provides orbit instead of maneuver delta V:

R R
R, = Rso | =2 4 ORs Alg = Alpps + 8 As,
Rso Rso
L, = Leps + 8 Ly, Ly = Leps + 8 Ly (7.2)

R .
(;— §As, 8Ly 3 Ls) = FDS ordeal refinement by KF.
SO

2.2 KF SV Definition

SVkr = x is needed to determine SVyrof Sect.2.1. This is defined as follows:

X= [XcTorr XCTOIT Xgrb X:)Frb XIM Xga]T (81)
Xcorr - [6 (I)corr d Bcorr & l’rfcorr]T (82)
Xcorr = [b¢m" becm bwcm]T = constant (8.3)
SR, '
Xorb = dAs SLsg (8.4)
Ry
J T
. SR . .
Xorb = |: > & As AL{| (8.5)
Ro
Xma = [8 d)ma d ema]T (8.6)
Xma = [by,, bp,,]" = constant (8.7)

At KF start, X = O1240m.
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2.3 SV Time Series

SVinr time series are generated at points spaced by At; for image registration of
Sect. 6. This requires interpolation between SVgp time series points determined by
landmarks (or star measurements) time series points based on attitude telemetry (e.g.,
at one second interval) and FDS orbit, SV, model, a1d SV ¢orrmodel time series (e.g., at
one minute interval). The SV time series between measurements can be obtained
as follows:

X(t) = AA)X(ty), At=t—1t—1t,th <=1 .1

Acorr(Ati) 06><6 06><2m
A(AL) = O6x6  Aorb(At;)  Opxom 9.2)
02m><6 O2m><6 Ama(Ati)

Acorr(Ati) = I3X3 ISX3Ati (93)
0353 Iax3
Aorb (At;) obtained from the well-known Euler-Hill equations [12]
Al Anp
Ao (AL) = 94
b(AL) [ A AZJ (9.4)
4-3C) 0 0
Ap=]6CS-=v) 1 0 9.5)
0 0 C
w;ls Zwe“(l—C) 0
Ap = —2(»;1 1-0 me‘l 4S —-3v) 0 (9.6)
0 0 ooe“S
3w.S 0 0
Ay = 6w;1(C -1 0 0 9.7
0 0 —w.S

C 2S 0
An=|-2S 4Cc-3) 0 (9.8)
0 0 C
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C=CosVY, S=SinY, ¥=wAt, o, =—.

[

For small At;, C=1and S =7V = w.At;,

9.9
03x3 | EP%) ©9)

| EY L3 At
Ao (ML) = [ o e ]
Note that Euler-Hill equations used to model orbit and Sect. 3.4 used to model ther-
moelastic angles leads to significant reduction of the number of landmarks processed
by KF compared to using simple linear models that are only valid for short time.

Ama(Ati) — |:Imxm ImxmAti:| (910)

Ome Ime

m = number of imager internal misalignments.

For single mirror imager used for GOES I-P, COMS, MTSAT2 and in this pa-
per, m = 2. For two mirror imagers, the number of misalignments depend on the
thermoelastic effect on pointing. The leading term was called Orthogonality (Op,)
by Kamel because it represents deviation of the scanning axes from being perpen-
dicular. Note that if only Op,, has significant effect on pointing [11], the number of
misalignments m = 1.

3 Image Navigation Using KF

Figure 1 shows KF flow for the basic INR method. KF uses one landmark at a time
to determine best (a-posteriori) state vector and covariance matrix estimate (XT, PT).
KF is then re-initialized to make propagation always between ty and t; and estimation
atty.

The 3-step process is as follows:

1. a-priori state vector and covariance matrix (X , P]") obtained from (Xa' , Pa’ ) using
the transition matrix A(At), At = t; — tg and error matrix Q(At) obtained from
system model. This first step is called SV and covariance matrix P propagation

L. (ty,x7,Py) 1. ty,x7,P7)
(to. x4, P 2. (ty,x3,P{) 2. (ty,x1,P])
0 |0' 0 3. re-initialize (tg,xg,Pg) 3. re-initialize (to,x3,Pg)
| A(A) A(Ar)
Landmark 1 Landmark 2, 3, ...

Fig. 1 Kalman filter for the basic INR method
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between two successive landmarks.

X; = A(ADX] (10.1)
P, = A(ADPA(ADT 4+ Q(AD) (10.2)

2. (x{, P{) obtained from (x|, P]) and measurement model (Z, H,R). This second
step is called SV and covariance matrix P estimation at t;. Kalman assumed
the relation- ship between xf’and x| is given by a form like least squares and
determined associated Kalman gain matrix K and covariance matrix P:

x{ =x] —KAZ, AZ=72-7 (11.1)
K =P H'(HP,H" +R)™! (11.2)
P/ = (I - KH)P; (I — KH)" + KRK" (11.3)

The residual AZ is computed as follows:

e Compute SVng from x| using Sects. 2.1 and 2.2.

e Compute landmark residuals using Sect.3.1.

o If landmark is rejected because residual is outside predetermined limit:
— Re-initialize KF: (t, xJ, P{) = (t1, x|, P1) = (4, x;, P)).
— Skip estimation and go to next landmark.

If landmark is accepted compute x| using Eq (11.1).

Note that (Axcorr’ Axorb’ AXITla) = (X::)rr’ Xorb? ma) (Xcorr’ orb? ma) obtained
from Eq. (11.1) can cause jumps in level 1B images at t;. This can be avoided
by replacing (xcm, Tbs X)) [also obtained from Eq. (11.1) and given by Egs.
(8.3), (8.5) and (8.7)] with (xtm, X, XE )+ (AxE L, AxE AXE)/ 8 t, where,
3t = delta tlme to next landmark or next KF point. After this slope adjustment,
set (Xcorr’ orb? X$a = (Xc_orr’ Xma> Xm ) at ty.

3. The third step is to re-initialize KF by setting (to, X¢, P§) = (11, x|, P}) to start
the next cycle from ty to t; and compute SVinr from XT using Sect. 2. This is
needed for Sect. 6.

3.1 KF Landmark Residual Computation

The landmark residuals AZ = Z — Z are computed from the next two subsections.

3.1.1 Actual Landmark Measurement Z

In view of Fig.2, we get: . L
R1o =T — Rgo (12.1)
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\I(;IZON
Fig. 2 ECLF to GEOS geometry
Using vector components in GEOS coordinates, we get:
. CL:Sang 0
RTO = (Re + h) _SLT - Rso 0
—Cp,Caxg -1
CNGEOS SEGEOS
=Ry T Naros
CNGEOS CEGEOS

Re = Reo(1 +aS7 )72 = Reo(1 — FSE)
AAT = AT — Agpya = (1 — )2 — 1= 2f

This leads to:

Ry, = \/Rgo + (Re + h)2 — 2Ry (Re + h)CLTCA)»T

E R. + h)C..S
EGEoszArctan[ Re +h)Cr,Sai :|

Rso - (Re + h)CLTCAkT
(Re + h)SLT:|

N = Arc sin
GEOS [ R

- Egros }
Z=| -
|: Ngeos

Spacecraft in
GEOS orbit

A.A. Kamel et al.

(12.2)

(12.3)
(12.4)

(13.1)

(13.2)

(13.3)

(13.4)
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3.1.2 Estimated Landmark Measurement Z

Transformation of landmark (Ej gr, N1 rr) coordinates to (Egeos, Ngeos) coordinates
is obtained in the next 4 subsections.

3.1.2.1 ﬁHRF and ﬁHRF Computation

For single mirror instruments:

Enrr = ELrF — (PmaSnigr + OmaCnigr) (14.1)
NiRrF = NLRF — (P1aCNige — OmaSN e )/ CEpge (14.2)
(ELrr, NLrp) = determined landmark (EW, NS) angles.
To get (Errr, N rr) from (Eprp, Nyrp) for inverse transformation, two iterations
of Egs. (14.1) and (/1\4.2) may be needed.

The unit vector Uprp components in IIRF coordinates is obtained by a rotation
Nyrr about X-axis followed by a rotation Ejrp about new Y-axis. This leads to:

. SEIIRF
Unrr = _CEIIRF SNIIRF (14.3)
CEIIRF CNIIRF
The unit vector /R\IIRF components in GEOS is given by:
Rugr = Cﬁl’igsﬁm = [Roeos.x Rcros.y Raroszl (14.4)
Note that for inverse transformation, use:
Ungr = CglégsﬁuRF, Conbs = [CHRSTT (14.5)
3.1.2.2 TIRF to GEOS Transformation Matrix Computation

Transformation from IIRF to GEOS is 3,1,2, type rotation and can be obtained from
Appendix E, Table E-1, Ref. [13] by replacing (¢, 6, ) with (Y, dc, O¢):

[ CoCy — S6S4Sy CoCy + SeSeSy —SeCo
Chire. = | =SyCo CyCy S¢
| SoCy + CoSSy SeSy — CoS4Cy CoCy | .
1 Ve —60c
=l —=ve 1 d¢ (15.1)
L6c  —dc 1

In view of Egs. (3.1), (4), and (6.1) to (6.3) we get:
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lE‘I':(.'I.I"

Actual Orbit

s,
~, B Y
~, Parallel/to Z ;65

Wiiio: T Xumr
YIIRI"
xli}.i)S
\.(-'IZOs
Fig. 3 Image navigation geometry
dc
SVC = eC = SVACF + SVcorr
Ve
¢
SVack = | 6 | = SVorr + SV
)
q)corr q)orb ¢att
SVcorr = Bcorr , SVORF = Borb s SVatt = Batt
I1Ucorr l!Iorb 1\Uatt
3.1.2.3 Ryrr computation
In view of Fig.3 and Eq. (14.4), we get:
T= ﬁs + ﬁIIRF
CrLiSan CrsSang RGEos x
Re+h) | =S, | =Rs| =S + Rirr | Raeos,y
CL,Can; —CrCass RaEos,.

Ryrr can be obtained from Eq. (16.1) as follows:

IT| = |Rs + Ruge|

(15.2)

(15.3)

(15.4)

(16.1)

(16.2)

(17.1)
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(Re +h)* = Ripg + R} + 2RireR,Ce, (17.2)

Cys = — dot product of unlt vectors R and RHRF
= —Rgros.xCLsSaxs + Raeos, yOLs + ReE0s..CLsCass

Solution of the quadratic Eq. (17.2) leads to:

Rirr = Rg/r (17.3)

r = {Cus — cés - cgso}_]
C2 =1—[(Re +h)/Ri]? (17.4)

aSO
Note that the parameter r is the same as A (o) in [1] and rin [11] and was called earth
curvature parameter by Kamel because its value is dependent on Earth curvature.
R, is obtained from Eq. (12.3) with Sy from the middle row of Eq. (16.2):

R
=R, (SLS - ﬂ) /(R +h) (17.5)
T

Note that because Si; is multiplied by small number in Eq. (12.3), one or two
iterations using Egs. (12.3), (17.4) and (17.5), starting with R, = R, in Eqgs. (17.4)
and (17.5), should be sufficient to get accurate values for R, and r.

Note also that if C2 < C2 fc2 02 in Eq. (17.4) is imaginary indicating that

the image pixel (Ep rp, NLRF) corresponds t0 apoint outside earth and (Egros, Nggos)
transition from earth to space will be undefined. This can be avoided if a fictitious
earth with Cy, = C,, is used in Eq. (17.4) for the space portion of the earth images.
In this case, Egs. (17.3) and (17.4) lead to:

1
r = —, Rirr = RsCy, (17.6)

us

3.1.2.4 GEOS Coordinate Computation

In view of Fig. 3, we get: . _ .
Rirro = Rirr + AR (18.1)

Rurro from Eqs. (14.4) and (17.3) or (17.6),
. RCi, Sax,

AI-és = ﬁs — Ry = _RSSLS (18.2)
Rso - RsCLsCA)Ls
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(Egros, Ngeos) are obtained from Figs.2 and 3 and Eqgs. (18.1) and (18.2):

CNGEOS SEGEOS EGEOSO,X ﬁIIRF + Aﬁs
_SNGEOS = EGEOSO,y = m (18.3)
CNGEOS CEGEOS RGE0s0,2 IRrr + y
RGEoso0.x
Eggos = Arc tan | —— (18.4)
RGEos0,2
NGoes = —Arc sin Rgroso,y (18.5)
E
7= [ﬂ} (18.6)
Ncoks

Note that for star measurements, Zis obtained directly from Eq. (14.4) and Sect. 3.1.2.3
skipped because ARg is insignificant compared to Rygr in Eq. (18.3).

3.2 KF Initial Conditions

KF initial conditions are given by:
to = epoch time = UTCj at KF start.
Xa_ = SVkr at epoch = 012401

Pcorr,O O6 x6 06 x2m
P(’)L = error covariance matrix at epoch = | Ogxe Pob.o Ogxom | (19.1)

02m><6 02m><6 Pma,O

2 Lxs 033 2 iz Os3x3
Peorro = O corr,0 |: 0; 3:| s Porb,o = O0rb,0 |:
X

0353 0353 0343
Ime Ome
Pma,O - Oﬁm,o |:0m><m Omxm] (192)

Ocorr.0 = Oorb,0 = Oma.0 = 5.0E — 05 for simulation.

3.3 KF Detailed Computation

Afterlevel 1 A data block searched for landmarks and determined landmarks are time
tagged, KF propagates (to, X, P§) from last event prior to this data block and re-
initialized after the(t;, x{, P{") estimation as shown in Fig. 1. If no landmarks found
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within the data block, go to end of block of Eq. (21). Otherwise, let LMt = total
number of determined landmarks within the data block and do the following:
For k = 1 to LMt do to ENDFOR

At =t — tp, t; = UTCy time at landmark number k. (20)

Propagation: From step number 1 of Sect. 3.
Estimation: From step number 2 of Sect. 3.
Re-initialize KF: From step number 3 of Sect. 3.
ENDFOR

At end of data block, do the following:

At =t — tg, t; = UTC,pg = time at end of data block 21

Propagation: From step number 1 of Sect. 3.
Re-initialize KF: (to, xJ, PJ) = (t1, x{, P{) = (1, x|, P))
Compute SVing from xf’ using Sect. 2. This is needed for Sect. 6.

If maneuver delta V provided by FDS
At maneuver, do the following:

At =1t — tg, t; = UTCaneuver = Mmaneuver time (22.1)

Propagation: From step number 1 of Sect. 3.
Re-initialize KF:

xfr =X, + Ax (22.2)
P/ =P, + AP (22.3)
AVpps,r AVEps,i AVEps,L '
Ax = |0y : : —01x 22.4
X |: 19 R R.. R, U 2m] (22.4)
AP = diagonal terms 10 to 12 from delta v error analysis.
(to.xg» Py) = (t1, x{, P}) (22.5)
Compute SVing from xf using Sect. 2. This is needed for Sect. 6.
If orbit is delta V provided by FDS instead of delta V
At maneuver, do the following:
At =t — tg, t; = UTCpp = orbitdeterminationtime (23.1)

Propagation: From step number 1 of Sect. 3.
Re-initialize KF:
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XT =Xx; +3x (23.2)

P/ =P +35P (23.3)
AR, T

83X =|0ix6 & R §ALs  8Ls Orx@iom (23.4)

(3 ARs, 8 Aks) = (Reps, AArps, Lrps) ™ before OD
— (Reps, AArDs, LFDS)+ after OD (23.5)

8 P = diagonal terms 7 to 9 from OD error analysis.
(to.xg, P = (ti, x{", P}) (23.6)

Compute SV, yr from XT using Sect. 2. This is needed for Sect. 6.

Transition matrix A: From Sect.2.3.

Process noise covariance matrix Q: From Ref. [13], Egs. (13)—(83) and (13)-
(89), we get:

1 1
Q(At) = Vo + VAt + —[FV + VET]A? + —F,VF' A¢? (24.1)
2 X 3 X
Vcorr 0 06><6 06x2m 2
’ | BT 035
Vo = | Osxs Voo Osxom |, Vyo = |:ge,y 3 03 3i| (24.2)
02m><6 02m><6 Vma,O 33 33
Vcorr 06><6 06><2m 2
1 0
V= 06><6 Vorb 06><2m s Vy = I:gu’y 33 0_2 I3X3i| (243)
02m><6 02m><6 Vma 33 uy 133
where,
y = corr, orb, or ma. For ma, 3 replaced by m.
0. = measurement white noise standard deviation, rad.
o, = random walk standard deviation, rad/sec'/?.
o, = rate random walk standard deviation, rad/sec/2.
1:'corr O6><6 O6><2m 03 3 13 3
1:X - 06><6 Forb 06><2m s Fcorr = * & (251)
03x3  0O3x3

02m><6 O2m><6 Fma

Forp from Euler-Hill equations:

03x3 Lus [~ | 033 I3xs
F.. = X~ 25.2
or |:00§ For 2w F22i| [03x3 OSXJ (25:2)
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3 0 O 0 10 0 |
F21 == 0 0 0 s Fzz = —1 00 , Fma — [ mxm mxmi|
0 0 -1 0 00 Omxm Omxm

(25.3)
This leads to:
Qcorr 06><6 06><2m
Q(At) = Osx6 Qorb O6x2m (25.4)

02m X6 02m><6 Qma

2 2 1.2 3 1.2 2
<Ge,y +0v,y At + 300y At ) 543 5 Ouy At I53
Q= 1 2 A2 2 (29
504y At l5.3 Ouy Atlsy3

where,

y = corr, orb, or ma. For ma, 3.3 is replaced by Lixm-

Note that the first element of the above matrix is the same as in [13], Eq. (7)—(143).

The sigma values can be computed using Eq. (25.5), SVnr error analysis and
estimate of time between measurements. For simulation, this leads to:

(Oe.corr, Oc.otb, Oe.ma) = (1.942E — 07, 0, 0) rad.

(y.corrs Ov.orb> Ov.ma) = (4.8E — 07,0, 1.269E — 09) rad/s'/>.

(Cu.corrs Ou.orb» Ouma) = (4.774E — 10,9.32E — 13, 2.318E — 11) rad/s*/%.

Landmark measurement noise covariance matrix R:

R = 01%,[ szz
oy = sigma measurement noise calculated from landmark determination error
analysis (=0.1 pixel for simulation).

Landmark location sensitivity matrix H:

H is determined from (%)xzo where Z is the estimated landmark measurement
from Sect.3.1.2 using the linear representation of CSEQS of Eq. (15.1). After some
laborious algebraic manipulation, we get:

H =2 x (12 4+ 2m) matrix given by:

0Z
H= (_) = [Heorr Hor Hinal (261)
dx x=0
where,
_ | TsSe 1 TrCg O
HC()IT - [CE O _ SE O1><3 (26'2)

For Spacecraft x axis parallel to earth equator (e.g., COMS):

Sg Cg
Horbz—[o I TsSe 0“3}+f o SN CTE)
00 Cg 013 CiSi —SiSx Cx 0143
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For Spacecraft x axis parallel to orbit plane (e.g., GOES I-M):
Replace |:O 1 TNSE 01X3i| b |:0 1 TNSE lez TNCE/ (,l)ei|

00 CE 01><3 00 C]:: 01><2 _SE/ We
—1
F= (C&s —JC -1+ (R + h)/Rso>2) (26.4)
Cy, = Cost, = Cy = Cg (26.5)

Tx = TanNgros, Sx = SinNggos, Cx = CosNggos
Sg = SinEgros » Cg = CosEggos

(Egeos » Ngeos) = landmark location from Eq. (13.4).
R, = earth radius at landmark location from Eq. (12.3).
h = landmark altitude.

For star measurements, r = 0 and H,, becomes insensitive to orbit translational
part (3 R/Ryo, § A, 3 L). Therefore, stars cannot be used to refine orbit and, therefore,
orbit refinement must be deleted from KF as described in Sect.5.1.

{Cu Cpp 0 O
Hupa = |:C21 C» 0 O] (26.6)
C C Sg—Cx SxCx
Cli=—2, Cp=—t Oy == N Cp=—NN_ (267)
Cx Cx - CxSs - CxSs

H,, for two mirror imaging systems to be investigated in the future.

3.4 Thermo-Elastic Model Time Series

The thermo-elastic SV, model a0d SV corr model time series can be obtained form Eqgs.
(2.1)—(3.2) as follows:

1. Create daily time series at, e.g., one-minute interval for, e.g., seven days using
interpolation of SV, and SV, data at time t;,, i=1,2,...,1440 and n =
1,2...,7.

2. The SV ma model (ti.n) and SVeorr model (ti.n) for the next day (n = 8) are obtained by
averaging the last seven days of SV, (ti n) and SV o (ti ) data:

1 n=7

SVimamodel(ti8) = 5>~ SVimaltin) (27.1)
1 n=7

SVcorr,model(ti,S) = 7anlsvcorr(ti,n) (272)
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Note that SV 4. model a1d SV eorrmoder are initially determined by analysis or set to
Zero.
3. Repeat above process once a day using one-day sliding window.

4 Simulation Results

A hundred landmarks distributed over earth and COMS imaging schedule were used
in the simulation [14, 15]. The true SV ng is calculated using eccentricity =0.0001,
inclination = 0.05°, SVa model a0d SVeor model amplitudes = 100 prad, with 24-h
period, and attitude amplitude = 300 prad with 2.4-h period. The maneuver delta V
times are obtained from [16], Fig. 8, and magnitudes from [17], Tables 2.

The estimated SVing are shown in Fig.4 for seven days and is computed using
Sect. 3.3 based on SVma model a0d SV corr moder €rrors =10 prad, FDS maneuver delta
V errors from [17], Table 3 (or FDS orbit determination error from Table 7). Figure 5
shows SVerors, SV = SVink — SVInR. Figure 6 shows residual errors computed
using Sect. 3.1. The simulated landmarks are obtained using the true SV g to transfer
(Egros, Ngeos) to (Errr, NLgrr) based on Sect.3.1.2 inverse transformation. The
estimated (Ejgrp, N gp) are then obtained from actual (Eigp, NLrr) by adding a
random normal distribution land- mark determination error with oy = 2.8 E-06rad
for visible landmarks and oy; = 11.2 E-06rad for IR landmarks. Simulation was also
successfully used to stress test the basic method for cases using eccentricity = 0.001,
inclination = 0.5°, SV 4. model and SV oy model amplitudes = 1000 prad with errors
=100 prad and only IR landmarks.

5 Adaptation to Other Systems

The following 3 subsections show how the basic method described in Fig. 1 can be
adapted to be used for systems based on star and landmark measurements, star only
measurements with orbit from FDS or GPS, and systems with attitude rate telemetry
inserted in the image wideband data.

5.1 Systems Based on Star and Landmark Measurements

For stars:

e KF refinements (§ Rg/Rgo, 8 As, 8 Ly) = (0,0,0) and (Xorp, Xorp) deleted from KF
state vector.

e Rows and columns associated with Py 0, Aor, Porb and Forp, deleted from Py, A,
V, Vy, and F;.

e H,, deleted from H.
In this case:
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Kalman Filter State Vector (MicroRad)
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Fig. 4 KF state vector

e one star per minute or 3 stars per 5 min are sufficient to determine KF
Xeorr aNd Xpma-

o SV dimension = 6 + 2m instead of 12 + 2m.

e KF detailed computation is like basic method with landmarks replaced by stars.
For landmarks:

e Use KF for orbit refinements (3 Rg/Rs,, 8 As, 8 L) using the above deleted items.
In this case:

e Few landmarks (e.g.,10 well distributed landmarks over earth) are sufficient to de-
termine (Xorp» Xorb)-

e SVKEF dimension = 6 instead of 12 + 2m.

5.2 Systems Based on Star only Measurements

e KFis same as in Sect. 5.1 for stars. In this case, the orbit must be provided by FDS
or GPS.
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5.V Error Calculation: Yest - Ytrue (MicroRad)
T
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Fig.5 SV errors § SV = SVINR — SVINR

5.3 Systems Based on Inertial Angular Rate Telemetry

The (wgy, wgy, wg,) telemetry represent inertial angular rate along ACF axes in the
form of time series spaced at Aty (e.g., 0.01 s) inserted in the imager wideband data.
The rates SV scr of Eq. (15.3) can be obtained from (wgy, wgy, ®g,) using Fig: 3 with
IIRF replaced by ACF. Starting with § 4+ w. about —Y ggos axis followed by ¢ about
the new —X axis followed by Ilf about —Zcr axis and using Egs. (14.5) and (15.1),
we get:

Wgx . O . Cq, . S¢C¢
Oy | ==V 0| =[Sy [ 0O+ we)| CyCy (28.1)
Wg;, 1 0 S¢

This leads to:



628 A.A. Kamel et al.

m T T T T T
——————————————————————————————————————————————— — = — EW LMK Resi.
—=— NS LMK Resi.
40 -1
20_ -
c
=
-]
m
o .
2
&
=
20 =
Aok |
N P P Y
0 1 2 3 _ ] 5 6 7
Time(Sec) x 10°

Fig. 6 Landmarks measurement residuals

¢ i W5y S W +weC
SVACF = 6 = - We + ("'~)syC llf _U)sxs \lf)/C ¢
¢ _msx - ((")sycqf_msxs llf)S(i)/C(')
[ o oy P
= — | Wgy + We — Wy i\ (28.2)
L Wgz — wsy q)

Note that Eq. (28.2) can also be obtained from [13], Appendix E Table E-2 for 2, 1,
3 type rotation by replacing (¢, ) with —(¢, V) and (wy, wy, wg) with (wgy, 0,
;) on the right side of the equation and replacing (¢, 6, ) with —(6 + we, d, 1)
on the left side of the equation.

Now, the SV time series spaced by Aty over At=t;—t( is computed as follows:
Let j = Integer( At/ Atatt)

Fori=1, ..., ] plus final step from T; to t;

SVack(ti) = SVacr(ti—1) + SVacr (Ti—1) Aty (28.3)
where

SVe(tii1) = SVace(ti1) + SVeorrmodel (Ti1) + Fcorr(ti_y) (28.4)
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With
SVe(ti) = SVacr(ti) + SVcorr,modet (Ti) + Xeorr (Ti) (28.5)
SV corr.model Obtained from Sect. 3.4 and Xcor determined by KF and defined in Eqs.
(8.2) and (8.3).
At KF start (see Sects. 3.2 and 3.4):
SVKF - 012+2m and SVcorr,model = 03 (291)

In view of Egs. (15.2), (15.3), and (6.1) to (6.3)

SVc(0) = SVacr(0) = SVore(0) + SV (0) (29.2)
SV (0) from telemetry or = 03. (29.3)

At KF re-initialization (see Fig. 1):

SVc(0) = SVe(ty) from Eq. (28.4) (29.4)
SV acr(0) = SVcr(t;) from Eq. (28.3) (29.5)
SV acr(0) = SVacr(t)) from Eq. (28.2) (29.6)

Note that SV scr of Eq. (28.4) is corrected by Xc, determined by KF to compensate
for gyro drift and the first part of H,,;, in Eq. (26.3) must be deleted.

6 Image Registration Using Resampling

Image registration requires two steps. The first step is to transfer level 1A (column,
line) pixel indices (c, £) to (¢, £') = (¢, £) + (Ac, AL) , in the GEOS fixed frame. The
second step is to resample (c/, £') pixels to generate level 1B data block (see, e.g.,
[18]). The first step can be performed using Sect. 3.1.2 algorithm to determine (A,
Al)c ¢ from (AE, AN).; = (Egros, NGeos)c,c — (ELrr, NLrr)c,¢ divided by pixel
size. Index ¢ and N g are fixed over pixel line and index ¢ and E rp are fixed over
pixel column. The SVnr time series needed for (c, £) to (¢/, £') transformation is
obtained from Sect.2.3. The processing time of this transformation is significantly
reduced by computing (AC, AL)¢, L for a subset of pixels (C, L) uniformly distrib-
uted over the level 1A (c, €) array. The (AC, AL)¢, L for the remaining pixels are
then computed by EW and NS linear interpolation between the (AC, AL)c¢ 1, subset.
Note that the number of (C, L) pixel subset is obtained by analysis of SVinr and
attitude jitter effects on registration error. Note also that level 1 A block should be
slightly larger than level 1B block to account for the shift caused by orbit, attitude,
and misalignment variation over time.
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7 Conclusion

INR and KF state vectors suitable for the new INR method were defined. The basic
method is based on landmark measurements to determine orbit, attitude correction
angles, and imager misalignments with maneuvers delta V (or orbit with coarse
accuracy) provided by FDS. The method was proven by simulation. Adaptation of
this method to other INR systems and an algorithm for transferring pixels from LOS
to the fixed grid GEOS frame needed for pixel data resampling are presented.
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