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PREFACE 

This book contains the proceedings of the symposium, "CFD Modeling and 
Simulation in Materials Processing," held at the TMS 2016 Annual Meeting & 
Exhibition in Nashville, Tennessee, February 14-18,2016. 

This symposium dealt with computational fluid dynamics (CFD) modeling and 
simulation of engineering processes. The papers published in this book were 
requested from researchers and engineers involved in the modeling of multiscale 
and multiphase phenomena in material processing systems. 

The symposium focused on the CFD modeling and simulation of the following 
processing areas: Iron and Steelmaking (Tundish, Casting, Converter, Blast Furnace), 
Smelting, Degassing, Ladle Processing, Mechanical Mixing, and Ingot Casting, 
Casting with External Field Interaction and Microstructure Evolution. 

The symposium also covered applications of CFD to engineering processes and 
demonstrated how CFD can help scientists and engineers to better understand the 
fundamentals of engineering processes. 

On behalf of all symposium organizers and participants, 

Prof. Laurentiu N astac 
The University of Alabama 
Dept. ofMetallurgical & Materials Engineering 
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example was the development through CFD of the novel HiSmelt process in 
Australia, for the production of iron directly from ore. He rejoined the Academia at 
the University of Greenwich in 1989, becoming a full Professor in 1994. In his 26 
plus years at Greenwich, he gained several U.K. government and European grants on 
important research projects. These were mostly collaborative with industrial partners 
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Abstract 
 
With this work an existing 3-phase mixed columnar-equiaxed solidification model is extend to 
treat the formation of shrinkage cavity by including an additional phase. In the previous model a 
mixed columnar and equiaxed solidification approach that considers the multiphase transport phe-
nomena (mass, momentum, species and enthalpy) is proposed to calculate the as-cast structure 
including columnar-to-equiaxed transition (CET) and formation of macrosegregation. In order to 
incorporate the formation of shrinkage cavity, a supplementary phase, i.e. gas phase or covering 
liquid slag phase, is considered in addition to the previously introduced 3 phases (parent melt, 
solidifying columnar dendrite trunks and equiaxed grains). No mass and species transfer between 
the new phase and the other 3 phases is necessary, but momentum and energy transfer is of critical 
importance for the formation of the shrinkage cavity and with that the flow and formation of mac-
rosegregation would be influenced. Some modelling approaches for the momentum and energy 
transfer are suggested and tested. 
 

Introduction 
 
Typical steel ingots solidify with a shrinkage cavity at the hot top, and with microscopic shrinkage 
porosity and macrosegregation located somewhere in the cross section [1]. Those undesired cast-
ing defects result from the volume change during solidification (and the resulting feeding flow), 
thermal-solutal convection and crystal sedimentation. The formation mechanisms of these phe-
nomena are rather complex as they interact with each other. Scientists have tried different ap-
proaches to model and predict their occurrence [2-9], but no model is available to calculate shrink-
age cavity/porosity together with macrosegregation in a coupled manner. The formation process 
of the above defects is multiphasic in nature. 
 
This work is to extend an existing 3-phase mixed columnar-equiaxed solidification model [10] to 
treat the formation of shrinkage cavity by including an additional gas (or covering slag) phase [11]. 
Four phases are necessarily considered: primary liquid melt, equiaxed crystals, columnar dendrite 
trunks, and gas/liquid slag. The final goal is to develop an Eulerian multiphase solidification model 
at the process scale to calculate the as-cast columnar-equiaxed structure including CET (columnar-
to-equiaxed transition), shrinkage cavity/porosity, and macrosegregation for industrial castings. 
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The Numerical Model 
 
Brief model description 
 
� Phase definition: primary liquid ( ), solidifying equiaxed phase (e), columnar phase (c), and 

gas phase (g). Their volume fractions ( f , ef , cf , gf ) sum up to one. The volume averaged mass 
transport equations considering the mass transfer due to solidification are solved.  

� There is no mass transfer between the gas and the other phases, and the gas phase is supposed 
to be immiscible with the other metal phases. In fact, the gas phase is sucked into the casting 
domain to feed the shrinkage cavity. The interface between the gas and the other phases is 
explicitly solved. The microscopic porosity that forms deep in the inter-dendritic region is 
treated differently (see below).  

� The liquid, equiaxed and gas phases are moving phases, for which the corresponding volume 
averaged Navier-Stokes equations are solved to get u , eu  and gu . For the columnar phase we 
assume 0c �u .  

� Enthalpy equations for all 4 phases are solved. Due to the fact of relatively large thermal diffu-
sivity, we assume that only one temperature (T) represents each volume element. Therefore, a 
large inter-phasic volume heat exchange coefficient is applied to balance the temperatures 
among the phases. 

� Three volume-averaged concentration fields ( c , ec , cc ) are solved for the three metal phases. 
Thermodynamic equilibrium condition is assumed to apply at the liquid-solid interface, and 
corresponding solute partitioning at the interface occurs during solidification.  

� A diffusion-governed growth kinetic is considered to calculate the growth of crystals. 
� Ideal morphologies for both solid phases are assumed: spheres for equiaxed (globular) grains 

and cylinders for columnar (cellular) dendrite trunks. 
� The columnar dendrite trunks are assumed to be originated from the mould wall. Neither nu-

cleation of columnar trunks nor equiaxed-to-columnar transition (ECT) is taken into account. 
� Heterogeneous nucleation and transport of the equiaxed crystals are considered. Grain frag-

ments brought into the mould during filling, further fragmentation of dendrites during solidifi-
cation and the attachment of equiaxed grains into columnar area (as a part of the columnar 
phase) are ignored.  

� The diameter, ed , and number density, en , of equiaxed grains and the diameter, cd , of the 
columnar trunks are explicitly calculated, while a constant value for the primary arm spacing 
of columnar dendrites, 1� , is assumed.  

Details of the three-phase mixed columnar-equiaxed solidification model were described else-
where [10]. Treatment of the gas phase, the formation of the shrinkage cavity and of porosity is 
described below. 
 
Treatment of interactions between gas and other phases 
 
As no mass/species transfer between the gas and the other metal phases is considered, only en-
thalpy and momentum conservation equations for the gas phase are necessarily solved: 

 � � � � ex
cg

ex
eg

ex
ggggggggggg )( QQQTkfhufhf

t
����	�	
��	��

�
�

 (1) 
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Key feature by introducing a new gas phase in the mixed columnar-equiaxed solidification is to 
treat the exchange terms, which are superscripted with ‘ex’ in Eq. (1) and (2). They are summarized 
in Table 1. 
 

Table 1. Momentum and energy exchange terms between gas and other metal phases 

� �gg
*
g

ex
g TTffHQ �
  

� �gege
*
eg

ex
eg TTffHQ �
  

� �gcgc
*
cg

ex
cg TTffHQ �
  

*
gH [W/m3/K]: the volume heat exchange coefficient is modelled ac-

cording to Ranz-Marshall [11,12]. 
*
egH and *

cgH : a constant volume heat exchange coefficient of 500 

W/m3/K is assumed.  
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The symmetric model taken 
from [13] with minor modifi-
cations is applied. Subscript 
‘p’ indicates different metal 
phases: ‘ ’, ‘e’ or ‘c’. 
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pgd : modelling parameter (diameters) 

as function of volume fractions of in-
volving phases.  

 
Simplified microscopic shrinkage porosity model 
 

The Niyama criterion modified by Carlson and Beckermann [2, 3] is implemented. We name it as 
CBN (Carlson-Beckermann-Niyama) criterion, Eq. (3).  

 
)(

CBN
EutLiq

cr
65 TT

P
T
G

C
�

�



��
 (3) 

where �C = 1.44x10-4 � � 31K/sm�  is a material constant being used for determining the secondary 
dendrite arm spacing. G  and T are the temperature gradient and cooling rate, which are evaluated 
at a critical temperature of crT  (= 0.1 EutLiq 9.0 TT � ), assuming that EutT  corresponds to the end 
solidification. ���� )( s �
  is the solidification shrinkage. crP�  is the critical pressure drop 
when a pore-nucleus with critical radius of cr  deep in the mushy zone can overcome capillary 
force ( cr�2 ) and metastatic pressure ( staticP ) to grow. crP�  is taken as 1.01x105 Pa for steel [3]. 
The possible occurrence of shrinkage porosity and the amount of pores (volume fraction of voids) 
decrease with the local CBN value. The smaller the CBN value, the more probable shrinkage po-
rosity would occur, and the larger amount of pores might form. As no threshold of CBN for the 
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occurrence of pores can be determined in advance, this criterion is used only for qualitative eval-
uation of the possible occurrence of microscopic shrinkage porosity. Although the current model 
offers the possibility to calculate the interdendritic flow, it is time consuming to solve the feeding deep in 
the mushy zone near the end of solidification, therefore a so-called ‘simplified porosity model’ is introduced 
[14, 15]. When the temperature drops below the critical temperature of crT , volume shrinkage by solidifi-
cation is ignored, i.e. the solidification is assumed to occur without volume change. This treatment is made 
by assuming that the rest melt deep in the mushy zone solidifies as a solid-pore mixture with the mixture 
density equal to the liquid density. 
 

Simulation Settings 
 
A 2.45 ton ingot was preliminarily simulated in full 3D (average mesh size of 10 mm) and 2D 
(average mesh size of 5 mm). The ingot had a square cross-section. However, for the 2D calcula-
tion an axis-symmetry is assumed. Casting conditions, process parameters, experimentally meas-
ured macrosegregation and shrinkage cavity information were reported previously [16,17]. The 
alloy is multi-componential but currently we consider a simplified binary alloy (Fe-0.45wt.%C). 
The material properties and some important boundary conditions are summarized in Table 2 and 
Fig. 1.  
 
Table 2. Thermodynamic & physical properties  

Steel 

         
 

Figure 1. Configuration of the  
2.45-ton industrial steel ingot. 

melting point of pure iron, Tf K 1805.15 
liquidus slope, m K (wt.%)-1 -80.45 
equilibrium partition coefficient, k - 0.36 
melt density, �  kg/m3 6990 

solid density, e� , c�  kg/m3 7140 

specific heat, pc , c
pc , e

pc  J/kg/K 500 

thermal conductivity, k , ek , ck  W/m/K 34.0 

latent heat, L J/kg 2.71 × 105 
viscosity, �  kg/m/s 4.2 × 10-3 

thermal expansion coefficient, T�  K-1 1.07 × 10-4 

solutal expansion coefficient, c�  wt.%-1 1.4 × 10-2 

dendritic arm spacing, 1�  M 5 × 10-4 

diffusion coefficient (liquid), D  m2/s 2.0 × 10-8 

diffusion coefficient (solid), eD , cD  m2/s 1.0 × 10-9 

Covering slag 
viscosity, slag�  kg/m/s 0.01 

density, 
slag�  kg/m3 2500 

specific heat, g
slagc  J/kg/K 1815 

thermal conductivity, 
slagk  W/m/K 4.0  

 
No mould filling is calculated, and the mould is assumed to be initially filled with liquid melt of 
1770 K (above liquidus of 1768.95 K). As solidification starts, the casting shrinks and it sucks the 
fourth slag phase from the top ‘pressure inlet’. A zero-gradient boundary condition is applied at 

Fe-0.45 wt. %C
T0 = 1770 K

H = 300 Wm-2K-1

Tw = 373 K

g = 9.81 m s-2

H = 30 W m-2 K-1

Tw = 373 K

1.
68

2 
m

0.483 m

0.432 m

p =1.013x105 Pa
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the ‘pressure inlet’ for the other quantities: temperature, concentrations, equiaxed number density. 
No radiation heat transfer from the top to the ambience is accounted for. Nucleation parameters of 
equiaxed crystals are: nmax = 5.0 x 10-3 m-3, �TN = 5.0 K, �T� = 2.0 K. Calculation with the 4-phase 
model including air as gas phase is extremely time consuming (demanding tiny small time step), 
especially when a 3D calculation is performed. The situation can be significantly improved by 
considering a covering liquid slag instead of gas phase. 
 

Results and Discussion 
 
Example of the solidification sequence at 600 s is shown in Fig. 2. The overall solidification pro-
cess is mainly governed by heat transfer. The cooling and solidification starts from the mould wall. 
The columnar phase develops from the mould walls and grows towards the casting centre. In the 
meantime equiaxed grains nucleate and grow in front of the columnar tips, and those equiaxed 
grains start to sink and try to settle in the bottom region. The melt is dragged downwards along the 
columnar tip front by the sinking grains, which in turn induces a rising melt flow in the middle of 
the ingot. Thermal-solutal convection contributes as well to the interdendritic flow and global melt 
flow in the bulk. Both u  and eu  fields are naturally instable. As the flow field of the melt and the 
motion of the equiaxed grains are fully coupled with other transport phenomena (energy, species 
and mass), the instability of the flow patterns will directly influence the solidification sequence. 
Sedimentation of crystals at the bottom region causes the volume fraction of the equiaxed phase 
to reach a quite high level. When fe in the lower part of the ingot is high enough (larger than the 
so-called mechanical blocking limit of 0.49, Fig. 2(b)), the columnar-to-equiaxed transition (CET) 
occurs. In the upper part of the ingot, the columnar tips can continue to grow, as the amount of 
equiaxed crystals is too low to cause blocking. Flow and crystal sedimentation are key mechanisms 
for the formation of macrosegregation in ingot casting, and they were discussed previously [9, 10, 
17]. 

 
Figure 2. Solidification sequence at 600 s. Both cf and ef in the centre vertical section are shown in grey scale with 
light for lower and dark for high volume fraction. a) The velocity of the melt, u  is shown together with cf , b) while 
the velocity of the equiaxed crystals, eu is with ef . Additionally, the phase distributions and velocity fields in 2 
horizontal sections are also shown. 

ec or     ff0.0 1.0

uf    a) c � ee    b) uf �

-1max smm 24 �
u -1max
e smm 26 �
u



8

The final segregation result is shown in Fig. 3. A conically shaped negative segregation zone is 
found at the bottom region, which coincides with the equiaxed sedimentation zone. A large posi-
tive segregated area just below the top shrinkage cavity is predicted. Interestingly, segregation 
pattern in the lower part of the ingot is quite non-symmetry and non-uniform. Some local positive 
segregation spots on the casting surface and even inside the cross section are found. Most possible 
reason for this might be the unstable flow and motion of crystals during the early stage of solidifi-
cation. Note that the long calculation time (2 weeks in cluster with 12 cores of 3.5 GHz) does not 
allow performing parameter study in 3D. Another reason for the segregation spots can be possible 
numerical inaccuracies, which demands further investigation. The segregation pattern in the upper 
part is much more uniformly distributed on the surface and in the cross section 
 

 
Figure 3. Final segregation distribution. The segregation index, index

mixc = � � 00mix c100 cc �� , is used to evaluate the 
macrosegregation, where mixc is the local mixture concentration of the metal phases (equiaxed, columnar and rest 
eutectic). 

 
Figure 4. Comparison of the numerical simulation (2D axis symmetry with grid size of 5 mm) with experiments as 
reported in [16]. a) numerical prediction of the shrinkage cavity and position of the microscopic shrinkage porosity 
by the CBN criterion; b) sulphur print; c) reconstructed segregation map in grey scale (chemical analysis of 54 drilling 
samples); d) predicted segregation map in grey scale; e) phase distribution of ef and marked CET line. 

index
mixc

-30 +30

b) sulfur print c) measured seg. d) simulated seg. e) simulated phase distr.

CBN
103

0.0

a) CBN + cavity

shrinkage cavity

0.01

0.99

0.9

CET

CET

index
mixc
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The free surface, i.e. the interface between the liquid slag and metal phase, is represented by the 
iso-surface of gf  = 0.5 with ‘g’ standing for the slag phase. The numerical thickness of the interface 
is confined in 2~3 neighbouring elements. With progressing solidification, the forming cavity is 
continuously filled by the slag from the inlet. The final volume of the cavity is predicted to be 
0.00725 m3, i.e. 2.15% of the volume of the entire ingot, which agrees with the solidification 
shrinkage of the alloy, � = 2.1%. The formation of the microscopic shrinkage porosity is calculated 
indirectly by the CBN criterion, based on the thermal field as post-processing.  
 

 
Figure 5. Comparison of centreline segregation ( index

mixc ) between simulations (2D and 3D) and experimental results. 
 
The same casting was also calculated in 2D axis symmetry (but with an average mesh size of half 
of that used for 3D). The solidification sequence, the shrinkage cavity and CBN criterion of the 
2D result are quite similar to those of 3D. And the global macrosegregation pattern is also predicted 
similar: the conic-negative segregation in the equiaxed sedimentation zone and the large positive 
segregation below the top shrinkage cavity (Fig. 4). The major difference is that quasi-A-segrega-
tions [8, 9] in the middle radius region of the ingot are predicted by the 2D calculation, which are 
not clearly visible for the 3D calculation. One reason is the grid resolution, as being studied pre-
viously [17]. Another reason might be due to the dimensions of the geometry. Although the 3D 
calculation predicts the instable flow (fluctuation) pattern in the bulk region during solidification, 
the 2D calculation ignoring the swirl flow in the third dimension would exaggerate instability of 
the flow in the considered 2 dimensions, and exaggerate the initiation and growth of channels. The 
quasi-A-segregations are an indicator (although not finally proved yet) of the formation of channel 
segregations.  
 
The final macrosegregation pattern, and phase distribution, and the predicted shrinkage cavity and 
CBN criterion are shown in Fig. 4. They show some similarity to experimental results. A similar 
profile of shrinkage cavity is predicted, but the volume of the cavity is smaller than that of the 
experiment. The simulation overestimates the negative segregation in the sedimentation zone. The 
middle-radius segregation is also partially evidenced by the sulphur print, but it seems not as strong 
as the simulation shows. The macrosegregation along the casting centreline is also plotted and 
compared with experimental results (Fig. 5). Both 2D and 3D calculations have predicted some 
similar variation features of macrosegregation along the centreline, but the quantitative deviation 
from the experimental result is still quite large. 
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Conclusion 
 
The calculation of a 2.45 ton ingot has demonstrated the functionalities of the newly proposed 4-
phase model. The current model is an extension of the previous mixed columnar-equiaxed solidi-
fication model [10] by considering an additional gas (or covering liquid slag) phase. The new phase 
is supposed to be immiscible with other phases. It has no mass and species transfer with other 
phases, but the treatment of momentum and enthalpy exchanges with other phases becomes cru-
cially important to get a sharp interface between the liquid slag and other metal phases. Both 3D 
and 2D calculations show that the thickness of the interface between the slag and metal phases is 
confined in the 2~3 neighbouring elements. The volume of the formed cavity in the hot top coin-
cides well with the total volume shrinkage by solidification of the ingot.  
 

Acknowledgement 
 
This work was financially supported by the FWF Austrian Science Fund (P23155-N24), FFG 
Bridge Early Stage (No. 842441), and  the Austrian Federal Ministry of Economy, Family and 
Youth and the National Foundation for Research, Technology and Development within the frame-
work of the Christian Doppler Laboratory for Advanced Process Simulation of Solidification and 
Melting. 
 

References 
 
[1] Moore J. and Shah N.: Int. Metals Rev., 28 (1983), p. 338-356. 
[2] Niyama E., Uchida T., Morikawa M. and Saito S.: AFS Cast Met. Res. J., 7 (1982), p. 52-

63. 
[3] Carlson K. D., and Beckermann C.: Metall. Mater. Trans., 40A (2009), p. 163-175. 
[4] Nastac L. and Marsden K.: Int. J. Cast Metal Res., 26 (2013), p. 374-382. 
[5] Wu M., Schädlich-Stubenrauch J., Augthun M., Sahm P. and Spiekermann H.: Dent. 

Mater., 14 (1998), p. 321-328. 
[6] Ludwig A., Gruber-Pretzler M., Mayer F., Ishmurzin A. and Wu M.: Mater. Sci. Eng. A, 

413-414 (2005), p. 485-489. 
[7] Wu M., Könözsy L., Ludwig A., Schützenhöfer W. and Tanzer R.: Steel Res. Int., 79 

(2008), p. 637-644. 
[8] Wu M., Li J., Ludwig A. and Kharicha A.: Comp. Mater. Sci., 79 (2013), p. 830-840. 
[9] Wu M., Li J., Ludwig A. and Kharicha A.: Comp. Mater. Sci., 92 (2014), p. 267-285. 
[10] Wu M. and Ludwig A.: Metall. Mater. Trans., 37A (2006), p.1613-1624. 
[11] Wang T., Yao S., Zhang X., Jin J., Wu M., Ludwig A., Pustal B. and Bührig-Polaczek A.: Jinshu 

Xuebao/Acta Metall. Sinica, 42 (2006), p.584-590. 
[12] Ranz W. and Marshall W.: Chem. Eng. Prog., 48 (1952), p.141-146. 
[13] ANSYS FLUENT 12.0 User’s Guide, Copyright © 2009 by ANSYS, Inc, April 2009. 
[14] Mayer F., Wu M. and Ludwig A.: Steel Res. Int., 81 (2010), p. 660-667. 
[15] Wu M., Domitner J. and Ludwig A.: Metall. Mater. Trans. A, 43 (2012), p. 945-963. 
[16] Iron Steel Inst.: Report on the heterogeneity of steel ingots, J. Iron Steel Inst., 103 (1926), 

p.39-151. 
[17] Li J., Wu M., Kharicha A. and Ludwig A.: Int. J. Heat and Mass Transfer, 72 (2014), p. 

668-679. 



11

COMPUTATIONAL FLUID DYNAMICS SIMULATIONS OF A 
LABORATORY FLASH REACTOR RELEVANT TO A NOVEL 

IRONMAKING PROCESS 
 

 
Deqiu Fan, Yousef Mohassab, H. Y. Sohn 

 
Department of Metallurgical Engineering, University of Utah, Salt Lake City, UT 84112, USA 

 
Keywords: CFD, Ironmaking, Gas solid reaction, Iron oxide powder, Reduction  

 
Abstract 

 
A computational fluid dynamic approach was used to simulate a flash reactor for a novel flash 
ironmaking process. In this simulation, H2 is injected with O2 through a non-premixed burner in 
the top part of the reactor to form a flame. The Euler-Lagrange approach was used in the CFD 
model to solve a set of gas-phase momentum, energy and turbulent closure equations. The 
stochastic trajectory model was used to describe particle dispersion due to turbulence. As the 
volume fraction of particle was in the order of 10-5 the system was treated as a dilute flow, 
namely the interparticle collisions were neglected. The partial combustion mechanism used in 
this model consisted of 7 chemical reactions involving 6 species. The temperature profile 
obtained from the simulation satisfactorily agreed with the experimental measurements, and the 
reduction degree obtained from the model also agreed with experimental results. 
 

Introduction 
 
The worldwide iron production today is predominantly by the traditional blast furnace process.  
Although the blast furnace has high production rates and other advantages, it su ers from the 
problems of high energy consumption and CO2 emissions. A novel ironmaking technology, 
which utilizes hydrogen, natural gas, or coal gas to produce iron directly from iron oxide 
concentrate through a flash process, is under development at the University of Utah [1-8]. This 
process is expected to drastically reduce energy consumption compared with the blast furnace 
and lower environmental pollution, especially CO2 emissions, from the steel industry.  
In this study, a laboratory-scale flash reactor was used to test the reduction of magnetite 
concentrate with H2 as the reductant. A non-premixed burner was designed and installed at the 
top of the reactor for partial combustion of H2. In all the experiments, H2 was fed in excess 
relative to the minimum required amount. During the experiment, fine particles of dry magnetite 
concentrate were injected from the top part of the reactor. The particles were then dispersed  due 
to the turbulence in the fluid phase [9]. The particles were heated by radiation from the reactor 
wall as well as by the hot gas in the furnace. The trajectory of particle and the residence time 
were important factors in determining the reduction degree. This process involves particle-laden 
turbulent fluid flow, convective heat transfer, conduction, and thermal radiation within the gas 
phase and between the particles and the surroundings. Therefore, a computational fluid dynamics 
(CFD) model that combines the turbulent particle-laden fluid flow, heat transfer and chemical 
reaction was built to predict various major phenomena occurring inside the reactor. Temperature 
profiles inside the reactor measured during the experiments were compared with the computed 
results. The reduction degrees of magnetite concentrate obtained under two typical experimental 
conditions were also compared with those obtained by CFD.  
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Mathematical Model  
 
The laboratory flash reactor is schematically represented in Figure 1 (a). Hydrogen and oxygen 
were injected through a non-premixed burner. The configuration of the burner is shown in Figure 
1 (b). Two particle injection ports with an angle of 22.5˚ from the vertical axis of the reactor tube 
were installed on two sides of the burner, as Figure 1 shows. Magnetite concentrate particles 
were delivered into the reactor with N2 as the carrier gas at a constant rate through a pneumatic 
powder feeding system.  
The Euler-Lagrange approach was used in this study for simulating the turbulent, particle-laden 
fluid flow. The stochastic tracking model [10] was used to describe particle dispersion due to 
turbulence. As the volume fraction of particles was in the order of 10-5 the system was treated as 
a dilute flow and the interparticle collisions were neglected. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 1. Schematic representation of the geometry of the laboratory-flash reactor and burner. 

(a) Reactor interior and (b) Burner. 
 

Gas-Phase Governing Equations 
 
The gas phase was treated as a continuum from the Eulerian frame of reference. With chemical 
reaction taken into consideration, there is an additional term appearing in the continuity, 
momentum and species transport equations. It represents the net rate of mass addition to the gas 
phase from the solid phase due to chemical reaction in continuity equation and species transport 

 

O2 slot 

H2 slot 

Powder injection port 

2m 
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in which, the term /odm dt  is related to particle chemical reaction rate. And the rate expression 
used in this study is a global nucleation and growth rate expression for magnetite reduction by H2 
[Fe3O4 + 4H2 = 3Fe + 4H2O]. Thus, the mass balance of the particle is described by Eq. (8) [15]: 
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where om  is the mass of iron-bonded oxygen in the particle at time t, Om  is the initial mass of 
oxygen in the particle. As for the definition of reduction degree, X can be found in previous work 
[2, 3]. 
The gas-particle heat transfer coefficient h was evaluated using the correlation of Ranz and 
Marshall [16]. A value of 0.8 was chosen as the particle emissivity p� , as recommended by 

Hahn and Sohn [17].  
 
 

Numerical Details 
 
The gas-phase governing equations (1) ~ (4) were discretized and solved using the commercial 
CFD software package ANSYS FLUENT 15.0. A three-dimensional mesh was generated using 
ICEM-CFD ANSYS with a total number of 442,364 hexahedral dominating hybrid cells. 
Tetrahedral mesh was only used in the top part of the reactor for capturing the complex 
geometric configuration of the burner and powder feeding ports. Mesh independency was 
confirmed by halving and doubling the number of cells without changing the computational 
results. A total particle streams of 10,000 were released from the injection ports to establish a 
statistical representation of the spread of the particles due to turbulence. The particle trajectories 
and velocities were determined by numerically integrating the equation of particle motion, Eq. 
(6). As the particle trajectory was computed, Eqs. (7) and (8) were integrated to obtain the 
particle temperature and mass at the subsequent time step under the assumption that particle 
temperature and mass change slowly within one time step. The calculation was carried out by a 
steady state pressure-based solver and the SIMPLE scheme was chosen for the pressure-velocity 
coupling. A second-order upwind scheme was chosen for momentum, species transport and 
energy equation discretization. Coupled calculation of the gas phase and particle phase were 
performed at a frequency of tracking the particle trajectories and updating the particle phase 
source every 10 continuous phase iterations. Two typical operating conditions of the laboratory 
flash reactor listed in Table 3 were simulated. 
 

 
 
 
 
 
 
 
 

Table 3. Operating Conditions for the Laboratory Flash Reactor 
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Parameters 
Values 

Lower Higher 
Concentrate feeding rate, kg h-1 0.12 0.13 
Mass-average particle size, μm 32 32 
H2 flow rate*, L h-1 3600 1200 
H2 input temperature, K 298 298 
O2 flow rate, L h-1 579 178 
O2 input temperature, K 298 298 
 *Flow rates are calculated at 298 K and 0.85 atm, the barometric pressure at Salt Lake City. 
 

Results and discussions 
 
Operating under the conditions listed in Table 3, the furnace wall temperature profile measured 
during experiments is shown in Figure 2. And this temperature profile is used as a boundary 
condition for the simulation.  
 

 
Figure 2.  Measured wall temperature profile of the laboratory flash reactor 

 

 
                                        (a)                       (b) 

Figure 3. Temperature distribution in the laboratory flash reactor. H2 flow rate: (a) 1200 and (b) 
3600 L h-1 at 298 K and 0.85 atm (1 atm = 101.32 kPa) 

A comparison of the temperature distribution within the laboratory flash reactor under the lower 
(1200 L h-1) and higher (3600 L h-1) H2 flow rates is shown in Figure 3. The maximum flame 
temperatures obtained were 2855 and 3027 K, respectively. It can be seen that a longer flame 
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was formed under the higher H2 flow rate (refer to Table 3 for the detailed conditions of the two 
runs). 
The calculated and measured gas phase temperature along the centerline of the reactor for the 
higher and lower H2 flow rate are depicted in Figure 4. The gas temperature first spikes to the 
flame temperature and then drops to the isothermal temperature and stays until the gas travels out 
of the isothermal zone. It is noted that good agreements between the calculated and measured gas 
temperature were obtained, as shown in Figure 4, except there were some slight deviations at the 
end of the reactor. A comparison of the calculated and experimental reduction degrees are listed 
in Table 4. The model provided satisfactory agreement for the reduction degree. The particle 
residence time in the isothermal temperature region under the lower and higher H2 flow rate were 
4.1 s and 3.0 s, respectively.  

 
Figure 4. Gas phase temperature along the centerline of the reactor.  −  −, ,:  experimental and 
calculated temperature profiles for H2 flow rate 1200 L h-1; ,− − −: experimental and calculated 

temperature profiles for H2 flow rate 3600 L h-1 
 

Table 4. Experimental and calculated reduction degree (% ) 
 

H2 flow rate 
            (L h-1) 

Experimental 
(pct) 

Calculated 
(pct) 

Residence 
time (s) 

EDF* 

1200 83 80 4.1 0.51 
3600 75 73 3.0 0.51 

* EDF = ((pH2/ pH2O)off gas  - (1/Ke))/ (1/Ke)[2,3] 
 

Conclusions 
 
A laboratory-scale flash reactor that represents a novel ironmaking process has been simulated 
using CFD. The gas phase temperature profile obtained by incorporating the 7-step H2 partial 
combustion mechanism agrees well with the temperatures measured during the experiment. 
Predicted reduction degree agrees well with experimental ones. The model proposed in this work 
well describes the fluid flow, heat transfer and mass transfer within the laboratory flash reactor 
and will be used in the design and optimization of larger flash reactors.  
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Abstract 
 
The tundish in the current study was for a five-strand billet continuous caster. The effect of closing 
different outlets on the fluid flow, temperature and inclusion removal was investigated. The top surface 
level fluctuations at the inlet zone isolated by the tall turbulence inhibitor weir was very severe and 
caused slag entrainment. The simulation shows that the highest level fluctuation was 0.87 mm while the 
lowest one was -0.389 mm. The fraction of inclusions entering the outlet far away from the inlet was 
much higher than entering other outlets. Closing any strand had a certain effect on the removal of 
inclusions to the top and on the fraction of inclusions to different strands. The temperature difference 
between inlet and outlet of tundish was increased by closing outlets for the current tundish and the 
increase of maximal temperature difference was 1~2 K. 
 

Introduction 
 
Tundish is the metallurgical vessel that links the discontinuous process of the secondary metallurgy in 
the ladle with the continuous casting process in the mold. During the transfer of metal through the 
tundish, molten steel interacts with refractories, slag, and atmosphere. A tundish is designed to provide 
maximum opportunity for carrying out various metallurgical operations such as inclusion separation, 
bubble flotation, alloying, inclusion modification by calcium treatment, superheat control, thermal and 
composition homogenization, leading to the development of a separate area of secondary refining of 
steel, referred to as “Tundish Metallurgy” [1, 2]. The top surface level fluctuations, inclusions and 
temperature are all affected by fluid flow. There are many researchers who had investigated fluid flow 
of molten steel through numerical simulation and proofed it fit well with production practice[3-9]. 
However, most models established for multi-strand tundish are four-strand or six-strand[10-15].  The 
current study builds a tundish model for a five-strand billet continuous caster. Simulations of the fluid 
flow and non-metallic inclusions of molten steel are presented. However, the five-strand tundish didn’t 
work very well. So the effect of closing different strands on the fluid flow, temperature and inclusion 
removal was investigated. Additional, there are some solutions for the problems that found in the study. 
 

Mathematical Formulation  
 
For a steady and incompressible Newtonian fluid flow, the continuity equation and Reynolds-averaged 
Navier-Stokes equations conserves mass and momentum at every point of a three dimensional fluid flow 
model in a computational domain[16]. The term of �(To-T)�g was added to the momentum equations to 
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include the effect of natural convection on the fluid flow. The -  model[17] was used to simulate the 
turbulence. It gives the the turbulent viscosity t as  

2

t C�
(� �
�


         (1) 

where C  = 0.09;  is turbulent kinetic energy, (m2·s-2);  is turbulent dissipation, (m2·s-3).  
This approach requires solving two additional partial differential equations for the transport of turbulent 
kinetic energy and its dissipation rate. 
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where xi is coordinate direction x, y or z, m;  is liquid density, (kg·m-3); ui is velocity component in xi 
direction, (m·s-1); , , C1, C2 are empirical constants, and  = 1.0,  = 1.3, C1 = 1.44, C2 = 1.92. 
The heat-transfer model solved a 3-D energy transport equation and the energy Prandtl number was 0.85. 
Besides, DPM model was used to track paticles. Figure 1 shows the geometry and dimensions of the 
five-strand tundish which has five evenly distributing outlets. The circled part is the turbulence inhibitor. 
Figure 2 shows the mesh of the model. The total cells in tundish mesh system to be studied is 300 000. 
The first wall-adjacent grid size is estimated to be 1 mm[2]. 
 

  
 

 
Figure 1. Geometry and dimensions of tundish 



21

 

Figure 2. Mesh of the model: the whole tundish and the turbulence inhibitor 
 

Table I shows the major parameters of the tundish that are used in the current simulation. In addition, 
major boundary conditions are as follows: Inlet uses inlet velocity, and outlets are pressure out; top 
surface is flat and its shear stress is zero; 12 800 particles of non-metallic inclusions are injected at the 
inlet; removal condition of inclusions is “Trap” at the top surface while is “Escape” at outlets. 

 
Table I. Major parameters used in the simulation 

Parameter Data 
Billet section 150×150 mm2 
Pulling velocity 1.80 m/min 
Inlet temperature of tundish 1838 K 
Liquid level under common pouring conditions 850 mm 
Immersion depth of tundish upper nozzle 300 mm 
Inlet velocity of tundish 0.88 m/s 
Inlet turbulent kinetic energy 0.00408 m2/s2 
Inlet turbulent kinetic energy dissipation rate 0.04265 m2/s3 
 

Results and Discussion 
 
The effect of closing different outlets on the fluid flow, temperature and inclusion removal was 
investigated in this study. In aspect of fluid flow, the top surface level fluctuations at the inlet zone 
isolated by the tall turbulence inhibitor weir are focused on, as shown in Figure 3. While closing any 
strand (opening four outlets), the level fluctuation comes softer. Figures 4 and 5 shows directly the 
comparison of the highest level fluctuations and the lowest ones among different cases. “All” refers to 
common pouring condition and Number 1~5 refers to close different strand. It is obvious that the level 
fluctuation at the inlet zone is the most severe under common pouring condition. The maximal level 
fluctuation is 0.87 mm and the other one is -0.389 mm. According to production practice, severe level 
fluctuation may cause slag entrainment and increase inclusions in molten steel. So it is necessary to 
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reduce level fluctuation and mitigate secondary pollution of molten steel. An efficient way is to lower 
the speed of fluid flow at the inlet zone.  

Figure 3. Top surface level at the inlet zone for pouring conditions: (a) common and (b)-(f) closing 1st to 
5th strand respectively 

  
(a) (b) 

 
(c) (d) 

  
(e) (f) 
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One of the most important roles of tundish is to remove inclusions in molten steel. Figure 6 shows the 
relationship between removal fraction and diameter of non-metallic inclusions. Red open square line 
refers to common pouring condition. The removal fraction of inclusions is much higher than every other 
five lines, which refers to close one strand from the first one to the fifth respectively. When closing any 
strand, the removal fraction of inclusions are similar with each other. In another way, when inclusions’ 
diameters are from 10 to 100 m, the increase of inclusions removal fraction is in proportion to 
inclusions’ diameter in different cases. The inclusions removal fractions are from 60% to 90%. When 
closing different strand, the fractions of non-metallic inclusions at different outlets of tundish vary from 
each other, as shown in Figure 7. The fraction of inclusions entering the outlet far away from the inlet 
was much higher than entering other outlets. While diameter of inclusions comes larger, the fraction of 
them at the outlet deceases. Combining with discussions above and the production practice, it is 
reasonable to close the first strand. 
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Figure 6. Removal fraction of inclusions from tundish depending on the size of inclusions  
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Figure 7. Fraction of non-metallic inclusions at different outlets of tundish when pouring condition is (a) 
common and (b) ~ (f) closing 1st to 5th strand respectively 

The study also discuss the temperature field of the tundish model used. Table II shows the maximal 
temperature difference between inlet and outlet of tundish in different cases and figures out the outlet of 
the lowest temperature. It is easy to conclude that the temperature difference between inlet and outlet of 
tundish is increased by closing outlet for the current tundish. One probable explanation is that the 
pouring rate is reduced by closing outlet and the heat dissipation increases, which brings larger 
temperature difference between inlet and outlet. In terms of Figure 8, temperature of the top surface is 
much lower than the inlet zone of tundish. When pouring with five strand, the temperature of molten 
steel in tundish is 1826~1829 K. However, closing any strand may decrease the temperature to 
1823~1827 K.  

Table II. Temperature difference between inlet and outlet in tundish 

 

Case Maximal temperature difference between 
inlet and outlet 

Outlet of the lowest 
temperature in tundish 

Common pouring 9 K 5th strand 
Close 1st strand 11 K 5th strand 
Close 2nd strand 11 K 5th strand 
Close 3rd strand 11 K 5th strand 
Close 4th strand 11 K 5th strand 
Close 5th strand 10 K 5th strand 
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Figure 8. Temperature field of tundish in different cases when pouring condition is (a) common and (b) 
~ (f) closing 1st to 5th strand respectively 

 
Conclusions 

 
Based on the simulation results and discussions above, here are some conclusions about the fluid flow, 
temperature and inclusion removal of the five-strand tundish: 
(1) The top surface level fluctuations at the inlet zone isolated by the tall turbulence inhibitor weir is 

very severe and may cause slag entrainment The highest level fluctuation is 0.87 mm and the lowest 
one is -0.389 mm. 

(2) The fraction of inclusions entering the outlet far away from the inlet was much higher than entering 
other outlets. 

(3) The temperature difference between inlet and outlet of tundish was increased by closing outlets for 

  
(a) (b) 

 
(c) (d) 

  
(e) (f) 
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the current tundish. The increase of maximal temperature difference is 1~2 K. 
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Abstract 

Tundish geometry and operational practices have a significant effect on steel flow, inclusion 
removal, and potential flux entrainment.  Innovative multi-phase computational fluid dynamics 
(CFD) modeling, in conjunction with advanced physical water modeling, of tundish flow during 
various casting conditions was performed to optimize the tundish design, create efficient 
operational practices, and ultimately achieve highest quality steel.  Residence time distribution 
measurements were used to validate strong agreement between the two modeling techniques 
simulated in parallel.  Motion tracking of various sized nonmetallic particles during simulations 
provided quantitative information on the expected impact on cleanness of the steel exiting the 
tundish.  Interactions between the liquid steel, flux, and gases during various tundish operations 
were simulated to measure the propensity of flux entrainment during certain casting events.  3-D 
video results provided visuals of the steel and nonmetallic phases at all areas of interest.    

Introduction 

Equipment design and operational excellence are what set the highest quality steel makers apart 
from the rest of the industry.  More specifically, tundish design and casting practices are vital 
components to establishing clean steel as a core competency.  The external shape of the tundish 
dictates the relative position of the ladle with the nozzles above the strands, overall capacity and 
therefore mean residence time, and general flow path.  While the external geometry determines 
the mean residence time, the internal geometries define the distribution of residence time around 
the mean.  Flow modifiers such as baffles, weirs, dams, and turbulence suppressors guide the 
liquid steel flow in desired paths to maximize inclusion flotation and shape the residence time 
distribution curve.  These refractory components can also play an important role in maintaining 
good cleanness levels during non-steady-state tundish events.  While they can provide significant 
value, they also come with a cost that often deters a commodity product melt shop from 
incorporating into their tundish design.  Any special bar quality (SBQ) steel manufacturers that 
supply to demanding applications understand that steel cleanness is not a compromise but a 
necessity.  These are the steelmakers that invest in premium tundish design.  Often, part of the 
investment involves conducting flow simulations to optimize internal geometries and casting 
practices. 

Early studies using physical tundish modeling included injecting a tracer into a tub of water with 
an inlet and an outlet.  Flow rates were crudely controlled, temperature effects were ignored, and 
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flow modifier geometries were rudimentary.  Physical water modeling continued to evolve 
through the introductions of non-isothermal water control, more sophisticated optical 
spectrometers that correlate light absorbance to the concentration of dye, and automated flow 
rates to match certain tundish processes during sequence casting.  Later advances included digital 
particle image velocimetry and planar laser induced fluorescence to measure the planar velocity 
of particles in the water [1]. 
 
Steel manufacturers have also been taking advantage of the enhanced capabilities of 
computational fluid dynamics (CFD) modeling to ultimately save on time, materials, labor, and 
money.  However, the current study also confirms the significant value that a state-of-the-art 
physical water model provides that a CFD model cannot produce quite as well. 
 
Product quality and the performance of a manufactured component are closely correlated with 
steel cleanness.  As the oxide inclusion content increases, steel cleanness decreases, and the 
mechanical performance of the part such as fatigue resistance or fracture toughness deteriorates.  
Oxide inclusion content is determined during liquid steel processing before solidification.  
Because the tundish handles all liquid steel in a continuous casting machine, it is often identified 
as the area that has greatest impact on steel cleanness.  
 
Some characteristics of an optimum liquid steel flow pattern include: 

- Minimal turbulence or surface undulations that could cause flux entrainment. 
- Upward flow to aid inclusions in floating out of the steel bath and being absorbed in the 

surface flux layer. 
- No dead zones, or areas with stagnant flow. 
- A sufficiently long mean residence time to maximize inclusion flotation, but short 

enough to avoid freezing or areas of stagnant flow. 
 

Physical & CFD Modeling 
 
Steel manufacturers have multiple options available for evaluating the performance of tundish 
designs.  Many refractory suppliers that provide the material needed to prepare a tundish for 
continuous casting have the ability to provide tundish modeling services as part of a program.  
These capabilities range from a simplistic physical water modeling setup to fully automated 
physical water modeling and CFD modeling [2]. In general, refractory companies are less 
concerned about the cleanness of the steel product and more focused on providing quality 
material to the caster that they supply, avoiding any materials-related failures causing production 
downtime.  
 
Physical modeling and CFD modeling both have advantages and limitations.  Physical water 
modeling produces complete visualization and includes slight variations in the process that 
would also be seen in the liquid steel tundish.  However, a water model requires fabrication, 
internal labor and technical resources, setup and cleanup time, and multi-media modeling can be 
difficult to represent and manage.  Perhaps the most significant capability of physical modeling 
is to test non-steady-state events that occur during sequence casting in the tundish.  Through the 
use of automated flow control and temperature control, normal or abnormal conditions can be 
simulated. 



29

 
CFD modeling has limited setup and cleanup time, can be run unattended, quantify local flow 
rates, temperature gradients, and phase fractions, and simulate the flow of nonmetallic media 
such as ladle slag, tundish flux, and nonmetallic inclusions in the steel bath.  A computational 
model should be repeatable and yield equivalent results if the input is the same.  Repeatability 
can be both an advantage and disadvantage.  In reality, no two sequences in a liquid steel tundish 
will be identical, and thus many of the nuances that occur during casting are hard to capture and 
evaluate with a CFD model.  Though post-processing allows for images and videos to be 
produced at any defined angle and in any define plane, a complete depth of field through the 
tundish is not easy to achieve with a CFD model.  Computational time, cost of license software 
and CPU power are all necessary to produce a successful CFD model. 
 
The two different methods have their advantages, but ultimately coupling the methods presents a 
method of validation [3].  At TimkenSteel Corporation’s Faircrest Steel Plant, a combinatorial 
approach was taken when designing the tundish for a new three-strand jumbo bloom vertical 
continuous caster.  Physical modeling and computation fluid dynamics were performed with 
individual purposes to accomplish a single goal: provide answers to the challenges during 
commissioning, and produce a robust tundish design that will meet or exceed existing quality 
levels established by TimkenSteel operations.  The importance of steel cleanness to TimkenSteel 
can be represented by the 400 physical water modeling tests (over 1,000 working hours) and 
more than two years of internal CFD modeling efforts to-date. 

 
Experimental Procedure 

 
A 0.4 linear scale tundish model was constructed of Lexan plexiglass to develop an internal 
design to meet the required optimum flow pattern.  Twenty different internal geometries were 
tested before deciding on the design that provided the best flow pattern for optimized steel 
cleanness and consistency between strands.  For a multi-strand tundish that has different 
distances from the ladle nozzle to the tundish nozzles, consistent residence times and 
temperatures at each strand can only be achieved using flow modifiers.  In order for product to 
have consistent quality at each strand, the flow pattern should be nearly equivalent.   
 
When designing experiments, operational experience and expertise, including technologies and 
practices used at the TimkenSteel Harrison continuous caster, were utilized along with new ideas 
to develop and fine-tune liquid steel management in the tundish during sequence casting.  This 
includes both steady-state casting (representing the middle of a heat), as well as inter-heat 
activities. 
 
The caster manufacturer utilized a CFD code for our specific tundish to evaluate initial internal 
designs.  These initial CFD efforts were performed simultaneously with internal physical 
modeling.  At that time, the physical water modeling efforts were moving much quicker than the 
external CFD modeling.  As hot commissioning of the caster grew closer, the external modeling 
efforts had ceased and the caster manufacturer assisted TimkenSteel in setting up an internal 
CFD model.  The goal of the internal CFD model was to have it operating effectively such that it 
produced results that matched those generated by the water model.  Once commissioning 



30

commenced, the focus of the CFD model shifted towards modeling abnormal conditions at the 
caster that would otherwise be too difficult or time-consuming to model with water.   
 
The CFD model used a k-epsilon turbulence model [4], steel and flux (or slag) nominal densities 
of 7,000 and 3,500 kg/m3 (temperature dependent densities were used for RTD simulations), heat 
transfer coefficients 3370 W/m2K, and surface tensions of 1.5 and 0.5 N/m, respectively.  A 
tundish temperature difference between the incoming steel and outflowing steel was 3 °C on 
average.  All internal and external walls and floors were considered slip boundaries allowing 
shear flow, while the surface was treated as a slip boundary for RTD simulations but a moving 
boundary for flux flow simulations.  While computing power and efficiency are always a 
concern in a quick results environment, the model was often cut at the line of symmetry in the 
tundish to dramatically reduce the required computational time for a simulation. 
 

Results & Discussion 
 
Three objectives were accomplished utilizing the two modeling methods: a) coupling an 
optimized tundish design with clean steel practices, b) evaluation of nonmetallic inclusion 
particle tracing during steady-state casting, and c) evaluation of the effects of casting conditions 
on flux-steel interaction.  These results served as the foundation for initial casting practices at 
TimkenSteel Faircrest during commissioning. 
 
Model Comparison 
 
The residence time distribution (RTD) curve of liquid steel flow in a tundish describes how 
much liquid spends a certain amount of time in the tundish.  The RTD curve contains 
information regarding the amounts of plug flow, mixed flow, and dead volume in the tundish.  In 
general, plug flow is desired, resulting in longer minimum residence times and a tighter 
distribution.  By increasing the amount of plug flow in the tundish, or lengthening the minimum 
residence time, nonmetallic inclusions entering the tundish have a longer time to float to the 
surface and be absorbed into the flux.  From the water modeling efforts, a comparison between a 
standard tundish without any optimized flow modifiers and the optimized tundish design created 
at TimkenSteel Faircrest shows that the minimum residence time can be increased by a factor of 
ten, or a factor of three as an average across all three strands (Figure 1).  Minimum residence 
time correlates directly with the cleanness of steel.  Figure 2 illustrates what the expected impact 
a tundish design and operational practices could have on ultrasonic testing.  Oxide content could 
be much greater in a poorly designed or operated tundish compared to an optimized tundish 
design that follows clean steel practices. 
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Figure 1: A comparison of RTD curves for a minimal tundish design and an optimized tundish 
design.  The discontinuous trend lines represent the basic tundish design, while the solid lines 

represent the optimized tundish design. 
 

  
Figure 2: Ultrasonic testing results from an oxide inclusion-rich steel (left), and a steel with high 

steel cleanness (right). 
 
After deciding on the optimum internal geometry arrangement, the same geometries were 
replicated in the computational model.  The CFD-generated RTD curves were produced using a 
pulse tracer injection during steady-state flow conditions (to simulate the steady-state testing 
performed using the water model).  The tracer was tracked through the tundish and measured as 
it exited through each tundish nozzle.  Certain process parameters such as the heat extraction 
from the walls of the tundish can vary with tundish design and type of refractory materials.  
These parameters were adjusted to better fit the particular tundish design.  The flow patterns 
(Figure 3) and their corresponding RTD curves (Figure 4) for the two modeling methods were in 
good agreement.  
 
Furthermore, the physical model was used to develop operational practices that promote steel 
cleanness and maximize yield.  Transitional tundish events that often impact steel cleanness and 
chemical mixing can be managed properly through the use of tundish flow modifiers and 
appropriate standard practices.  The present work exemplifies the value in utilizing both tools to 
take advantage of their different capabilities.  Visual results from both models also resembled 
each other very well. 
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Figure 3: Visualization of dye rising out of baffle holes during the physical and CFD simulations. 

 

 
Figure 4: RTD curves showing the good agreement between the physical model and CFD model 
results from a pulse concentration simulation.  The red and blue lines represent results from the 

physical and computational models, respectively.  The continuous and discontinuous lines 
represent outer and inner strands, respectively. 

 
Nonmetallic Particle Tracing 
 
Nonmetallic particles of various sizes were added to the tundish during CFD simulations to 
gather quantitative information on the expected impact on cleanness of the steel exiting the 
tundish [5].  For every particle tracing simulation, a group of 300 particles were pulse injected 
from incoming ladle stream.  Simulations were performed for particles ranging in size from 10 
m to 100 m.  Individual particles were tracked through the tundish for a period of 

approximately two times the mean residence time (Figure 5).  Each particle was given the ability 
to either absorb into the surface layer if reached, stick to the refractory walls if impacted with 
significant velocity, recirculate inside the tundish, or exit the tundish through the tundish nozzle 
into the mold.  For the largest inclusions, less than 5% of the inclusions introduced exit the 
tundish into the molds, most of which exit by absorption into the surface layer.  It is evident that 
the flow modifiers are efficient at creating flow patterns that maximize inclusion flotation and 
therefore minimize inclusion content in the liquid steel exiting the tundish. 
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Figure 5: Left: Flow paths of nonmetallic inclusions throughout the three-strand tundish from a 
pulse-injected particle tracing simulation.  The color scale represents the total residence time of 

the particle. Right: Distribution of particles by size after a period of steady-state flow. 
 
Surface Flux Flow and Interaction 
 
Interactions between the liquid steel, flux, and gases during various tundish operations are often 
the cause of inclusion formation and have a negative impact on steel cleanness.  These 
interactions were simulated to measure the propensity of flux entrainment during certain casting 
events.  For valid simulation of the interactions between the liquid steel and flux, correct use of 
physical properties (i.e. viscosity and surface tension) is critical.  Flux flow rates and total mass 
exiting the pourbox were evaluated based on boundary conditions and process variables 
including the amount of surface flux existing in the tundish and the tundish weight at ladle open.  
Changes in these variables were shown to have a major effect on the amount of flux entrained 
into the liquid steel bath (Figure 6).  Accompanying the flux flow rates and mass data with 3-
dimensional video allows the viewer to visually see the flow pattern of flux and evaluate the 
cause of flux flow into the trough (Figure 6).  A more comprehensive understanding of the fluid 
flow during certain process conditions can be achieved with the combination of visual and 
quantitative results. 

 

     
Figure 6: Left: Measured flow rates of non-metallic phases out of pourbox for a low tundish level 
(blue) and a high tundish level (red). Right: 3-D visualizations of the flow of flux with the steel.  

The gray arrow represents the liquid steel stream entering the tundish. 
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Conclusions 
 
Any model needs validation.  Pairing physical and computational modeling, considering the 
difficulty of full-scale operational validation using liquid steel, is an effective way to provide 
checks and balances for each modeling technique.  As stated previously, both physical modeling 
and computational modeling have significant advantages and capabilities; it is the combination 
of both that creates a powerful evaluative tool to ensure optimum tundish performance and steel 
cleanness. 
 
Since the beginning of hot commissioning, actual tundish performance matches the results found 
from the water and CFD models: 

 No evidence of localized tundish freezing has been found after completing a sequence.  
 Unique tundish furniture is robust enough to handle a very mixed and specialized steel 

grade portfolio.   
 Initial cleanness metrics from preliminary testing during hot commissioning of the 

vertical bloom caster has met and exceeded cleanness produced at existing steelmaking 
operations. 

 
By conducting industry-leading physical and computational tundish modeling as part of the 
internal development and design phase of the new jumbo bloom vertical caster, the project and 
commissioning team was ready with answers to questions that have not yet been formulated, and 
the caster was equipped with a tundish design that will meet or exceed TimkenSteel clean steel 
expectations, consistent with the company’s reputation as a global leader in high performance 
clean air-melted steels. 
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Abstract 
 
A mathematical model describing the characteristic of AC plasma arc in electric arc furnace has 
been developed basing on the model of DC plasma arc. Because of the specificity of AC power, 
variety of energy in plasma arc region has been considered using varied energy source. 
Moreover, due to the considerable effect of metal vapor from the vaporization of bath on the 
transport properties of AC plasma arc, the effect has been taken into account in the simulation. 
To calculate the velocity and temperature distributions in AC plasma arc region, the time-
dependent conservation equations of mass, momentum, and energy are solved in conjunction 
with the Maxwell’s equations of electromagnetic field. The heat transfer from plasma arc to a 
rigid math surface is calculated. 
 

Introduction 
 
Electric arcs are widely used for waste disposal, steel-making and welding process, etc. AC 
plasma arc as well as DC plasma arc is used.[1] In order to improve the using of electric arcs and 
optimize them, characteristics of them should be known well, such as temperature, velocity, etc. 
However, because of complex feature and high temperature of plasma arcs, the general way of 
observation and measurement can hardly apply to the plasma arc. So, numerical modeling has 
been the principal method for studying and improving electric arc process in past decades.  
K.C. Hsu et al[2] presented a two-dimensional model to study the flow fluid and heat transfer in 
the arc region. A crucial boundary condition for current density in cathode was established, and 
the predicted temperature distributions showed good agreement with experimental measurement. 
McKelliget and Szekel[3] developed a mathematical model to predict the velocity, temperature, 
and current density distributions in inert gas welding arcs. The mechanisms of heat and 
momentum transfer to the anode were also investigated. Good agreement between the predicted 
results and experimental data had been obtained. F Lago and JJ Gonzalez[4] developed a two-
dimensional numerical model of the interaction between an electric and a solid anode of different 
types. The anode material vapor in the plasma column and the latent heat of vaporization were 
taken into account in their work. Larsen and Bakken[5] published their work on the AC arcs in 
silicon metal furnace. An improved Channel Arc Model for simulation of AC arcs had been 
presented. Satisfactory agreement between simulated and measured current and voltage 
waveforms were obtained. However, characteristics of AC arc were not studied. Savarsdottir and 
Bakken[6] developed a Magneto-Hydrodynamic model for high current AC arcs in submerged-
arc furnaces. But the model was almost the same as the model of DC plasma arc, and they didn’t 
consider the differences between AC and DC arcs. Recently, Moghadam and Seyedein[7] et al. 

CFD Modeling and Simulation in Materials Processing 2016
Edited by: Laurentiu Nastac, Lifeng Zhang, Brian G. Thomas, Miaoyong Zhu,  

Andreas Ludwig, Adrian S. Sabau, Koulis Pericleous, and Hervé Combeau
TMS (The Minerals, Metals & Materials Society), 2016



36

presented a two-dimensional mathematical model to describe the heat transfer and fluid flow in 
AC arc zone of ferrosilicon submerged-arc furnace. They found that the optimal arc length in 
furnace is 10cm. However, they didn’t notice that energy source will change according to 
different directions of current. 
A lot of works had been done on the electric arc in welding or electric arc furnace, but most of 
them were concentrated on DC plasma arc. The research on AC plasma arc is very limited and 
the differences between AC and DC plasma arc aren’t considered in previous models. So, not 
like the DC plasma arc, characteristics of AC plasma arcs are not known well. Because of the 
different power, the features of AC plasma arc must be different with the DC plasma arc’s, and 
the previous models can't be used in the simulation of AC arc directly. Given this, a 
mathematical model is developed in this work to study the major characteristics of single-phase 
AC plasma arc. 

Mathematical model 
 
The computational domain considered for modeling the AC plasma arc is given in figure 1. 
When a free-burning arc is not affected by external forces such as magnetic or convective forces, 
it presents a natural axis of symmetry, and a two-dimensional model is enough for its 
description. 
 

 
Figure 1. The sketch of calculation domain. 

 
Assumptions 

The AC plasma arc is a very complicated physical phenomenon, in order to simplify the 
mathematical model, the following assumptions have been made in this study: 
1) The flow is assumed to be laminar. Characteristic of fluid flow can be classified by the 
Reynolds number, which can be calculated using the following equation (Re= vl/ ). 
The temperature of 15000K was taking into account here, so corresponding parameters were 
gotten: density ~0.032kg/m3, kinetic viscosity ~7.1×10-5Pa·s, arc length l~0.01m and velocity 
v~300m/s. The value of Reynolds number was calculated to be 1352. In a free jet, transition 
from laminar to turbulent flow is found to take place at Reynolds numbers around 
1.0×105.Therefore, a laminar flow regime is expected in the arc. 
2) The arc is local thermal equilibrium (LTE), which means that the electron and heavy particle 
temperatures are similar. Hsu and Pfender[2] have found that this assumption is applicable over 
most of the arc except in the arc fringes and the regions near the cathode and anode surfaces. 
3) The shielding gas of arc is assumed to be pure argon at 1 atm. Due to the considerable effect 
of metal vapor from vaporization of bath on transport properties of AC plasma arc, the effect has 
been taken into account basing on the results of previous research[8]. 
4) Deformation of the bath surface is neglected. 
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5) The plasma is supposed to be optically thin and an approximate method is used to model the 
radiation. 

Transport equations 
 

Under two-dimensional axisymmetric cylindrical coordinate system, time-dependent transport 
equations of AC arc are written as follows: 
1) Conservation of mass 
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where,  is the density, t is time, r is the radial distance and z is the axial distance, v and u are the 
velocity components in the radial and axial directions, respectively.  
2) Conservation of axial momentum 
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The source of momentum is Lorentz force which is produced by self-induced magnetic field. The 
Lorentz force component (Fz) is given as: z rF j B,
 . 
where, P is static pressure,  is the viscosity, j is the current density and B  is the azimuthal 
magnetic field. 
3) Conservation of radial momentum 
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The Lorentz force component (Fr) is given as: r zF j B,
 � . 
4) Conservation of energy 
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The energy source (Sh) in the energy equation may be composed of three components, the first 
one is the Joule heating caused by arc resistance, the second term is the enthalpy which is 
transported by electrons due to the fact that velocity of electrons is generally much higher than 
heavy particles’[2], and the final term is optically thin radiation loss per unit volume. In DC arc 
model, the source will not change due to the fixed current. However, for the AC arc, direction 
and value of the current will change with time, the enthalpy which is transported by the electrons 
will be different. This is the major difference between AC and DC plasma arc model. And 
different energy sources are the key point of AC plasma arc model. The difference was not taken 
into account in the previous papers,[1,6,7] and the unsatisfactory results were obtained. The source 
in the energy equation can be expressed as follows: 
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, the ab in figure1 is cathode; 
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, the ab in figure1 is anode. 

The radiation loss for argon plasma is taken from the study of D.L.Evans and R.S.Tankin[9]. 
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In order to calculate the momentum source and energy source, current density and azimuthal 
magnetic field should be known first. So, it is necessary to solve the equations of 
electromagnetic field. In this study, three equations are defined in the generalized form (equation 
(5)) suggested by Patankar[10] for electric potential (V), radial and axial potential vector 
components (Ar and Az). 

 ( )
( ) ( )v S

t - -
�- � - -�

�	� 
	� . 	 �
�
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The equations in the generalized form of Patankar for the three scalars are given as follows: 
 

Table I. Transport equations for the three user-defined scalars. 
Conservation equations   S  
Current (equation (6))* V  0 

Axial vector potential (equation (7))* Az 1 0jz 
Radial vector potential (equation (8))* Ar 1 0jr-Ar/r2 

 
*The general equation can be used to calculate the three scalars by taking the convection term 
equal to zero. 
where, 0 is the permeability of vacuum and is given by the value of 4π×10-7Hm-1. 
The current density can be deduced from the electric potential: 
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Boundary conditions 
 

Table II. Boundary conditions for the model 

boundary P/Pa vz/ms-1 vr/ms-1 T/K /V Az Ar 

ab - 0 0 T=3000 Equation(12)   

bc - 0 0 T=3000    

cd 1atm   T=1000    

de 1atm   T=1000    

ef - 0 0 T=1800 0   

fa -       

 
Boundary conditions for the model of AC plasma arc are listed in Table II. Where,  represents 
that the value is derived from the internal computation,  represents that the flux is zero. 
Symmetrical boundary condition is used for the axis a-f. No-slip conditions (zero velocities) are 
applied for the anode and cathode surfaces. For the boundary condition of electric potential, the 
current density distribution expressed by the equation (12) is imposed on the surface a-b, which 
is different with the DC plasma arc model. 
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where, Rc is the radius of the cathode spot, which is defined as: 
 ( )c cR I J/
  (13) 

And in this study, Rc is taken to be a constant which is corresponding to the maximum current. I 
is the total current in the system. Jc is the average current density, it is assumed to be 6.5×107 
A/m2[3]. 
No matter what kind of plasma arc, AC or DC, the major function of them is to supply heat for 
the bath or work-piece efficiently. In the previous researches about the DC plasma arc[11,12], four 
major mechanisms for the heat transfer from arc to the metal were taken into account: heat 
transfer by convection, Thompson effect, condensation of electrons, and heat transfer by 
radiation. The four different mechanisms for the heat transfer are also considered for the single-
phase AC plasma arc here. 
 

Results 
 
The CFD commercial code FLUENT is used to solve the transport equations for the single-phase 
AC plasma arc model. The program-developing tools (user-defined-function and user-defined-
scalar) are used to realize the coupling of the electromagnetic and hydrodynamic equations. Arc 
length is taken to be 10mm in this study. Electrical current should be dependent on the time, 
I=200·sin(2π t) is adopted in this work. Where  is the frequency of the AC current, 50Hz is 
used here. Uniform grid with minimum cell of 0.2×0.2mm2 is adopted in the calculation, which 
is carried out for one and a half period. 
 

 
(a) t=0.005s                          (b) t=0.015s                       (c) DC arc 

Figure 2. Temperature field of the AC arc at two specified times and DC arc. 
 

Since the single-phase alternating current is time-dependent, the characteristics of the AC plasma 
arc will vary with time. So the distribution of temperature, velocity, electric potential of AC 
plasma arc will change all the time, while the direction of the current and polarity of the plasma 
arc change with the time periodically. Figure 2 shows temperature distributions of AC arc at 
t=0.005s and t=0.015s, corresponding to the maximum current in opposite direction, respectively. 
The temperature distribution of DC arc with the value of maximum current is also presented for 
comparison. As seen in the figure, the temperature distributions of the AC arc at different times 
are very similar with each other. Comparison between the calculated temperature distribution 
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with the DC arc shows that the shape of AC arc is similar with the DC arc’s. Although the 
temperature distribution of the AC arc will change with the time, the highest temperature is 
always found at the central location closing to the graphite electrode. The highest temperatures 
are nearly the same at 0.005s and 0.015s. 
 

 
Figure 3. Highest temperatures and maximum velocities of AC arc at different times. 

 
Figure 3 presents the predicted highest temperatures and maximum velocities of AC plasma arc 
at nine different times in a period. The current imposing on the electrode changed with time in 
sine form here. As shown in the figure, shape of the curve which composed of nine highest 
temperatures at different times is semi-sinusoidal. The transformation of AC arc temperature is 
connected with the change of current. The highest temperature of AC arc is varying periodically 
with time, just like the alternating current. And because the temperature has no direction, the 
period of temperature is half of the current’s. Temperatures at 0.005s and 0.015s are the most 
highest which are corresponding to the maximum absolute values of current in a period. The 
shape of time-velocity curve is similar to the time-temperature curve. So, the law of the 
temperature is appropriate to the velocity of AC arc. 
 

 
Figure 4. Simulated results of axial characteristics. 

(a) temperature profiles, (b) current density profiles, (c) velocity profiles 
 

Figure 4 presents the predicted results for the axial characteristics of AC arc at different times. 
As we can see from it, not like DC arc, the temperature of AC arc varies with time. As the only 
variable changing with time is current, so, we can say that, the temperature of AC arc varies with 
the change of currents, and greater the current, higher the temperature. Although the highest 
temperatures are changing with the time, distributions of the axial temperature of AC arc are 
similar to each other. For the characteristic of the AC electric current, we can know that the 
absolute values of current at four specified times (t=0.0025s, 0.0075s, 0.0125s and 0.0175s) are 
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the same. Just as expected, the predicted temperatures at the four times are almost in agreement 
with each other. In figure 4(b) and (c), the predicted results for the current density and plasma 
velocity along the symmetric axis are presented respectively. The results show that the law of the 
temperature is appropriate to the current density and the velocity of the AC arc. So, for the AC 
arc, although the direction of current will change, the characteristics will not change for the equal 
values of current. 
 

 
Figure 5. Heat flux on the bath surface. 

 
The mechanism of heat transfer from arc to the melt surface is very complicate. The predicted 
heat flux from the AC plasma arc to the metal is presented in figure 5. As shown in figure 5, the 
greatest heat flux for AC arc appears at the central of arc, and the effective region of heating is 
very small, just around the central of arc. The heat flux of AC arc will vary with the time, and 
this is connected with temperature. The difference of the heat fluxes at different times is very 
evident, and higher current lead to higher heat flux. Although the direction of current will change 
with time, the heat fluxes will be similar as long as the absolute values of current are equal. 
 

Conclusion 
 
1. The characteristics of the AC plasma arc will vary with the time, for the current is time-
dependent. 
2. Although the temperature distribution of the AC arc will change with the time, the highest 
values of temperature, current density and plasma velocity are always found at the central 
location closing to the graphite electrode, and so do for the heat flux. 
3. The highest temperature and velocity of AC arc are varying periodically with time, just like 
the alternating current. And the periods of them are both half of the current’s. 
4. Just like DC arc, greater the current, higher the temperature and velocity. The distribution law 
of temperature at different times is very similar to each other. And so it is with the current 
density and velocity.  
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Abstract 

 
A mathematical model of simulating the heat transfer behavior of carbon steel solidifying in slab 
continuous casting mold was developed coupled with heat transfer media dynamic distribution 
behavior in shell/mold gap, such as liquid flux, solid flux, air gap, as well as mold/solid flux 
interfacial contact thermal resistance. The evolution characteristics of the distributions of mold 
flux, air gap formation, as well as the shell temperature field of carbon steel solidifying in a slab 
mold were described. Based on these, a new mechanism of shell hot spots formation in slab mold 
was proposed. The formation for shell wide face off-corner hot spot at mold upper and middle 
parts results from the thick mold flux film filling in shell/mold gap, while the lower part results 
from the thick air gap formation, and that of the narrow face just results from the thick mold flux 
film filling in the gap. 
 

Introduction 
 
Continuous casting is the most primary way of producing steel currently owing to its inherent 
advantages over ingot casting such as low cost, energy saving, flexibility of operation, and high 
quality cast product [1], and over 90% of steel in the world today is produced by this process. 
However, there are also numerous of defects often occurring in slabs surface and subsurface in 
practical continuous casting in steel plants, which are directly related to the thermal and 
mechanical behaviors of initial solidified shell in mold. Among these defects, the off-corner 
surface depressions and subsurface cracks, which results from the formation of hot spots on 
initial solidifying shell surface in mold, appear rather commonly. [2-4] Intending to reduce the 
occurrence rate of the defects, several studies have been conducted to investigate the shell 
thermal behaviors and the mechanisms of hot spots formation in shell surface in continuous 
casting mold in past decades by numerical simulation. [5-12]  
Brimacombe et al. [5] studied the shell temperature evolution in a slab continuous casting mold 
by using a mathematical model coupled with the process of air gap formation in shell/mold gap 
with the shell deformation, and the formation mechanism of shell off-corner hot spots that 
resulted from the air gap formation in the regions was proposed. Kristiansson [6] also simulated 
the shell temperature filed in a billet mold by a two dimensional thermo-mechanical coupled 
model, and the hot spots formation cause was regarded as the reduced heat transfer in shell off-
corners due to the air gap formation. Wang et al. [7, 8] studied shell thermo-mechanical behaviors 
in billet mold by using a gap-dependent heat transfer model to calculate the heat flux through the 
air gap, and the shell hot spots formation was also considered that they were resulted from the air 
gap formation. These previous works have a common point that the investigations on shell 
thermal behavior in mold did not consider the influence of mold flux film on the heat transfer 
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that the shell/mold gap just filled in the air gap. However, in practical continuous casting, the 
mold flux film in the gap has a great significant effect on shell heat transfer. [13-15] In order to 
consider the influence, Kim et al. [9] and Han et al. [10] studied shell temperature evolutions in 
beam blank and slab molds by developing finite element models with assuming uniform mold 
flux film of 100�m in shell/mold gap. Thomas et al. [11, 12] studied the shell temperature fields in 
slab and billet molds by developing finite element models based on the variation thickness of 
mold flux film in shell/mold gap along mold height. Nevertheless, both of them did not consider 
the distribution characteristics of the flux film along mold circumference that it was assumed 
uniformly along the circumference. Accordingly, the formation of shell hot spot in mold also 
attributed to the air gap formation. However, the practical continuous casting and several studies 
showed that the mold flux film in the mold both along mold circumference and height were 
nonuniform and affected the air gap formation and shell heat transfer in mold greatly. [14, 16, 17] 
In present work, a two dimensional transient heat transfer model of simulating the strand-mold 
system heat transfer behaviors of carbon steel solidifying in slab continuous casting mold was 
developed coupled with shell deformation, in which the heat transfer behaviors of shell/mold gap 
were described in detail with the considerations of the gap size evolution, mold flux film 
dynamic distribution and air gap formation in it. Based on these, the characteristics of the mold 
flux film dynamical distribution, air gap formation, as well as the shell temperature field and the 
growth of a carbon steel solidifying in slab mold in a plant were analyzed, and a new mechanism 
for shell hot spots formation in slab mold was proposed by analyzing the evolution 
characteristics of shell surface temperature and the thermal resistances of mold flux and air gap 
in the shell/mold gaps of the wide and narrow faces. 
 

Model descriptions 
 
In our previous study [18], to describe the heat transfer process of shell solidification in a 
continuous casting mold in detail, a two dimensional slice-travel transient thermo-mechanical 
coupled model of a quarter of a strand-mold system were developed, as shown in Fig. 1.  
 

 
Fig. 1 Schematic of the shell thermo-mechanical simulation model for a slab mold: (a) the 

calculation domain, (b) transverse section of a slice 
 
In this model, the shell heat transfer and stress evolution were predicted by a sequential coupling 
method. The heat transfers of strand and mold copper plate were governed by the two-
dimensional transient heat transfer equation based on the strand surface and mold hot face heat 
transfer boundary conditions of the shell/mold gap heat flux obtained from the detailed 
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description of shell/mold gap heat transfer. The shell deformation and stress evolution were 
predicted by an Anand constitutive model [19, 20], and the mold copper plate deformation was 
neglected. The contact behavior between the shell and mold was set as rigid-to-flexible contact. 
The ferro-static pressure was loaded onto the shell solidification front using an algorithm that 
dynamically rejected the “liquid element” as the shell solidification proceeded.  
For the description of the shell/mold gap heat transfer, the shell/mold gap was assumed to be 
fully filled by the mold flux film and air gap, and the area was not meshed. The gap size 
evolution was predicted by shell shrinkage and deformation within each time step as the shell 
moves down. The mold flux film in the gap was considered to consist only of liquid and solid 
flux, and the (liquid/solid) status was determined by both the shell surface temperature and its 
solidification temperature. The thickness of the film was determined by both the status of the 
mold flux and the shell/mold gap size. In accordance with practical continuous casting, the heat 
transfer of the shell/mold gap was divided into two modes according to the different heat transfer 
media used to fill it; specifically, the composition of mode I consisted of the liquid flux, the solid 
flux, and the mold/solid flux interfacial contact thermal resistance, and that of mode II consisted 
of the air gap, the solid flux, and the mold/solid flux interfacial contact thermal resistance. As an 
important part of the gap heat transfer [21, 22], the radiation heat transfers in the air gap and mold 
flux film were taken into account. The air gap formation, mold flux film distribution, and the 
corresponding thermal resistances around the mold circumference were calculated according to 
the mechanism of the same heat flux across the heat transfer medium layers based on the 
parameters of the shell surface and mold hot-face temperatures and the shell/mold gap size along 
mold circumference provided by the previous time-step of strand-mold thermo-mechanical 
behavior analyses. The more detailed calculation model was shown in our previous study [18].  
 

Results and discussion 
 

3.1 Mold flux film distribution and air gap formation in mold 
 
Fig. 2 shows the predicted distribution characteristics of mold flux film in shell/mold gap around 
the shell off-corners at the distances of 100mm, 300mm, 500mm below meniscus and mold exit 
as the effect of above shell deformation characteristics. At the upper part of mold, the mold flux 
films both around shell wide and narrow faces decrease gradually from the corners to the midst. 
Nevertheless, the distributions are relatively uniform that the differences of the thicknesses 
between the corners and the midst are just 0.20mm and 0.32mm for the wide and narrow faces, 
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Fig. 2 Mold flux distribution around shell wide face corner (a) and narrow face corner (b) 
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respectively, when shell moves down to 100mm below meniscus. However, with the shell 
moving down continuously, the mold flux films completely solidify gradually from the corners 
to the midst, and thus the distributions show a trend that increase firstly and decrease then in the 
regions of 0–120mm and 0–70mm off the shell wide and narrow face corners respectively with 
the evolution of the shell/mold gap. The maximum differences of the thicknesses between the 
regions and the corresponding midst reach 0.81mm at mold exit and 1.07mm at 300mm below 
meniscus, respectively. It will greatly slow down the heat transfer of the off-corners. 
Fig. 3 shows the predicted air gap distributions around the shell wide and narrow face corners. 
Under the casting conditions of the carbon steel, the air gap first forms in the shell corner at 
160mm below meniscus and mainly concentrates in the regions of 0–20mm and 0–10mm off 
shell wide and narrow face corners, respectively. On the wide face due to lack of the 
compensation of mold wide face taper, the air gap grows continuously at mold upper and middle 
parts as the shell moves down, as shown in Fig. 3(a). When the shell moves down to the position 
of 550mm below meniscus, the air gap increases rather quickly. The maximum thickness of the 
air gap reaches 0.8mm at the corner.  
 

 
 

Fig. 3 Air gap distribution around shell wide face corner (a) and narrow face corner (b) 
 
For shell narrow face, the air gap formation is quite different, as shown in Fig. 3(b). It mainly 
forms in the range of 160–450mm below meniscus, and is much thinner than that of wide face 
since the compensation of mold narrow face taper and more mold flux filling the gap restrain the 
formation. In the upper part of the mold, the air gap forms quickly and even exceeds that of the 
wide face. It reaches a maximum thickness of 0.17mm at 300mm below the meniscus, and then 
decreases sharply since the shell shrinkage slows down and the mold taper compensates. When 
shell moves down below 450mm from meniscus, the air gap becomes stable.  
 

3.2 Shell surface temperature distribution 
 
Fig.4 shows the surface temperature distributions of the solidifying shell near the corner along 
the height of mold. At the initial solidification stage, the shell surface temperature on wide face 
and narrow face is uniform. However, with the shell moving down, the heat transfers both 
around shell corner and off-corner slow down gradually since the thick mold flux film and air 
gap fill in the gap of these regions. When the shell moving down to 300mm below meniscus, the 

(a) (b) 
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hot spots form in the regions of 10–40mm both off shell wide and narrow face corners, and 
extend to the regions of 10–80mm and 15–60mm off the wide and narrow face corners when the 
shell moves down to mold exit, which the maximum temperature differences between the off-
corners and the corresponding midst reach 120 oC at mold exit and 129 oC at 300mm below 
meniscus, respectively.  
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Fig.4 Shell surface temperature distribution at wide face (a) and narrow face corner(b) 
 

3.3 New formation mechanism for shell hot spots 
 
Fig. 5 shows the evolutions of the shell surface temperatures and the thermal resistances of mold 
flux and air gap around the wide and narrow face corners at various distances below meniscus. 
Because the generation of the mold/solid flux interfacial contact thermal resistance results from 
the mold flux film solidification shrinkage and deformation, the thermal resistance in this study 
was considered as a part of the mold flux thermal resistance. Thus, the mold flux thermal 
resistance in the figures consists both that of mold flux film and the mold/solid flux interfacial 
contact thermal resistance. 
For the wide face, in accordance of the distribution characteristic of mold flux film in the gap, its 
thermal resistance also distributes first increase and then decrease from the corner to the midst in 
the mold, and therefore the peak value of the thermal resistance appears in the off-corner during 
the casting, as shown in Fig. 5(a). As the result of the mold flux thermal resistance such 
distribution characteristic, the shell off-corner heat transfer is greatly slowed down, and the hot 
spot gradually forms accordingly that the obvious higher shell surface temperature generates 
with a expanding temperature difference between the off-corner and the midst at the positions of 
200–700mm below meniscus. During this process, although the air gap forms with a much 
greater thermal resistance around the corner, it is not the cause of giving rise to the shell off-
corner form the hot spot due to the air gap formation region is too close to the corner that the two 
dimensional heat transfers of the corner counteract the temperature increase. When the shell 
moves down below 700mm from meniscus, the thick air gap spreads to the direction of the shell 
midst that the much greater thermal resistance reduces the heat transfer of the shell where closer 
to the corner more greatly, and a new and much serious hot spot forms at the mold exit. Hence, at 
the upper and middle parts of mold, the formation of shell wide face off-corner hot spot results 
from the thick mold flux film filling in the shell/mold gap, while it results from the thick air gap 
formation near to the mold exit. 

(a) (b) 



48

0.0

3.0x10-4

6.0x10-4

9.0x10-4

0.0
3.0x10-4

6.0x10-4

9.0x10-4

0.0

4.0x10-4

8.0x10-4

1.2x10-3

0.0

6.0x10-4

1.2x10-3

1.8x10-3

0.0
5.0x10-4

2.0x10-3

2.5x10-3

0.0

1.0x10-3

5.0x10-3

0.0

1.0x10-3

6.0x10-3

7.0x10-3

0 20 40 60 80 100 120 140
0.0

1.0x10-3

7.0x10-3

8.0x10-3

 

 Mold flux thermal resistance
 Air gap thermal resistance

100mm below meniscus

1200

1300

1400

1500

 Temperature

 

800mm below meniscus

600mm below meniscus

700mm below meniscus

500mm below meniscus

400mm below meniscus

300mm below meniscus

200mm below meniscus

1100

1200

1300

1400

 

 

1100

1200

1300

 

T
h

e
rm

a
l r

e
si

st
a

n
ce

, m
2

/W

1100

1200

1300

 

1050
1100
1150
1200
1250

 S
h

e
ll 

su
rf

a
ce

 te
m

p
e

ra
tu

re
, 

 

1000
1050
1100
1150
1200

 

1000

1050

1100

1150

 

 

Distance from shell wide face corner, mm

1000

1050

1100

1150

 

 

 

0.0

3.0x10-4

6.0x10-4

9.0x10-4

0.0
4.0x10-4

8.0x10-4

1.2x10-3

0.0
5.0x10-4

1.0x10-3

1.5x10-3

0.0

5.0x10-4

1.0x10-3

0.0

5.0x10-4

1.0x10-3

0.0

5.0x10-4

1.0x10-3

0.0

5.0x10-4

1.0x10-3

0 20 40 60 80 100

0.0

5.0x10-4

1.0x10-3
800mm below menisucs

700mm below menisucs

600mm below menisucs

500mm below menisucs

400mm below menisucs

300mm below menisucs

200mm below menisucs

 Mold flux thermal resiatance
 Air gap thermal resistance

100mm below menisucs

1200

1300

1400

1500

 Temperature

 

1100

1200

1300

1400

 

 

1100

1200

1300

 

T
he

rm
al

 r
es

is
ta

nc
e,

 m
2

/W

1100

1200

1300

 S
he

ll 
su

rf
ac

e 
te

m
pe

ra
tu

re
, 

 

1100

1200

1300

 

 

1000
1050
1100
1150
1200

 

 

1000

1050

1100

1150

 

Distance from shell narrow face corner, mm

1000

1050

1100

1150

 

 

 
Fig. 5 The evolutions of mold flux and air gap thermal resistances in shell/mold gap and shell 

surface temperature around shell wide face corner (a) and narrow face corner (b) 
 
As for the narrow face, as shown in Fig. 5(b), the off-corner hot spot formation mechanism has 
some differences. Since the air gap formation in shell narrow face is much closer to the corner 
that it just concentrates in the region of 0–10mm from the corner with thinner thickness, as seen 
from Fig. 4(b), the air gap does not have any effect on the shell off-corner heat transfer during 
the whole solidification process of shell in mold. Therefore, the formation of the hot spots in 
shell narrow face just results from the thick mold flux film filling in the shell/mold gap in the 
off-corner. Furthermore, since the maximum thickness difference of the mold flux film between 
the shell off-corner and the midst appears at 300mm below meniscus, the most serious hot spot 
forms at the position accordingly. It is rather different from the previous formation mechanism 
that considered the hot spots formation in shell wide and narrow face off-corners in the mold 
resulting from the air gap formation.  
 

Conclusions 
 
(1) Under the typical slab casting conditions of carbon steel, the thick mold flux film 
concentrates in 0–120mm and 0–70mm off the shell wide and narrow face corners, and the air 
gap first forms in shell corner and mainly concentrates in 0–20mm and 0–10mm off the corners 
in mold. The mold flux films around the wide and narrow face off-corners distribute first 

(a) (b) 
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increase and then decrease from the corner to the midst. The maximum thickness on shell wide 
face is 1.01mm at the mold exit, while on the narrow face is 1.27mm at 300mm below meniscus. 
The air gap on shell wide face grows continuously and increases at 550mm below meniscus, 
where it mainly forms in 160–450mm below meniscus on shell narrow face. The maximum 
thickness on shell wide face is 0.8mm at the mold exit, while on the narrow face is 0.17mm at 
300mm below meniscus. 
(2) Under the typical slab casting conditions of carbon steel, the hot spots form in the regions of 
10–80mm and 15–60mm off the shell wide and narrow face corners with an expanding trend 
with shell moving down. The maximum temperature differences between the off-corners and the 
corresponding midst reach 120 oC at mold exit and 129 oC at 300mm below meniscus. 
(3) The formation for shell wide face off-corner hot spot results from the thick mold flux film 
filling in the shell/mold gap at the mold upper and middle parts, while the lower part results from 
the thick air gap formation, and that of the narrow face just results from the thick mold flux film 
filling in the gap in the off-corner. 
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Abstract 

Splashing plays a key role in the kinetics of the steelmaking converter but not well understood. 
This work presents a numerical investigation on the generation of the splashing and introduces 
an evaluation approach for the qualification of the splashing in oxygen steelmaking converter. 
The generation mechanism of the droplets was explored by multi-fluid VOF simulation and the 
splashing rate was quantified based on the blowing number theory. The results show that two 
mechanisms, i.e. the direct ejection of individual droplets and the tearing of so-called “splash 
sheets” structure, simultaneously occur and attribute to the splashing. Blowing number fluctuates 
during process due to the oscillating nature of cavity, and an averaged value of 10.0 for blowing 
number is obtained under the present blowing condition. 

Introduction 

In Basic Oxygen Furnace (BOF) steelmaking process, supersonic oxygen jets impinge onto the 
molten bath surface with extremely high speed and cause the tearing of metal droplets from the 
bulk around the cavity surface, phenomenally referred as “spitting” or “splashing” [1]. Deo and 
Boom [2] reported that the generation of splashing stems from the impingement of the jet and the 
shearing action of the gas flow from the impact region when the jet strikes the metal surface and 
the gas is deflected upwards. Standish and He [3] observed two mechanisms of droplets 
generation through cold mode experiments, i.e. the direct ejection of the single droplet out of 
metal bulk around the cavity edge by so-called “dropping”, and “large tears” of liquid producing 
from the cavity edge, in accompany with the direct ejection of some individual droplets, by so-
called “swarming”. Peaslee and Robertson [4] reported that the surface waves form finger like 
structure near the edge of the cavity, and finally are torn off due to the unstable structure of these 
metal fingers. This mechanism of droplets generation was also observed by Alam et al. [5] who 
studied the impingement of shrouded supersonic jet on a water surface by a developed volume of 
fluid (VOF) model in a two dimensional system. Most recently, Sabah and Brooks [6] have made 
an extensive literature review concerning the amount of droplets in the emulsion and found an 
observable discrepancy by different investigators and some arguments on the amount of droplets 
generated. Some experimental and theoretical studies [3, 5, 7-11] have also been performed to 
focus on the quantity and size distribution of the droplets, and their trajectory and the residence 
time in the slag. But to date, problems in sampling at high temperature, the interconnected nature 
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of slag and metal, and problems in scaling-up cold modeling or small-scale high temperature 
furnace modeling results to plant conditions involved with complex jets interaction [12], etc., 
means that there is only limited understanding of the knowledge to the generation rate and the 
residence time of metal droplets in emulsion [7].  Consequently, above-mentioned aspects on the 
droplets splashing must be solved before a comprehensive prediction model of oxygen 
steelmaking process is established. 
 
The objective of this study is to numerically reveal the generation of metal droplets and their 
amount by a multi-fluid volume of fluid model developed in our previous studies [13-14]. The 
generation mechanism of droplets was visually presented and then expounded, and the 
generation rate of droplets was quantified on the basis of the “blowing number” theory [7]. 

 
Mathematical Model 

 
Governing Equations 
 
The tracking of the sharp gas-slag-melt interface was accomplished using the VOF approach 
firstly presented by Hirt and Nichols [15]. In this method, a variable, namely the volume fraction 

 of phase, is introduced for treating free boundary configurations of immiscible fluids. If the qth 
fluid's (gas, slag, metal) volume fraction in the cell is denoted as q, the corresponding 
conservative equation can be expressed as follows: 
 

0)(
)(


	�
�

�
qq

qq

t
     (1) 

 
where q and q are respectively the density (kg·m-3) and volume fraction of phase q, and for the 
oxygen gas, it conforms to the relation p= RT due to the use of idea gas here. 
 
In the VOF model, the different fluids are modeled by a set of momentum presented in Eqs. (2). 
The resulting velocity field is shared among the phases. The fields for all variables and properties 
are shared by the phases and represented volume-fraction-averaged values. 
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where u is the velocity vector (m·s-1); p is the pressure (Pa); g is the gravity vector (m·s-2);  is 
the density (kg·m-3); eff is the effective viscosity (Pa·s), eff= + t. 
 

    steelsteelslagslaggasgas ��
      (3) 

steelsteelslagslaggas ��
 gas      (4) 

 
f  in Eq. (2) is the surface tension (N·m-3) and calculated using the Continuum Surface Force 
(CSF) model developed by Brackbill et al. [16]. In the model, the surface tension effect is treated 
as body forces: 
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where VP is the volume of cell P, and P is the curvature calculated by: 
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where 4

n is the unit vector normal to the surface. 
 
The energy equation, also shared among the phases, is expressed as follows. 
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where the energy E is treated as a mass-averaged variable. This also is applied to the temperature 
T (K). 
 

5

5







n

q
qq

n

q
qqq E

E

1

1

)(

)(
     (8) 

 
where Eq is based on the specific heat of that phase and the shared temperature for each phase. 
The source term Sh in Eq. (8) incorporates the contributions from the radiation as well as any 
other volumetric heat sources. eff = + t, is the effective thermal conductivity (W·m-1·K-1) and 
shared by all the phases, the same as other properties: 
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Turbulence Model 
 
In this work, the standard k-  model with compressibility correction was adopted. The 
transportation equations of turbulence kinetic energy (k) and the specific dissipation rate ( ) were 
solved as follows. 
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For the turbulent viscosity, t, was modeled as follow: 
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where, Gk represents the generation of turbulence kinetic energy due to the mean velocity 
gradients (kg·m-1·s-3). Gb is the generation of turbulence kinetic energy due to buoyancy (kg·m-

1·s-3). YM represents the contribution of the fluctuating dilatation in compressible turbulence to 
the overall dissipation rate (kg·m-1·s-3), YM=0 for the incompressible fluid and YM=2 Mt

2 for the 
compressible fluid; Mt is turbulent Mach number, Mt=k1/2/a; a is the sonic velocity (m·s-1), 
a=( RT)1/2. C1 , C2 , C3 , k,  and C  are constants and their values are 1.44, 1.92, 0.8, 1.0, 1.3 
and 0.9 respectively [17]. 

 
Numerical Solution Algorithms 
 
In this study, a 150-ton top-blown oxygen steelmaking converter with an oxygen lance of six 
convergent-divergent nozzles was employed. Their geometrical configurations are shown in 
Figure 1. In order to reduce the computational cost, the calculated domain was simplified, and 
only one half of the converter was simulated. The geometrical parameters of the considered 
converter including the nozzles, the operating conditions are listed in Table I. 
 

 
Figure 1. Schematic diagram of converter model and computational domain with grids 

 
Table I. Geometrical parameters and operating conditions 

Parameters Value Parameters Value 
Nozzle throat diameter d*, (mm) 30 Converter temperature Tb, (K) 1873 
Nozzle outlet diameter de, (mm) 43.4 Converter Capacity, (ton) 150 
Number of nozzles N, (-) 6 Bath diameter D, (m) 5.685 
Nozzle to nozzle angle , (°) 17.5 Melt height Hm, (m) 1.545 
Mach number Ma, (-) 2.25 Slag height Hs, (m) 0.17 
Designed pressure P0, (Pa×101325) 11.56 Lance height H, (m) 1.2-1.8 
Converter back-pressure Pb, (Pa×101325) 1 Operating pressure P, 

(Pa×101325) 
0.8P0, P0, 1.2P0 

Inlet oxygen temperature T0, (K) 308 Oxygen flow Rate, Q (Nm3·h-1) 24210, 30283, 
36871 

 
The initial time step was 10-5 s and then was set to the adaptive scheme based on the limitation of 
a global Courant number of 1. The convergence criteria was set to 1×10-6 for the residual of 
energy while 1×10-3 for those of other dependent variables.  
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Results and Discussion 
 
Mechanism of Droplets Generation 
 
Figure 2 shows the transient shapes of the slag-metal bath surface in BOF during the incipient 
blowing process at lance height of 1.2m and normal operation pressure of P0. The molten bath 
surface is relatively smooth and quiet and the jets just penetrate into the molten slag with slag 
splashing at the blowing time of 0.5s, as shown in Figure 2(a). As blowing proceeds, the molten 
slag is completely pushed away from the impact zone, metal is penetrated, surface waves form 
and is spread to all around. As a result, the cavity behaves oscillatory in the horizontal and 
vertical direction, and the oscillatory flow occurs in the molten bath (Figure 2 (b) ~ (d)). Such 
oscillatory flow in the molten bath can also been proved by Figure 3 where the velocity variation 
of a monitoring point inside the molten bath during the blowing process is plotted. Obviously, 
the velocity fluctuates sharply during the blowing process, which confirms that the BOF 
steelmaking process is unsteady and oscillatory. The same phenomenon was observed by our 
previous water model experiment and numerical study [13-14]. 
 

  
(a) 0.5s                                                    (b) 1.5s 

  
(c) 2.25s                                                    (d) 3.0s 

Figure 2. Profiles of the molten bath surface at different blowing moments for the lance height 
1.2m and designed operation pressure P0 

 
The growth and propagation of surface waves are the basis and prerequisite for the splashing 
occurrence. Shabnam and Brooks [18] observed that so-called “splash sheets” form at the rim of 
the cavity based on their water model experiments. Such sheets rise up to a certain height until 

Surface waves 
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become instable, and then fingers are formed which ultimately broke into droplets. Figure 4 
shows the typical splashing pattern obtained from the present numerical simulation at the lance 
height of 1.2m and operation pressure of P0. The measured results by Sabah and Brooks 16) in a 
water model are also presented (as shown in Figure 4(a)) for comparison. The phenomena from 
two studies are encouragingly similar considering that the conditions involved are not the same 
and the present model is not perfect, e.g., it demands considerably refined mesh to reproduce 
small droplets normally with diameter in a range of 0.04~70mm. The present modeling results 
show two mechanisms of droplet splashing, i.e. the direct ejection of individual droplets out of 
metal body at the rim of cavity and crushing and tearing of “splash sheets” or “large tears” 
formed at the rim of cavity into several small droplets by deflecting gas flow (as shown in 
Figure 4(b)). Such two mechanisms stem from the ripples formed in the cavity surface. Small 
ripples results in the direct ejection of individual droplet, and the bigger ones for the generation 
of “splash sheets” or “large tears” [3]. The present simulation results show that both types of 
ripples can be produced simultaneously during blowing for the sake of oscillating nature of 
cavity. 
 

 
Figure 3. Velocity variation of monitoring point during the blowing at lance height 1.2m and 

operation pressure P0 
 

  
(a)                                                    (b) 

Figure 4. Generation of splash droplets obtained from (a) high speed imaging by Sabah [7] and 
(b) present simulation 

 
Rate of Droplets Generation 
 
Even in nowadays it is extremely expensive and nearly impossible to reproduce all scales of 
droplets during blowing in BOF steelmaking process by numerical technology. Following 
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previous work [2], Subagyo et al. [7] proposed a “blowing number (NB)” to assess the droplet 
generation based on the Kelvin-Helmholtz theory: 

l

2

gg
B

2 g

u
N 
       (13) 

where NB is a dimensionless parameter. g and l are the gas and liquid density respectively 
(kg·m-3).  is the liquid surface tension (N·m-1). g is the gravitational acceleration (m·s-2). ug is 
the critical velocity (m·s-1) of deflecting gas flow, as defined in Figure 5. The onset of splashing 
occurs once the NB exceeds unity. Figure 5 shows the variation of blowing number during 
blowing at the given lance height of 1.2m and operation pressure of P0. It can be seen that the 
value of blowing number fluctuates during blowing attributing to the unstable characteristic of 
the molten bath and cavity. The oscillating nature of the cavity ultimately impacts the generation, 
amount and distribution of the splashing. An averaged value of 10.0 for blowing number is 
obtained under such a blowing condition. 
 

 
Figure 5. Blowing number (NB) as a function of blowing time 

 
Conclusions 

 
An effort was paid to study the generation and quantification of the splashing metal droplets 
induced by the top-blown oxygen jets impinging on the molten bath in BOF steelmaking process 
by a developed multi-fluid volume of fluid model. The blowing number theory was utilized to 
quantify the splashing rate. The splashing are normally generated by the direct ejection of 
individual droplets at the rim of cavity and the tearing of so-called “splash sheets” like structure 
or “large tears” into several different sized smaller droplets by the deflecting gas flow. The two 
mechanisms of droplets generation simultaneously occur and attribute to the splashing during 
converter practice. The generation of droplets was assessed by blowing number theory, and the 
splashing was hence quantified. Blowing number and resulting blowing number fluctuates during 
blowing due to the oscillating nature of cavity. The typical blowing number is in the range of 
7.8~12.1 at the present varying lance height operation. 
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Abstract 
 
Since the computation of two-phase flow and solidification requires strong coupling, simulation 
of air entrainment in high pressure die casting applications is a challenge. The effects of surface 
tension, wetting angle and reduced melt flow due to solidification and air entrainment, as well as 
compression must be modelled with high precision. 
To achieve these requirements, a finite-volume method featuring arbitrary polyhedral control 
volumes is used to solve flow and solidification strongly coupled. The volume-of-fluid approach 
is applied to capture the phase separation between gas, melt and solid in connection with a high-
resolution interface-capturing scheme to obtain sharp interfaces between phases. Melt and air 
phase are considered to be compressible fluid. To model the resistance of the dendrite network to 
the melt flow, an additional source term in the momentum equation is implemented. At high 
fraction solid the flow is stopped completely. 
This methodology was applied to predict air entrainment in high pressure die castings. Basic 
flow patterns were validated against casting trials using a simplified geometry, and a first 
industrial application is reported. 
 

Introduction 
 
High pressure die casting (HPDC) is an important manufacturing process for large, thin-walled 
geometries, especially in the automotive industry. A main disadvantage of HPDC is the 
entrainment of air, almost impossible to avoid completely due to the chaotic filling process. 
Entrained air makes HPDC parts non-heat-treatable. Air bubbles entrained under high pressure 
during solidification will cause HPDC parts to blister during solutionizing [1]. 
Simulation of the air entrainment is challenging because a two-phase flow of the filling process 
has to be computed strongly coupled with the calculation of the solidification process. Most 
commercial simulation programs use a one-phase approach to describe casting processes [2-5], 
and such programs are unable to handle correctly the air phase and its interaction with the melt.  
A new approach to HPDC simulation is presented here, based on a three-phase simulation of 
casting processes, including the air, melt and solid phases. Both melt and air are considered as 
compressible fluids separated by a volume-of-fluid approach (VoF), including special treatment 
to keep the interface sharp. Reduced melt fluidity during the solidification process is handled by 
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a porous media approach to describe the flow through the dendrite network. At a critical solid 
fraction, the melt is stopped completely. This approach is implemented in the commercial casting 
simulation package STAR-Cast [6, 7]. 
Details of the simulation approach are given in the following chapter, and followed by a 
description of a number of simulation results: an optimization of plunger movement, prediction 
of flow pattern and air entrainment for a test-geometry and application to an industrial problem.  

Theory 

Simulation of the entire casting process is based on a finite-volume method using control 
volumes (CVs) of arbitrary polyhedral shape. The transport equations for mass, momentum, 
energy, and phase in integral form are applied to each CV, whereby the surface and volume 
integrals are approximated using the midpoint rule. Linear equation systems for each variable are 
solved using algebraic multi-grid iterative solvers. Mass conservation, pressure and velocity 
conservation are coupled via the SIMPLE algorithm. The transient term is discretized based on 
an implicit Euler-segregated concept. Details of discretization and the solution method are 
available in [7-10]. The conservation equation for total energy is solved for the solution variable 
temperature. For solidification modeling, the volume fraction of solidified liquid is determined 
using a tabulated fraction solid vs. temperature curve (fs(T)). Latent heat L is released in 
proportion to the change in fraction solid (L*d(fs(T))/dT). A realizable k-epsilon turbulence 
model in combination with a y+wall model is used to stabilize the chaotic flow, which has 
Reynolds numbers in the turbulent regime, and provide an additional degree of freedom for 
energy dissipation. Details of the methodology are presented in [9]. 
For correct calculation of air entrainment, the method used to track the motion of the free surface 
must provide a sharp interface. The volume of fluid (VOF) approach, in combination with a high 
resolution interface capturing (HRIC) scheme, is used to tackle the problem: the entire fluid 
domain is considered to be filled by a fluid, the properties of which vary according to the 
distribution of volume fractions of melt Cm, solid Cs and gas Cg (Cm + Cs + Cg = 1). The transport 
of melt, solid and gas is computed by solving transport equations for their volume fractions with 
a source term for the phase change from melt to solid. To achieve sharpness of the interface, an 
HRIC scheme [10, 11] is used, which typically resolves the interface within one cell.  
The normal force due to surface tension is treated using the continuum surface force (CSF) 
model proposed by [12], which defines a volumetric source in the momentum equation expressed 
as: 
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Flow resistance in the mushy zone is calculated assuming that the mushy zone acts like a porous 
medium. The fluid velocity resistance in the mushy zone can be approximated as a pressure drop 
[13]: 
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where � is the viscosity, K the permeability and CE the Ergun’s coefficient. Permeability can be 
deduced from the Kozeny-Carman equation [14] as K = ((1−fs)

3�2
2)/(180fs

2), where �2 is the 
secondary dendrite-arm spacing (SDAS).  
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The viscous porous resistance depends on the velocity of the melt and tends to zero as the 
velocity approaches zero. Hence, slight creeping of the melt is not hindered, especially if the 
melt is being pushed by a high force, as in the case of HPDC. To bring the melt to a complete 
stop, a flow-stop functionality was implemented. If the fraction solid is above a threshold value, 
the momentum equation is no longer solved for that particular cell. Flow stopped cells are of 
zero velocity (relative to the cell center velocity), and fluxes through all adjacent faces are also 
zero. Pressure remains constant at the value obtaining when the cell has been flagged to be 
stopped. Since the density of the melt depends on temperature, a mass compensation is needed to 
conserve the total melt mass. The flow-stop-mass-compensation functionality applies appropriate 
mass and energy sources to compensate for the unphysical mass change in stopped cells and 
maintains the total mass of each phase.  
 

Casting trials using a simple test geometry 
 
For the validation of the numerical approach, a simple rectangular plate of variable thickness was 
cast at the Foundry Institute of the RWTH Aachen. The geometry of the test case was designed 
to test numerical optimization of die cooling and the gating system. Both cooling channels and 
the main part of the gating system can be changed by additive manufacturing. Results from this 
optimization are not the topic of this work and will be published elsewhere. Here, we focus on 
flow pattern and air entrainment prediction in the geometry.  
Fig. 1 shows the geometry used for the setup. The left-hand figure shows the entire geometry 
including part, gating system, dies, cooling channels and shot sleeve, while the right-hand figure 
only shows the melt region, including the runner, two plates, venting channels and overflow. 

 

Figure 1: Geometry of the test case (left) with dies and shot sleeve; and on the right only the 
cavity which will be filled by melt. 
 
The casting trials were performed on a high pressure die casting machine, Bühler H-630 SC, 
with a locking force of 7250 KN and a piston chamber length of 580 mm. Fig. 2 shows a 
photograph of one of the plates (left) and a computer tomography analysis of possible porosity 
(right). Both are taken from a casting of AlSi9 alloy at a casting temperature of 720 °C and a die 
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temperature of 250 °C, a piston filling speed of 0.74 m/s and an intesification pressure of 600 
bar. From the surface roughness of the plate it can be deduced that two flow vortices form during 
filling (see Fig. 2, left) which result in a slight porosity at the center of the vortex (see Fig. 2, 
right). 
 

 
 

Figure 2: Photograph of one of the plates (left) and a computer tomography analysis of possible 
porosity (right). 
 

Simulation results 
 

 
Simulation setup 

To accurately predict misruns, a fine mesh of the casting geometry is mandatory. A polyhedral 
mesh with prism layers at the surface of the melt region was used here. Even in thin regions a 
minimum of 7 cells was realized with this technology. Fig. 3 shows the mesh of the half 
geometry (left), a cut through dies and cavity (middle) and the prism layer in the melt region 

Figure 3: Mesh of the half geometry (left), a cut through dies and cavity (middle) and the 
prism layer in the melt region (right). The cavity mesh has approx. 900,000 cells. 
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(right). The material data of the AlSi9 alloy are from the STAR-Cast database. The simulation 
starts after the melt fills the piston chamber, with mold filling according to the shot curve of the 
experiment. The initial temperatures of the melt were set to 700 °C so as to take account of a 
cooling of the melt in the casting trial from the 720 °C pouring temperature before the plunger 
movement begins. The initial mold temperature is set to 250 °C, and initial pressure as well as 
the ambient pressure is at 1 bar. A heat transfer coefficient of 10000 W/m2K is assumed between 
melt and die. 
  

Optimized plunger movement 
An important source of air entrainment is air from the slot sleeve entering the mold. To minimize 
the entrained air from the shot sleeve, the plunger must be moved in such a way that the shot 
sleeve is completely filled with melt without any wave braking or other splashing, which entrains 
air into the melt. Fig. 4 shows the amount of entrained air for a fast initial plunger movement and 
an optimized movement. Clearly, the optimized plunger movement significantly reduces the 
amount of entrained air. Details of the optimization will be published separately. 
 

  
Figure 4: Entrained air as a result of a first fast (left) and optimized (right) plunger movement 
 

Flow pattern and air entrainment prediction 
Fig. 5 shows the developing flow pattern in the left plate. The top plots show the temperature on 
the melt, the bottom plots the velocity field. Two vortices form with an empty spot in the center 
of each vortex, which fills last. As Fig. 6 demonstrates, entrained air remains after filling at the 
center of the vortices. The air-entrained regions are not symmetrically placed: the position in the 
outer left vortex is lower than the position in the inner right vortex. Flow pattern and position of 
the vortex center with slight air entrainment agree well to experimental findings (Fig. 6 right and 
Fig. 2)  
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1.010 s 

 
1.034 s 

 
1.069 s 

 
Figure 5: Developing flow pattern during the filling of the plates: Temperature on the mold and 
velocity distribution are plotted for 3 different time ( 1.010 s, 1.034 s, and  1.069 s from left to 
tight). 
 

 

 

Figure 6: Entrained air after complete filling (volume fraction air) (left) and region with an air 
volume above 1 % (middle) compared to the experimental findings. 
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Remaining air in an industrial application 
The industrial significance of the simulation approach described, which correctly considers the 
air as compressible gas, was demonstrated using a geometrically more complex industrial 
application. Fig. 7 (left) shows the geometry (application and industrial partner cannot be 
named). The impact of the pouring temperature on the amount of remaining air was investigated. 
As Fig. 7 (middle and right) demonstrates, a reduction of the casting temperature leads to a 
significant increase of the amount of entrained air. At the reduced pouring temperature, the melt 
enters the cavity at a temperature close to the liquidus temperature, and solidification occurs too 
fast to allow the entrained air to escape the cavity due to buoyancy. 
 

 

 

 

Figure 7: Geometry and mesh (left) and entrained air after complete filling (red) for the industrial 
application using an initial casting temperature of 640 °C (middle) and 680°C (right). 
 

Conclusion and Summary 
 
A new approach to simulating HPDCs, which correctly considers both phases, melt and air, as 
compressible media, is presented. This approach enables a detailed analysis of the entrainment of 
air in the casting. Demonstration of a successful optimization of the plunger movement is 
followed by a comparison of experimental findings of air entrainments with the simulation 
results for a simple test geometry. Good agreement between casting trial and simulation in terms 
of flow pattern and entrained air position was found. Finally, the approach was applied to an 
industrial application to demonstrate the applicability to complex geometries. The simulation 
demonstrates the expected increase in entrained air with reduced melt temperature.  
Currently the approach is being extended to predict misruns and cold shots in HPDC 
applications. 
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Abstract 

The continuous casting tundish has evolved into a useful reactor for liquid steel refining. The 
appreciate flow control devices such as dam, turbulence inhibitor and gas blowing, helps to 
modify the pattern and minimize short circuiting and dead zone. In this paper, a commercial 
computational fluid dynamics (CFD) package FLUENT was used to predict the flow field 
under steady state in one-strand tundish. The effects of flow control devices, gas 
bottom-blowing flow rate on flow field and residence time distribution (RTD) were studied. 
The results show that the molten steel flow state in optimized tundish has been improved 
significantly. When the gas blowing position was 1950mm from inlet axis and argon flow rate 
was 0.3m3/h, the average residence time of molten steel in the tundish was prolonged. And 
the volume fraction of dead zone in the tundish was reduced from 28.6% to 13.3%.  

Introduction 

The tundish in continuous casting operation is an important link between ladle (a batch vessel) 
and casting mould (a continuous operation). With the development of the continuous casting 
technology, there is a simple tundish excessive container storage and distribution of molten 
steel metallurgical reactor has developed into a number of functions for liquid steel refining. 
Thus a modern steelmaking tundish is designed to provide greatest opportunity for carrying 
out varieties metallurgical operations such as alloy trimming of steel, inclusion removal, 
calcium doped inclusion modification, superheat control, thermal and particulate 
homogenization, etc.[1]. 
Modern equipments include steel making furnaces and secondary metallurgy units form a 
compact and efficient production process. The increasing quality requirements in the steel 
industry causes that the new technological solution are still in exploration. The current state 
of this technology allows to cast a liquid steel into semi-finished products. However, it 
requires, the high quality of liquid steel introduced to the mould. The main role of the tundish 
is a distribution function [2]. The final metallurgical treatments are also performed in this 
unit.  
Shaping the conditions of the process, we can acknowledge the effects of spontaneous 
phenomena during separation and inclusions flotation. For this purpose, the different fitting 
of tundish workspace (including dams, weirs and turbulence inhibitor) are used. It was known 
that the shape and placement of flow control devices in the workspace always affects the 
hydrodynamic and thermal conditions in the ladle [3, 4]. In recent years, the role of the 
tundish gas curtain technology in ultra-clean steel production caused widespread concern 
among metallurgy reserchers. That is the bubbling of argon gas from the tundish bottom in 
order to enhance the tundish capability to float out inclusions. Tundish blowing inert gas, to 
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form a channel air bag curtain, changes the flow field in the middle package. Bubbles rising 
during the capture of inclusions and improve the removal of inclusions in molten steel plays 
an important role in the purification. Yamanaka et al. [5] investigated the tundish using argon 
bubbling through porous plugs. They claimed 50% improvement in the removal of inclusions 
in the 50 to 100 m range. But in the middle of the bottom of the inflatable bag technology, 
the control parameters of blowing molten steel to improve the flow characteristics, the effect 
of inclusion removal study in depth is not detailed enough. 
In this paper, using Eulerian-Eulerian the liquid-gas flow model, RTD and curves were 
numerically calculated. Exploration in the same locations with different flow rates of the flow 
behavior of the molten steel in the tundish, specifically identify reasonable argon gas flow 
rates and choose the best process parameters to improve tundish flow pattern of molten steel 
to improve the cleanliness of molten steel, so as to improve the slab quality. 

Mathematical Modeling 

The flow produced in a single-strand steelmaking tundish by an immersioned liquid steel 
stream is simulated. The single-strand tundish is equipped with an impact pad located at the 
bottom of the inlet shroud that is immersed in the liquid metal. Pouring liquid steel in the 
tundish through submerged shroud produces high turbulence intensity around the pouring 
point. To circumvent this, the tundish inner bottom wall is mounted with an impact pad 
placed below the ladle pouring point. The dimensions and the operating parameters of the 
tundish are summarized in table I. 

 
Table I. Tundish design and operating parameters 

Parameter Value 
Liquid steel level/mm 720 

Tundish bottom length/mm 3755 
Tundish bottom width/mm 620 
Strand outlet diameter/mm 65 

Shroud diameter/mm 105 
Submergence depth of the shroud/mm 300 

Volumetric flow rate, m3/h 1.5, 0.9, 0.3 
 

(a) Fluid and Turbulence Model 

The bubbly flow was simulated using an Eulerian–Eulerian model [6] where steel liquid was 
considered as the primary phase and argon as the secondary one. The mathematical model is 
based on the assumptions of continuum suppose that demands the mean free path within the 
permissible limits [7]. Fluid is assumed as incompressible, Newtonian fluid to follow 
Boussinesq’s approximation in density variation. The turbulence kinetic energy and intensity 
are assumed to be in equilibrium with the fluid flow and liquid state enthalpy. The governing 
equations are well addressed in the literatures [6, 8, 9]. 

(b) Tracer Dispersion Equation 

Plotting of the RTD curve was possible by using a virtual tracer and introducing it to the 
numerical tundish model. In the presence of three dimensional velocity field u, v, and w with 
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no generation, the conservation of an added tracer concentration, C (kg/m3), expressed in 
terms of the Cartesian coordinates. Tracer mass transfer equation shown as below: 

           (1) 

In this equation, isthe density of mixed fluid, kg/m3; i.e., mass per unit volume of tracer, 
kg/m3; , the volume of the source phase, is the remaining number of mass per unit time per 
unit volume of tracer, kg/(m3 s); , the tracer diffusion coefficient, in this paper takes 1.1 × 
10-8 m2/s; �  is the turbulent viscosity of molten steel, kg/(m s); is the tracer of 
turbulent Schmielt quasi number, The values used in the article is 0.9.  

(c) Boundary conditions 

All the equations were calculated simultaneously by commercial software FLUENT. Suitable 
boundary conditions for momentum transfer at all solid surfaces, including walls and bottom 
of the tundish, surfaces of impact pad, were those of non-slipping. The interface of slag and 
molten steel is considered as free surface. Normal gradients were imposed at all variables 
were all set to zero.  
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                     (2) 

Similar boundary conditions were established for turbulent kinetic energy and its dissipation 
rate. At the shroud exit, the mean velocity was assumed to be uniform though its cross section, 
and the other two perpendicular velocities were assumed to be zero. The turbulent kinetic 
energy and its dissipation rate were assumed to be uniform. At outlets, a pressure boundary 
condition was adopted. The density and viscosity of molten steel were assumed as constants: 
6940 kg/m3 and 0.06239 Pa·s. 
At the gas inlet, the gas injection superficial velocity was specified from the gas flow rate, 
and the liquid volume fraction was set as zero. The density and viscosity of hot argon gas 
were assumed as constants: 0.342 kg/m3 and 5.741×10-5 Pa·s. 

Results and Discussion 

The numerical simulations were carried out mainly for three cases: a bare tundish, a tundish 
using flow control devices and argon blowing at tundish bottom. 
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(a) Y=0 
 

  
(b) X=-1.4815 (c) X=1.3765 

Figure 1. Predicted velocity field in one half of the one strand bare tundish of:(a) longitudinal 
vertical at Y=0, (b) transverse vertical plane at X=-1.4815 and (c) transverse vertical plane at 
X=1.3765. 

 
Figure 1(a), (b)and (c) show the predicted flow field in half of the one strand bare tundish 
system which represent the velocity field in XZ plane (central longitudinal vertical plane) at 
Y=0 and in YZ plane (central transverse vertical plane) at X=-1.4815(inlet stream) and 
X=1.3765(outflow stream), respectively. It can be clearly seen that molten steel from a high 
velocity and the impact of the ladle to the turbulence control device, a strong turbulence is 
controlled within the turbulent flow controller, high-speed flow of molten steel in the well 
mixed turbulent controller conducive inclusions grow collision. The bare tundishes were 
associated with considerable short circuiting, large dead volumes significant turbulence. Thus, 
which are potentially detrimental to the floatation of nonmetallic inclusions, so we should 
further optimize the tundish. 
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(a) Y=0 

 
 

(b) X=-1.4815 (c) X=1.3765 
Figure 2. Predicted velocity field in one half of the one strand tundish under weir dam control 
of:(a) longitudinal vertical at Y=0, (b) transverse vertical plane at X=-1.4815 and (c) 
transverse vertical plane at X=1.3765. 

 
Figure 2(a), (b) and (c) show the predicted flow field in one half of the one strand with dam 
tundish system which represent the velocity field in XZ plane (central longitudinal vertical 
plane) at Y=0 and in YZ plane (central transverse vertical plane) at X=-1.4815(inlet stream) 
and X=1.3765(outflow stream), respectively. In order to eliminate short-circuit current and 
change the flow pattern of the tundish, retaining wall with deflector holes and double dams 
were setted in the tundish, which the low dam is seted behind the high dam and the top of low 
dam flush with the top of hole in the high dam. Such, which can eliminate short-circuit 
current, molten steel flow diversion hole according to the desired direction over the hole. It 
can be seen that the dam force the fluid of inlet stream to move towards free surface before 
transferred to the downstream side of the dam in the tundish, which can extend the mean 
residence time of molten steel and promote inclusion floating in the tundish, numerous 
studies show, by providing flow control means only removal of more than 50 m above 
inclusions effective, can’t meet the requirements of high purity steel. 
 
 
 
 



72

 
 

 
(a) 

 
(b) 

 

(c) 
Figure 3. Predicted velocity field in half of the one strand tundish under different blowing 
rates (center section): (a) 1.5 m3/h, (b) 0.9 m3/h and (c) 0.3 m3/h. 

 
Figure 3 corresponds to tundish with gas bottom blowing, which the gas flow rate: (a)1.5 
m3/h, (b) 0.9 m3/h and (c) 0.3 m3/h, the gas blowing position is 1950 mm from inlet axis. The 
vector field of liquid steel flow were further changed after installing and activating the gas 
permeable barrier in the tundish also caused a steel circulation on both sides of the barrier, 
and a heavy mixing with high turbulence in the inject zone and has no obvious difference for 
these cases. The application of the gas injection system also cause an increase in liquid steel 
velocity, particularly in the region immediately adjacent to the gas permeable barrier. When 
gas was blowing from the bottom of tundish, the molten steel flow patter changes obviously, 
two backflows at each side of gas bubbles curtain are formed. One proceeds towards the inlet 
streams from the dam while another advances opposite and away from the inlet.  
With higher flow rates of gas the large amount of bubbles ascending increased, and strong 
upward velocity of the molten steel flow is relatively large, increasing the turbulence of 
molten steel and promoting a higher stirring. Such, do not only reduces the effect of the 
capture of inclusions, and can easily lead to the floating steel which can result in slag 
entrapped into the steel, the molten steel secondary contamination, so level fluctuations are 
worse than the gas mainly exits the top surface. At the gas flow rate is 0.3 m3/h that gas 
curtain were adopted can result in an decrease in liquid steel flow velocity, the reversed flow 
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are formed on both sides of the curtain which can decrease the dead volume regions and 
improve inclusions collision and rising, the steady upward flow are formed in the casting 
region which can prolong the residence time of the fluid in the tundish and improve the 
removal of inclusions. 
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Figure 4. Residence time distribution in half of the one strand tundish under without gas 
bubbling and different blowing rates (center section): (a) 1.5 m3/h, (b) 0.9 m3/h and (c) 0.3 
m3/h. 

Figure 4 shows the RTD curves for the tundish with different flow control devices. Analysis 
of RTD curves was shown in Table II. It is known that all the C curves in Figure 4 and Table 
II can be seen to be similar in their respective nature of variation. Though the average time 
(tav) are much higher without gas bubbling and with dam compared to gas bubbling, the plug 
volume fraction was lower. In addition, we can see that with the blowing flow rates decreased, 
the average time were much higher, The volume fraction of dead zone in the tundish was 
reduced from 28.6% to 13.3% when the blowing flow rate is 0.3 m3/h.  
 

Table II. Analysis of RTD curves shown in figure 4 
Tundish 

configuration 
tmin, s tpeak, s tav Vp/V, % Vd/V, % Vm/V, % 

Bare 153 229 781 20.2  28.6 51.2 
With dam 306 445 819 22.0 14.9 63.1 
1.5m3/h 228 378 765 30.0 15.8 54.2 
0.9m3/h 250 412 762 33.0 13.9 53.1 
0.3m3/h 268 432 768 35.4 13.3 51.3 

       



74

 
 

Conclusions 

Numerical simulation and optimization of flow field in tundish were studied based on finite 
element analysis software. The results indicate that setting flow control devices can obviously 
improve flow situation of molten steel, and can enhance quality of continuous cast strand. 
(1) With gas bottom-blowing in the tundish, the average residence time of molten steel in the 
tundish prolonged and the dead volume fraction decreased. 
(2) Flow field were modefied for different gas flow rates: (a) 1.5 m3/h, (b) 0.9 m3/h and (c) 
0.3 m3/h. Based on the results, gas curtain were more available for controlling the flow 
pattern when the gas flow rate was 0.3 m3/h. The volume fraction of dead zone in the tundish 
was reduced from 28.6% to 13.3%. 
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Abstract 

Blast furnaces are counter-current chemical reactors used to reduce iron ore into liquid iron. Hot 
reduction gases are blasted through a burden consisting of iron ore pellets, slag, flux, and coke. 
The chemical reactions that occur through the furnace reduce the iron ore pellets into liquid iron 
as they descend through the furnace. Experimental studies and live operation measurements can 
be extremely difficult to perform on a blast furnace due to the extremely harsh environment 
generated by the operational process. Computational Fluid Dynamics (CFD) modeling has been 
developed and applied to simulate the complex multiphase reacting flow inside a blast furnace 
shaft.  The model is able to predict the burden distribution pattern, Cohesive Zone (CZ) shape, gas 
reduction utilization, coke rate, and other operational conditions. This paper details the application 
of this model to investigate the effects of coke size and porosity, iron ore pellet size, and burden 
descent speed on blast furnace efficiency. 

Introduction 

The efficiency of a blast furnace can be impacted by several factors.  Significantly, the fuel 
required to operate the furnace at a given production rate of liquid iron can be influenced by the 
particle size and porosity of the coke charged into the furnace burden and the rate at which the 
burden descends through the furnace. In order to reduce operational costs, a considerable amount 
of effort has been made to reduce the coke rate of blast furnaces.  A popular method currently in 
application is coke replacement by injected fuels, such as pulversized coal and natural gas.  As 
injection rates rise to higher levels, it becomes crucial to attain an understanding of the physical 
phenomena occuring inside the blast furnace shaft.  This understanding provides operaters with 
the ability to optimize the replacement of coke with injected fuels and maintain maximum cost 
efficiency [1, 2].   

Iron ore and coke particles charged into the blast furnace experience gas-solid reactions as they 
descend through the shaft.  The coke solution loss reaction in the shaft of a blast furnace under 
fixed tuyere operating condtions is the primary determinant of the coke rate.  The solution loss can 
also be characterized as the degree of direct FeO reduction from the coupled reaction of FeO 
reduction and coke gasification.  Because of this coupling, the reaction kinetics of iron ore and 
coke are interconnected and impact each other as well as the gas flow, thermal conditions, and 
overall conditions in the blast furnace. 
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A previous study examined the impacts of iron ore and coke reducibility on the operation of a blast 
furnace, finding that increased ore reducibility and low coke reactivity corresponded to decreases 
in furnace coke rate [3].  In order to manage the reactivity of coke, an examination of coke particle 
properties is necessary.  In general, the size and quality of coke particles charged into blast furnaces 
are well controlled.  However, variations in particle size can occur both unintentionally and 
intentiontally, leading to varied reduction rates and operating conditions inside the furnace shaft.  
Given the variety of operating conditions that can occur with increased fuel injection rates below 
the furnace shaft, it also becomes important to consider the rate at which the burden descends 
through the shaft.  Variations in descent speed lead to radically different burden distributions which 
can greatly impact flow patterns and, by extension, reaction rates through the furnace shaft. 

The research detailed in this paper explores the impacts of coke particle size, ore particle size, coke 
bed porosity, and burden descent speed on the operation of a blast furnace.  An in-house CFD 
model was utilized to simulate the furnace at various operating conditions for this investigation.  
Results obtained from this study could provide guidance for the improvement of blast furnace 
efficiency, reduction of coke consumption, and decreases in CO2 emissions. 

CFD Model 

A previously developed in-house CFD code, the blast furnace shaft simulator, was utilitzed to 
model gas flow and reaction phenomena inside the furnace [3].  The chemical reactions included 
in this model are detailed in previous publications [4].  The single interface unreacted shrinking 
core (URC) model is applied to represent iron ore reduction in this CFD simulation [5]. The 
complex process of iron ore reduction has been simplified to three rate control processes, namely, 
gas film resistance, diffusion resistance through the reduced iron shell, and intrinsic chemical 
reaction resistance at the metal-oxide interface. The expression for the reaction rate for one ore 
particle is expressed as Eq. 1. 
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the intrinsic chemical reaction resistance is:  
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and the fraction of reduction  is defined as: 

 =
      

    
,       Eq. 4 

0  is the radius of the iron ore, and the effective diffusivity is: , = . 

The porosities for each layer are [5]: 
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= 0.008 + 0.992            Eq. 5 

= 0.122 + 0.878           Eq. 6 

= 0.435 + 0.565          Eq. 7 

Where  is the original ore porosity, as charged into the furnace, before any reactions.  The 
tortuosity , is assumed to be 2 and ,  are the equilibrium constants [6]. For each reaction step, 
the kinetic constant is: 

= ,  (
−

).           Eq. 8 

Values for the frequency factors and activation energies for reduction reactions are adopted from 
prevalent literature [6]. 

Reactions R7 and R8 represent the two primary reactions experienced by coke in the blast furnace 
shaft. The first order irreversible assumption is made for these reactions. The kinetic diffusion 
model was applied to simulate chemical reactions at the lump coke inner surface [7]. The reaction 
rate for a single coke particle is described by Eq. 9. 

 =
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)     , = 7,8        Eq. 9 

The intrinsic chemical reaction rate is:  

=             Eq. 10 

Where  is the apparent density of the coke,  is the specific internal surface area of a given 
coke particle (assumed to be constant during reactions), and  is the molecular weight of reactant 
gas.  

The diffusion rate is expressed as: 

 = 2             Eq. 11 

Where  is the radius of the coke particle and  is the effective diffusion coefficient in the coke 
pores.  The Thiele modulus is defined as: 

=
 

  
= √          Eq. 11 

The effectiveness factor without the gas film mass transfer is 
3

2 [
tan h  ( )

− 1].  The modified 

effectiveness factor that includes gas film resistance is: 
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1    ≤ 100          Eq. 12 
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 and 1 =
1

  > 100 

Where  is the mass transfer Biot number [8]. 

The effects of CO on chemical reaction constants are defined for reaction R7 as [9]: 

7 = 2

1+
.            Eq. 13 

The effect of H2 on 8  is assumed to be negligible and has such, 8  = 2  for reaction R8 [10]. 
It is also assumed that there is no reaction of coke when its temperature is lower than 700 °C. 

Reaction R9 (flux decomposition) depends heavily on the pressure at which the reaction occurs.  
Additionally, the URC model is applied to this reaction. Reaction R10 is assumed to reach an 
equilibrium point above 1273 K [11].  Above the lower boundary of the cohesive zone, the direct 
reduction of solid FeO takes place in two steps, via reactions R3 and R7 or reactions R6 and R8 
[12].  Due to this, direct reduction of solid FeO is not explicitly simulated.  However, it is implicitly 
covered by the gas-solid reactions R3, R7, R6 and R8.  Additionally, below the cohesive zone, the 
reactivity of coke increases and there is no significant amount of either H2O or CO2 present [13]. 

Results 

Operating conditions from a previous research project were utilitized to conduct all simulations in 
this study.  Furance size, productivity, and injected fuel rates were obtained from previously 
published work.  The baseline case used in this project was validated against industrial data in a 
previous study [4]. 

Effects of Coke Porosity 

The initial coke bed porosity for the baseline case is 0.45.  To investigate the effects of coke 
porosity on furnace operation, simulations were run at coke porosity values varying by ±10% and 
±20%.  As the coke porosity increases, gas flow experiences less resistance in the shaft.  As a 
result, pressure drop over the furnace falls and reduction gases have a lower residence time in the 
shaft.  These higher flow velocities result in more rapid coke consumption through gas reactions, 
which in turn leads to a higher coke rate and average top gas temperature as shown in the left side 
of Figure 1.  The right side of Figure 1 shows that the top gas CO utilization decreases as the coke 
porosity increases.  H2 utilization is also inversely proportional to the coke bed porosity. 

         

Figure 1. Coke rate and top gas average temperature vs. coke porosity (left) and CO and H2 
utilization vs. coke porosity (right) 
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The aforementioned variations in operating conditions at different coke bed porosities also result 
in a change in the shaft of the cohesive zone.  As the coke bed porosity increases, the top of the 
cohesive zone rises, corresponding to the increased gas temperatures in the center of the furnace.  
The variation between cohesive zone shapes is shown in Figure 2. 

 
Figure 2. Contours of gas temperature for the -20% (a), baseline (b), and +20% (c) porosity cases.  
The cohesive zone is outlined in blue in each case. 

Effects of Coke Particle Size 

Coke particle size impacts furnace operation in a similar fashion.  An increase in the size of coke 
particles leads to a higher void fraction in the coke bed.    The left side of Figure 3 shows the effect 
of coke particles size on the coke rate and the top gas average temperature.  In a similar vein to the 
results observed in the coke porosity cases, the coke rate and top gas average temperature both 
increase as the coke particle diameter increases.  The top gas CO utilization falls as the coke 
particle diameter increases. However, the utilization of H2 is inversely proportional to the particle 
size, as seen in Figure 3. 

           
Figure 3. Coke rate and top gas average temperature vs. coke particle diameter (left) and CO and 

H2 utilization vs. coke particle diameter (right) 

Effects of Ore Particle Size 

Iron ore particle size has a slightly different impact on the reactions inside the furnace shaft.  
Similar to the impact of coke particle size, an increase in ore particle size decreases the total 
porosity in the burden, allowing for higher velocity gas flow.  However, as seen in Figure 4, the 
furnace coke rate remains relatively similar across all cases, while the top gas temperature 
experiences a steady decrease.  Similar to the variation of coke particle size, increasing ore particle 



80

size appears to have a negative impact on the utilization of CO and a slightly positive impact on 
the top gas H2 utilization.  This is likely due to the lower more rapid gas flow through the furnace 
bed as the particle size increases.  Additionally, larger ore particles present a larger interfact at 
which reactions can occur. 

      
Figure 4. Coke rate and top gas average temperature vs. iron ore particle diameter (left) and CO 

and H2 utilization vs. iron ore particle diameter (right) 

Effects of Burden Descent Speed 

The final parameter varied in this study was the burden descent speed.  The rate at which burden 
descends through the furnace is dependent on the operating conditions below the furnace shaft.  
As such, it is not a direct input from furnace operators, but a burden that descends at differing 
speeds at along the furnace radius can lead to varied gas flow configurations and undesireable 
furnace operation.  The burden descent speed parameter is defined as the ratio of the descent speed 
of the burden at the furnace center to the descent speed of the burner near the wall.  Cases were 
run at descent speed ratios of 0.6, 0.7, 0.8 (baseline), 0.9, and 1.0.  Figure 8 shows that as the rate 
of the descent speed is increased to 1, the coke rate reduces.  As the descent speed ratio trends 
toward unity, the coke rate and top gas temperature decrease.  Additionally, the pressure drop 
across the furnace increases as the ratio nears unity. 

                

Figure 5. Coke rate and top gas average temperature vs. burden descending speed (left) and 
Contours of gas temperature for the 0.6 (a), baseline (b), and 1.0 (c) descent speed ratio cases 

(right). 

The primary difference between these cases is the shape and location of the cohesive zone, shown 
by the blue outline in the right side of Figure 5.  The radically different cohesive zones generated 
by varying the burden descent speed ratio change the flow patterns of gas through the packed bed 
of the furnace.  The lower part of the cohesive zone becomes thicker as the burden descent speed 
ratio nears unity. 
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Table I details the coke rates and shaft pressure drops for each case simulated in the parametric 
study.  In all the cases simulated, decreases in coke rate correspond to increases in the shaft 
pressure drop.  In order to find an optimal operating condition for the furnace, both the pressure 
drop and the coke rate must be taken into account.  Regardless of how much a given parameter 
can reduce the coke rate, if enough wind cannot be supplied to operate the furnace at the given 
conditions, it will be unfeasible as an optimization measure. 

Table I. Tabulated results of comparative parametric studies 
  Normalized 

Coke Rate  
Normalized 
Pressure Drop  

Coke Porosity     
-20% 0.984 1.328 
-10% 0.991 1.174 
Baseline (0.45) 1 1 
+10% 1.007 0.892 
+20% 1.025 0.764 
Coke Particle 
Size 

  

0.036 m 0.983 1.174 
0.041 m 0.99 1.062 
Baseline (0.045 
m) 

1 1 

0.05 m 1.006 0.965 
0.054 m 1.016 0.946 
Ore Particle Size   
0.0144 m 1 0.942 
0.0132 m 1.001 0.976 
Baseline (0.012 
m) 1 1 
0.0108 m 1.001 1.012 
0.0096 m 1 1.022 
Descent Speed 
Ratio 

  

0.6 1.023 0.965 
0.7 1.017 0.988 
Baseline (0.8) 1 1 
0.9 0.994 1.1 
1 0.989 1.135 

Conclusions 

The effects of coke particle size, coke bed porosity, and burden descent speed on blast furnace 
operation have been investigated.  Coke porosity and coke particle size had, as expected, similar 
impacts on furnace.  A 20% decrease in coke porosity resulted in a coke rate reduction of 1.6%, 
while a 20% increase in coke porosity resulted in a coke rate increase of 2.5%.  Similarly, 
decreasing coke particle size resulted in up to a 1.7% coke rate reduction, while increasing the 
particle size resulted in a coke rate increase of 1.6%.  Changing the ore particle size had little to 
no effect on the furnace coke rate in the ±20% range selected and presented only minor impacts 
on top gas temperature and pressure drop.  Varying the burden descent speed ratio caused a 
significant change in the furnace coke rate, with a calculated coke rate reduction of 1.1%.  It is 
important to note, however, that in all cases a reduction in the furnace coke rate corresponded to 
higher pressure drops (up to 33% more than baseline) over the furnace shaft.  Because of this, it is 
necessary to take into account the wind rate that must be supplied by the blast if operation at 
conditions generating higher pressure drops is desired. 
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Abstract 

 
Predicting the columnar-to-equiaxed transition (CET) in the grain structure of metal castings is 
still an important challenge in the field of solidification. One of the most important open questions 
is the role played by melt convection. A three-phase Eulerian volume-averaged model of the CET 
in the presence of melt convection is developed. The model is validated by performing simulations 
of a recent benchmark solidification experiment involving a Sn - 3 wt. pct. Pb alloy. The predicted 
cooling curves are found to be in a good agreement with the experimental measurements. After 
some adjustments to the grain nucleation parameters, the measured boundary between columnar 
and equiaxed grains is also well predicted. 
 

Introduction 
 
The transition from the elongated grains in the outer portions of a casting to more rounded ones in 
the center is called columnar-to-equiaxed transition (CET) [1]. Realistic modeling and simulation 
of the CET is still very challenging, because it requires one to simultaneously take into account 
numerous physical phenomenon at several length scales: heat/solute transfer, melt flow, nucleation 
of equiaxed grains, and growth of columnar and equiaxed grains into an undercooled melt.  
 
In the past decade, there have been numerous modeling efforts to address this challenging problem. 
Most of these models are based on the pioneering work of Wang and Beckermann [2]. These 
authors developed a three-phase volume-averaged Eulerian solidification model, which accounts 
for phenomena such as: equiaxed dendritic growth, melt flow, micro-/macro-segregation, and 
transport of solid. Wang and Beckermann [3] and Martorano et al. [4] used a similar model to 
predict the CET in experimental castings. However, these efforts all neglected melt convection. 
Wu et al. [5] introduced a five-phase volume-averaged model for the CET in the presence of the 
melt convection. Their main motivation behind adding two additional phases was to more 
realistically incorporate the (columnar/equiaxed) dendrite morphology into the model. They have 
used this model to predict the CET in Al-Cu castings [6].  
 
A benchmark solidification experiment, involving solidification of Sn-Pb alloys was performed by 
Hachani et al. [7, 8]. Carozzani et al. [9] simulated this experiment using a  CAFÉ model. However, 
some discrepancies were observed between the measurements and the simulation results; 
especially, in the prediction of the recalescence and the boundary between the columnar and 
equiaxed grains. They attributed this to uncertainties in the nucleation law.  
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The main objective of the present study is to briefly introduce and, then, validate a three-phase 
Eulerian model for the CET in the presence of the melt convection. In the following, the equations 
of the model are shortly outlined for completeness. The model is then used to predict the cooling 
curves and the CET in the solidification benchmark experiment of Hachani et al. [4, 5].  
 

The Multi-Phase/-Scale Model 
 
The model we introduce here is a modified version of the model developed by Wang and 
Beckermann (WB) [2]. The model accounts for the CET in the presence of the melt convection by 
tracking the position of the columnar front. The solid is assumed to be stationary. 
 
Conservation Equations 
 
Energy Equation: 
 

2
0

0

sl s
l l

h gT
g T T

t c t
v  (1) 

 
where T is the temperature, lg  is the liquid fraction, lv  is the average liquid velocity, 0 , slh , 0c  

and sg 1 lg  are the thermal diffusivity, latent heat, specific heat and solid fraction, 

respectively.  
 
Solute conservation equation for the solid: 
 

0
s s

s d s

C g
g k C C

t t
 (2) 

 
where sC  and dC  are the average solute concentration in the solid and the inter-dendritic liquid, 

respectively, and 0k  is the partition coefficient.  
 
Solute conservation equation for the inter-dendritic liquid: 
 

01 1s d
d s l d e e d e l e d

g C
k C g C g C C g C C

t t t
v v

 
(3) 

 
where eg  is the extra-dendritic liquid fraction, and eC  is the average solute concentration in the 
extra-dendritic liquid.  
 
Solute conservation equation for the extra-dendritic liquid: 
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(4) 

 
where 0D  is the liquid mass diffusivity, edS is the interfacial area concentration, and edl  is the 
diffusion length.  
 
Mixture continuity and momentum conservation equations: 
 

0l lg v  (5) 
 

2 2 20
0

0 0

1 1 l
l l l l l l l l l l l

l

g g g p g g g
t g K

v v v v g v  (6) 

 
where 0 is the reference density, p  is the average pressure, 0 is the kinematic viscosity, l  is 

the liquid density, given by the Boussinesq approximation, i.e. 1 T ref C e refT T C C

, where, T  and C  are the thermal and solutal expansion coefficients, and refT  and refC  are the 

reference temperature and concentration, at which 0  is determined; and K is the permeability of 

the mush, given by the Blake-Kozeny equation, i.e.
22 3

2 180 1l lK g g . 

 
Supplementary Relations 
 
Supplementary relations of the model are: 1) the liquidus line of the phase diagram [4], 2) an 
equation for the grain fraction [3], 3) the LGK growth model for the dendrite tip velocity [4], 4) a 
morphological equation for the interfacial area concentration [4], 5) an equation for the diffusion 
length [4], 6) the instantaneous nucleation law for the grain nucleation [4], and 7) an equation for 
tracking the columnar front. Due to space limitations, these models are not provided here.  
 

Simulation of the Benchmark Solidification Experiment 
 
Outline of the Experimental Conditions 
 
Figure 1 shows the sketch of the experimental setup in Hachani et al. [7, 8]. The reader should 
consult these papers for more details on the experimental procedure. The corresponding material 
properties, boundary and initial conditions used in the present study are adopted from Carozzani 
et al. [9].  
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Figure 1. Sketch of the solidification benchmark experiment, 
performed by Hachani et al. [7, 8], along with the label and 
the location of the four thermocouples used in the present 
study to validate the present multi-phase/-scale model.  
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Numerical Simulations 
 
We developed a parallel-computing in-house code on the OpenFOAM platform to solve the 
governing equations. In this section, we will only briefly introduce the interface-tracking algorithm 
that is required to solve these equations. The interested reader should contact the corresponding 
author for more numerical details.  
 
Solving the equations of the model requires one to track the movement of the columnar front [4]. 
Here, we assume that these movements are perpendicular to the local isotherms; and then, the 
columnar front is tracked using the volume-of-fluid method (VOF) [10 and references therein].   

 
Results and Discussion  

 
Prediction of the Measured Cooling Curves 
 
Figure 2 compares the measured cooling curves (empty squares) with the cooling curves predicted 
by the model (the blue lines) at four different locations shown if Figure 1. The overall agreement 
between the simulated and the measured temperatures is good.  
 
The recalescence, recorded at position L21 in the experiment, is also well predicted by the model. 
This is shown in Figure 3, which is a close-up of the cooling curve in Figure 2 (a) around t = 3500 
s. The grain/solid fractions (to be read from the right vertical axis) are shown by red lines. The 
liquidus temperature (Tliq = 501.28 K) and the nucleation temperature (Tnuc = 498.3 K) are shown 
by dotted lines. The liquidus temperature is taken from Carozzani et al. [9]; and the nucleation 
temperature is taken to be the minimum in the measured cooling curve before recalescence. The 
equiaxed grain density is n = 106 m-3. We have chosen this value because it gives the best 
recalescence agreement with the experiment. Before the start of the solidification at this point, (t 
< 3490 s) there is an excellent agreement between the simulated and the measured temperatures. 
However, the predicted maximum recalescence temperature (=499.2 K) is 0.4 K lower than the 
measured one (=499.6 K). The reason for this under-prediction is not fully clear at this stage, but 
it might be because of the uncertainties in the equations used for the diffusion length, or the specific 
are concentrations. The authors are performing further investigations to clarify this. The outcome 
of these ongoing investigations will be used to improve the model for a better prediction of the 
recalescence temperature.  
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Comparison with Model that Neglects Dendrite Tip Undercooling 

Figure (4) compares the results of the model introduced in the present study (top row) with the 
results of a model that neglects dendrite tip undercooling and assumes Scheil type solidification. 
(bottom row). The reader is referred to Guo and Beckermann [11] for the equations of the latter 
model; for simplicity, this model is referred to in the following as the Scheil model. The red line 
in the top row is the columnar front. In the bottom row, this line is the mushy zone edge (i.e. isoline 
gs = 0.001). The columns show the results at three different solidification stages. Next, we will 
compare the top and bottom rows of the figure to investigate the effect of tip undercooling.  
 
At the early solidification stage (i.e. t = 2400 s), the predictions of the two models are shown in 
the first column of figure (4). Again, the contour plot at the top is the model presented here (which 
accounts for tip undercooling), and the contour plot at the bottom is the Scheil model (which does 
not account for the tip undercooling). The two contour plots are very similar. In both, the lead-rich 
heavier fluid moves downward along the solidification front, and generates a clock-wise rotating 
convection cell. In addition, the columnar front at the top is almost at the same position as the 
mushy zone edge at the bottom. These similarities indicate that the tip undercooling does not play 
a significant role at the early solidification stage.  
 
At an intermediate solidification stage (i.e. t = 3500 s), the predictions of the two models are shown 
in the second column of figure (4). Close to the left wall, the two models have very different 
predictions: while the model introduced here predicts a solid-free zone over the left third of the 
cavity, the Scheil model predicts mush to present everywhere. The solid fraction patterns predicted 
by the two models over the right portion of the cavity are also somewhat different, with the Scheil 
model showing more pronounced channel segregates. These differences between the two models 

Figure 2. Comparison between the measured [7](symbols) and the simulated(blue lines) cooling
curves for four different locations, shown in Figure 1: (a) x = 0.5 cm, (b) x = 3.5 cm, (c) x = 6.5 
cm, (d) x = 9.5 cm. The distances are measured from the left boundary.  

(a) (b) (c) (d) 

Tliq = 501.28 

Tnuc = 498.3K 

Figure 3. Close-up of the cooling curve shown in Figure 2(a), 
comparing the measured recalescence [7] (symbols) and the 
simulated recalescence (blue line), along with the solid/grain 
fractions (red lines, to be read from the right vertical axis). The 
dotted lines show the liquidus (501.3 K) and the nucleation (498.3 
K) temperatures. The dashed lines indicate the measured (499.6 
K) and simulated (499.2 K) recalescence temperatures.  

499.6 K 499.2 K 
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indicate that at the intermediate solidification stage, dendrite tip undercooling does play an import 
role.  
 
At the late solidification stage (i.e. t = 4000 s), the predictions of the models are shown in the third 
column of figure (4). Close to the left wall, the Scheil model predicts slightly higher solid fractions, 
which can be attributed to this model predicting higher solid fractions at this location at earlier 
times. Other than this difference, the predictions of the two models are similar at the late 
solidification stage.  
 
Prediction of the CET in the Presence of the Melt Convection 
 
In figure (4), the contour plot in the second column of the top row indicates the location where the 
first equiaxed grains nucleate in front of the columnar tips (white box). These grains locally block 
the advance of the columnar tips. As solidification proceeds, more and more equiaxed grains 
nucleate ahead of the columnar front, until at t = 4000 s (third column), equiaxed grains are present 
everywhere to the left of the red contour line that indicates the columnar front. These equiaxed 
grains block the columnar front along its entire length, and the red contour line therefore indicates 
the location of the CET in the casting.  
 
The preeicted CET line is superimposed on the mid-thickness grain structure observed in the 
experiment in Figure (5). The white line in the figure indicates the boundary between the columnar  
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(a) t = 2400 s 
Early Solidification Stage 

(b) t = 3500 s 
Middle Solidification Stage 

(c) t = 4000 s 
Late Solidification Stage 

Figure 4(a-c). Comparison of the predictions of the model introduced in the present study (top 
row) with the Scheil solidification model (bottom row). Only the former one accounts for tip 
undercooling. The columns are, from the left: early, middle, and late solidification stages. The 
color is the solid fraction; and the black arrows are the flow velocity vectors. The red line in the 
top row is the columnar tip, and in the bottom row, it is the edge of the mushy zone (i.e. isoline gs 
= 0.001). The inclined white box in the top middle contour shows the appearance of the first
equiaxed grains in front of the columnar tip. 
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and equiaxed grains observed in the experiment.  It can be seen that the two lines are in reasonably 
good agreement. The reason for the slight disagreements at mid-height and at the bottom of the 
cavity are not entirely clear. The agreement can be expected to improve once the movement of 
equiaxed grains is accounted for in the model. 
 

Conclusions  
 
A three-phase Eulerian volume-averaged model for the CET in the presence of the melt convection 
is introduced. The model is validated by simulating the Sn - 3 wt. pct. Pb experiment of Hachani 
et al. [7]. The simulated cooling curves, including the recalescence at the location of one of the 
thermocouples, are in good agreement with the measurements. The results of the present model 
are compared with the results of a model where dendrite tip undercooling is neglected (Scheil 
model). The comparisons indicate that the role of tip undercooling is particularly noticeable at 
intermediate solidification stages. The position of the predicted CET contour is found to be in 
reasonably good agreement with the boundary between the equiaxed and columnar grains observed 
in the experiment. This agreement can be expected to improve once the movement of equiaxed 
grains is incorporated into the model. 
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Abstract 
 
A numerical model has been developed to study the effect of columnar dendrite growth kinetics 
and solid grain movement on macrosegregation in static castings. The model solves continuum 
equations for mass, momentum, species, and energy conservation during multicomponent 
solidification. The columnar-to-equiaxed transition is modeled to explore its effect on 
macrosegregation of nickel alloy 625. The location of the CET and macrosegregation level of 
alloy 625 is affected by changing the thermal boundary conditions. As the heat transfer 
coefficient was increased the columnar volume fraction of the ingot increased and the 
macrosegregation level decreased.  
 

Introduction 
 
Typical as-cast microstructures consist of three different regions: the chill zone or the outer 
equiaxed zone, the columnar zone, and the inner equiaxed zone. The change in microstructure 
from columnar to equiaxed (CET) can impact the macrosegregation of the alloy, therefore 
understanding how the CET affects the chemical inhomogeneity is important. The microstructure 
can be altered through subsequent heat treatments and deformation processes however, the 
macrosegregation level will be unchanged. Other models that predict CET  [1–4] do not consider 
either free-floating equiaxed particles or multicomponent solidification. Both of which may alter 
macrosegregation levels and the CET location of an ingot. In this study, a continuum mixture 
model which conserves mass, energy, species, and momentum is used to predict the CET 
location and corresponding segregation level. Columnar growth is modeled using the simplified 
LGK model. Equiaxed particles that nucleate in the undercooled liquid are free to move in the 
melt and settle to form a rigid mushy zone and block the growth of the columnar front. This 
model is coupled to a multicomponent solidification model of Ni alloy 625. Different thermal 
boundary conditions are used to alter the location of the CET and analyze the effect on the ingot 
macrosegregation. 
 

Numerical Model 
 
Continuum mixture model equations for continuity, momentum, species, and energy 
conservation are taken from Vreeman et al.  [5,6], who included contributions from free-floating 
solid grains. These equations are discretized using the finite volume method and solved on a 
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staggered grid using the SIMPLER algorithm  [7]. The nucleated equiaxed particles are free to 
move in the bulk liquid, but once a critical solid fraction, packsg , , is reached, the particles pack 
into a rigid mushy zone. The critical packing fraction is difficult to determine and is related to 
the size and morphology of the equiaxed dendrites and the direction and strength of the liquid 
flow  [8]. The packing fraction has been observed to be below 30%  [5,9] and for this study a 
value of 20% is used. The flow is driven primarily by thermal and solutal buoyancy effects and 
by density differences between the solid and liquid, and Stokes law is used for the relative 
velocity between the solid and liquid: 
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in which ddiam is the average particle diameter and m is the mixture viscosity.  
 
The growth of the columnar dendrites is modeled using a multiphase approach  [10] in which a 
grain envelope separates the solid (s) and interdendritic liquid (d) from the extradendritic liquid 
(l) as in Figure 1. The growth of the grain envelope follows the simplified LGK model  [11], in 
which only the solutal contribution to the undercooling is considered: 
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where dC  is the interdendritic liquid composition, m  is the slope of the liquidus line on the phase 

diagram, and � �ll CC �
6 * / � �kCl �1* . The multicomponent columnar front velocity is 
approximated with the binary expression in equation (2), using Nb for the solutal undercooling 
since its partition coefficient, k, has largest deviation from unity. 
 

 
Figure 1: Schematic of the columnar dendrite envelope, with solid (s), interdendritic liquid (d), 
and extradendritic liquid (l), primary arm spacing ( 1), and tip radius of curvature (Rtip). 
 
The grain envelope grows at a rate determined by the tip growth velocity and the surface area of 
the grain envelope per unit volume, eS , as given in equation (4) for a hexagonal array of dendrites 
 [2]. The volume fraction of the grain envelopes (fg) is the sum of the solid fraction (fs) and the 
interdendritic liquid (fd), or fg = fs + fd = 1 - fl. 
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The primary dendrite arm spacing, 1, depends mainly on the columnar front velocity, the local 
temperature gradient, and the inter-dendritic liquid composition,  
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Equiaxed grains nucleate with a fixed particle density in the undercooled liquid ahead of the 
columnar solidification front once a critical undercooling is reached. The columnar solidification 
front becomes blocked once the volume fraction of equiaxed particles reaches gs,pack and packs a 
control volume ahead of the columnar dendrite tips.  
 
The columnar dendrites in the packed mushy zone slow the flow due to drag, which depends on 
the morphology and flow direction relative to the dendrite arms. For flow in the columnar mushy 
zone and high liquid fractions, the permeability model depends on the fluid flow direction as 
described by Felicelli et al.  [12]. At low and intermediate liquid fractions, the permeability is 
determined based on the Blake-Kozeny model  [13], which follows experimental data well in this 
range  [14]. The permeability model switches from the orientation-dependent permeability 
models and the Blake-Kozeny at gl = 0.6. For packed, equiaxed dendrites, the permeability 
follows the model given by Zick and Homsy for FCC arrangements at liquid fractions above 0.6 
 [14]: When gl <  0.6, the Blake-Kozeny model is used with a permeability constant of 5.5x10-11 

m2.  
 
An equilibrium solidification model is used to calculate the phase fractions, compositions, and 
temperature from the mixture enthalpy and compositions equations. At the start of solidification, 
the control volumes nearest the chilled wall are fully columnar dendritic structures. To track 
liquid and solid compositions and the columnar dendritic growth kinetics, the mixture 
composition equation is modified to incorporate the inter- and extradendritic liquid. In control 
volumes containing both columnar and equiaxed morphologies, solidification is governed by the 
columnar dendrite model. 
 
The extradendritic liquid composition is assumed to be the mixture solute concentration, mixC , 
during solidification, and the interdendritic liquid and solid exchange solute according to the 
equilibrium phase diagram. The columnar growth kinetics were derived for a binary alloy. In 
order to model a multicomponent alloy, a relationship between elemental segregation profiles 
must be established. 
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While performing a study for a ten component steel alloy, Schneider and Beckermann showed a 
linear relationship between the macrosegregation level of the alloying elements, 
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relationship, the local mixture composition of one element ( 1
mixC ) can be found as a function of 

another elemental composition ( 2
mixC ) and the partition coefficients of both elements using 

equation (5).  
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The equation for the liquidus surface temperature, 

Nb
d

Mo
d

Fe
d

Cr
dLIQ CCCCKT 123052416758365.141728)( �����
 , was taken from Yang et al. 

 [16]. The two constants in the equation account for the liquidus temperature of pure Ni and the 
depression of the liquidus temperature due to the presences of trace elements that are treated as 
constant here. The Nb composition is calculated with the species transport equation in Vreeman 
et al. [5, 6] and the other elements which have an influence on buoyancy and TLIQ are found from 
equation (5). 
 
An axisymmetric standard case is developed for an alloy 625 ingot with a diameter of 50 cm (20 
inches) and a height of 76.2 cm (30 inches). A symmetry boundary condition is applied at the 
centerline. The top of the ingot is insulated, while the side and bottom boundaries are a cooled by 
a constant heat transfer coefficient of 420 W/m2K. The mold is assumed to start full of liquid 
with an initial temperature of 1710 K, which corresponds to a superheat of 73 K. The material 
properties of alloy 625 are listed in Table 1.  
 

Table 1. Thermophysical properties of alloy 625. 
Density [kg/m3]  [17,18] 8440 Nucleation sites [1/m3] 3x105 

Specific Heat 
[J/kg K]  [17,18] 670 Free Floating Equiaxed 

Dendrite Diameter [m] 1.0x10-6 

Thermal Conductivity 
[W/m K]  [17,18] 25.2 Packed Bed Equiaxed 

Dendrite Diameter [m] 1.0x10-4 

Thermal Expansion [1/K] 
 [19] 1.28x10-4 Diffusivity [m2/s] 1x10-9 

Liquid Solutal Expansion 
[1/wt. fr.]  

Cr: 0.201 Fe: 0.108 
Mo:-0.184 Nb:-0.255 Latent Heat [J/Kg]  [20] 2.9x105 

Solid Solutal Expansion 
[1/wt. fr.]  [15,19] 

Cr: 0.199 Fe: 0.1199   
Mo:-0.159 Nb: 0.0392 

Eutectic Temperature [K] 
 [16,17] 1430 

Nucleation Undercooling 
[K] 3.0 Partition Coefficients Cr: 1.04 Fe: 1.31 

Mo: 0.83 Nb: 0.54 
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Results and Discussion 
 
The model has been used to examine the influence of the solidification morphology on the 
macrosegregation level. A fully columnar solidification structure is compared to mixed columnar 
and equiaxed microstructures. The position of the CET changes with the thermal boundary 
condition. The all-columnar case has an overall macrosegregation level of 0.026 (MNb = 0.026) 
and Figure 2 shows the composition field. A depleted zone formed at the top of the ingot and at 
the outer, chilled surface. At the centerline, near the top of the ingot, a large enriched region 
formed, which corresponds to the last liquid to freeze. The flow is driven by negative thermal 
and solutal buoyancy, which moves the enriched solute down towards the centerline, enriching 
the bottom of the sump and depleting the top of the ingot.  
 
Other cases were simulated over a range of thermal boundary conditions and included the 
columnar-to-equiaxed transition. The location of the CET, the flow field, the motion of the free 
floating particles, and the compositional field were all affected by the changes in outer wall heat 
transfer coefficient. The constant heat transfer coefficient at the side wall and bottom of the ingot 
was set to 220, 420, 520, and 720 W/m2K. To compare the location of the CET for each case, the 
dimensionless CET position represented by the ratio of the volume of the ingot with columnar 
dendrites and the total ingot volume. The Nb macrosegregation number for the entire ingot is 
also calculated to compare the segregation levels for the four cases. 
 

 
(a) 

 
(b) 

 
(c) 

Figure 2. Nb composition fields for the fully columnar solidification structure showing the 
mushy zone with snapshots at (a) 8 min and 40 sec, (b) 54 min and 40 sec, and (c) 80 min. 
 
When solid morphology is determined by the competition of free-floating equiaxed solid and 
columnar dendrites, a depleted region that is absent in the fully columnar case forms at the 
bottom of the ingot. Also, the location of the highest composition moves from the centerline to 
the top of the ingot. Equiaxed dendrites that nucleate near the columnar solidification front are 
depleted in solute are swept toward the bottom of the casting by the clockwise flow cell and 
settle there, forming a depleted region. In the equiaxed zone, the composition field is vertically 
stratified due to the particle settling. 
 
Altering the thermal boundary conditions altered the CET position and the macrosegregation 
level. Increasing the heat transfer coefficient caused the CET position to move away from the 
bottom of the domain and shift closer to the centerline, with the exception of the extreme case of 
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720 W/m2K, (Figure 3). For this very high heat transfer rate, the CET occurs very quickly. 
Although the segregation pattern is similar for each case, the overall segregation level decreases 
as the heat extraction rate increases. The columnar zone has a depleted region near the chill wall 
and at the top of the ingot. Also, the columnar zone has an enriched region at the top of the ingot 
near the CET. The equiaxed zone has a depleted region at the bottom and is vertically stratified, 
with increasing composition toward the top of the ingot. The results for the macrosegregation 
level and transition location are summarized in Figure 4. 
 

 
(a) 

 
(b) 

 
(c) 

 
(d)  

Figure 3. Final Nb composition fields for heat transfer coefficients of (a) 220, (b) 420, (c) 520, 
and (d) 720 W/m2K showing the macrosegregation pattern and the CET location with a solid 
white line. 
 
The Nb macrosegregation number decreases 
with increasing heat transfer coefficient, 
because the solidification time decreases. 
The rejected solute has less time to be 
redistributed by the fluid motion in the 
liquid when the heat transfer coefficient is 
high. Increasing the heat transfer coefficient 
also increases the temperature gradient 
ahead of the solidification front, which 
increases the velocity of the columnar tips. 
Therefore the dimensionless CET position 
increases for increasing heat transfer 
coefficient, up to 520 W/m2K. Increasing the 
heat transfer coefficient even further, to 720 
W/m2K, initiates the CET much earlier than 
in the previous cases. The very high heat  

 
Figure 4. Macrosegregation and 
dimensionless CET location as a function of 
the heat transfer coefficient.  

extraction rate causes the entire domain to reach the undercooled nucleation temperature early on 
in the process and allows the equiaxed dendrites to grow before the columnar dendrites can reach 
the center. The equiaxed dendrites grew to fraction solid of 0.2 blocking the columnar dendrites, 
and causing an early CET. Figure 5 shows the temperature profiles across the radius at the ingot 
midheight (Z = 0.2m) for multiple times. The time between each temperature curve is 350 
seconds. The temperature profile starts above the equiaxed nucleation temperature for about 10 
minutes for both the 420 and 520 W/m2K cases, but for the 720 W/m2K case the temperature 
across the entire radius is below the nucleation temperature within the first 6 minutes. This lower 
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temperature causes much more nucleation of equiaxed particles early on in the process, blocking 
the columnar grains close to the chill. This result is reverses the trend observed in the first three 
cases and a previous study  [2] and needs additional experimental support.  
 

 
(a) 

 
(b) 

 
(c) 

Figure 5. Radial temperature profiles showing the effect of the boundary condition on the 
thermal penetration depth for (a) 420, (b) 520, and (c) 720 W/m2K. The red dotted line indicates 
the equiaxed grain nucleation temperature. 
 

Summary 
 
Several static castings of alloy 625 were analyzed, in which the solidification morphology and 
thermal boundary conditions were varied. The fully columnar case was compared to four mixed 
morphology cases with a columnar-to-equiaxed transition. The presence of equiaxed dendrites 
had a significant impact on the composition field. For the mixed morphology cases, the thermal 
boundary condition was varied. Smaller heat extraction rates lead to larger equiaxed zones and a 
smaller thermal gradient. Increasing the heat extraction rate from 520 to 720 W/m2K caused a 
CET much closer to the outer wall due to the increased penetration depth of the boundary 
condition. The equiaxed zone in all of the cases was compositionally stratified in the axial 
direction, with a depleted region at the bottom of the equiaxed zone, due to the settling of solid 
grains. Validation of the numerical model is currently being conducted. 
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Abstract 

Because of the tremendous computational cost of 3D (three dimensional) calculation of the 
dendritic growth, the parallel approach and the block-correction technique (BCT) are adopted to 
improve the efficiency of codes. Meanwhile, the accuracy of the codes is evaluated by 
comparing the present prediction with the analytical solutions to the fluid flow problem, LGK 
analytical results and the experimental measured columnar dendritic morphology and secondary 
dendritic arm spacing (SDAS, 2). The results show that the parallel Jacobi code with once 2D 
iteration in 3D BCT is proved to be the most efficient one among the codes compiled in the 
present work, accordingly is employed to simulate the 3D dendritic growth of alloys. The 
calculated velocities agree well with the results from the analytical equations. The predicted 
steady growth velocities of the equiaxed dendritic tip of Fe-0.82wt%C alloy by the present CA 
model agree with the 3D LGK analytical model as the anisotropy parameter is 0.04. Moreover, 
the present CA model shows some capability to predict the columnar dendritic growth during the 
directional solidification process of Fe-1.48wt%C alloy. 

Introduction 

With the increasing demand for simulating the dendritic growth of alloys closer to the actual case, 
the numerical simulation by the deterministic models such as the phase field (PF) model and the 
front tracking (FT) model and the stochastic models such as the cellular automaton (CA) model 
has been extended from two dimensional (2D) domain to three dimensional (3D) domain.  
As the additional dimension is introduced, the computational cost boosts up significantly, 
especially in consideration of the melt flow, which is the most serious problem confronted by the 
model developers. Therefore, the algorithm optimization and the parallel computation are usually 
employed to improve the computation efficiency. The simulation of the dendritic growth in 3D 
was firstly realized with the PF model [1]. At first, considering the importance of the 
solidification interface to dendritic evolution, the adaptive-mesh approach with the much finer 
meshes at the interface and coarser meshes at the remain domain was usually used to reduce the 
computational cost of 3D PF models during the simulation of the dendritic growth of pure 
materials [2, 3]. With the development of computers, the parallel 3D PF models based on the 
message-passing interface (MPI) library become dominant to predict the dendritic growth with a 
reasonable computational efficiency [4]. The fundamental of the parallel approach is that the task 
is divided into several subdomains which are assigned to different processors and calculated 
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separately, meanwhile its continuity is guaranteed by the process communication, that is, the 
MPI approach. Moreover, the combination of the adaptive-mesh and the parallelization approach 
are usually combined to further improve the computational efficiency of PF models [5]. 
Similarly, Al-Rawahi and Tryggvason [6] implemented the 3D FT model on parallel computers 
using the MPI approach. Zhao and coauthors [7-10] realized the parallelization of their 3D CA-
FVM (cellular automaton-finite volume method) model with discrete linear equations being 
solved by 3D TDMA (tri-diagonal matrix algorithm) by using the MPI approach. However, 
compared with other algorithms such as Jacobi, TDMA is intrinsically with the serial 
characteristic. Therefore, Eshraghi et al. [11, 12] introduced the 3D lattice Boltzmann method 
(LBM) with the complete parallelism to deal with transport equations and extended the 
computational scale of the 3D CA-LBM model to 3.6 billion cells. Moreover, another advantage 
of LBM is that it can deal with the fluid flow in the discontinuous regions well, compared with 
traditional CFD (computational fluid dynamics) approaches. Recently, the graphic processing 
unit (GPU) has been used to accelerate the calculation of the 3D PF model in large scale domains 
[13]. For the traditional methods such as FDM (finite difference method) and FVM still used in 
the simulation of the dendritic growth [7-10], except for the parallelism, some acceleration 
algorithms for the calculation of discrete equations should be considered to obtain an acceptable 
computational cost. For example, the block-correction technique (BCT) [14] can promote the 
convergence of the iterations of linear equations by methods such as TDMA and Jacobi and has 
been applied in the investigation of dendritic growth under the melt flow in 2D with CA 
approach by present authors [15, 16]. Therefore, its application in 3D will be expected, as well as 
its combination with the parallelization of the codes. Additionally, the accuracy of the 3D codes 
should be concerned to ensure their capability in predicting the 3D dendritic growth of alloys. 
The models for the dendritic evolution are customarily tested through the comparisons of the 
steady dendritic tip parameters [17, 18], the qualitative dendritic morphology [18] and the 
dendritic arm spacing (DAS)[7, 9, 10] with analytic models and experimental results. Taking the 
advantage of the superiority of the FT model, Al-Rawahi and Tryggvason [6] tested their model 
and flow solvers with respect to the analytical solutions for the Stefan problem of a sphere and 
for the flow over a simple cubic array of spheres. Although this concept is very constructive and 
novel, comparisons with solutions of Stefan problems cannot be transplanted to the CA model. It 
is mainly ascribed to that the isothermal solidification interface in Stefan problems should be 
explicitly tracked to consider the release of solidification heat there, which cannot be realized in 
the CA model. As a result, Yin et al. [19] employed analytical solutions of pure thermal and 
solute diffusion to validate the heat transfer and solute diffusion solvers in 2D, however 
neglected the test of the flow solver.  
A 3D CA-FVM model focusing on the 3D dendritic growth of high carbon Fe-based alloys was 
developed in the consideration of the improvement of the computational efficiency and the 
model capacity [20, 21]. Compared with other works with traditional transport models [7-9], the 
present work employed both the 3D BCT and the parallelism to save the computational cost. The 
present paper will give a brief introduction of the first part of the work involving mainly seeking 
for the most efficient code to deal with the designed problems and evaluating the capability of 
3D CA-FVM model in solving the transport problem and the dendritic evolution.  
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Model Description 
 
Governing Equations 
 
The governing equations for the inter- and exter-dendritic flows are given by:  

0U  (1)

p
t
U

U U U  (2)

where U  is velocity vector, (u, v, w),  is density,  is viscosity, and p is the hydrostatic pressure.  
The governing equations of solute transport are given by: 
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where Cs and Cs are solute concentrations in solid and liquid phases, respectively, and D is 
diffusion coefficient, which is the mean value of solid diffusivity, Ds and liquid diffusivity, Dl 
according to the solid fraction, fs. 
The governing equation of the heat transport is expressed as follows: 

2 sfT L
T T

t c t
U  (5)

where T is temperature,  is thermal diffusivity which is the function of the thermal conductivity, 
 and the specific heat capacity, c, and L is solidification latent heat.  

The convergence of transport equations should satisfy Eqs. (6) and (7): 
1

, , , ,Max
CT

n n
i j k i j k  (6)

0
, ,

0 0
, , , ,

1 1
CT=

1  
i j k

i j k i j k

 (7)

where  represents field variables, including u, v, w, T and C, 0 is on behalf of initial values of 
those variables, n is iteration steps, is a number far less than unity, CT is a constant dependent 
on 0 , and  (i, j, k)  denotes the serial number of the CA cell. 
The Neumann configuration is used to deal with the evolution of the state of the CA cell. 
Accordingly, as the interface cell become solid, it will capture the liquid cells among its first 
nearest cells as the interface cells. The solute redistribution at the interface is given by: 

* *
s 0 lC k C  (8)

* *
l 0 l

l

1
C C T T wmc

m
 (9)

where *
lC  and *

sC  are equilibrium solid and liquid solute concentrations at solidification interface, 
respectively, k0 is the equilibrium partition coefficient of the solute, C0 is the initial solute 
content in the modeling domain, Tl is the equilibrium liquidus temperature, ml is the slope of 
liquidus line in the equilibrium phase diagram of the alloy, is the Gibbs-Thomson coefficient 
of Fe-C alloy, and T* is the interface temperature. wmc is expressed in Eq. (10) [18]: 
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where  is the anisotropic degree of the surface energy, (nx, ny, nz) is unit normal vector of the 
interface and is calculated according to the first-order derivative of solid fraction, fs, such as 
nx= xfs/[( xfs)

2+( yfs)
2+( zfs)

2]0.5. The parameter Q is denoted as Q=nx
4         + ny

4                                                    + nz
4.   

The evolution of the solidification interface is governed by the solute balance there, as expressed 
in Eq. (11) [7-10, 15, 16, 20, 21]. 

* *
* s l
l 0 s l1n

C C
v C k D D

n n
 (11)

where vn is normal growth velocity of solidification interface. The solute balance along three 
axes is separately calculated [15, 16]. The related physical property parameters of high carbon 
Fe-C alloy are listed in the previous paper [15, 16, 20, 21]. 
 
Performance Optimization 
 
According to the basic concept of FVM, the transport equations in 3D are discretized into a 
uniform form: 

P P W W E E S S N N B B T T Pa a a a a a a b  (12)
where a, b and  are the coefficient, the constant term and the variable of the discrete equation, 
and P, W and E, T and B and N and S represent the present cell, its west and east neighboring 
cells along x axis, top and bottom nearest ones along z axis, and north and south nearest ones 
along y axis. The basic concept of the BCT is to introduce a mean modification value to ensure 
the complete conversation in the each iteration [14], as shown in Figure 1. 
The Parallel Patterns Library (PPL) and the namespace Concurrency in Microsoft Visual Studio 
2010 C++ are used to parallelize the codes. The codes are run on the server with 40 CPU cores.  

 

 
Figure 1. Schematic diagram of the concept of the BCT in (a) 3D and (b) 2D 

 
Model Test 

 
Transport  Models 
 
The computational efficiency of these codes is evaluated as they solve the designed melt flow 
problem, as illustrated in Figure 2(a) and (b). A fluid of the molten steel flows into the 201 m × 
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201 m × 201 m domain with the velocity of 0.001 m/s along x axis of at the left boundary, 
gets over the orthogonally arranged solid obstacles in the center of the domain and leaves at the 
right boundary, which belongs to the laminar category. The size of the block is 44 m × 10 m × 
10 m. Meanwhile, the domain is meshed into cells with the size of 1 m × 1 m × 1 m. 
Except for the inlet and the outlet boundaries, other walls of the domain are symmetrical. The 
flow field at steady state is predicted with the SIMPLE algorithm. The number  representing the 
convergence requirement is 0.001. As the 3D BCT is introduced, the computational cost of the 
serial TDMA code decreases from 92.62 h to 22.74 h, as shown in Figure 2(c). It is attributed to 
that the 3D BCT changes the convergence type of the iteration from the fluctuating one to a 
smooth one, according reduces the iteration steps. Subsequently, as the code is partially 
parallelized, the computational cost drops to 15.71 h. Such computational efficiency is still 
relatively high since TDMA is intrinsically serial. Therefore, Jacobi with much more parallel 
characteristic is employed to further improve the computational efficiency. The parallel Jacobi 
code with 3D BCT cost 8.67 h to get the convergence. According to the basic concept of BCT, 
the 2D iteration in 3D BCT is not necessarily required to be converged as the boundary condition 
is delivered into the computational domain. As the 2D iteration in 3D BCT in iterated once, the 
computational cost of the parallel Jacobi code reduces by 2.88 h. Moreover, as the compiling 
mode changes from debug to release, the computational cost of the parallel Jacobi code with 
once 2D iteration in 3D BCT reduces to an acceptable value, 2.60 h. Therefore, the parallel 
Jacobi code with once 2D iteration in 3D BCT is adopted to simulate the 3D dendritic growth of 
alloys in the present work.  
 

 
Figure 2. Computational efficiency test on the melt flow problem: (a) schematic diagram of the designed case, 

(b) characteristic sizes of the case and (c) computational costs of complied codes 
 

 
Figure. 3 Solution to the problem with fluid passing through periodically arranged balls: (a) the flow 

distribution around the solid ball and (b) comparison between the predicted normalized mean velocity, unor and 
the analytical results [22] 

 
In order to evaluate the accuracy of the present fluid flow solver, the classical problem with flow 
passing through periodical arranged balls [22] is concerned. In order to impel the flow pass 
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through the gap between two adjacent balls with the size of L along x axis with the given average 
velocity 0u , the driving force, that is, the pressure gradient should be exerted. The normalized 

velocity unor representing the quantitative relationship between and 0u changes with the volume 
fraction of the ball, VFb. The fluid passes through the gap of 1.0 m between two adjacent balls 
with an average velocity of 0.1 m/s, as shown in Figure 3(a). The predicted functional 
relationship between unor and VFb agrees well with the analytical result [22], as shown in Figure 
3(b). 
 
CA Model 
 
The 3D LGK model without consideration of the thermal undercooling [17, 18] is adopted to 
evaluate the present CA-FVM model. The selection parameter of the dendritic tip, * used in the 
LGK model is determined to be  corresponding to the anisotropy parameter of 0.04 
according to the linearized solvability theory [23]. The cubic domain with the size of 201 m × 
201 m × 201 m  meshed into (1 m)3 cells is used to simulate the single equiaxed dendritic 
growth of Fe-0.82wt%C alloy at the constant undercooling. The solute diffusion in solid phase is 
neglected in terms of the basic concept of the LGK mode. As the solidification time reaches the 
order of D/V2 [18], the dendritic growth is assumed to be at steady state. Accordingly, the steady 
growth velocity and radius of the dendritic tip can be determined. Figure 4 shows the 
comparisons between the predicted steady growth velocity and radius of the dendritic tip and the 
analytical results as the undercooling changes from 3 K to 13 K. The predicted steady growth 
velocities of dendritic tip present good agreements with the LGK analytical results at the 
undercooling of 6-7 K. The steady tip radius is consistent with the analytical prediction at the 
undercooling of 6.5 K. Meanwhile, the difference between the prediction and the analytical data 
can be attributed to the mesh dependence of the CA model. 
 

 
Figure. 4 Comparison between steady growth parameters of dendritic tip predicted by present CA model and 

the LGK analytical results: (a) the steady growth velocity and (b) the steady radius 
 

Additionally, the unidirectional solidification processes of the high carbon steel presented by 
Jacobi and Schwerdtfeger [24] are adopted to evaluate the capability of present codes in 
predicting the columnar dendritic growth. The steel is simplified into Fe-1.48wt%C alloy. In the 
simulation, the nuclei are placed at the bottom domain according to the measured average 
primary dendritic arm spacing (PDAS, 1) [24] as listed in Table I. The cooling conditions are 
strictly in accordance with the experimental conditions with the given growth rate, Rd and the 
given temperature gradient, G, which are listed in Table I. Firstly, the columnar dendritic 
morphology of Fe-1.48wt%C at the cooling condition with Rd=0.51 m/h and G=5200 K/m 
( 1=540 m) is predicted by the present CA-FVM model which agree with the experimental 
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result, as shown in Figure 5. The SDAS are measured as the columnar dendrites reach the top of 
the domain in the consideration of the dendritic coarsening and compared with the experimental 
measurements as listed in Table I. The predicted average SDASs shows some agreement with the 
experimental results, especially at Rd=0.51 m/h and G=7400 K/m. 

 

 
Figure. 5 Columnar dendritic morphology of Fe-1.48wt%C alloy during the unidirectional solidification: (a) 

the experimental observation [24] and (b) the predicted result 
 

Table I Comparisons between the predicted SDASs and the experimental measurements[24] 

Rd, m/h G, K/m 1, Mea, m 2, Mea, m 2, Cal, m 
MAX MIN AVE 

0.25 5300 570 150.0 160.0 60.0 110.0 
0.25 7000 370 130.0 170.0 75.0 107.0 
0.51 5200 540 110.0 110.0 55.0 77.0 
0.51 7400 320 70.0 90.0 45.0 69.3 
0.75 8800 280 80.0 80.0 30.0 52.0 

 
Conclusion 

 
(1)  With the introduction of the 3D BCT and the parallelism, the former serial TDMA code is 
gradually optimized to the parallel Jacobi code with once 2D iteration in 3D BCT with the 
computational cost reducing from 92.62 h to 5.79 h as it deals with the flow problem with the 
scale of 2013. As the compile mode is changed from debug to release, the computational cost of 
this code become more acceptable. The solutions for the problem with the fluid passing through 
the gap between periodically arranged balls agree well with the analytical results.  
(2) The predicted steady tip velocity and radius agree well with the LGK analytical model at the 
undercooling of 6-7 K. Moreover, the predicted columnar dendritic morphology of Fe-1.48wt%C 
alloy during the unidirectional solidification agrees with the experimental observation. The 
calculated SDASs agree with the experimental results, especially at the growth velocity of 0.51 
m/h and the temperature gradient of 7400 K/m. 
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Abstract 

 
An efficient multiscale mesoscopic modeling approach capable of accurately predicting the 
formation of the solidification structure during the continuous casting (CC) process was developed. 
The modeling approach consists of integrating a macroscopic model (TEMPSIMU3D+IDS) with 
a stochastic mesoscopic solidification structure model (SolMicro).  
The integrated model can predict the evolution of the grain morphology and the columnar-to-
equiaxed transition (CET) and is compared against experimental measurements for low-alloyed 
steel blooms and slabs, with dimensions of T312mm x W372 mm x L31m and T280 mm x W1962 
mm x L31m, respectively. The validated model was then applied to determine the effects of 
superheat on the solidification structure of CC processed steel slabs.  
 

Introduction 

 
The objective of this work was to apply a transient multiscale modeling approach to get insights 
into the effect of key processing parameters on the solidification structure evolution during 
continuous casting (CC) processing of steel blooms and slabs.  The modeling approach consists of 
integrating a transient macroscopic model with a mesoscopic solidification structure model.  The 
integrated model can predict the solidification structure evolution of both columnar and equiaxed 
morphologies and the columnar-to-equiaxed transition (CET).  The integrated model can assist 
thus in achieving better control of the casting solidification structure in these cast products.  
Another objective of this work determine the effects of superheat, casting rate and heat extraction 
rate on the solidification structure of CC processed steel blooms and slabs.  
The capabilities of the model include the effects of process parameters, such as casting rate, mold 
cooling conditions and casting size on the casting structure at both the macroscopic and the 
microscopic levels. Thus, grain size, grain morphology (dendritic columnar or equiaxed), grain 
direction and CET can be predicted [1-5].  Other capabilities of the developed model include the 
capability to analyze the effects of melt transients, typically observed in the CC process.   
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A schematic of the CC process and the longitudinal cross-section of a CC-processed casting are 
illustrated in Figure 1.  Figure 2 presents a schematic diagram showing the coupling between the 
transient computational fluid dynamics (CFD) code (TEMPSIMU3D+IDS) and the casting 
solidification structure code (SolMicro) [1-5].   
IDS (InterDendritic Solidification) [7] uses a thermodynamic substitution model alongside a 
magnetic ordering model, mass balance equations and Fick’s law to calculate the phase fractions 
and compositions of the solidifying steel as a function of temperature. The following phases are 
simulated: proeutectoid ferrite, cementite, pearlite, bainite, martensite and various non-metallic 
phases in the form of precipitates and inclusions. Complete solute mixing in the liquid is assumed. 
The model is capable of calculating the temperature-dependent material properties and phase 
composition evolution of both low and high-alloy steels.  
TEMPSIMU3D [8] uses a parallel modified Gauss-Seidel-Newton-Rhapson solver to calculate 
the temperature field of a CC steel slab or bloom in 3D.  The boundary conditions for the heat 
transfer simulation are defined using a physical model of the casting machine, taking into account 
the cooling effects of air-mist sprays, contact rolls and heat radiation, and accounting for the 
Leidenfrost effect.  Currently, TEMPSIMU accounts for the effect of turbulent flow on heat 
transfer using a fitting coefficient. This coefficient modifies the thermal conductivity of steel as a 
function of the solid/liquid fraction. The value of this coefficient has been investigated using 
FLUENT simulations [9]. Together, TEMPSIMU3D and IDS can model solidification-kinetics, 
heat transfer and micro- and macro-segregation phenomena during casting and solidification of 
commercial cast products processed by the CC technology.   
CC casting dimensions are shown in Table 1. Control parameters of the CC process, such as casting 
speed, mold cooling and secondary cooling conditions are typical for processing of steel blooms 
and slabs. Thermal properties of the materials used in the simulations are shown in Table 2 and 
Table 3.  The data used in the SolMicro code are shown in Table 4.  The nucleation parameters 
C0, C1, and C2 are explained in Ref. [3], p. 160. Gcr is the critical temperature gradient for equiaxed 
nucleation and is used a criterion for calculation of CET (Ref. [3], p. 173).   

 

   
 

  (a)       (b) 
Figure 1.  (a) Schematic of the CC process [10] and (b) Longitudinal cross-section through a CC-

processed slab (TEMPSIMU3D). 
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Figure 2.  Coupling between TEMPSIMU3D+IDS simulation tools and SolMicro Stochastic 

Solidification Structure Simulator.  
 
A special procedure was developed to compute and transfers all the transient information needed 
from the TEMPSIMU3D+IDS code to the SolMicro code including mushy-zone thermal 
gradients, cooling rates and solidification time.   
As shown in Figure 2, the TEMPSIMU3D+IDS simulation code performs energy, momentum 
and solute transport computations to predict temperature, velocity and concentration distribution 
in the CC casting.  
Then, from the transient temperature, concentration distributions computed by TEMPSIMU+IDS 
code, the SolMicro code computes the casting solidification microstructure evolution including 
grain morphology, grain size, and CET [6].  
The Extract code computes and transfer all the information needed for the SolMicro simulator, 
including mushy-zone thermal gradients, cooling rates, and solidification time. The temperature 
history required by the Extract code is computed with the TEMPSIMU simulator.  The additional 
solidification information required by SolMicro simulator is provided by IDS simulator.  
 

Table 1.  Boundary Conditions and Geometry for CC steel blooms and slabs 
Model Conditions Bloom Slab A Slab B 

Casting width W [m] 0.372 1.974 1.962 

Casting height, H [m] 0.312 0.279 0.279 

Casting speed [m/min] 0.63 0.785 0.804 

Mesh dimensions 47 x 40 x 613 50 x 20 x 617 50 x 20 x 617 
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Table 2.  Thermal Properties of steel 

Thermo-physical Property Symbol bloom Slab A Slab B 

Density at solidus [kg m-3] �7 7332 7318 7321 

Thermal conductivity at 
solidus[W m-1 K-1] 

K 33.7 33.3 33.1 

Liquidus temperature [C°] TL 1504 1505 1504 

Solidus temperature [C°] TS 1453 1427 1422 

Temperature of poured alloy [C°] Tp 1559 1523 1548 

 
Table 3. Enthalpy of steels (kJ/kg) 

Temperature (C°) Bloom Slab A Slab B 
1600 1338 1329 1330 
1500 1216 1206 1224 
1400 930 922 923 
1300 862 855 856 
1200 795 788 789 

 
 

 Table 4.  Data Used in Microstructure Modeling of steel 
Solidification Kinetics Property steel 

Columnar nucleation parameters cN8  [nuclei m-2] C0 = 102; C1 = 0; C2 = 0 

Equiaxed nucleation parameters eN8  [nuclei m-3] C0 = 3.5x105; 
C1 = 3x106; C2 = 0 

Critical temperature gradient for CET, Gcr [K m-1] 2000 

 

Results and Discussion 

 
The capability of the model to reconstruct CC bloom macrostructure was validated using 
measurements from a medium carbon Cr, Ni alloyed steel produced by OVAKO. Baumann 
(Sulfur) prints from the beginning, middle and end of a single heat were used to determine the 
location of the CET zone, as shown in figure 3. The modeled macrostructure for the top half of the 
CC bloom is shown in Figure 4. The model shows good agreement with the observed CET zone 
location.  
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   (a)      (b)       (c) 
 
Figure 3. Baumann prints (Sulfur prints) of blooms at (a) start of cast, (b) center of cast, (c) end 

of cast highlighting the columnar-to-equiaxed transition. 
 

 
Figure 4. Model prediction for the bloom’s grain morphology and CET. 

 
The ability of the model to predict the slab macrostructure was validated using measurements from 
two slabs of a high-carbon medium-alloyed steel produced and analyzed by SSAB Europe Oy, 
Raahe. The slabs have similar composition but different values of superheat (45 K for slab B vs. 
18 K for slab A). The ratio of different grain morphologies in the final macrostructures of the slabs 
is shown in figure 5.  
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Figure 5. Experimental measurements of the grain morphology regions for slabs A and B. 

 
The model predictions for the slabs A and B are shown in Figure 6. The measurements indicated 
28.2% and 26.9% for the equiaxed grain region of the slab A and slab B, respectively. The model 
predicted an equiaxed-to-columnar ratio of 1:3 (~33% equiaxed grain region) for slab A and 1:3.3 
for slab B (~30% equiaxed grain region).  The predictions are in reasonable agreement with the 
experiments. 
 

 
(a) 

 

 
(b) 

 
Figure 6. Model prediction for the slab’s grain morphology and CET: (a) slab A and (b) slab B.  
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Conclusions and Future Work 

 
An integrated multiscale transient modeling approach TEMPSIMU3D+IDS with SolMicro) was 
applied to simulate the solidification structure evolution during solidification of CC steel blooms 
and slabs.  The integrated model was validated in terms of solidification structure against 
experimental data for CC processed steel blooms and slabs.  The integrated modeling capability 
combined with prior production experience can be applied to determine the impact of casting 
conditions on the macrostructure behavior for different sizes of CC processed steel blooms and 
slabs and therefore it would potentially reduce the number of experimental trials needed in 
developing a new casting practice.  
Future work will include additional model validation against experimental measurements in terms 
of grain size and CET for different steel alloys and for different sizes of blooms and slabs. 
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Abstract 

 
Embedded the body force induced by the thermal and solutal gradient into the momentum 

conservation equation, a 2D CA-FVM model is developed for the numerical of dendritic growth 
with natural convection, and a numerical simulation is performed for the dendritic growth of Fe-
0.82wt%C alloy in the presence of natural convection. The results show that the dendrite tip 
growth velocity is larger at the initial stage and rapidly decreases to steady-state value. The 
natural convection induced by the thermosolutal buoyancy is weak and promotes two vortexes 
flowing around the dendrite from the bottom to the top. With the further growth of dendrite, the 
natural convection is enhanced and four vortexes is developed between the dendrite arms. Also, 
the natural convection carries the heat and solute from the bottom to the top, resulting in 
promoting the downward dendrite branch growth and inhibiting the upward dendrite branch 
growth. Consequently, the asymmetries of the dendrite morphology, temperature and solute 
profiles are developed. 
 

Introduction 
 

The natural convection is an inevitable transport phenomenon during the solidification 
process of metallic alloys, due to the thermosolutal buoyancy under the gravity, and  has effects 
on the dendritic growth and solute distribution.[1] The rejected solute during the dendritic 
growth is usually enriched in the interdendrtic region and can be also carried away by the natural 
convection. Thus,  under the effects of the preferential flow in the interdendritic region induced 
by the natural convection, the channel segregation is tend to develop for the solidification of the 
metallic alloy, and has a great effect on the alloy properties. [2, 3] Therefore, basic 
understanding of the dendritic growth under the natural convection is very important for taking 
reasonable methods to control the solidification structure, in order to minimize the solidification 
defects and achieve the high quality alloy. 

 Cellular automaton (CA) method, as a popular probabilistic method, has been widely used 
in the field of computational modeling of dendritic growth in recent decades. In order to take the 
fluid flow effects into consideration, the momentum conservation equation should be coupled 
with the energy and species conservation equations. And the natural convection is usually 
included in the model for the dendritic growth by incorporating the thermal and solutal force into 
the momentum conservation equation. The traditional computational fluid dynamics (CFD) 
method, such as: finite difference method (FDM), finite volume method (FVM), and finite 
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element method (FEM), is the prior options for solving the Navier-Stokes (NS) equations and the 
continuity equation in the early research works. Yuan and Lee[4] incorporated the energy, mass 
and momentum conservation equations with the kinetics equations of dendritic growth to 
develop a cellular automaton (CA) model, where a projection algorithm[5] based on a staggered 
mesh is adopted for solving the NS equations using the FVM and a modified decentered 
square/octahedron algorithm[6] was implemented to explicitly catch the solid/liquid interface. 
Both the two- and three- dimension (2D and 3D) simulation are carried out to investigate the 
dendritic growth of Ni-Nb alloy with the forced and natural convection, and the difference 
between the  2D and 3D dendritic growth affected by the convection is clarified. Also the 
interdendritic flow and channel segregation during the unidirectional solidification of Pb-Sn 
alloy and Ga-In alloy are investigated using the 3D CA model. Shi et al.[7] established a 3D CA 
model by coupling Navier-stokes equations, the heat transfer equation and the solute convection 
and diffusion equation and investigated the dendritic growth with natural convection during the 
unidirectional solidification of NH4Cl-H2O solution. In recent years, Zhu et al. [8, 9] adopted the 
new and powerful CFD method, namely lattice Boltzmann method (LBM), to solve the fluid 
flow, heat transport and solute transport in their coupled CA-LBM model for the dendritic 
growth with fluid flow, and quantitatively investigated the dendritic growth in the presence of 
forced and natural convection. One of the most advantages of the model mentioned by the 
authors is that it has higher computational efficiency and better numerical stability for simulating 
the dendritic growth with complex fluid flow, when the solid fraction approaches the unity, than 
the model using the traditional CFD methods. But no matter which CFD method is adopted in 
the model, the most important thing is that the model should be capable of predicting the 
dendritic growth with fluid flow, especially for quantitative investigation.  

In the present study, the previously developed 2D CA-FVM model[10] is extended to 
include the effect of thermal and solutal buoyancy and investigate the dendritic growth in the 
presence of thermosolutal convection.  
 

Model Description 
 
Momentum Conservation Equations 

The Navier-Stokes equations for the incompressible fluid are given as followings: 
Continuity equation:  

 =0	�U                                                                      (1) 
Momentum conservation equation: 

 � �p F
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�
U

U U U                                            (2) 

where U is the velocity vector,  is the density,  is the viscosity, p is the hydrostatic pressure, t is 
the time, and F is the additional force.  

According to the Boussinesq approximation, the thermal and solutal buoyancy linearly 
change with temperature and can be incorporated into the momentum conservation equation as 
the additional force. 

� � � �� �0 0 0t cF g T T C C� � �
 � � � �                                              (3) 

where g is the gravitational acceleration, 0, T0 and C0 are respectively the reference density, 
temperature and composition, t and c are respectively the thermal and solutal expansion 
coefficients, and T and C are respectively the local temperature and concentration. 
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Species Conservation Equations 
The Fick’s law with convection  is given by: 

 2e
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C
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t
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U                                                    (4) 

where  is a constant related to the CA cell state (when the cell state is liquid or interface,  is 1; 
when the cell state is solid,  is 0), Ce and De are respectively the equivalent concentration and 
solute diffusion coefficient, and defined as followings: 
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where Cs and Cl are respectively the solid concentration and the liquid concentration, Ds and Dl 
are respectively the solute diffusion coefficient in the solid and liquid phase, and  fs and fl are the 
solid fraction and liquid fraction, respectively. 
Energy Conservation Equation 

The energy conservation equation is given by 
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where T is the temperature,  is the thermal conductivity, cp is the specific heat, L is the latent 
heat. 
Kinetics Equations for dendritic growth 

Assuming the local equilibrium is reached at the solid/liquid (S/L) interface, the interface 
solute concentration and the normal velocity of the interface, Vn

*, are determined by the 
following equations:[11, 12] 

 * *
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where C*
l and C*

s are respectively the local liquid and solid solute concentration at the S/L 
interface, k0 is the equilibrium partition coefficient, and n=	fs is a normal vector of the solid 
fraction at the S/L interface. 

Here, the equilibrium liquid concentration at the S/L interface can be determined by 

� �� �* *
0 0= + ,l lC C T T f m( : ,� �.                                         (10) 

where C0 is the initial solute concentration, Tl is the equilibrium liquidus temperature at the 
initial composition, T* is the interface equilibrium temperature, m0 is the liquidus slope,  is the 
Gibbs-Thomson coefficient,  is the curvature of the S/L interface, and f( , ) is a function 
describing the anisotropy of the interface energy, where  is the angle of the preferential growth 
direction (crystallographic orientation) with respect to a reference axis, and  is the angle of the 
normal to the interface with respect to the same reference axis (growth angle).  

For cubic crystals, the anisotropy of the interface energy is four-fold and can be calculated 
as follow: [13] 

 � � � �� �, 1 cos 4f : , 8 : ,
 � �                                           (11) 

where 8=15  is the anisotropy coefficient,  is the anisotropy degree of the surface tension. 
In 2-D Cartesian coordinates, the growth angle is evaluated as the gradient of the solid 

fraction at the solid/liquid interface and given as follow[11, 12]: 
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The local interface curvature can be also derived from the gradient of the solid fraction as 
follow: [11, 12] 
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where (fs)x and (fs)y are the first partial derivatives of solid fraction with respect to the (x, y) axes 
of the Cartesian coordinates, and (fs)xx, (fs)xy and (fs)yy are the second partial derivatives of solid 
fraction with respect to the (x, y) axes of the Cartesian coordinates. 
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Fig. 1  Schematic diagram of calculation domain and boundary conditions  

 
Table 1  Thermophysical parameters of Fe-0.82wt%C binary alloy[10, 15] 

Property Symbol Fe-0.82wt%C Units 
Melting temperature Tm 1809 K 

Density 0 7020 Kg/m3 
Liquidus slope m0 -78.0 K/wt% 
Conductivity  33.0 W/(m·K) 
Specific heat Cp 824 J/(kg·K) 
Latent heat L 2.72×105 J/kg 

Liquid mass diffusivity Dl 7.67×10-6exp(-106000/RT) m2/s 
Solid mass diffusivity Ds 7.61×10-6exp(-134564/RT) m2/s 
Partition coefficient k0 0.34 - 

Thermal expansion coefficient t 0.0002 1/wt% 
Solutal expansion coefficient c 0.011 1/K 
Gibbs-Thomson coefficient  1.9×10-7 K·m 

Degree of anisotropy  0.04 - 

By coupling the momentum, species and energy conservation equations with the kinetics 
equations of dendritic growth, the 2D CA-FVM model is developed to predict the dendritic 
growth in presence of fluid flow, where the traditional CFD method, FVM, is adopted to solve 
the transport equations, based on the probabilistic method, CA. Meanwhile, the 2D CA-FVM has 
been validated with the modified 2D Ivantsov solutions [8] for dendritic growth with 
thermosolutal convection, and the good agreement has been achieved. Here, only the model 
capability is demonstrated. A square domain is assumed for the numerical simulation of the 
dendritic growth of Fe-0.82wt%C binary alloy with natural convection, and meshed into 401 × 
401 cells with size of 0.7 m, which is proved to be fine enough to eliminate the mesh 
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dependency according to our previous study.[14] The calculation domain is schematically shown 
in Fig. 1, and the thermophysical parameters of Fe-0.82wt%C binary alloy used in the present 
simulation are listed in Table 1. 

The four sides of the calculation domain are wall boundaries with constant temperature, 
zero-flux and non-slip for the heat, species and momentum transfer calculation, respectively. At 
the beginning of simulation, a nucleus with the composition of k0C0 and the crystallographic 
orientation of 00 with respect to the horizontal direction is assigned at the center of the square 
domain with the undercooled melt of 5K. Due to the thermal and solutal gradients under gravity, 
the thermosolutal convection will be developed with the dendritic growth and can be 
characterized by the thermal Rayleigh number , Rat, and the solutal Rayleigh number, Rac, 
respectively. 

� �3
t t c cRa T gl� ;<
 �                                                             (14) 

 � �3
c c c cRa C gl D� ;
 �                                                            (15) 

where Tc, Cc is the characteristic temperature and solute concentration difference, lc is the 
characteristic length scale for natural convection,  is the kinetic viscosity and  is the thermal 
diffusivity. 

Here, the solutal Rayleigh number is assumed to be 1× 104 in the present study, and the 
heat Rayleigh number is simply determined by the relationship equation, namely, 
Rat= tD/( c )Rac, it seems to be more reasonable than the previous assumption that the heat 
Rayleigh number was same as the solutal Rayleigh number, [9, 10] because the thermal 
diffusivity of metallic alloys is 3~4 orders of magnitudes greater than the solute diffusivity. 
 

Results and Discussion 
 

Fig. 2 shows the predicted equiaxed dendrite morphology growing in an undercooled melt 
of 5K with the solutal Rayleigh number of 1×104, and the flow field with one vector in every 
10×10 cells is overlapped on the dendrite morphology in order to clearly show the flow pattern. 
It can be seen clearly that with the dendritic growth, the solute is rejected and heat is released at 
the S/L interface, and the solutal and thermal gradient are established at the solidification front. 
Due to the effect of gravity, the thermosolutal convection is developed in the square domain, and 
the natural convection flows smoothly around the dendrite from the bottom to the top. The solute 
field and dendrite morphology are almost symmetrical, because the thermosolutal convection is 
weak at the early stage of dendritic growth. As the dendrite further grows, the solute is rejected 
and heat is released at the S/L interface continuously, and the natural convection induced by the 
thermal and solutal buoyancy under the gravity is gradually enhanced. Also, the solute 
concentration in the upper region is obviously larger than that of the lower region in the square 
domain, because the enhanced convection carried more solute from the lower region to the upper 
region. The solute boundary at the upward dendritic growth tip is thicker than that of the doward 
dendritic growth tip, and thus the lower solutal gradient will be formed in the upper region, 
resulting in the lower tip velocity of the upward growing branch in the upper region and higher 
tip velocity of the downward growing branch in the lower region. Consequently, the solute field 
and dendrite morphology become asymmetrical.  

Fig. 3 shows the dendrite morphology and the streamlines in the square domain. It is 
notable that at the early stage of dendritic growth, there are two axial symmetrical vortexes, 
which flow upward around the dendrite and downward along the lateral sides of the square 
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domain. With the further growth of dendrite, the dendrite grows big enough to prohibit the 
upward flow directly crossing the horizontal dendrite branch, and four vortexes are developed 
between the dendrite arms. Also, the thermosolutal convection is enhanced by the thermal and 
solutal buoyancy, and has more significant effects on the dendritic growth. 

 
Fig. 2 Equiaxed dendritic growth of Fe-0.82wt%C binary alloy in a undercooled melt of 5K with solutal Rayleigh number of 

1×104: (a) 0.1s, (b) 0.5s, (c) 1.0s 
 

 
Fig. 3 Streamlines in the square domain with equiaxed dendrite growth of Fe-0.82wt%C binary alloy for different time with 

solutal Rayleigh number of 1×104: (a) 0.1s, (b) 0.5s, (c) 1.0s 
 

 
Fig. 4 Temperature field for the equiaxed dendritic growth of Fe-0.82wt%C binary alloy in a undercooled melt of 5K with solutal 

Rayleigh number of 1×104: (a) 0.1s, (b) 0.5s, (c) 1.0s 
 

Fig. 4 shows the temperature field for the dendritic growth of Fe-0.82wt%C binary alloy. It 
can be seen that with the dendritic growth, the temperature around the dendrite becomes much 
higher than the melt temperature, because the heat is released at the S/L interface. At the early 
stage of the dendritic growth, the temperature field is almost symmetrical, because the natural 
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convection is weak and has a little effect on the temperature field. With the further growth of 
dendrite, under the effect of natural convection, the downward dendrite branch grows faster than 
the upward dendrite branch, resulting in more heat released by the downward growing branch 
and less heat released by the upward growing branch. Thus, the temperature field also becomes 
asymmetrical under the effect of the natural convection.  
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Fig. 5 Tip velocities of the equiaxed dendritic growth of Fe-0.82wt%C binary alloy in a undercooled melt of 5K with solutal 

Rayleigh number of 1×104: (a) 0.1s, (b) 0.5s, (c) 1.0s 
 

Fig. 5 shows the tip velocities for the dendritic growth of Fe-0.82wt%C binary alloy. It can 
be seen that at the initial stage of the dendritic growth, the four dendrite branches have same high 
tip velocities and rapidly decreases, because the rejected solute and released heat at the S/L 
significantly inhibit the dendritic growth. As the dendrite grows further, the tip velocity 
gradually approaches the steady-state value. However, owing to the effects of the natural 
convection induced by the thermal and solutal buoyancy, the solute rejected by the downward 
growing branch is carried by the upward flow and enriched in the upper region. Thus, the tip 
velocity of the downward growing branch is larger than that of the upward growing branch, and 
the tip velocity of the horizontal growing branch has an intermediate tip velocity. Another 
phenomenon should be mentioned that at the later stage of the dendritic growth, the downward 
growing branch approaches the domain bottom and affected by the wall boundary. Thus, the tip 
velocity of the downward growing branch gradually decreases. This phenomenon can be released 
by the calculation domain enlargement. 
 

Conclusions 
 

By coupling the momentum, species and energy conservation equations with the kinetics 
equations of dendritic growth, the 2D CA-FVM model is developed to predict the dendritic 
growth in presence of fluid flow, where the traditional CFD method, FVM, is adopted to solve 
the transport equations, based on the probabilistic method, CA. The thermosolutal convection is 
taken into consideration by incorporating the thermal and solutal buoyancy induced by the 
temperature and solute concentration difference under the gravity into the momentum as an 
additional force term. A numerical simulation of the dendritic growth of Fe-0.82wt%C binary 
alloy in the presence of natural convection is performed, and the results show that for the 
undercooling of 5K and the solutal Rayleigh number of 1× 104, the four dendrite branches grow 
with high velocities at the initial stage and rapidly the dendritic growth is significantly inhibited 
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by the rejected solute and released heat at the S/L interface, and gradually approaches the steady-
state velocity. At the early stage, two vortexes are developed and respectively located on the left 
and right side of the dendrite. With further growth of dendrite, the natural convection is 
enhanced and has a significant effect on the dendritic growth. The tip velocity of the upward 
growing branch in the upper region is larger than that of the downward growing branch in the 
lower region, resulting in more solute and heat released at the S/L interface. Therefore, the solute 
field, temperature field and dendrite morphology become asymmetrical under the effects of 
natural convection. 
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Abstract 

The mechanic properties of many Aluminum alloys can be changed by a heat treatment and 
quenching procedure. If locally a strengthening of the alloy is needed, a localized heat treatment 
and quenching procedure may be an alternative to the energy intensive and costly treatment of the 
whole part. However, it is not obvious which process parameters are required in order to achieve 
the desired local strengthening. Thus, a numerical simulation of local heating and cooling in com-
bination with predictions of the material constitution and thus local property changes is used for a 
multicriteria optimization approach where the desired local strengthening is defined as target func-
tion. The optimization scheme performs a series of process simulations where laser power and 
exposure time are varied automatically until the effective process is found which ensures sufficient 
local strengthening of the alloy. 

Introduction 

Castings made of Al-based alloys are often heat treated in order to improve their mechanical prop-
erties. This heat treatment happens in two steps. First, a supersaturated solid solution is obtained 
by heating up the casting to a certain temperature and then this state is conserved by rapid quench-
ing back to room temperature. When this supersaturated solid solution is again heated up, but now 
mildly (if ever), different precipitations occur which hardens the material. In case of the 
AlSi7Mg0.5 alloy, which is focused on in the present work, the following precipitation sequence 
occurs from the quenched-in supersaturated solid solution upon heating: clusters with varying Mg 
and Si content, Guinier-Preston Zones (GP-Zones), beta'- and U1/U2-phases and the B-phase [1, 
2, 3].  

If strengthening of the material is only needed locally, energy and time could be saved by perform-
ing a local heat treatment. This might be especially efficient, if only one heating cycle is sufficient 
and self-quenching is used. Such a local heating is conceivable with different heat sources of which 
the laser is the most elegant, flexible and precise. However, when distinct material improvements 
are desired the power input, the beam diameter, the duration of heating and the necessary quench-
ing strength are a prior unknown.  

In this paper, an automatized optimization procedure is suggested that focus on short time local 
laser heating with quenching of an as-cast AlSi7Mg0.5 alloy in order to improve the strength of 
the material so that it can resist a prescribed loading. 
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Numerical Approach 
 
Case of Loading 
 
As starting point of this work, we have considered a simple rhombus-like plate casting with a 
centered hole. As case of loading the plate casting is considered to be fixed with a screwing con-
nection at the center hole that is loaded with a prescribed mass, here of 360 kg that is acting on a 
ring area of 300 mm². The task of the optimization procedure is that the material property, namely 
the yield strength, should locally be improved by a laser heat treatment with subsequent quenching 
so that plastic deformation of the material can be avoided. If ideal elasto-plastic behavior is as-
sumed and the local yield strength is given as 2.0pR , and the van Mises equivalent stress as eq� , 
then the condition of no plastic deformation can be written as 
 
 0)()(2.0 =���
� SrrR eq

p , (1) 

 
where S represents a security factor. Condition Eq. (1) must be fulfilled at all positions, r , in the 
whole casting, especially in the vicinity of the loaded area at the center hole. Due to the axis-
symmetry of the case of loading we have considered only a segment of the plate casting for the 
stress analysis (and the heat treatment described later). The segment was chosen long enough so 
that the outer boundary conditions do not affect the stress evolution close to the center hole. Fig. 
1 shows the considered segment together with the assume boundary conditions for the stress anal-
ysis. The stress analysis was done with OpenFOAM [4] solving for the divergence of the Cauchy 
stress tensor to be zero. The position-dependent yield stress and also the Young’s modulus were 
taken from a MatCalc simulation as explained below. 
 

 
Figure 1. Wedge-shaped segment considered for the stress analysis. For the center hole a ra-
dius of 4 mm, for the segment a length of 200 mm and for the casting thickness 8 mm were 

chosen. An area at the outer fringe of the casting of 0.01285 m² was taken as fixed. 
 
Heat Treatment 
 
We have considered a Gaussian-shaped heat input of total power, P, for a certain time, t. Both, P 
and t are parameters which are subject to variations during the optimization procedure. P is varied 
between 500 and 8000 W and t between 1 and 105 s. Although a possible additional parameter to 
be varied, we have used a fix beam radius of R = 15 mm in this work. As initial condition, we 
started with the material at room temperature, used symmetry conditions at the wedge side faces 
and a heat transfer coefficient, h, with an ambient temperature, Tamb at top, bottom, left and right 
surface [5]. For the heating period, we took h = 50 W/m2/K with Tamb = 293 K, and for the quench-
ing period h = 15.000 W/m2/K with Tamb = 283 K. As quenching period we always took 20 s. Fig. 
2 shows a schematic draft of the heat source acting on the area around the center hole of the plate 
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casting. Note that the segment was chosen long enough so that the local heat treatment at the center 
never affects the outer boundary. For the time-depending temperature evolution in the plate we 
have solved the heat conductivity equation with OpenFOAM [4] using a heat conductivity of � = 
156 W/m/K, a heat capacity of cp = 778 J/kg/K and a density of � = 2560 kg/m3 for the considered 
AlSi7Mg0.5 alloy [6]. Note that the temperature-time curves at the six marked positions, which 
we call testing probes, were further used for the phase constitutive simulation. 
 

 
Figure 2. Schematic draft of the heat source. The non-hatched area below the  

Gauss-function defines the amount of energy being lost through the center hole. 
 
The fact that a Gaussian-shaped laser beam at the center hole of the casting radiates most of its 
energy into the center hole could be avoided by using a ring-shaped laser beam. However, for the 
present investigation the exact shape of the laser beam is not of great importance as we are focusing 
on the strategy for the automatized optimization rather than on specific process details.  
 
High laser power and long exposure time might lead to melting of the material. This has to be 
avoided. In the automatized optimization routine, parameter combinations where this happens are 
forbidden and excluded from the set of trials. A more sophisticated treatment of the melting prob-
lem is the introduction of two specific temperatures. At Toff the laser source is switched off and at 
Ton it is again switched on. The result of such an alternative off/on procedure is shown in Fig. 3. 
In the present numerical heat treatment this procedure is easy to implement. In practice, an empir-
ical shutter or guided power-down technique applied at the laser control unit would be more ade-
quate.  

 
Figure 3. Possible temperature evolution at a surface position of the heated part. To avoid 

melting a temperature-guided shutter technique for the laser beam is tested. 
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Material Constitution Simulation 
 
The evolution of the material constitution for the AlSi7Mg0.5 alloy during heat treatment and 
quenching was calculated at the six testing probes shown in Fig. 2 by using the commercial code 
MatCalc [7]. Based on a thermodynamic database and corresponding precipitation calculations, 
MatCalc also provide data on the yield strength and Young’s modulus. However, for the heat 
treatment and quenching simulation the constitution of the as cast material has to be known as 
initial state. That’s why we have performed a multicomponent Scheil solidification simulation [8] 
while MatCalc already calculates phase and precipitation evolution together with concentration 
profiles. Based on these results, the evolution of the material constitution during heat treatment 
and quenching is calculated using the temperature/time history at the before mentioned six testing 
probes. The final yield stresses and Young’s moduli are then area-weighted interpolated, respec-
tively extrapolated, onto the whole wedge-shaped segment. Such position-dependent mechanical 
properties are used in the stress analysis mentioned above. 
 
Automatized Optimization Scheme 
 
The task the automatized optimization should solve is to find a proper laser power and exposure 
time combination which is suitable to reach, at any point in the casting, a yield strength larger than 
the von Mises equivalent stress occurring during loading (Eq. (1)). This condition is fulfilled if the 
minimum difference between yield strength and von Mises equivalent is larger or equal to zero, 
that’s 
 > ? 0)(minout =�
8 r . (2) 
 
If 8out is larger than zero the local strengthening of the material by heat treatment and quenching 
is stronger than necessary. We thus chose 8out = 0 as target function for the optimization. That 
implies that no plastic deformation occurs with a minimum of heat treatment effort. 
 
In the present study, we have used a gradient-based scheme from the open source optimization 
platform Dakota [9]. Fig. 4 shows the flow chart for the optimization scheme. As described above 
the process chain being addresses here consists of (a) casting and solidification; (b) local heat 
treatment and quenching; and (c) the case of loading. However, from a modelling point of view 
the chain has to be treated more detailed: (i) material constitution during solidification; (ii) material 
constitution during cooling to room temperature; (iii) temperature evolution during heat treatment 
and quenching; (iv) material constitution during heat treatment and cooling; (v) extraction of yield 
strength and Young’s modulus; (vi) inter/extrapolation onto the 3D grid for stress analysis; (vii) 
3D analysis of the case of loading. Steps (i) to (v) have to be done point-wise e.q. at the selected 
testing probes shown in Fig. 2. For points (vi) and (vii) all three dimensions are involved (3D). If 
the load analysis reveals 8out = 0 the optimum is found and the procedure stops. If not the procedure 
starts all over again with a new set of input parameter (for now laser power, P, and exposure time, 
t). The next (P, t)-input set is suggested by Dakota based on the above mentioned gradient-based 
scheme. 
 
Actually, part (i) and (ii) could be placed out of the optimization loop, as the as-cast material is the 
bases for the local heat treatment procedure. However, we are currently working at a scheme where 
the solidification conditions will affect the local material constitution. Then casting temperature 
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or cooling conditions during solidification might also be possible inputs for an extended input set. 
In this more general case, part (i) and (ii) must be considered inside the optimization loop.  
 
 

Figure 4. Flow chart of the automatized optimisation scheme. 
 
 

Results and Discussion 
 
The local heat treatment with quenching procedure results in the occurrence and growth of partic-
ular precipitations, which strengthen the material by increasing the yield strength. It is beyond the 
scope of this paper, to give further details on the mechanisms causing this increase. Fig. 5 shows 
the yield strength (here Rp0.2) depending on laser power and exposure time at the position where 
the maximum von Mises stresses occur. For lower laser power the local heating is not strong 
enough to reach a temperature level that favors the occurrence and growth of precipitations. Thus, 
the yield strength is the as-cast one (around 104 MPa). For higher laser power the yield strength 
increases to more than 130 MPa, whereby the shorter the exposer time the larger the power neces-
sary to reach this increase. However, shortly after reaching the maximal level melting occurs and 
thus no data points are given any more. 
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Figure 5. Strengthening of the material as function of laser power and heating time. For larger 
powers melting occurs and thus the power-time data set is cancelled. 

 
In order to avoid melting at the casting surface, the shutter technique mentioned above with Toff = 
793 K and Ton = 773 K was applied. Fig. 6 shows the corresponding yield strength surface. Now 
even higher laser powers for longer heating times are allowed without melting the material. 
 

 
Figure 6. Strengthening of the material using the laser shutter technique according to Fig. 3. 
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As described above, in the present optimization scheme 8out is the output quantity and P and t are 
the input quantities. The gradient-based optimization algorithm from Dakota suggests a new input 
data set (P, t) based on the actual value of 8out and its gradient with respect to (P, t). Fig. 7 shows 
how the optimization scheme quite quickly finds the optimum, namely 8out = 0. Only 36 optimiza-
tion loops were needed. Of course the scheme is generalizable and further variable parameter could 
be used as input data set.  
 

 
Figure 7. The target function, |8out (P, t)| , evolves corresponding to the optimization strategy. 

For the presented case the minimum, 8out = 0, was found after 36 iterations. 
 
 
 

Conclusion 
 
In this paper, it was demonstrated that local strengthening of an as-cast AlSi7Mg0.5 alloy with a 
short time laser heat treatment might be possible. With an automatized optimization scheme the 
necessary laser power and exposure time was estimated to locally increase the yield strength so 
that the material can withstand a localized traction acting e.g. at a screwing connection without 
any plastic deformation. Beside a 3D heat transfer calculation and 3D stress analysis, the procedure 
uses predictions from the material calculator MatCalc, which are currently under validation. The 
proposed procedure has great potential as it might allow to account for casting features like casting 
temperature, cooling conditions, alloy composition, laser beam diameter and much more. Espe-
cially with the increased usage of robotics, it is conceivable that local laser heat treatment, prefer-
able with self-quenching, might gain in importance. We think that the present paper is a significant 
step into that direction, as it shows how the suitable process parameters might be obtained. Energy 
and time saving might be the ultimate benefit of the proposed local strengthening of Al-based 
alloys. 
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Abstract 
 
Ultrasonic cavitation significantly improves the downstream properties and quality of metallic 
materials. However, this technology has not been successfully transferred to the industry due 
to difficulties in treating large volumes of liquid metal. To improve the understanding of 
cavitation efficiency so that it can be applied to a moving melt volume, an improved cavitation 
model consisting of a high-order acoustics solver is applied to the two-phase problem of bubble 
breakup and propagation in the melt. Results from numerical simulations of the ultrasonic field 
and flow pattern in a launder are presented. The use of baffles to modify the flow pattern and 
amplify sound waves in a launder conduit is examined to determine the optimum configuration 
that maximizes the acoustic pressure amplitude in high cavitation activity regions. 
 

Introduction 
 
Significant improvements in the quality and properties of metallic materials have been 
observed after the materials have been subjected to ultrasonic melt treatment [1, 2, 3, 4]. These 
improvements, which are generally attributed to acoustic cavitation [5], include degassing of 
dissolved gases, improved wetting and the activation of inclusions by cleaning the solid-liquid 
interface, enhancing nucleation, and refining the grain structure of the solidified metal [6]. 
However, difficulties in transferring this promising technology to the industry still remain, 
particularly because the treatment of large volumes of liquid metal is still elusive. To 
circumvent these difficulties, a fundamental understanding of the gas bubble behavior in the 
treated melt, together with its coupling with the acoustic field, is required [7]. 
 
Bubble structures in sonicated liquid aluminium have been recently observed by X-ray 
tomography [8] and radiography [9, 10]. Cavitation-induced multiplication of nucleation sites 
due to secondary dendrite arms rupture has been observed by in situ radiography [10]. To 
predict the cavitation regions in which nucleation sites are induced within the liquid melt, a 
homogeneous model based on the full cavitation model of Singhal et al. [11, 12] have been 
applied to solve the acoustic pressures in a crucible by Nastac [13]. This model has been 
improved by Lebon et al. [14] to account for the large forcing amplitudes generally encountered 
in melt processing by employing the Keller-Miksis equation [15] to re-derive the net phase 
change in the bubble volume fraction equation. 
 
In this paper, an improved version of the homogeneous model incorporating a high-order 
acoustic solver [16] is presented, together with comparison of measured acoustic pressures 
below a vibrating sonotrode in a water experiment. This model is then used in both water and 
aluminium to determine the effect of baffles separation on the pressure field. 
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Theory 

 
Governing Equations 
The wave equation in a moving fluid is expressed as the Navier-Stokes equations in 
perturbation form: 

 + ( ) = , (1) 

 
( )

+ ( ) = , (2)  
where  is acoustic pressure,  is the fluid density, and  is the perturbation velocity. The 
speed of sound  of the travelling medium is related to the acoustic pressure and density by 

/ 2  . The source term  contains mass sources. The forcing terms  contain 
velocity sources due to the vibrating solid surfaces. 
Fluid flow is governed by the Reynolds-averaged Navier-Stoke (RANS) equations: 

 + ( ) = 0, (3) 

 
( )

+ ( ) = [( + ) ] + . (4) 

 is the fluid velocity,  is the eddy viscosity and  are the momentum sources, including 
buoyancy. The standard −  turbulence model is used for closure, together with an additional 
source term to account for turbulence generated due to bubble collapse [14]. 
The governing equation for the bubble volume fraction  is: 

 
( )

+ ( ) = , (5) 

where =  − .  and  are the growth and collapse source terms respectively 
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The subscripts  and  denote liquid and bubble properties respectively. The constants are  
and  are 0.02 and 0.01 respectively. = 0 + +  where 0  is atmospheric pressure, 

 is the gravitational acceleration, and  is the depth below the free surface.  is the kinetic 
energy of turbulence. 
 
Wave Equation Discretization 
The computational meshes are fully staggered for the solution of equations (1) and (2). The 
scalar quantities acoustic pressure and volume fraction are stored in cell centers and velocity 
components are stored at cell faces [16]. Spatial derivatives are evaluated using the following 
6-point stencil: 

 =
1

�
∑ [ + ( −

1

2
) � ]3

= − 2 , (8) 

where the coefficients  are optimized to make the scheme exact to the fourth order [16]. 
Temporal integration is approximated as 

 ∫ ( )
�
2

−
�
2

= � ∑ (− � )3
= 0 , (9) 

where the coefficients  are optimized to make the scheme exact to the third order [16]. 
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Problem Description 
 

Figure 1. 50 cm x 9 cm x 8 cm launder. L denotes the length between baffles, of thickness 8 
mm each.  The sonotrode is immersed 1 cm into the free surface at the center of the domain. 

 
The launder geometry is depicted in Figure 1: the same geometry is used for the computational 
model. The launder is 50 cm along y and 9 cm along x. The bottom section is a half cylinder 
of radius 4.5 cm. The liquid is filled up to a height of 8 cm from the bottom of the launder. The 
baffles have a thickness 8 mm. The lower opening of the low-y baffle is 2.0 cm, and the height 
of the high-y baffle is 2 cm. The sonotrode, of diameter 2 cm, is located at the centre of the 
domain and immersed 2 cm below the liquid free surface. The sonotrode displacement is varied 
from 1.0 �m to 2.0 �m; this displacement is prescribed to the sonotrode surface. The frequency 
of the forcing signal is 20 kHz.7
 

Table 1. Material properties of liquid aluminium and water [1]. 
Material Property Aluminium (700 ºC) Water (20 ºC) 

Sound speed  (m s-1) 4600 1482 
Density  (kg m-3) 2375 1000 

Dynamic viscosity  (mPa s) 1.0 1.004 
Surface tension (hydrogen interface)  (N m-1) 0.86 0.079 

Vapour pressure  (kPa) 0.000012 2.2 
Bulk modulus  (GPa) 41.2 2.15 

 
The distance between the baffles is varied as a function of the sound wavelength of the liquid 
medium. The wavelength  of water at 20 kHz is 7.4 cm and for aluminium, the wavelength is 
23 cm. The numerical simulation is run for each liquid for the following distances  between 
the baffles: 0.5 , 1.0 , and 1.5 . The material properties for both liquids are listed in Table 
1. A case is also run without any partition. Pressure measurements are available at 3 points in 
the domain for the case of water with a separation of 1.0 , without bulk flow across the launder. 
 

Results 
 
Figure 2 and Figure 3 show the contour plots for bubble volume fraction and acoustic pressure 
along the axis of symmetry of the launder. The contours are at selected times within an acoustic 
cycle after which steady state conditions have been established. These contours depict results 
in water with the separation between baffles equal to 7.4 cm, the wavelength of sound at 20 

 

L 

Inlet 

Outlet 

Sonotrode position 
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kHz in water, and a prescribed sonotrode displacement of 1.0 �m. The Courant number for 
each simulation is set to 0.1. 
 
The maximum variation in acoustic pressure is found below the sonotrode, between the two 
partitions. The largest bubble concentration is also located below the sonotrode, in the region 
of the expected conical bubble structure. Figure 3 also depicts the velocity contours along the 
symmetry plane, with the largest velocities recovered below the sonotrode as expected. The 
acoustic pressures in the low y region are lower than the pressures in the high y region, since 
the opening for the low-y baffle is much smaller than that of the high-y baffle.  
 

 
Figure 2: Acoustic pressures in water with = 1.0  and sonotrode displacement = 1.0 �m.  

 
Figure 4, Figure 5, and Figure 6 show the comparison of the computed root mean square 
pressures with the measured pressures at three points in the domain for four sonotrode 
displacements: 1.0 �m, 1.2 �m, 1.5 �m, and 2.0 �m. The three positions are all along the plane 
of symmetry of the launder and 4 cm below the free surface. Figure 4 is 2 cm below the 
sonotrode. Figure 5 shows values adjacent to the low-y baffle and Figure 6 shows values 
adjacent to the high-y baffle. 
 
The numerical results are within an order of magnitude of one of the experimental values in 
each set. The discrepancy between the two measurement values at each point can be attributed 
to the large uncertainties in the probe calibration, resulting in uncertainties in the sensitivity 
values of each frequency calibration. The probe collects the pressure contributions with a large 
spatial resolution of 5 cm and along the whole surface of the probe tip, leading to an uncertainty 
in the measurement position.  
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Figure 3: Bubble volume fraction for water with = 1.0  and sonotrode displacement = 1.0 

�m. 
 

 
Figure 4: Comparison between computed root mean square (r.m.s.) acoustic pressures (Num.) 
with experimental values measured using a calibrated probe 2 cm below probe surface. Expt. 

20 kHz corresponds to values using calibration at 20 kHz and Expt. 1 MHz corresponds to 
values using 1 MHz calibration. 
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Figure 5: Comparison between computed r.m.s. acoustic pressures with experimental values 

measured with a calibrated probe 4 cm below the free surface outside the low-y baffle. 
 

 
Figure 6: Comparison between computed r.m.s. acoustic pressures with experimental values 

measured with a calibrated probe 4 cm below the free surface outside the high-y baffle. 
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Figure 7: Change in computed r.m.s. acoustic pressure 2 cm below probe surface without 
partitions (0.0) and for three different partition separations (0.5, 1.0, and 1.5) for water and 

aluminium with sonotrode displacement set to 0.1 �m (left) and 1.0 �m (right). 
 
Below the sonotrode (Figure 4), the measured high frequency pressure for the lowest 
amplitude, 1.0 um, is much smaller than for larger sonotrode displacements. This suggests that 
cavitation is not fully developed and the noise contribution for bubble cavitation is small. With 
larger sonotrode amplitudes, the contribution of pressure radiating from cavitating bubbles 
increases and becomes larger than the measured pressure at the forcing frequency, showing 
that noise from cavitation activity is larger than the prescribed sonotrode pressure. 
 
Figure 7 shows the change in computed r.m.s. pressure in both water and aluminium for 
different baffle separations and two sonotrode displacements. For large sonotrode 
displacements of the order of 1.0 �m, the effect of the baffle separation negligible on the mean 
acoustic pressure. However, for small displacements of the order of 0.1 �m where the effect of 
acoustic shielding is negligible, the effect of baffles is more apparent. A resonant separation of 
7.4 cm (1.0 ) in water results in large acoustic pressures below the sonotrode. For aluminium, 
a separation of half a wavelength (0.5 ) results in the largest acoustic pressure amplitude below 
the sonotrode. This implies that the forcing frequency and the various harmonics of the 
container geometry are important in designing a system to optimize the efficiency of the 
cavitation treatment. 
 

Conclusions 
 
A high-order acoustic solver, coupled with a cavitation model, for the ultrasonic treatment of 
liquid metals is presented in this study. The solver can predict the mean acoustic pressures in 
water. The effect of baffle distances in a launder is found to be important for small sonotrode 
displacements and negligible for large sonotrode displacements. The resonant frequency of the 
liquid container is therefore an important parameter in the design of an ultrasonic melt 
processing system when the effect of acoustic shielding is negligible. 
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Abstract 

The metal-matrix-nano-composites (MMNCs) in this study consist of a 6061 alloy matrix 
reinforced with 1.0 wt. % SiC nanoparticles that are dispersed uniformly within the matrix using 
an ultrasonic cavitation dispersion technique (UCDS). A recently developed multiphase 
computational fluid dynamics (CFD) model is applied to study the effects of electromagnetic 
field from the induction coils and the magnitude of the fluid flow on the nanodispersion. The 
CFD model accounts for turbulent fluid flow, heat transfer and solidification, electromagnetic 
field as well as the complex interaction between the solidifying alloy and nanoparticles. SEM 
analysis was performed on the as-cast MMNC coupons processed via UCDS and confirmed the 
distribution of the nanoparticles predicted by the current CFD model. 

 

Introduction 

Micron-sized ceramic particle reinforcements are widely used in aluminum-based metal matrix 
composites (MMCs) which have high strength-to-weight ratios and enhanced mechanical and 
thermal properties including specific modulus, superior strength, stiffness, good wear 
resistance, fatigue resistance and improved thermal stability [1-4]. More recently, to overcome 
the counterpart that the ductility of the MMCs deteriorates with high ceramic particle 
concentration [5], more attention has been drawn to metal matrix nanocomposites (MMNCs), 
since the properties of metallic alloys reinforced by ceramic nanoparticles (with dimensions 
less than 100 nm) would be enhanced considerably while the ductility of the matrix is retained 
[6-12]. However, it is extremely difficult to obtain uniform dispersion of nano-sized ceramic 
particles in liquid metals due to their high viscosity, poor wettability in the metal matrix, and a 
large surface-to-volume ratio, which results in agglomeration and clustering [5]. Currently, 
several fabrication technologies including high-energy ball milling [9, 12], in-situ synthesis [8], 
electroplating [13], and ultrasonic technology (UST) [5, 6] are most commonly used, among 
which UST is supposed to be more reliable and cost effective. 

Induction heating, which is a clean, energy-efficient and well-controllable melting process, is 
widely applied in metallurgical industry. During the process, the dominant electromagnetic 
field will generate heat (affecting the temperature field) and momentum (controlling the fluid 
flow field). Meanwhile, all these three fields may strongly influence one another, which may 
significantly complicate the problem [14]. An improved understanding of the heat and 
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electromagnetically driven flow mostly requires mathematical modeling, as experimental 
studies, especially for high temperature materials processing, may be restricted because of the 
physical and chemical properties of the melts [15]. 

During the solidification process, the particles will either be pushed or engulfed by the 
solidification front, among which particle pushing will always lead to segregation even 
clustering of the particulate reinforcement, which is undesirable as it results in non-
homogeneous response and lower macroscopic mechanical properties. In general, it is 
considered that whether particles are pushed or engulfed during solidification depends on the 
velocity of the particle relative to the solidification front according to several previous models 
describing such particle engulfment and pushing phenomena [16-20].  

In this study, ANSYS Fluent Dense Discrete Phase Model (DDPM) [21] was adapted. The 
DDPM accounts for turbulent fluid flow, heat transfer, electromagnetic forces, and complex 
interactions between the molten alloy and nanoparticles during the melting and unidirectional 
solidification processes. Based on the theory proposed by Ferguson, all of the nanoparticles are 
assumed to be engulfed by the solidification front and no entrapment will occur. The dispersion 
of SiC nanoparticles with different fluid flow intensities, and with and without induction stirring 
has been investigated in detail. 

 

Model Description 

The geometries of the electromagnetic field and CFD model are shown in Figure 1. 2D 
axisymmetric models are both applied to calculate the electromagnetic forces and the CFD 
related computations. The induction furnace is comprised of an Al2O3 crucible and 3 Cu 
induction coils. An electric current of 200A with frequency of 50 Hz is passed through the coils 
to induce eddy currents in the liquid Aluminium alloys.  All material properties required for 
EM modeling are available in ANSYS Maxwell. 

 

 

(a) Electromagnetic field 

 

(b) CFD model 

Figure 1. Geometry model. 
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The ultrasonic probe has a diameter of 40 mm. The liquid aluminium alloy is 6061. It has a 
density of 2685 kg/m3. The SiC nanoparticles with an average particle size of 55 nm and density 
of 3216 kg/m3 are treated as inert-particles. The mass flow rate of the SiC nanoparticles is 0.014 
kg/s. Thus, 1.0 wt. % of SiC nanoparticles can be injected at about 15 mm beneath the ultrasonic 
probe for 1 sec. The multiphase CFD model accounts for turbulent fluid flow, heat transfer, and 
the complex interaction between the molten alloy and nanoparticles by using the ANSYS Fluent 
DDPM and k-  turbulence model [21]. The CFD model is described in detail below. 

Due to harmonic nature of EM field and induced eddy currents, the Lorentz force LorF  can be 

decomposed into a steady and harmonic part that oscillates with double frequency. Because of 
much greater inertia times of melt in comparison to alternate EM field timescale, only the steady 
part of the Lorentz force is taken into account [22]. Assuming the fluid flow does not affect the 
electromagnetic field, the governing magneto-quasi-static equations for a material with constant 
magnetic permeability �  and constant Ohmic conductivity �  can be written as [23]: 

	� 
H J       (1) 

t
�

	� 
 �
�
B

E       (2) 

=0	�B        (3) 

The constitutive relations are: 

=�B H        (4) 

=�J E        (5) 

Thus the Lorentz force is calculated as: 

*1
Re( )

2Lor 
 �F J B      (6) 

where J is current density, B is magnetic flux density, E is electric intensity, H is magnetic field 
intensity, and J* denotes the complex conjugate of the current density. 

The fluid flow model, solidification model, particle tracking model, and solution procedure are 
presented in detail in [24, 25]. 
 

Simulation Results and Discussion 

 

Figure 2 shows the electromagnetic force distribution interpolated on the Fluent finite volume 
mesh and fluid flow field in the induction furnace after 1.0s without ultrasonic stirring. As it 
can be seen, the electromagnetic forces mainly distribute in the skin layer due to skin effect. 
Also, the flow consists of two axisymmetric recirculating loops, consistent with the computed 
curl of the EM force field.  

Figure 3 shows the fluid flow and particle distributions after 0.5s, 3.0s, and 20s, respectively, 
when the induction stirring is ignored.  
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(a) 

 
(b) 

Figure 2. Electromagnetic force distribution (a) and fluid flow field (b) without ultrasonic stirring. 

 

 

Figure 3. Fluid Flow and particle distributions (strong flow without induction stirring): (a) 
and (d) after 0.5s; (b) and (e) after 3.0s; and (c) and (f) after 20s.  
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It can be seen from Figure 3, the flow is much stronger at the center of the furnace. The fluid 
flow is damped in the mushy zone, where the particles will move relatively slow and stop 
moving in the solid (see Figure 3(c)). Also, at 3.0s, the particles have been dispersed pretty well 
from the bottom to the top, but a little more particles tend to stay near the wall, and fewer 
nanoparticles at the center where the flow is stronger, which indicates the nanoparticles couldn’t 
disperse well in strong flows (see Figure 3(e)). Additionally, the particle distribution stays 
almost the same henceforth which means the distribution becomes stable. Then, the 
solidification process starts at 3.0s, and in order to model the unidirectional solidification 
process, all the walls except the bottom one are treated as adiabatic. After 20s, we can see that 
there are some agglomerations in the solid (see 3(f)) because the nanoparticles approaching the 
solid/liquid interface will be engulfed based on the assumption that the Brownian motion will 
dominate during the particle engulfment/pushing process.  

When the induction stirring is taken into consideration, the fluid flow and particle distributions 
after 0.5s, 3.0s, and 20s are shown in Figure 4, respectively.  

 

Figure 4. Fluid Flow and particle distributions (strong flow with induction stirring): (a) and 
(d) after 0.5s; (b) and (e) after 3.0s; and (c) and (f) after 20s. 
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Compared to Figure 3, the fluid flow pattern is basically the same, because the induced flow by 
induction stirring is relatively weak compared to that induced by ultrasonic stirring. But there 
are still some differences especially at the center of the furnace that the flow at the bottom 
becomes weaker than that at the top because of the induction stirring. It can also be seen that 
there are considerable number of particles in the center of the furnace, which indicates that the 
particle distribution becomes even better than before. It can be explained that induction stirring 
modifies the fluid flow, making it more uniform. When solidification starts, the fluid flow is 
damped in the mushy zone as well, and particles approaching the solidification front are 
captured. As it can be seen in Figure 4(f) that, after 20s, the nanoparticles are dispersed quite 
well throughout the metal matrix, which is also validated by SEM analysis [26, 27]. 

To investigate the effect of the magnitude of the fluid flow on the dispersion of nanoparticles, 
the velocity magnitude is changed to be 1/10th of the original one. Figure 5 shows the fluid 
flow and particle distributions (with induction stirring) after 3.0s, 20s, and 40s, respectively.  

 

 

Figure 5. Fluid Flow and particle distributions (weak flow with induction stirring): (a) and (d) 
after 3s; (b) and (e) after 20s; (c) and (f) after 40s. 
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As the fluid flow is weaker, the particle dispersion is slower. And the flow fields after 3.0s and 
20s are not exactly the same, because the flow after 3.0s is not fully developed yet. Besides, 
even the fully developed flow pattern is not as regular as before, that there are several 
recirculating loops, because the induction stirring, which cannot be neglected, is playing a major 
role on the fluid flow. When solidification starts, the fluid flow changes significantly because 
the induction stirring furnace is stopped. In addition, it can be observed that the flow pattern 
will become almost the same as that with a strong flow (see Figs. 4(c) and 5(c)). 

After 20s, the distribution of the nanoparticles becomes stable, but there are much fewer 
particles at the top (around the probe) where fluid flow is relatively stronger. Also, more 
particles are captured by the mushy zone, and consequently fewer particles stay at the top (see 
Figure 5(f)). Lastly, it is pretty obvious that the particle distributions are not as good as those 
with a strong flow. Thus, It can be concluded that weak flow cannot disperse nanoparticles well 
enough during the ultrasonic and induction stirring processing.   

 

Concluding Remarks 

 

A magneto-hydro-dynamics model was developed in ANSYS Maxwell and ANSYS Fluent. 
The DDPM model coupled with the -  turbulence model was used to investigate the 
distribution of SiC nanoparticles into a 6061 matrix under ultrasonic and induction stirring and 
molten metal and unidirectional solidification processing conditions. It was determined that a 
strong flow can disperse the nanoparticles relatively well, especially when compared with a 
weak flow condition. Also, it was demonstrated that induction stirring can help improve the 
fluid flow characteristics, making the nanoparticle distribution even more uniform. 
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Abstract 

 
In many solidification processes, particularly in the presence of grain refiner, solid grains 
initially form as free floating particles suspended within the liquid metal. As these grains 
continue to grow in number and size, their interactions cause them to form a permeable rigid 
solid structure. The majority of these models for equiaxed solidification assume that the 
transition from a slurry of particles to a rigid solid structure occurs at a fixed, uniform solid 
fraction. This approach does not include the influence of the local velocity field on the likelihood 
of packing. The present study investigates the effects of three different methods of including the 
solid particle velocity into packing rules and applies them to simulations of static castings. The 
advantages and disadvantages of these approaches are discussed in relation to the more common 
constant packing fraction model. 
 
 

Introduction 
 
Heat and mass transport during the solidification of molten alloys lead to ingot scale variations in 
composition, commonly termed macrosegregation. Due to the complex nature of the governing 
conservation equations, simulations are commonly used to gain understanding of the 
mechanisms for defect formation. In equiaxed solidification, these models are further 
complicated by free floating grains and their eventual coalescence, or packing, to form a rigid 
solid structure. 
 
Two main types of equiaxed solidification models have been formulated. The first is the multi-
phase approach proposed by Ni and Beckermann [1] including two [2,3], three [4,5], and five-
phase variations [6]. These models either assume spherical grains or use supplemental 
relationships for the dendrite morphology within a spherical grain envelope. Packing occurs at a 
grain fraction 0.637, the density of close packed spheres [7]. The second type is the mixture 
model formulated by Vreeman et al. [8]. Mixture models use a lower packing fraction (expressed 
in volume fraction solid) that includes an implicit assumption about the grain morphology. 
 
In both model types, the effect of the local velocity field on the attachment of free floating grains 
is neglected and packing occurs once a certain fraction of a control volume is occupied by solid 
grains. However, flow towards a packed interface will increase the likelihood of packing, while 
flow away from an interface will reduce it. Vusanovic and Krane  [9] suggested an alternate 
packing model that bases the packing criteria on the state of control volumes in the downstream 
direction. That model is implemented here and compared to two variants. 
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Model Description  
 

The solidification model used here is based on the continuum mixture formulation of the 
governing equations  [10], with the modified momentum equations of Vreeman et al. [8]. The 
temperature formulation of the energy equation [11] is used with the source term linearization 
proposed by Voller and Swaminathan [12]. The governing equations are discretized and solved 
using standard finite volume techniques [13] using fully implicit time discretization on a 
Cartesian, uniform, structured, staggered grid. The species equations are discretized using the 
method of Vreeman and Incropera  [14]. The free floating solid model calculates solid velocities 
using the definition of the mixture velocity, , and Stoke’s law for spherical particles: 
 

 (1) 
 

 
(2) 

 
where fs and fl are mass fractions solid and liquid,  and  are the solid and liquid velocity 
vectors, gs is the volume fraction solid, m is a mean viscosity, d is the particle diameter, and  is 
the gravitational vector. A uniform particle size of 20 m was used. The permeability of the rigid 
mushy zone, K, was modeled using the Blake-Kozeny relationship: 
 

(3) 

 
where  is the dendrite arm spacing, set here to 50 m. For the velocity control volumes, which 
are staggered from the main numerical grid, the permeability is calculated by first performing a 
linear interpolation of the solid fraction according to the recommendation of Kumar et al. [15]. 
 
In Vusanovic and Krane’s  [9] velocity based packing model, packing is based on the condition 
of the downstream cell. This idea is illustrated schematically in Figure 1a where the cell of 
interest packs if the downstream cell is packed and has a solid fraction above some critical value, 
gs,c. If one of these conditions is not met, then the cell of interest does not pack.  
 
The main difficulty in implementing such a model is determining which cells are downstream of 
the solid motion. Solid velocity is stored at the cell faces, and by definition, is equal to zero if the 
neighbor cell is packed. Vusanovic and Krane circumvented this problem by averaging the solid 
flow rates in each direction, then using the larger of the two resulting vectors to determine the 
most downstream cell. This model will be termed the average velocity method (AVM), in which 
the packing criteria are applied to only a single downstream cell. One obvious variation of the 
AVM is to consider both cells downstream from the averaged solid velocity vectors, and if either 
matches the conditions shown in Figure 1a, then the cell of interest packs. This model always 
considers two possible downstream cells and will be referred to here as the “average velocity, 
any cell” (AVA) method. 
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In both of these averaging methods, the existing non-zero mixture velocity information at the cell 
faces is neglected. Another method of determining downstream cells is to calculate an effective 
solid velocity of the equiaxed grains within the cell of interest, but near each of the cell faces. 
This calculation is performed using Equations 1 and 2 with the mixture velocity at each face but 
the solid fraction of the cell of interest. Then the logic shown in Figure 1 is applied to all of the 
downstream cells, which may include any number of neighboring control volumes, including 
extreme cases where none or all four are considered. This approach is termed the face velocity 
method (FVM).  
 
To ensure smooth packing from cell to cell, gs,c is also applied as a constant packing fraction 
(CPF). The instantaneous solid fraction of the cell of interest when it becomes packed is termed 
the packing fraction, gs,p, and for the velocity based models will vary throughout the domain, but 
always be less than or equal to gs,c due to this imposed upper limit. For the constant packing 
fraction (CPF) model used by Vreeman et al. [8], gs,c and gs,p are equal and constant throughout 
the domain. Packing is checked following convergence of the governing equations. The proposed 
packing schemes are compared using a simple static casting simulation. Figure 1b shows the 
system schematic with the boundary and initial conditions. The numerical grid was uniform and 
80x80 cells except where noted. 
 

  
(a) (b) 

Figure 1: Schematics for (a) the velocity based packing scheme and (b) system geometry and 
boundary conditions. 

 
The alloy modeled was AA7050, with thermophysical properties taken from [16–19]. The model 
solved species equations for the quaternary Al-Zn-Cu-Mg system. An equilibrium 
thermodynamic model was used. The equation for the liquidus surface and the relevant partition 
coefficients were found using the ThermocalcTM TCAL1 database [20]. The liquidus is given by 

, where the temperature is in K, the 
composition in weight fraction, the first term is the melting temperature of pure aluminum, and 
the second accounts for additions of elements not tracked by the model (Zr, Fe, Si, Ti, Cr, and 
Mn). The relevant partition coefficients are kZn=0.39, kCu=0.09, and kMg=0.29. 
 

Results and Discussion 
 
Before considering the velocity based models, the CPF approach will be discussed as a baseline. 
Figure 2 shows Zn composition fields and flows predicted with the CPF model with packing 
fraction gs,p=0.2 during  and after solidification. The liquidus front proceeds from the left wall, 
and a counterclockwise buoyancy driven flow cell develops. For this alloy, the solute partitions 
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to the liquid. The first solid to attach to the cooling wall has the lowest composition in the 
domain, as the enriched liquid is advected from these first cells to pack and is replaced by fresh 
liquid nearer the nominal composition. The advection of solute from just inside the rigid mush 
continuously enriches the bulk liquid throughout the process, and so, the last liquid to freeze in 
the upper right corner has the highest composition. Additionally, the negative buoyancy of 
solute-depleted solid particles advected in the flow cell resists the up-flow at the right wall 
(Equation 2). Settling of these particles has an associated displacement of enriched liquid, further 
enriching the top layer of the casting. 
 
Of particular note are the channel segregates which form as streaks in the composition field. The 
first of these appear directly on the cooling wall and are a result of individual cells packing prior 
to others. Advection of the liquid from these cells leaves behind depleted solid, and enriches the 
surrounding control volumes. The liquidus temperature of the neighboring cells is therefore 
depressed, lowering their fraction solid, and delaying packing. Flow around the first cells to pack 
also enriches control volumes in the lateral direction, allowing the channel to propagate into the 
casting. Channel segregates will be discussed further in the context of the velocity based 
methods below.  

t=80s Final 

  
(a) (b) 

Figure 2: Composition fields for Zn for the constant packing fraction model (CPF) (a) during the 
process, showing counterclockwise streamlines and the packed interface, and (b) after 

solidification, for a packing fraction gs,p=0.2. 
 
One of the important implications of the velocity based packing models compared to the constant 
packing fraction approach is that the packing fraction (gs,p) varies throughout the domain 
depending on the flow field, rigid interface geometry, and solidification conditions. Flow 
towards a packed interface and higher temperature gradients will favor lower packing fractions, 
while flow parallel to or away from a packing interface and lower temperature gradients favor 
higher packing fractions. Figure 3 shows the average and standard deviation of the packing 
fraction throughout the domain as a function of gs,c as predicted by the three velocity based 
schemes. The average packing fractions should be compared to a slope of unity representative of 
the constant packing fraction model, which would have a corresponding standard deviation of 
zero. 
 
One aspect of Figure 3 to note is the relative values of the average packing fractions for the three 
velocity based models. In the AVM, only one velocity vector selects the downstream cell. In the 
AVA, both averaged velocity vectors are used (two downstream cells), increasing the likelihood 
of a cell meeting the requisite criteria. For the FVM, outward solid velocity from any of the four 
faces may trigger a packing event. In each case, the probability of a given cell packing is 
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increased relative to the CPF model, thereby decreasing the predicted average packing fraction. 
Similarly, the difference in standard deviation can be explained by the number of neighboring 
control volumes that may influence the packing of the cell of interest. 
 
A more surprising trend is the maximum in the standard deviation with critical solid fraction. 
The initial increase is caused by the larger range of packing fractions that are allowed, since gs,p 
cannot exceed gs,c. The eventual decrease is caused by natural limitation of the lower packing 
fractions, which tend to occur at the very beginning of the process when the solid fraction 
gradient is highest (i.e. it is most likely that a cell with a low solid fraction is neighboring a cell 
with gs>gs,c). For high critical values, the initial packing of the first few rows of control volumes 
is delayed slightly until the solid fraction gradient is lower, tending to discourage packing at low 
solid fractions. 
 

(a) (b) 
Figure 3: Average predicted packing fraction and its standard deviation over the domain for each 

velocity based scheme as a function of the critical solid fraction. 
 
Further comparison of the influence of three models on packing is made clear by the contour 
plots of resulting packing fractions throughout the domain, shown in Figure 4a for cases where 
gs,c=0.2. First, the range of packing fractions exhibited by the different schemes matches the 
relative standard deviation values shown in Figure 3b. More interesting is the appearance of 
streaks in the packing fraction shown by the AVA and FVM, both of which consider any 
downstream control volume rather than just the most downstream control volume, as done in the 
AVM, where these streaks are not found. Furthermore, the packing fields correspond closely to 
the final composition fields (shown for Zn) as shown in Figure 4b. 
 
The composition field is closely related to the packing fraction distribution through the 
permeability of the rigid mush. Macrosegregation is caused by the relative motion of solid and 
liquid of differing compositions. When a cell packs, the depleted solid becomes stationary, but 
the enriched liquid may be advected away, the ease of which is determined by Equation 3. For 
low packing fractions, the initial permeability of the rigid mush is fairly high, allowing enriched 
liquid to be advected away and replaced by fresh liquid at a composition nearer the nominal. At 
higher packing fractions, the permeability at the edge of the rigid mush is comparatively low, 
preventing significant fluid flow from occurring. 
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 AVM AVA FVM  
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Figure 4: Contour plots of results from the three velocity based schemes with gs,c=0.2 showing 
(a) predicted packing fraction distribution and (b) composition distribution. 

 
The streaks in the composition field resemble channel segregates or freckles that have been 
reported both experimentally (e.g. [21]) and in simulations (e.g. [22]) of columnar solidification. 
These segregates form due to cells that pack at lower solid fractions jutting out from the 
solidification interface and affecting the flow around them. When one of these cells becomes 
packed earlier than the cells around it, the associated enriched liquid flows into neighboring cells 
in the downstream direction, to be replaced by liquid with a lower composition. The liquidus 
temperature, and therefore the fraction solid, of the enriched cells are reduced, tending to delay 
packing and becoming further enriched over time. Eventually these cells do become packed, but 
the next row of cells, similarly affected by the solute advection, are less likely to pack than their 
depleted neighbors, allowing the channel to propagate. 
 
The formation of channel segregates is strongly affected by the packing model. The differences 
in packing are shown at an intermediate time in the process for the three packing models in 
Figure 5. The flow cell is rotating in a counterclockwise direction, flowing down the 
solidification interface. For the AVM, other than near the top of the domain, the strong down-
flow along the solidification front mostly causes packing to proceed from the bottom up, as seen 
by the stepped shape of the packed interface. Any lateral flow in this case will likely be much 
weaker than the strong downward flow, so the selection of only the most downstream control 
volume in the packing model generally suppresses channel formation. In the AVA and FVM, 
since other downstream cells can trigger a packing event, weak lateral flows toward the packed 
interface can cause packing of cells that then jut out and affect the surrounding flow. These types 
of cells are apparent by the roughness of the packing interfaces on the order of the grid spacing 
in Figure 5 for the AVA and FVM when compared to the AVM. Once one of these cells pack, 
channel propagation may occur via the mechanism described above.  
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AVM AVA FVM  

 

Figure 5: The effect of the fluid flow on the packing fraction, shown at time t=80s for the AVM 
with gs,c=0.2. 

 
Considering the strong effect of the packing models on channel segregate formation, it is 
tempting to use them as validation of one model over another. Unfortunately, segregates such as 
these have not been observed experimentally in equiaxed castings and there is reason to believe 
that they are a numerical artifact as illustrated by the results above and their extreme grid 
dependence (Figure 6). In the CPF model, as well as the AVA and FVM, the appearance, 
spacing, and composition of the channels is strongly dependent on the grid size. Only the AVM 
appears to achieve some level of grid independence, in which channels do not form at all. 
 

 CPF AVM AVA FVM 

60
x6

0 

    

10
0x

10
0 

    
 

Figure 6: Grid dependence of channel segregates that appear in the AVA and FVM while the 
AVM is relatively grid independent. Contour is Zn wt. fr., the cases shown are for gs,c=0.2. 

 
Based on the plots in Figure 6, and assuming that channels are only a numerical artifact, at first it 
seems that the AVM performs the best, because channels do not form at all. However, the results 
presented here are for a specific domain geometry, material, and set of initial and boundary 
conditions. No channels form in the AVM because the interface between the rigid mush and the 
bulk liquid is mostly parallel to the local flow direction. Any change in cooling conditions or 
geometry may upset the balance of factors that suppress channel formation in this case, even for 
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the same material. Therefore, from the evidence given here, it is difficult to conclude that one 
particular packing model is more realistic than the others. 
 

Conclusions 
 

Three different velocity based packing schemes were presented for the modeling equiaxed 
solidification and compared to the constant packing fraction method for static castings of 
AA7050. Final macrosegregation distributions are strongly dependent on the packing model, but 
it is difficult to compare the relative worth of the various schemes. The extreme grid dependence 
of the development of channel segregates suggests that they are, at least in part, a numerical 
artifact. Future research should explore initiation and propagation of channel segregates in more 
detail to determine the origin of their numerical dependence, and include experimental 
validation. 
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Abstract 
 
In steel continuous casting, flow in the mold region is related to many quality problems such as 
surface defects and slag entrainment. An electromagnetic braking (EMBr) system is a method to 
control the steel flow field to minimize defects and capture inclusions. The position of the port of 
the Submerged Entry Nozzle (SEN) and the peak magnetic field both affect the performance of 
the EMBr. In the present work, an efficient multi-GPU based code, CUFLOW, is used to 
perform Large Eddy Simulations of the turbulent flow by solving the time-dependent Navier-
Stokes equations in a domain that includes the slide gate, SEN and mold region. The 
computations were first validated by comparing the predicted surface velocity with plant 
measurements. Subsequently, eight LES simulations were conducted to study the effects of 
different EMBr values and SEN depths. The flow patterns in various regions are presented. The 
results show that applying EMBr greatly lowers top surface velocities and turbulent fluctuations. 
 

Introduction 
 
In the continuous casting process for making steel, electromagnetic devices are often used to 
modify the flow pattern in the mold region. The magnetic field can be either static (applying a 
DC current to electromagnets) or dynamic in which an AC current is applied. The static magnetic 
field in turn generates a Lorentz force field that acts against the flow. This type of configuration 
is therefore referred to as an electromagnetic braking (EMBr) system. Based on the DC 
electromagnet’s shape and location, there are usually three types of magnetic field configurations 
[1]: local, single ruler and double-ruler [2–7]. The differences between these configurations are 
discussed elsewhere [1]. This work focuses on the double-ruler configuration that is widely used 
in industry and commonly known as Flow Control Mold (FC-Mold). In the FC-Mold, two 
rectangular magnets are placed across the entire mold width, with one positioned near the 
meniscus and the other below the nozzle port [1–7]. 
 
Owing to the hostile environment of the extremely hot molten steel, it is difficult to conduct 
experiments in real casters. Computational models are widely used [2–9] as tools to understand 
the physics of the process, and improve and optimize the operation. A large number of the 
previous numerical studies solved the Reynolds Averaged Navier Stokes (RANS) equations with 
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attention paid to the time mean flow behavior in the mold [2,3,7]. Recent developments in 
parallel computing technology have enabled high-fidelity Large Eddy Simulations (LES) to 
become feasible and have been recently performed by a few researchers to study the transient 
aspects of the turbulent fluid flow [4–6,9]. 
 
The FC-Mold EMBr arrangement followed in industry can affect both the mean flow behavior  
and the transient flow structure in the mold [5–7]. It also reduces the mean surface velocity and 
fluctuations normal to the free surface [2,3,5–7]. However, electromagnetic forces can also have 
an opposite effect on the overall flow if not used properly along with other parameters (e.g. 
submergence depth) [1]. With the same EMBr settings, different submergence depths may 
considerably change the effectiveness of local EMBr system [1]. However, to our knowledge not 
much attention has been paid to the effect of submergence depth and EMBr field distribution, 
especially for the widely used double-ruler magnetic field arrangement.  
 
The effect of EMBr on the flow in mold has been previously studied, but the effects on the flow 
in the Submerged Entry Nozzle (SEN) have not been reported. Much of the work has been 
focused on the effects of an EMBr on the flow in the mold region without including the full SEN 
[2–5,8]. While some researchers have included the SEN in the computational domain, they have 
ignored the magnetic field above the steel-slag interface [6]. However, simulations with RANS 
have shown that a strong magnetic field modifies the mean flow inside the SEN and reduces its 
turbulent kinetic energy [7]. Therefore, high accuracy transient simulations must be conducted 
with inclusion of also the effects of the magnetic field on the nozzle flow. 
 
The work presented here investigates the effect of submergence depth and EMBr on the turbulent 
flow in both SEN and mold regions of a real continuous caster of steel using LES. This paper 
first introduces the governing equations, then describes the computational models and numerical 
details. The model is then validated by comparing the predictions with plant measurements. The 
effect of submergence depth and EMBr on the flow field in the SEN, port, mold region and top 
surface are subsequently investigated. Finally, the important results are summarized. 
 

Plant Measurements 

Plant measurements of the magnetic fields and molten steel flow were conducted on the No. 4 
caster at Baosteel, Shanghai in 2012. Top surface velocities of this conventional (230×1200 mm) 
continuous steel slab caster were measured with a device similar to Sub-meniscus Velocity 
Control (SVC) equipment. In the measurement, one end of a rod is connected to a pivot and the 
other end is dipped into the molten steel as shown in Figure 1. The molten steel flow impinges 
on the rod and induces a drag force that balances the weight of the rod and makes the rod rotate 
around the pivot by an angle . The angle is then converted into velocity of the molten steel. The 
SVC-like device probe was placed at quarter mold region parallel to the Wide Face (WF) of the 
mold and the measured steel surface velocity was recorded every 5 seconds in a 70-second time 
interval. The casting conditions and process parameters are given in Table I. Flow rate of the 
molten steel through the SEN into the mold was controlled by a slide-gate that moved between 
the geometric center and the Inside Radius (IR) side of the caster. For the experiments casting 
1200mm wide slabs at 1.3m/min, the slide gate was 70% open, as shown in Figure 2. No argon 
gas was injected, and the EMBr system was also turned off during the experiment. The measured 
magnetic field strengths down the mold are shown in Figure 3. 
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Table I. Casting Parameters and Properties of the Steel 
Process parameter Value 

Mold thickness (Lt) 230 mm 
Mold width (Lw) 1200 mm*; 1300 mm 
Slide gate opening area fraction 70%*; 80% 
Submergence depth (dsub) 170 mm or 200 mm 
SEN port downward angle 15° 
Casting speed (Vc) 1.3 m/min*; 1.8 m/min 
Steel density ( ) 7000 kg/m3 
Steel dynamic viscosity ( ) 0.0063 kg/(m·s) 

Steel electrical conductivity ( ) 
liquid steel 714000 S/m;  
solid steel 787000 S/m 

* Casting conditions when plant measurements were done      Figure 1. Schematic of SVC-like device 
 

Figure 2. Slide gate position                                        Figure 3. Magnetic fields 
 

Governing Equations and Computational Model 

A three-dimensional finite-volume computational model was applied to study the flow behavior 
in the caster. The governing equations and details of the model are discussed in this section.  
 
Governing Equations for Fluid Flow 

In LES, the dimensional filtered time dependent Navier Stokes equations given below are solved. 

 ( ) sρ∇ ⋅ =u   (1) 

 ( )( )T L
sgs

p
t

ν ν
ρ ρ

∂ ∇ � �+ ⋅∇ = − + ∇ ⋅ + ∇ + ∇ +& '∂
u F

u u u u   (2) 

Here  is the sink term due to the solidifying shell,  is the molten steel density, u is filtered 
velocity, p is modified static pressure which includes the filtered normal stresses, FL is the effect 
of the Lorentz force,  is the kinematic viscosity of the molten steel and sgs is the eddy viscosity 
that was computed from the coherent-structure Smagorinsky model (CSM) [10] also used in 
previous studies of fluid flow in steel casters with EMBr [6]. 

 ( )2 2
2ssgs Cν = Δ S   (3) 
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where  is the filter width, S is the filtered rate-of-strain tensor, Ccsm=1/22 is a model constant 
and W is the filtered vorticity tensor (also known as rate of rotation tensor). The CSM model 
incorporates the effect of anisotropy induced by the applied magnetic fields on the filtered scales 
[10]. Therefore, no additional terms are added. 
 
In this work, the electric potential method is used to compute the Lorentz force FL. When a 
magnetic field B is applied to the moving conducting material (with electrical conductivity ), an 
electric field is generated and the electrical current density J can be computed through Ohm's 
law given as equation (5) below. For a well conducting material the current conservation law is 
given by equation (6). Therefore, the electric potential  satisfies a Poisson equation (equation 
(7)) from which  is calculated. Then, Lorentz force can be computed following equation (8). 

 ( )σ= −∇Φ + ×J u B   (5) 

 0∇ ⋅ =J   (6) 

 ( ) ( )σ σ∇ ⋅ ∇Φ = ∇ ⋅ ×� 	
 �u B   (7) 

 L = ×F J B   (8) 

Note that both the molten steel and the solidified shell are conducting materials and therefore 
equations (5) to (8) need to be solved in both the liquid steel and shell region. Simply treating the 
shell as an insulated wall have been seen to lead to unrealistic flow unsteadiness in the mold 
[5,11]. In this work the above MHD equations are solved in the entire domain that includes the 
solid shell region. 
 
Computational Methods, Mesh, and Boundary Conditions 

The governing equations are solved with an in-house code CUFLOW [9,12–14] which utilizes 
Graphics Processing Units (GPU). Current version of the code was written using CUDA Fortran, 
and has been extended to be able to work on multiple GPUs in parallel through the Message 
Passing Interface (MPI) [14]. In CUFLOW, fractional step method is used to solve the continuity 
and momentum equations. Pressure and electric potential Poisson equations are solved efficiently 
by a V-cycle multigrid method, and red-black Successive Over Relaxation (SOR) on GPUs with 
over-relaxation parameter of 1.6. Details of the solution algorithm are available in reference 
[9,13,14]. The solver has been validated and used to study the effect of magnetic field in a lid-
driven cavity [15] and the flow in the mold region of continuous casters of steel with and without 
EMBr [5,6]. As listed in Table II, seven simulations were carried out on the Blue Waters 
supercomputer. 
 
A Cartesian grid of ~16 million finite volume cells (~4 mm cell size) is generated for the 
computational domain which includes slide gate, SEN and mold region. The domain ends at ~2.8 
m below the meniscus. Solid shell is modeled only as an electrically conducting zone (fluid flow 
equations are not solved) and is included in the domain with a thickness found by the equation 
h(mm) = 3[t(s)]1/2. 
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The slide gate was 80% open for a casting speed of 1.8 m/min. The velocity at the SEN inlet is 
fixed to match the mass flow rate of the steel. At the outlet, a zero derivative boundary condition 
is applied. All other domain boundaries and the interface between the liquid steel and solidified 
shell are treated as no slip walls. For the MHD equations, insulated boundary condition was 
applied at all the boundaries of the computational domain. 
 

Table II. List of the LES simulations 
No. Vc (m/min) dsub (mm) Top coil current (A) Bottom coil current (A) 
1 1.8 170 0 0 
2 1.8 170 0 850 
3 1.8 170 400 850 
4 1.8 170 850 850 
5 1.8 200 0 0 
6 1.8 200 0 850 
7 1.8 200 400 850 

 
Validation with Plant Velocity Measurements 

 
In addition to the seven simulations listed in Table II, an 80 second LES simulation with a grid 
of ~15.5 million cells was conducted for the same casting conditions as the plant measurements. 
The ux velocity parallel to WF, at the probe location (1 cm below the top surface and at the 
quarter mold region in the middle plane) was recorded. Figure 4 compares the measured ux 
velocity against the predicted ux velocity by the LES. Both LES simulation and the SVC-like 
measurements show that the flow direction was from narrow face (NF) to SEN with an average 
velocity of ~0.2 m/s. This good agreement between the computational model and the 
measurements provides support to the code results and demonstrate accuracy of the LES model. 
 

Results and Discussion 
 
Effect of Submergence Depth 
 
Figure 5 shows contours of mean velocity magnitude |U| for different submergence depths (dsub) 
at 1 cm below the top surface and at the center plane of the mold. In the top surface region, the 
region of high velocity is closer to the Outer Radius (OR) side of the mold. For dsub = 170mm, 
the maximum velocity is ~0.45m/s. For dsub = 200mm, the maximum top surface velocity is 
~0.4m/s and the high velocity region is smaller. Overall, however, flow in the mold is not 
affected much by submergence depth, as both calculations show double roll flow patterns. 
 
Effect of EMBr 

Figure 6 shows the time averaged z-velocity in SEN on the symmetric plane for a submergence 
depth of 170mm. It is seen that increasing the magnetic field strength in the SEN causes a shorter 
jet. However, the size of the recirculation region below the sliding gate is not affected much by 
the magnetic field because the magnetic field strength field in the nozzle is relatively weak 
(<0.04T). Transient simulations in the mold region show two swirling vortices at the bottom of 
SEN for all cases except when the upper coil current Itop is 850A. The time-averaged flow field 
also shows two swirling vortices at the bottom of the SEN but only a small swirl for Itop=850A. 
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Figure 4. Compare with “SVC” Figure 5. Mean flow in mold and top surface (no EMBr)

Figure 7 shows the time-averaged x-velocity (in/out of port) partway across the port at x = -
0.045. A back flow region (where flow enters the port, towards the SEN inside) is seen near the 
top of port in all cases. With increasing magnetic field, the back flow region becomes larger and 
occupies almost half of the port when both coils have a current of 850A. The outward flow 
region is mainly at the bottom half of port, and the speed of the jet in the port increases with 
increasing magnetic field strength (due to smaller outflow area). 

Figure 6. Mean velocity in SEN Figure 7. Backflow noticed in port 
 
Contours of the magnitude of the time-averaged velocity in the middle y plane (y=0) for different 
magnetic fields (dsub=170mm) are shown in Figure 8. With EMBr, thin regions of high velocity 
appear close to the side walls of the SEN, resulting in an M-shaped velocity profile in the x 
direction. This M-shaped profile is well known in channel flows with strong magnetic fields 
[16]. The jets exiting from the port are also thinner and stronger when the EMBr is used. The 
recirculation regions in the mold are more close to the jet which agrees with previous studies [6]. 
 
Figure 9 shows a typical snapshot of contours of velocity magnitude in a horizontal plane z = 
0.01m (1cm below top surface). Without EMBr, the maximum velocity is ~0.5m/s and two 
vortices are seen near the SEN. High velocities and vertical flows at the steel-slag interface may 
lead to problems such as entrainment of slag. With EMBr (Ibot=850A) the top surface velocity 
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drops to ~0.05m/s. This low surface velocity may deliver less superheat to the meniscus region, 
leading to meniscus solidification, hook formation and entrapment of slag or inclusion particles 
[17]. Therefore, a weaker magnetic field that maintains the top velocity at around 0.2m/s would 
be better for this particular caster and casting conditions. 

Figure 8. Velocity magnitude in mold and stream traces Figure 9. Flow near top surface 
 

Conclusions 

LES is used to study the effect of submergence depth and double-ruler EMBr on steel flow in 
SEN and mold region of a commercial steel caster. The predicted surface velocity history 
matches well with plant measurements. Applying strong EMBr across the nozzle in this system 
makes flow inside the SEN more uniform, and increases downward velocity along the walls 
(with strong EMBr) forming an M-shaped velocity profile in the lower part of the SEN. 
Application of the EMBr results in a tighter and faster jet in the mold cavity, which exits more 
towards the lower region of port with accompanying larger back-flow in the top. The 
recirculation regions in the mold become tighter and closer to the jet and newer smaller vortices 
form. Even with a high casting speed (1.8m/min) with no argon gas, holding the meniscus level 
at middle of the top ruler of the EMBr greatly lowers top surface velocity (to ~0.05m/s). 
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Abstract 
 
Steel cleanliness is very important for the quality of final products. Stirring ladles have been 
widely used to ensure the good quality steel produced from liquid iron in steelmaking industry. 
Proper stirring is crucial for obtaining clean steel. In this study, three-dimensional computational 
fluid dynamics (CFD) technique is used to study the transient multiphase flow inside a working 
ladle at a steel plant. The study presents a comparison of three different methods to model 
multiphase flow, i.e. the volume of fluid (VOF) method, the Eulerian-Eulerian method, and the 
Eulerian-Lagrangian method. The simulation results are compared with experimental data 
obtained from a working ladle. The best simulation method, which gives the most accurate 
results within a reasonable amount of computational time, will be applied to optimize operating 
parameters under various conditions. 

 
Introduction 

 
In the steelmaking industry, secondary refining or secondary metallurgy is required for 
temperature homogenization, as well as ingredients adjustment, steel cleanliness, and other 
functions. A proper stir is very important for obtaining clean steel. The stirring ladle is widely 
used for steel cleanliness to ensure good quality of the product. Usually, a lance is immersed into 
the steel bath from top surface, the stirring gas is injected from nozzles, which are located at the 
bottom of the lance. With the stirring effect, the flow field of the steel bath is improved and high 
cleanliness efficiency is therefore guaranteed. Since there are both liquid phase (liquid iron and 
slag) and gas phase (stirring gas) existing in the ladle, thus, a multiphase model is required. 
Three different multiphase methods have been adopted in this study.  
 
The VOF method can be used to simulate the two immiscible flows (liquid iron and slag) and the 
bubbles generated by the stirring gas [1, 2]. This method is able to capture the characteristics of 
the distinct interface between phases and the slag eye formation. The Eulerian-Eulerian method 
can obtain global information about gas phase. For instance, it can track the bubble velocity and 
concentration, but it cannot describe the formation process of bubbles [3]. The Eulerian-
Lagrangian method treats gas bubbles as a discrete phase by employing the discrete phase model 
(DPM), while the Eulerian method is used to track the interface among the three phases in a ladle 
[4, 5, 6, 7]. 
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Mathematical Models 
 
The VOF method is based on the concept of solving one momentum equation for the multiphase 
mixtures, and characterizing different phases at the same computational volume at the same time 
by their volume fraction. A set of Navier-Stokes equations for an incompressible Newtonian 
flow was solved:  

( ) + �( ) = − + [ ( + ( ) )] + +                              (1) 

Since a particular control volume may be not entirely occupied by a single phase, the properties 
of mixture in Eq. (1) can be obtained from Eq. (2) and Eq. (3): 

= + (1 − )                                                                            (2) 

= + (1 − )                                                                             (3) 

In the Eulerian-Eulerian method, similar to the VOF method, each phase is treated as an 
interpenetrating continuum, the concept of volume fraction is introduced, too. The momentum 
balance for phase q yields: 

( ) + �( ) = − + � + + +                   (4) 

Here,  is the qth phase stress-strain tensor,  and  are the shear and bulk viscosity of phase 
q. The average interfacial momentum transfer rate  between two phases is based on the value 
of the exchange coefficient   from the universal drag law. The drag coefficient  varies in 
different conditions: 

=

{

=
24 (1 + 0.1 0.75), <  

=
2

3
( ) (

1+ 17.67(1− )
9
7

18.67(1− )
3
2

)2 , < <

=
8

3
(1 − )2 , >

                                (5) 

The Eulerian-Lagrangian method is a combination of VOF model and DPM model. For the 
liquid phase, a momentum source  is added to the continuous phase momentum Eq. (1) by 
examining the change in momentum of a particle as it passes through each control volume:  

( ) + �( ) = − p + [�( + ( ) )] + + +                     (6) 

Here,  is the fluid velocity. ,  and  are the velocity, density and mass flow rate of argon 
bubble respectively, and Δ  is the time step size. In order to include the effect of the discrete 
phase on the continuum phase, the two-way coupling is adopted. In the coupled method, the 
continuous phase flow pattern is impacted by the discrete phase, and vice versa.  
 
For the discrete phase, the trajectory of each argon bubble is obtained by integrating the force 
balance on the bubble in each time step. The drag force, the buoyancy force, the virtual mass 
force and the force derived from the pressure gradient are taken into consideration in this study: 

= ( − ) +
−

+
1

2
( − ) +                            (7) 

Here,  is the drag force,  is the drag coefficient, which is a function of Reynolds number. 
Non-spherical particle drag model is introduced in present study [7]. In addition, the diameter 
bubbles is assumed to be a constant of 1.5 inches and the random walk model is considered to 
describe the chaotic effect of turbulence in the liquid iron.  
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Geometrical Model and Boundary Conditions 
 

Figure 1 shows the three-dimensional model based on the drawings provided by the steelmaking 
plant. In order to purify the liquid iron, a tracer is introduced to measure the cleanliness process. 
The tracer is dropped from the top at the alloying chute position and then melted in the liquid 
iron. A sampling position is chosen to measure the tracer concentration in the liquid. By using 
the sampling data, the mixing process can be monitored. 

 
Figure 1. Computational geometry of the ladle. 

Figure 2 shows the simulation domain of the stirring ladle. There are three phases in the VOF 
method and Eulerian-Lagrangian method, as shown in Figure 2(a). The yellow color area shows 
the liquid phase (liquid iron), and the blue color area represents the slag layer. The area above 
the slag phase is the gas phase. However, as for Eulerian-Eulerian method, each phase has its 
own momentum equation instead of sharing a single momentum equation with other phases. As a 
result, the number of phases may significantly affect convergence behavior in the Eulerian-
Eulerian method. Since the present study is mainly focusing on the flow field and mixing 
process, a simplified calculation domain including liquid iron and argon gas was adopted in 
Eulerian-Eulerian model, as shown in Figure 2(b). 

(a)            (b)                                                                        

Figure 1. Simulation domain. (a) VOF and Eulerian-Lagrangian; (b) Eulerian-Eulerian.
The no-slip boundary condition and standard wall function are applied at both bottom wall and 
side-wall for fluid flow. Also, the zero flux boundary condition is set at all the walls. All of the 
models are developed based on the platform of the software package ANSYS-Fluent 15.0. The 
time step is 0.0001 seconds, and the convergence criteria for all of the residuals are set to 10-3. 
 

Results and Discussions 
 

Figure 3 shows the general recirculation flow patterns in a gas-stirred ladle at different time. The 
argon gas is injected into liquid iron through two nozzles located at the tip of the lance, then goes 
upward along the lance and expands as it rises. A part of the argon can escape from the slag 
layer, which may cause fluctuation of slag layer, the rest goes downward close to the side walls. 
Thus, two major large circulation loops can be observed at both sides of the lance. Moreover, 
since the lance is not in the middle of the ladle, the sizes of those two circulation loops are 
different from each other. The one that circulates in a much larger space corresponds to a larger 



172

 

circulation loop than that the other one. The flow patterns simulated using three models a slightly 
difference from each other, all of them can predict the flow field inside the ladle.   
 

(a)  

                                             1s                     4s                     7s                    10s                  13s  

 (b)  
                                             1s                     4s                     7s                    10s                  13s  

 (c)  

                                             1s                     4s                     7s                    10s                  13s  
Figure 3. Velocity vectors distribution at different time. (a) VOF; (b) Eulerian-Eulerian; (c) 

Eulerian-Lagrangian. 
Figure 4 indicates volume fraction of liquid iron. It can be seen that the fluid flow along the 
lance can generate more intensive turbulence due to higher velocity, the strong upward flow will 
break and push away the slag layer at the top of ladle consequently shown in Figure 4(a) and (c), 
and such open area at the slag layer is known as slag eye [8].  Furthermore, comparing Figure 
4(a) with (b), the results are similar, but not identical. This is mainly because the domain applied 
in Eulerian-Eulerian method is not the same one used in VOF method. As a result, the different 
outlet conditions impact simulation to a certain extent. 
 
Figure 5 shows the top view of slag eye at the quasi-steady state when the volume fraction of 
slag is lower than 0.01 [4]. According to Valentin et al. [9], as soon as a slag eye comes into 
existence, the inclusion length would be higher compared to those heats produced under a closed 
top slag. The size of slag eye affects the efficiency of desulphurization. The detailed slag eye 
sizes are tabulated in Table 1.  
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(a)  
                                             1s                     4s                     7s                    10s                  13s  

(b)  
                  1s                     4s                     7s                    10s                  13s

(c)  
                                             1s                     4s                     7s                    10s                  13s 

Figure 4. Volume fraction of liquid iron at different time. (a) VOF; (b) Eulerian-Eulerian; (c) 
Eulerian-Lagrangian. 

 (a)              (b)                                                                    

Figure 5. Top view of slag eye with 0.01 volume fraction of slag. (a) VOF; (b) Eulerian-
Lagrangian. 

Table 1. Detailed slag eye sizes in two methods 

Parameter VOF Eulerian-
Lagrangian 

Length (X-direction) /m 2.17 2.05 
Length (Y-direction) /m 1.87 1.54 

Open ratio (Aslag/Aladle) /% 29 17 
 
Table 1 shows that the slag eyes in two different methods are similar in general, although the one 
obtained from VOF method is much wider than that from Eulerian-Lagrangian method. Such 
phenomenon is corresponding to Figure 4(a) and (b), due to the assumption of bubble diameter in 
Eulerian-Lagrangian method. Therefore, it is critical to apply a proper diameter distribution 
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model for discrete phase in the Eulerian-Lagrangian approach to obtain a more reliable result 
which is in agreement with the reality. 
 
Generally, the mixing time represents the mixing efficiency of a gas-stirred ladle. After the gas-
stirring operation is accomplished, a certain amount of tracer will be injected into the ladle from 
a certain position. As the concentrations of the tracer in different locations have reached the 
equilibrium tracer concentration within 5%, the time from the beginning to then is defined as the 
mixing time [10]. Evidently, the shorter the mixing time, the better the mixing operation. A 
reasonable estimate of transient flow period can be deduced from the measured mixing times.  
Too short of a transient flow period may not at all show the kind of differential mixing times 
[11].  
 
In order to simulate the mixing process, a quasi-steady state flow field is required. A comparison 
between Figure 3 and Figure 4 revels that it takes nearly 7 seconds for the ladle to be fully stirred 
by argon gas. To quantify the stir and mixing operation, three horizontal planes at different 
heights are chosen, as shown in Fig 6, and the area-weighted average velocity of each monitor 
plane at different time is calculated and shows in Fig 7. 

 
Figure 6. Scheme diagram of three horizontal planes at different heights. 

 

(a)  (b)  (c)   
Figure 7. Area-weighted average velocity at different monitor planes. (a) VOF; (b) Eulerian-

Eulerian; (c) Eulerian-Lagrangian. 
Figure 7 demonstrates the typical stir behavior at different heights in a gas-stirred ladle. Within 
the first 2 seconds, the area-weighted average velocity of plane 2 is higher than the others. 
Because plane 2 is near the nozzles and argon gas injected with high flow rate has an intensive 
bubble plume, which introduces a high velocity in plane 2. As soon as argon gas reaches the slag 
layer, a strong interfacial behavior between liquid iron and slag will generate an open area at the 
slag layer, such interface impinges lead to more turbulent flow around plane 3. Thus, the area-
weighted average velocity of plane 3 will exceed that of plane 2 after 3 seconds, while the 
bottom portion of the ladle remains inactive due to the less turbulence. Finally, when the two 
major circulation loops take place, the ladle has been fully stirred by argon gas, and the velocity 
of each plane changes a little. Therefore, the flow field of the gas-stirred ladle can be considered 
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steady after 10 seconds corresponding to Figure 7. In this study, the numerical simulations of 
mixing are based on the flow field at 13 seconds. The locations of two sample points are shown 
in Figure 8. 
 
The results in Figure 9 show the quantification of mixing behavior when the mixing reaches 95% 
homogenization in the ladle. Figure 9 illustrates different peak positions of the two samples, 
likely caused by the significant turbulent fluctuations in the ladle. In addition, the concentration 
of sample 1 exceeds 100% in all of the three models, this phenomenon indicates that this region 
is full of solute-rich fluid before mixing is complete.

 

Figure 8. Monitoring sample points inside the ladle. 
The concentration measured in sample 1 position returns to 100% around 2 minutes in both VOF 
method and Eulerian-Eulerian method, whereas the value measured in Eulerian-Lagrangian 
method will decrease to 100% after 4 minutes. This delay in mixing time may be caused by the 
inappropriate assumption of bubble size. Moreover, the peak value of sample 1 measured in the 
VOF method is higher than that of the Eulerian-Eulerian method, which may contribute to the 
formation and fluctuation of slag eye, since the slag layer was not taken into consideration in the 
Eulerian-Eulerian method. 

 

(a)  (b)  (c)  

Figure 9. The 95% mixing time curve. (a) VOF; (b) Eulerian-Eulerian; (c) Eulerian-Lagrangian. 

Conclusions 
 

In this study, three different methods were utilized to simulate the transient multiphase flow field 
and interfacial behavior in a working gas-stirred ladle at a steel plant. The characteristics of the 
flow field and stirring process obtained were in reasonable agreement with experimental 
observations conducted in the steelmaking plant and other literature results.  
 
The VOF method is recommended to simulate the motion of bubbles in a liquid and the tracking 
of any interface, but the small time step size must be adopted in order to obtain convergent 
solutions. The Eulerian-Eulerian method shows a lot of similarities comparing to the VOF 
method in terms of flow field and mixing behavior. However, the conservation equations in the 
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Eulerian-Eulerian method are independent and should be solved by each single phase, this 
treatment limits the number of secondary phases and convergence behavior, which significantly 
causes computing time and memories.  Finally, the Eulerian-Lagrangian method is made 
considerably simpler when interactions between dispersed phases can be neglected, as presented 
in this study. Meanwhile, a few limitations should be taken into account. For instance, the bubble 
must be present at a fairly low volume fractions, usually less than 10–12%, and the bubble size 
distribution should be measured before modeling. And the most important, the simulation results 
depend heavily on the appropriate assumptions of force balance, breakup and coalescence 
mechanism of bubbles. 
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Abstract 
In order to understand flow regularity and select oxygen lancer operating parameters 
of the two side-blown oxygen-enriched copper smelting process, commercial software 
Ansys/Fluent13.0 was used to simulate the flow characteristics of multiphase flow in 
the bath under different nozzle arrangement. The results showed that when the nozzle 
arrangement was compact, the stirring effect of gas was enhanced and the local 
velocity and turbulent kinetic energy of the fluid increased while the fluctuation of 
copper matte layer was intensified. Meanwhile, local gas holdup also increased, which 
caused uneven distribution of gas near the oxygen lacer. However, when the nozzle 
arrangement was sparse, the stirring strength decreased in the smelting zone. The flow 
fields obtained by PIV technology agreed well with the CFD results, which indicated 
that the numerical simulation results were reliable. The results above provided 
theoretical foundation for the further study on the two side-blown copper smelting 
process. 

Introduction 
Two side-blown copper smelting process is an efficient, energy-saving and 
environment-friendly copper smelting technology[1-3]. The melt in the bath is stirred
by the oxygen-enriched air blown from the tuyeres on the two sides of the furnace, 
which causes the turbulent motion in the local area and then promotes the 
homogeneous dispersion of the material in the melt. Because the oxygen-enriched air 
is used to stir the slag layer, the mass and heat transfer between the melt and the 
material is strengthened, the dissolution of the matte in the slag is reduced and 
dynamics of the reaction in the melt is improved. 
Recently, there are few basic studies of this technology and the flow state of the melt 
in the industrial bath is unclear, which leads to the great variation in the operating 
parameters of the oxygen lancers. Furthermore, the oxygen-enriched air is not fully 
used, which prolongs the smelting period, increases the energy consumption and 
restricts the optimization of this technology. 
In the past few years with the fast development of numerical simulation, 
CFD(Computational Fluid Dynamics) has become an effective method to reveal the 
flow properties of fluid[4-6] and the applications in the metallurgy industry have
increased gradually[7-9]. In this paper, by means of numerical simulation, the
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commercial software Ansys/Fluent13.0 was used to simulate the multiphase flow in 
the bath. The flowing law was revealed and the proper operation conditions of oxygen 
lancers were obtained, which provided theoretical foundation for the further 
optimization of the flow field and the mass, heat transfer in two side-blown copper 
smelting furnace. 

Model establishment 

Geometric model 
Based on the geometry of an industrial copper smelting furnace, an 1:8 geometric 
model was established by using Gambit 2.4.6. The length of the model is 887mm, the 
height is 450mm and the maximum width is 324mm. The upper furnace body is 
ignored and there are 5 air inlet ports on each side of the furnace. The grids near the 
air inlets are refined and the number of the grids is 300 thousand. The generated mesh 
and geometry is shown in Figure 1. 

Fig.1 Mesh generated 

Mathematical model 
In this paper, the interaction between gas and liquid was simulated by using Euler 
model. Only fluid flow in the reactor was considered and energy transmission was 
ignored. Mathematical equations are as follows. 
Continuity equation: 

       (1) 

q=g, l Where is the velocity of q phase. 

Momentum equation of gas phase and liquid phase: 
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Where 
q� is the stress tensor of q phase. 

Standard k-  Turbulence Model was chosen for simulating the turbulent flow. 

Physical parameters and boundary condition 
In this paper, the fluid was regarded as incompressible fluid and energy equation was 
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ignored, i.e. heat transfer was not considered. Wall condition was no-slip and heat 
insulating. Ambient atmospheric pressure was 101325Pa and gravity acceleration was 
9.81m/s2. Other physical conditions are shown in Table 1. 

Table.1 Related parameters of the component 

material density  
kg/m3 

viscosity  
Pas 

air 1.225 1.7894×10-5 
water 1000 1.003×10-3 

Velocity-inlet boundary condition was used for gas inlet and the velocity of gas was 
determined according to similarity principle[10-11]. Pressure outlet boundary condition 
was used for fluid outlet. 

Model verification 
Experimental conditions are as follows: in the air-water simulated system, nozzle 
angle is 7°, nozzle diameter is 3.7mm, nozzle arrangement is 1# which is shown in 
Figure 2 and gas flow rates are 17m3/h 20m3/h 23m3/h and25m3/h. The flow fields of 
section z=0m, which is shown in Figure 3, obtained by using PIV[12-13] in the water 
model experiment and commercial software Ansys/Fluent13.0 are shown in Figure 4.  

 

 
Fig. 2 Nozzle arrangement 

 
Fig. 3 The drawing show of each section 

   
(a) Gas flow rate17m3/h 



182

   
(b) Gas flow rate 20m3/h 

   

(c) Gas flow rate 23m3/h 

   
(d) Gas flow rate 25m3/h 

Fig. 4 The comparison of PIV flow fields and numerical simulation fields at the section  
z=0m under different gas flow rate

The flow fields on the left side are measured by PIV and the simulation results are 
shown on the right side. It can be concluded from the figure that the number and the 
location of swirls of the experiment results and simulated results is the same. The 
swirls are at the upper part of the furnace. The fluid in the lower part flows from two 
sides to the center and then flows upward. By comparing the pictures above, it can be 
concluded that the simulated results showed the accurate flow field and it is feasible 
to use this model to simulate the fluid flow in the two side-blown copper smelting 
reactor. 
 

Results and discussion 
Influence of nozzle arrangement on the flow field 

Experimental conditions are as follows: the gas flow rate is 20m3/h, nozzle diameter is 
3.7mm, nozzle angle is 7° and nozzle arrangement is 1#, 2# and 3#. 
It can be seen from Figure 5 that with the 1# nozzle arrangement, there are 3 swirls in 
the upper part of the bath and the flow velocity of the fluid is fast while the fluid in 
the lower part flows from two sides to the center steadily and the flow velocity is slow. 
The flow field and the velocity distribution are conductive to improve the stirring 
intensity of the smelting zone in the upper part and keep the copper matte layer in the 
lower part stable. When the nozzle arrangement is 2#, the fluid flows from the top to 
the bottom regularly and there exists no swirl, which makes the turbulent intensity 
weakened. With the 3# nozzle arrangement, there also exist 3 swirls, but compared 
with the 1# nozzle arrangement, swirls are closer to the lower part of the bath, which 
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causes the fluctuation of the copper matte layer and decreases the grade of the copper 
matte. 

 

(a)1# 

   

(b) 2#                           (c)3# 
Fig. 5 The flow fields at the section z=0m under different nozzle arrangement 

In addition, the flow field of the section x=0m was investigated. It can be inferred 
from the Figure 6 that with the 1# nozzle arrangement, there is a swirl in the central 
part, which strengthens the stirring effect in the smelting zone. Besides, a small swirl 
appears above the nozzle, which promotes entrainment and the uniform distribution of 
the material. With the 2# nozzle arrangement, the flow state causes the impact on the 
copper matte layer. With the 3# nozzle arrangement, the two closer swirls enhance the 
stirring intensity in the smelting zone, which is because the penetrating ability of the 
gas is improved when the nozzle arrangement is more compact.  

      

(a)1#                (b)2#               (c)3# 

Fig. 6 The flow fields at the section x=-0m under different nozzle arrangement 

By analyzing different nozzle arrangements, it can be concluded that when the nozzle 
arrangement is sparse, such as the 2# nozzle arrangement, there is no swirl and the 
flow velocity of the fluid is slow. In this case, the turbulent intensity of the fluid is 
weak, which goes against the mass and heat transfer in the smelting process. However, 
when the nozzle arrangement is too compact, the local flow velocity of the fluid is too 
fast, the area of dead zone becomes larger and the fluctuation of the copper matte 
layer is more violent, which indicates that the turbulent kinetic energy of gas increases 
and its ability of overcoming the liquid friction is stronger. Therefore, in order to keep 
the copper matte layer stable and the smelting intensity relatively strong, the better 

v (m/s) 

v (m/s) 
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nozzle arrangement is local compactness and global sparse, namely 1# nozzle 
arrangement. 

Influence of nozzle arrangement on gas holdup 
Figure 7 shows the distribution of gas holdup at the different sections of x axis 
direction. With the 1# nozzle arrangement, 3 peak values of gas holdup distribute in 
the furnace uniformly, with the 2# nozzle arrangement, the gas holdup decreases 
gradually from the left to the right and with the 3# nozzle arrangement, the gas holdup 
in the central part is higher than that of the two ends. 
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Fig.7 The gas holdup distribution of smelting zone under different nozzle arrangement 

Based on the comparative analysis of the results, it can be concluded that the peak 
values appear at the sections near the compact nozzles because of the superposition 
effect of the adjacent gas column. Besides, the stirring effect of gas is improved when 
the nozzle arrangement is compact, which causes the appearance of the swirls. This is 
also the reason why there are 3 swirls with the 1# nozzle arrangement. When the 
nozzle is single arrangement, namely the 2# nozzle arrangement, the distribution of 
gas holdup is more uniform, but the stirring effect of gas is worse. With the 3# nozzle 
arrangement, because the nozzle arrangement is the most compact, there is massive 
gas in the center, which causes the peroxidation.  
Furthermore, the gas holdup of the whole bath is investigated and the results are 
shown in the Figure 8. It can be inferred from the figure that with the 2# nozzle 
arrangement, the gas holdup is the highest, which indicates that the gas distribution is 
more uniform when the nozzle arrangement is sparse. In contrast, the gas holdup is 
the lowest with the 3# nozzle arrangement. This is because the two gas columns are 
closer, the friction between gas and liquid decreases and gas residence time decreases.  

 
Fig. 8 The gas holdup of smelting zone under different nozzle arrangement 
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Influence of nozzle arrangement on wall sheer stress 
The wall sheer stress on the wall of the bath reflects the scour effect of the melt on the 
furnace lining and the destruction of furnace lining caused by the recoil force of gas. 
Thus, the study of the wall sheer stress with different the nozzle arrangement is 
helpful to optimize the nozzle arrangement and prolong the life of furnace lining and 
oxygen lance. The simulated results are shown in the Figure 9. 
It can be inferred from the figure that the wall sheer stress near the nozzles is higher 
and decreases gradually from the center to the periphery. This is because when the gas 
is blown into the melt, the resistance of liquid phase leads to sudden decrease of gas 
velocity and at the same time, the recoil force is produced at the opposite direction of 
the gas blowing, namely at the oxygen lance and the furnace lining around it, which 
causes the increase of the erosion of furnace lining. Moreover, the turbulent kinetic 
energy of melt around the nozzles increases and this also causes the increase of the 
wall sheer stress. In addition, when the nozzle arrangement is sparse, such as 2# 
nozzle arrangement, the area of high wall sheer stress is larger, so the compact nozzle 
arrangement is helpful to protect the furnace lining from eroding. 

 
(a)1# 

   
(b)2#                                           (c)3# 

Fig. 9 The wall shear stress distribution under different nozzle arrangement 

 

Conclusion 
(1) The mathematical model of the multiphase flow in the two side-blown copper 
smelting bath was developed, where Eulerian model was used to simulate the flow 
process and standard k-  model was used to simulate the turbulence. The accuracy of 
the model is verified by comparing the flow fields obtained by PIV technology and 
numerical simulation. Due the good arrangement between the PIV experimental date 
and numerical simulation results, it is feasible to use this model to simulate the 
multiphase flow in the bath. 
(2) Adjacent nozzle arrangement enhanced the stirring effect of gas, which increased 
the velocity and turbulent kinetic energy, but the fluctuation of copper matte layer was 
also intensified and the increase of local gas holdup caused the uneven distribution of 
gas. Hence a too compact nozzle arrangement was inappropriate. However, if the 
nozzle arrangement was too sparse, the stirring strength would decrease and the 
erosion of the furnace lining around the oxygen lacer was more serious. Thus the 
optimal nozzle arrangement was local compactness and global sparse, namely 1# 

w
/  

Pa 
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nozzle arrangement. 
The results provided theoretical foundation for the further optimization of the flow 
field and the mass, heat transfer in the two side-blown copper smelting furnace. 
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Abstract 

A fully transient 3D CFD modeling approach capable of predicting the three phase (gas, slag, and 
steel) flows and behavior of the slag/steel interface in the argon gas bottom stirred ladle with two 
off-centered porous plugs (Ladle Metallurgical Furnace or LMF) was developed.  The modeling 
approach consists of using a multiphase VOF-Level Set explicit model in conjunction with energy, 
momentum, and species transfer models as well as the k-epsilon realizable turbulence model with 
standard wall functions, and species transfer models available in ANSYS Fluent software. The 
CFD model can predict the evolution of Ar, steel and slag phases as well as the fluid flow 
characteristics during both the high-stirring and low-stirring conditions in the LMF system. The 
model predicted accurately the observed size of the slag eyes for both stirring conditions. The 
model was then applied to study the effects of key processing parameters including Ar flow rate, 
processing time, and depth of slag on the three phase flows and behavior of the slag/steel interface.  
The desulfurization process is also studied. 

 
Introduction 

The LMF is of enormous importance in steelmaking process, responsible for the homogenization 
of alloy elements and temperature, desulphurization, deoxidation, and inclusion removal. Inert gas 
is often injected into molten steel through the ladle bottom to produce bubbly plume flow, which 
is used to promote steel/slag interaction and chemical reactions, homogenize the composition of 
the melt. Because of the strongest heat/mass transfers in the bubbly plume region, it is significant 
to gain in-depth knowledge of the gas bubble flow in the gas-stirred system. 

Currently, numerous studies on qualitative CFD simulations were developed to enhance ladle 
treatment operations before carrying out the expensive industrial trials. Many models of gas 
stirring in ladle metallurgy have been published in the past [1-4]. Ilegbusi et al. [5] presented a 
simple mathematical model the turbulent recirculating two-phase flow in gas-stirred systems for 
both air in water and nitrogen in steel. The air-water results compared well with established 
measurements of gas fraction and liquid velocities. Lou et al. [6] established a gas and liquid two-
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phase flow model based on the Euler-Euler approach and investigated the influences of the 
interphase force including turbulent dispersion force, drag force, and lift force. 

The interaction behavior between steel and slag is most important to control the ladle treatment 
and the properties of the final steel product. With incorporating the slag phase, the model of the 
gas-stirred ladle was improved to take three phases into account. Jonsson [7] used a two-
dimensional three-phase model accounting for steel, argon and top slag to investigate the effect of 
viscosity on ladle-refining. It was concluded that a small change in slag composition can result in 
a large change in viscosity, leading to altered slag/steel mixing conditions. Lage JONSSN et al. 
[8] developed a three-phase model of a gas-stirred ladle and compared the calculated surface 
velocities for steel with the experimentally measured data. The three-phase model agrees 
significantly better with experimental data than the two-phase model that excluded the effect of 
the slag phase. It could also predict the amount of slag dispersed into the steel. Later, Li et al. [9] 
used the multiphase volume of fluid (VOF) method to simulate the transient three-phase flow in 
LMF and the effects of gas injection on the behaviors of slag layer. Even though many models 
have been developed to study the behavior of slag-steel interface, it is still not clear which model 
is the most appropriate. The effect of gas stirring and other operating parameters on the three phase 
flows is not yet clarified.  

The objective of the present work is to develop a fully transient 3D CFD modeling approach in the 
argon gas bottom stirred ladle with two off-centered porous plugs. This model can predict the three 
phase (gas, slag, and steel) flows and behavior of the slag/steel interface. The model described 
reasonably well the observed size of the slag eyes for both the high-stirring and low-stirring 
conditions. The effects of key processing parameters including Ar flow rate, processing time, and 
depth of slag on the three phase flows and behavior of the slag/steel interface were also studied. 

 
Model Description 

The geometry of the LMF is shown in Figure 1. It has two off-centered plugs (diameter 92 mm). 
The initial thickness of the slag layer is 150 mm, and depth of the steel is 3.35 m. Two argon flow 
rates were used: 0.0281 m3/s and 0.11238 m3/s. The thermo-physical properties of the steel, slag 
and argon at 1800K are presented in Table I. 

 
Table I.  Thermo-physical properties of materials at 1800K 

Steel Slag Argon 
Density, 
kg/m3 

Viscosity, 
kg/(m s) 

Density, 
kg/m3 

Viscosity, 
kg/(m s) 

Density, 
kg/m3 

Viscosity, 
kg/(m s) 

7020 0.006 3500 0.03 0.568 2.125×10-5 

 
Governing Equations 

The CFD model consists of using a multiphase VOF-Level Set explicit model in conjunction with 
energy, momentum, and species transfer models as well as the k-epsilon realizable turbulence 
model with standard wall functions, and species transfer models available in ANSYS Fluent [10]. 
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Figure 1.  Meshed geometry of the LMF system. 

 
The level-set function �  is defined as a signed distance to the interface. Accordingly, the interface 
is the zero level-set, ( , )x t�  and can be expressed as { | ( , ) 0}x x t�� � �  in a two-phase flow 
system: 

if x � the primary phase 

if x � �  

if x � the secondary phase 

where d is the distance from the interface. 

The evolution of the level-set function can be given in a similar fashion as to the VOF model: 

( ) 0v
t
� ��
��� �

�
) 0v�)          (1) 

where vv  is the underlying velocity field. 

And the momentum equation can be written as 
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( ) 0� � � . �  is the surface tension coefficient, and �  is the curvature of the interface. 
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In these equations, kG represents the generation of turbulence kinetic energy due to the mean 

velocity gradient, calculated as 
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bG is the generation of turbulence kinetic energy due to buoyancy, calculated as 

Pr
t

b i
t i

T
G g

x
�

* �
�

�
         (6) 

where Prt  is the turbulent Prandtl number for energy, which is 0.85 for realizable k -!  model.  

The eddy viscosity t�  is computed from 
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In the realizable k -!  model, C� is no longer constant as that in the standard k -!  model, but 

instead computed from 
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where *
ij ij ij ijU S S+ �, ,ji ji,iiii ,iiii

, and 0 4.04A � , 6 cosSA -� . 

The model constants are 1 1.44C ! � , 2 1.9C � , 1.0k� � , and 1.2!� � .  

The solute tranport of the Ca, Al, S, and O elements in both the slag and the steel phases were 
modelled using the species tranport equation avaialble in CFD Fluent via 2 mixture templates (see 
Fluent mannual for the solute tranport equations [10]).  Each mixture template will have different 
thermo-physical properties. For example, the mass diffusivities of the above mentioned elements 
will be much lower in the slag than in the steel. The following reactions were modeled: 
(Ca)+[S]>(CaS) (reaction #1) and [Al2]+[O3]>[Al2O3]>(Al2O3) (reaction #2) where [] means steel 
and () denotes the slag). Ca will react with S at the metal-slag interface to form CaS that will 
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remain in the slag. Al will react with O to alumina precipiates in steel then move into the slag.  
This is modelled via a mass transfer rate at the slag/metal interface. The heterogeneous reaction 
#1 was modelled via an user defined function (UDF), which accounts for the kinetics of the 
reaction at both the bath metal/slag and the droplet slag/metal interfaces. The details of the reaction 
kinetics of these reactions can be found in [9]. The kinetics of droplet formation are described in 
[11]. The droplet size can be related to the turbulent energy and surface tension. The number of 
droplets can be calculated based on the Kelvin-Helmholtz theory (see Eq. (21) in [12]). The second 
reaction is homogeneous and it is modeled by the standard reaction kinetics interface available in 
Fluent. The values of the reaction kinetics coefficients related to the sulfur removal will be further 
validated and refined via experimental measurements at Nucor.  

 
Initial and Boundary Conditions 

Initially, the slag layer rests on top of the steel bath, and no argon blows through the porous plugs. 
The walls in the ladle are assumed to be smooth and non-slip. All the computations were done at 
1800K. The inlet velocity of argon gas is calculated from [9]: 

S L SL
in

L S

p T QQ
V

A p T A

� �
� � � �

� �
 

where subscript L means ladle operating condition, and S is standard condition. ST  and LT  are 

solidus and liquidus temperature, respectively. A is plug area, and SQ  is argon gas flow rate at 

standard condition. An allowance is made for the escape of gas bubbles at the free surface. 

 
Numerical Method 

The calculations are conducted in transient solution mode using the PISO algorithm to solve the 
three phase flow problem. Variable time stepping method is used with minimum time step of 1e-
05s and maximum time step of 0.01s. 

 
Results and Discussion 

Figure 2 shows the velocity vectors and the turbulent intensity profile of the mixture (slag, steel 
and argon) for a flow rate of 0.0281 m3/s, which is the low flow rate case.  Figure 3 shows the 
volume fraction profile for the Ar the middle cross section and for the slag (free surface).  As it 
can be seen from these figures, the mixing is very strong (V>0.5 m/s) along the Ar path and become 
weaker (V~0.1 m/s) further from it.  Figure 4 shows the velocity vectors and the turbulent intensity 
profile of the mixture (slag, steel and argon) for a flow rate of 0.11238 m3/s, which is the high flow 
rate case.  Figure 5 shows the volume fraction profile for the Ar the middle cross section and for 
the slag (free surface).  As it can be seen from these two figures, the mixing is significantly stronger 
when compared with the low flow rate case (Figs. 2 and 3) (i.e., V>1 m/s along the Ar path and 
V~0.5 m/s) further from it).  Also, Figs 3b and 5b show the size of the open slag eye for the low 
and high flow rates, respectively. Their size are in reasonable agreement with the experimental 
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observations (See Fig. 6a). Figure 6b shows the S mass fraction profile in the steel phase at 100s 
for the high flow rate case.  As it can be seen, the S removal is progressing well.  The O was 
removed completely at this stage.  The Al remnant in the steel melt was almost uniform and its 
value was about 0.003%.  

 

 
(a) 

 
(b) 

Figure 2.  Velocity vectors (a) and turbulent intensity profile (%) (b) after 448s for the low flow 
rate case. 

 
(a) 

 
(b) 

Figure 3.  Volume fraction profile for the Ar phase (a) and for the slag phase (b) after 448s for 
the low flow rate case. 

Velocity, m/s
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(a) 

 
(b) 

Figure 4.  Velocity vectors (a) and turbulent intensity profile (%) (b) after 97s for the high flow 
rate case. 

 
(a) 

 
(b) 

Figure 5.  Volume fraction profile for the Ar phase (a) and for the slag phase (b) after 97s for the 
high flow rate case. 

 

Velocity, m/s
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Figure 6.  (a) Open slag eye observation during high flow rate case and (b) Mass fraction profile 
of sulfur in the steel phase after 100s for the high flow rate case. 

 
Conclusions and Future Work 

A fully transient 3D CFD modeling approach capable of predicting the fluid flow, solute transport 
and reaction kinetics in the LMF was developed in this study.  The model can be used to predict 
the behavior of the metal/slag interface as well as the sulfur removal and deoxidation processing 
step during the high Ar stirring process. The reaction kinetics model for sulfur removal will be 
further validated and refined via experimental measurements at Nucor.  
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Abstract 
Mechanical mixing equipment is common in a wide variety of mining, metals and process 
applications, such as hydrometallurgical reactors, slurry tanks, oil storage tanks, etc. 
Computational Fluid Dynamics (CFD) has been applied successfully to single phase mechanical 
mixing problems for several decades and is established as a reliable design tool. As 
computational power and CFD codes have advanced there have been significant advances in 
multiphase modeling capabilities in particular improved models for dispersed bubbly flows. 
 
This paper will provide an overview of the application of Multiphase CFD modeling to 
mechanical mixing problems; in addition, it will review the traditional single phase Multiple 
Reference Frame (MRF) and introduce advanced modeling techniques for dispersed bubbly 
flows often found in the mining and metals industries. Several examples on the application of 
CFD to industrial multiphase mixing problems will be shown. 
 

Introduction 
Mechanical mixing is a very important component of many mining and metals processes such as 
the Pressure Oxidation (POX) circuit of hydrometallurgical processing of mineral ores. A typical 
circuit is shown in Figure 1 below. It is worth noting that mechanical mixing is an important 
component in three of the vessels in this circuit: the upstream slurry mixing tank, the horizontal 
POX reactor, and the downstream slurry tank. 
 

 
Figure 1 - Typical mining processing circuit 
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The design of these mixing components and the sizing of impellers, motors, baffles, supporting 
structures and other components can be accomplished by several methods which range from 
simple rules of thumb or design calcuations, scale-up from experimental results, use of advanced 
methods such as Computational Fluid Dynamics (CFD), or a combination of methods . The 
challenge in applying simple rules is that they can oversimplify the real industrial problem, 
including geometry, fluid properties, or other important features.  The challenge of scale-up from 
experiments is that the geometry, fluid properties, Reynolds number, etc. are often idealizations 
of the real industrial problem. CFD has been developed since the 1980’s and applied to many 
industries including the design of mechanical mixing components [1, 2].  
 
A CFD model of a mixing system is often simplified by representing a complex multi-fluid, or 
fluid-solid system as a single phase fluid with representative properties and to simulate the 
inherent transient behaviour of the rotor and stator interaction as a steady flow [2, 3].  In this 
work we look at two cases which remove these simplifications. The first case is an air-water, 
large lab scale, mechanically agitated tank. The second is an air-water, small industrial-scale, 
mechanically agitated tank. 
 

Multi-Phase Modeling Approach 
The governing equations for a multi-phase flow are the continuity, momentum, and auxiliary 
scalar equations and jump conditions at the interface see for example full derivation and details 
in [4]. There are several approaches to modelling of multiphase flows which include: the direct 
solution and capturing of interface movement with a Volume of Fluid (VOF) or other method, 
Euler-Lagrange formulation, and Euler-Euler formulation see for example Wörner [4] and 
Ansys-CFX Theory Manual [5].  
 
In theory, all multiphase problems could be solved with the direct approach or VOF method 
which resolves the interfaces between the phases. In practice, only simple structured and 
preferably steady problems can be solved with the full resolution of the interfaces. Further, for an 
engineering simulation, if all the details of the interface, it would result in too much information 
and a tremendous amount of post-processing would be required to obtain engineering quantities 
of interest; i.e., volume average void fraction ( i), average interfacial area (Ai) average dispersed 
phase diameter, etc. The engineering approach for these problems is to apply volume averaging 
to the equations first and then solve for volume average quantities. The volume averaging 
approach, therefore, greatly simplifies the problem but, of course, results in the loss of a great 
many details, and therefore this closure information must be provided to solve the problem.  
 
For the flows of interest in this work the multiphase regime is a dispersed gas phase 
interpenetrating in a continuous liquid phase and as such a practical modelling approach is the 
Euler-Euler method. Within the Euler-Euler framework there are various levels of sub-models 
for the multi-phase interactions. The simplest approach is the mono-disperse model where a pre-
specified dispersed phase of a given size is solved in the whole domain. A further extension of is 
to solve in the domain for multiple size groups which in Ansys-CFX is called the MUSIG model 
see [5] 
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Application Examples 
 
CASE 1: AIR-WATER LARGE LAB-SCALE MECHANICALLY AGITATED TANK 
The dispersion and size distribution of air bubbles in a relatively large lab-scale mechanically 
agitated tank is analyzed to understand the modelling assumptions and to begin to develop best 
practices for mixing simulations of dispersed multiphase systems. The case chosen for this study 
is one from the open literature by Barigou and Greaves [6].  The key features of this case are that 
it is relatively large scale, the system is air dispersed in water at room temperature, the geometry 
is a standard vertical cylindrical tank with a standard Rushton radial impeller. The geometry is 
shown in Figure 2. The geometry of both the tank and the impeller is symmetric about a 180o 
plane, and given the rotating impeller and rotating flow field, only a half model with periodic 
boundary conditions was solved, as shown in the figures. The key feature of the measurements is 
that detailed bubble size distributions were taken at more than 30 locations in the tank. 
 

 
 

Figure 2 - CFD model of the tank geometry 
 
The conditions chosen for comparison are a moderate air injection rate of 0.00438 m3/s with 
impeller rotation speeds of 180 RPM and 270 RPM and a high air injection rate of 0.00687 m3/s 
with impeller rotation speeds of 180 RPM, 285 RPM and 385 RPM, for a total of five cases. The 
velocity contours and the in-plane component of the velocity vectors are shown on the left side in 
Figure 3 to Figure 7. The Sauter Mean Diameter (SMD) is shown on the right in the figures and 
compares the experimental values at specific points to the simulation results. When looking at 
the velocity contours and in-plane vectors, the figures show a strong radial flow outward from 
the impeller and a classical two-loop circulation pattern. The bottom loop from the radial 
impeller to the tank walls down to the bottom and back to the bottom of the impeller and the top 
loop up to the top surface and then back down to the top of the impeller. There were 
unfortunately no velocity measurements in the published work to compare. As expected the 
higher impeller speeds have a higher radial velocity. 
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For the moderate air injection rate the comparison of the measured and the MUSIG multiphase 
CFD Sauter Mean Diameter (SMD) bubble size is shown in Figure 3 for the 180 RPM case and 
Figure 4 for the 270 RPM case. For the 180 RPM experiment the range of SMD is 1.54-4.48 
mm. The range of SMD for the CFD simulation is 1.5-5 mm. The smallest bubbles are in the 
region leaving the radial impeller where the fluid velocity and shear is high and therefore bubble 
break-up is dominant. The largest bubbles are in the region about half way up the tank in the 
region where fluid velocity turns downward into the impeller eye where fluid velocity and shear 
are low and coalescence is dominant.  

 
Figure 3 - Velocity and SMD Bubble Size for Q= 4.38x10-3 m3/s 180 RPM case 

 
For the 270 RPM experiment, the range of SMD is 1.29-4.55 mm. The range of SMD for the 
CFD simulation is 1.0-5 mm. The smallest bubbles are smaller than the 180 RPM case and are in 
the region leaving the radial impeller, where the fluid velocity and shear are high and, therefore, 
bubble break-up is dominant. The largest bubbles are in the region about half way up the tank 
near the axis.  The large bubbles are confined to a smaller region than for the 180 RPM case 
where fluid velocity and shear are low and coalescence is dominant. Overall the higher impeller 
speed case has a higher velocity and shear in the entire domain, and as a result, there is an 
expected increase in break-up. 
 
The main observation for the 270 RPM case is that the range of SMD is the correct order of 
magnitude in the CFD simulation. The second observation, when we compare the experiments 
and the CFD simulation, is that the trend of SMD is correct, both qualitatively and quantitatively, 
as one follows the path of a fluid particle through the two loops of the radial impeller. The most 
important observation is that the trend of lower SMD for the 270 RPM case, as compared to the 
180 RPM case is well predicted by the CFD simulation as shown in Table 1. Overall the CFD 
simulation compares well to the experimental results.  As a result, Euler-Euler multiphase is 
expected to be a very useful tool for studying process variations in such a dispersed air-water 
system. 
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               Figure 4 - Velocity and SMD Bubble Size for Q= 4.38x10-3 m3/s 270RPM case 
 
For the high air injection rate the computed velocities and comparison of the measured and the 
CFD prediction of Sauter Mean Diameter (SMD) bubble size is shown in Figure 5 for the 180 
RPM case, Figure 6 for the 285 RPM case, and Figure 7 for the 385 RPM case. For the 180 RPM 
experiment the range of SMD is 1.54-4.48 mm. The range of SMD for the CFD simulation is 
1.5-5 mm. The smallest bubbles are in the region leaving the radial impeller where the fluid 
velocity and shear is high and therefore bubble break-up is dominant. The largest bubbles are in 
the region about half way up the tank in the region where fluid velocity turns downward into the 
impeller eye where fluid velocity and shear are low and coalescence is dominant. For the 285 
RPM experiment the range of SMD is 2.1 - 4.56 mm. The range of SMD for the CFD simulation 
is 1.5-4.5 mm. For the 385 RPM experiment the range of SMD is 1.41 - 4.30 mm. The range of 
SMD for the CFD simulation is 1.2-4.5 mm. The summary of volume average SMD for all runs 
is given in Table 1. The trend of deceasing bubble diameter with increasing impeller speed is 
well predicted. The trend of increasing bubble diameter with increasing air injection is also well 
predicted. The MUSIG model does, however consistently under predict the bubble diameter. 

 
Figure 5 - Velocity and SMD Bubble Size for Q = 6.87x10-3 m3/s, 180 RPM case 
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Figure 6 - Velocity and SMD Bubble Size for Q= 6.87x10-3 m3/s, 285 RPM case 

 
 

 
Figure 7 - Velocity and SMD Bubble Size for Q = 6.87x10-3 m3/s, 385 RPM case 

 
Table 1 - Comparison of experimental and CFD simulation results of mean bubble size 

 
Air Injection 
[10-3 m3/s] 
 

Speed 
[rpm] 

Experimental 
[mm] 

CFD 
[mm] 

4.38 180  3.84 3.19 
4.38 270  3.72 3.05 
6.87 180 4.06 3.23 
6.87 285 3.80 2.86 
6.87 385 3.71 2.39 

 
CASE 2: AIR-WATER INDUSTRIAL SCALE MECHANICALLY AGITATED TANK 
The dispersion of air bubbles in a small industrial scale air-water system is analyzed to better 
understand the modelling assumptions and best practices for multiphase CFD simulations. The 
key features of this case are that it is of a small but practical tank geometry, a Rushton radial 
impeller and a simple vertical air inlet under the impeller are used, and only global or integral 



201

measurements are made such as impeller torque, flow visualization, etc. A steady Euler-Euler 
multiphase simulation was conducted in CFX V12.1 for which the geometry and boundary 
conditions for the simulation are shown in Figure 8. 
 

 
Figure 8 - CFD model and boundary conditions for the industrial air-water dispersion tank case 

 
The problem physics, equations solved, and solver settings for this case are nearly identical to 
those used in Case 1 and, therefore, this case serves as an ideal practical complement at larger 
scale. In addition to the advanced homogenous MUSIG model treatment for the dispersed phase 
used previously, a mono-dispersed fixed diameter Euler-Euler model was used as well. The main 
objective of the experiment and CFD analysis was to determine the effect of dispersed gassing 
on the impeller torque and power input for a simple system. The traditional approach, without 
advanced CFD modelling is to design for a specified torque or power of the continuous fluid 
(water in this case) and then multiply this by a K-factor, where K=1.0 for an ungassed operation, 
Nicolle et al. (2008). 
 
The quantitative experimental and CFD results are shown in  
Figure 9. A qualitative comparison of the flow visualization in the experiment and the MUSIG 
CFD simulation is shown in Figure 10. Both the 3.6 mm bubble Euler-Euler and the MUSIG 
model Euler-Euler simulations under-predict the impeller torque for all air flow rates. The trend 
of decreasing torque with increased air flow rates is relatively well captured. The agreement is 
good for both models, but at higher gassing rates, is significantly better for the MUSIG model. 
This result is somewhat expected as the MUSIG model is able to account for the change in 
break-up and coalescence rates with increased air-flow. The qualitative comparison in Figure 10 
is also excellent, especially given the difficulty of visualizing an air-water system. 
 



202

 
Figure 9 - Comparison of experimental and CFD torque 

  

 
Figure 10 – Comparison of the CFD (left) and experimental (right) results 

 
CONCLUSIONS 
The two CFD mixing simulations have provided an introduction to the use of advanced CFD 
modelling techniques for typical mixing applications in mining and metals. The examples shown 
have been specifically chosen as they demonstrate the approaches and challenges as one moves 
from simple steady, single phase CFD simulations to multiphase problems. The examples were 
also chosen to provide experimental measurement data to allow a comparison to the CFD results. 
The CFD results were shown to give good agreement to the measurements available.  
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Abstract 

 
In the present work, a ladle-tundish-mould model throughout the whole multiple pouring (MP) 
process is proposed to describe the carbon distribution in the tundish and solidification process in 
the mould. The water analog experiment was carried out to simulate the carbon transportation 
and diffusion in the liquid steel in the tundish based on similarity rules.  The experimental results 
were compared to the predicted results in a good agreement. The carbon distributions along three 
transverse sections in the riser of 438-t steel ingot were measured and found to be in good 
agreement with the simulated results, proofing the macrosegregation model. In addition, different 
pouring processes including the original MP process and delayed MP technique were considered 
to investigate their effects on the final macrosegregation of ingot. The results show that the 
delayed MP process has greater effects on the reduction of the positive segregation in the riser 
and in the centre region of ingot than the traditional MP.  
 

Introduction  
 
At present, the large steel ingots are still used in the production of the high-cost and high-quality 
sections such as the pressure vessels required for the nuclear power generation [1]. The 
macrosegregation is the main defect in large steel ingots. With the increasing size of ingots, the 
segregation degree in ingots is more severe. Recently, many numerical models have been 
developed to predict the macrosegregation quantitatively. Beckermann and coworkers [2, 3] 
were the first to present the multiphase models that account for the melt convection and the solid 
movement. Ludwig and coworkers developed a series of multiphase models [4, 5]. Combeau and 
coworkers [6, 7] presented a multiphase and solidification model, which describes the 
morphology of the equiaxed grains and their motion. These models offer a better understanding 
the mechanisms of the formation of macrosegregation. However, these models were just applied 
to the industrial steel ingots without considering the filling process in the tundish and mould. As 
large steel ingots of 300~600 tons concerned, few researchers have attempted to take both the 
mold filling and solidification process into account. The numerical simulation in a 360 ton steel 
ingot was carried out by Liu et al, whereas the filling in the tundish and mould should be 
introduced in detail [8]. A marked reduction of macrosegregation was obtained in the ingot body 
for 570 tons steel ingot produced by MP process [9]. The MP process of a 292 ton steel ingot 
was simulated by Tu et al, and the favorable initial carbon distribution in the mould was found 
after MP process [10]. 
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This article presents a model to investigate the carbon mixing behavior in the tundish and mould. 
The effects of the different MP processes on the final macrosegregation of the large steel ingot 
have been understood. Especially, the water analogy and industrial experiments were carried out 
to validate the present the mathematical model. 
 

Mathematical models  
 
A CFD model and a continuum macrosegregation model were ultilized in the simulation of MP 
process and solidification process of the ingot. The CFD turbulence transportation model based 
on multi-phases and VOF methods treats unsteady, turbulent and gas-liquid two phase flow, as 
shown in Table1. In addition, the continuum macrosegregation model was incorporated into the 
filling transportation model to simulate the filling and solidification process in the mould listed 
in Table 2.  

Table 1. The mathematical model for conservation equations for the tundish filling 
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Table 2.  Mathematical model for the macrosegregation in the mould 
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Experiment Process and Parameters  

 
a) Water analogy experiment 
 
In present water analog experiment, the parameters of the experiment and real production as well 
as the real size of the different parts in the measured system are referred in [11]. The methylene 
blue in the water was ultilized to simulate the carbon species in the liquid steel during MP 
process. The pouring system and sensors used are shown as in Figure 1(a) including the tundish, 
mold, ladle, the connected tubes and the measurement devices.  
 

     
Figure 1. The water analogy experiment, (a) the apparatus, 

 (b) the measured solute concentration at the outlet of tundish 

The Figure 1(b) shows the solute variation with times at the outlet of the tundish. The result 
shows that the varied curve generally presents the decreasing trends. During the pouring of the 
ladle- 2 to the final one, the current measured concentration at the outlet of tundish is higher than 
current ladle concentration. During the drainage stage, the concentration at the outlet is still 
higher than that of the current ladle solute concentration, the reason can be explained by that 
concentration of the former ladle is higher than that of the current ladle. At the nearly end of 
pouring process, the concentration is close to the current ladle concentration. In addition, the 
other factors of for each ladle, such as concentration, weight, and pouring time, have an 
important impact on the concentration variation at the outlet of tundish. For example, if the last 
ladle volume is larger than the current one, the concentrations maybe lower than the current 
measured values. If the whole pouring time is larger than the current value, the concentration 
may become more even than the results as shown in Figure 1(b) because more fully solute 
mixing behavior would occur in tundish.  
 
b) Industrial 438-t ingot experiments 
 
A 438-t steel ingot was cast and analyzed by the steel plant of CITIC Heavy Industries Co., Ltd. 
The carbon concentration was measured at the positions as shown in the Figure 4(d). It should be 
noted that the riser of ingot was cut for microstructure analysis after forging. The average 
diameter of ingot is 3689mm. The height of ingot is 4095mm. The pouring temperature was 
1580oC and the pouring time was about 5700s. Four ladles were poured in succession from the 
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tundish to mould for the production of steel ingots with average Fe-0.26%C. The weight of the 
molten steel in each ladle was 90t, 90t, 105t and 155t respectively, and the carbon concentrations 
from the first to the forth ladle are 0.33%, 0.30%, 0.26% and 0.20%, respectively. 
 
 

Numerical Simulation and Validation  
 
In the present simulation, the heat transfer coefficients at the interfaces of the mould/ingot and 
mould/ambient were assumed as constant values of 1000 and 100Wm-2K-1, respectively. A small 
heat transfer coefficient of 5 Wm-2K-1 was used at the interface between the casting and powder 
at the mould top. The time step was set up 0.01 seconds in the tundish filling and fluid flow 
simulation. The time step was set up 1 second in the mould filling process and then 2 seconds at 
the later stage of the solidification simulation.  
 
a) The tundish results and discussion 

 
Figure 2 presents the carbon distribution in the tundish at different times. In the holding stage as 
shown in Figure 2(a) and (b), the molten steel with lower C concentration is transferred to the 
corners of the tundish, and several swirls with the high C distribution form in the middle of the 
tundish. When it comes to the draining stage, the bath level in the tundish decreases to the lowest 
critical height as shown in Figure 2(c). The carbon distribution is almost the same and remains 
higher than that of molten steel from the last ladle. 

 

 
 

Figure 2. The carbon distribution in the tundish at times. (a) At time of 1700s for ladle-2,  
(b) at time of 3000s for ladle-3, (c) at time of 5500s for ladle-4 
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Figure 3. The comparison between the predicted and measured carbon variation curves at the 
outlet of the tundish 

 
Figure 3 presents the comparison between the predicted and measured carbon variation curves at 
the outlet of the tundish. There are some fluctuations for the predicted carbon concentration 
when the transition between two ladles, while the measured curve descends continuously. The 
possible reasons contributing to the differences between two curves are as following: First, the 
predicted values are averaged across the outlet section of the tundish, while measured values are 
at only one point nearly the outlet of tundish. Second, both simulation results probably have 
measured or model calculation errors leading to the discrepancy. Generally, the simulation 
results are generally in good agreement with the measured data, both showing similar tendencies. 

 
b) The mould results and discussion 

 
Figure 4(a-b) shows both the filling and the solidification processes at different times in the mold. 
The carbon distribution pattern takes on a kind of V-shape with the deepest height of about 1 m 
in the upper region of mold. The carbon distribution gradually decreases from the center to the 
side in middle of the mold. Finally, the initial carbon distribution in the mould, after MP process, 
is obviously low in the hot top section. Figure 4(c-d) shows the carbon distribution evolution and 
the fluid flow during the solidification stage after the pouring process. High carbon distribution 
is noticed at the lowest bottom of the ingot. With the solidification proceeding, the carbon 
distribution in the center of the liquid steel increases, and finally the serious positive segregation 
is noticed in the hot top region of the ingot. 
 

Section-1
Section-2
Section-3

 
Figure 4. The carbon distribution in the mould with different times,  

(a) 5100s, (b) 5700s, (c) 100000s, (d)final moment 
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Figure 5. Measured and predicted carbon concentration  

 (a) Section-1, (b) section-2 and (c) section-3 
 

Figure 5 shows the comparison between the predicted and measured result of carbon segregation 
along the transverse sections (1~3) of the ingot hot top as illustrated in Figure 4(d). The 
predicted positive segregation around the center region is underestimated as compared to the 
experimental results. The possible reasons for the discrepancy are: first, the macrosegregation 
model was considering only the thermal-solutal convection, heat transfer and the solidification 
shrinkage, without considering the motion of equiaxed grains; second, the uncertainties in the 
boundary conditions, such as the heat transfer coefficients at the interfaces of mold/ingot, 
air/mold, and the material physical properties of density, specific heat, and viscosity. 
 
However, the agreement between the predicted and the measured carbon concentrations can be 
generally considered good. Thus, the present developed mathematical models can be utilized to 
simulate the macrosegregation of the large steel ingot with MP process with reasonable accuracy. 
 

The comparison between the original MP and improved MP  
 
In this section, the validated MP model was ultilized to investigate the effect of an improved MP 
process on the macrosegregation in the 438-t steel ingot. The improved MP technique can be 
described as the delayed-pouring technique between the ladle changes. In the present case, three 
ladles were used in MP process, with the nominal carbon concentration of 0.44% and three ladles 
concentration of 0.49%, 0.44%, and 0.37%, respectively. There was a delay of 20 hours between 
the second and the last ladle. The result is compared with that of the original MP technique. It 
should be noted that the result of the original MP process can be obtained from Ref [12]. 
 

 
Figure 6. The carbon distribution in 438-t steel ingot with delayed-pouring process, 

 (a) 61000s, (b) 80000s, (c) 110000s, (d) final stage 
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Figure 6 shows the solutal and flow field at different times in the improved case. After the 
second ladle is poured, the ingot body nearly has been completed and then an interval of 20 
hours was set after the second ladle. It should be noted that the delayed time and carbon 
concentration of last ladle become the key parameters to adjust to control the macrosegregation. 
As shown in Figure 6(a) at the time of 61000s, it can be seen that the steel in the mould has been 
solidified and with the preferable segregation patterns in the solidified section of the ingot body. 
Negative segregation forms in the two sides of the lower section of ingot body and mostly other 
section are nearly the nominal concentration of about 0.44%. The carbon distribution is almost 
homogeneous in the remaining melt. With solidification processing, the negative segregation in 
the bottom becomes more serious after the interval of 20 hours as shown in Figure 6(b). In 
addition, the interface of the solidified section and molten steel shows the negative segregation 
because the top solidified surface captured the low carbon molten steel from the last ladle.  
 
Figure 7 shows the comparison of the carbon distribution profile along the centre line between 
the two cases. At the time of nearly complete filling process, as shown in Figure 7(a), the molten 
steel in the hot top with lower carbon concentration is deeper in case-2 than that in case-1. Case-
2 presents fluctuations, while case-1 presents straight line profile in ingot body centre line. At 
time of 6000s after the MP process, the carbon value generally is lower in case-2 than that in 
case-1. Finally, the maximal positive segregation is shifted into the top riser in case-2, which 
means that the positive segregation in the riser is greatly reduced by improved MP. 
 

 

Figure 7. The comparison of the carbon distribution along the centre line of ingot,  
Case-1: improved MP, case-2: tradition MP, 

(a) 80000s, (b) 86000s, (c) final moment 
 

Through above the comparison, the improved technique can release the positive segregation in 
riser and centre region of ingot greatly, however, the other factors such as the delay times, ladle 
concentration, and the ladle pouring time have a great impact on the macrosegregation in ingot. 
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Future studies should be considered the selection of the optimal parameters in order to control 
the macrosegregation in ingots effectively.  
 

Conclusions  
 
A ladle-tundish-mould model has been presented in order to simulate the macrosegregation in 
heavy steel ingot. The performance of the model in the prediction of macrosegregation with MP 
process was evaluated based on results from the water analog experiments and an industrial 
experiment of the 438-t steel ingot. The model was applied to simulate the solidification and 
pouring process of the 438-t steel ingot. The positive segregation was predicted in the hot top 
and negative segregation in the two sides of the bottom. An improved MP process using the 
delayed-pouring technique was simulated and compared with traditional MP process. The results 
show that the improved MP can release the positive segregation in the riser or the centre region 
much more greatly as compared to the traditional MP and the negative segregation in the two 
sides of ingot bottom located closer to the centre region.  
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Abstract 
 
Cold spray is a solid state additive manufacturing process in which high-velocity gas is used to 
accelerate metal particles toward a metallic or non-metallic substrate. After impact, particles 
deform plastically and consolidate onto the substrate’s surface. Development of a 3D 
multicomponent model for cold spray assists with the understanding of the complicated events 
that underlie particle deposition and bond formation. A k-  type computational fluid dynamics 
(CFD) multicomponent model has been developed to compute the state of the supersonic gas 
impinging onto the substrate in the presence of surrounding air. A holistic approach is 
implemented to determine the gas properties from the stagnation zone, through the nozzle to the 
substrate surface, as well as the trajectories, velocity and temperature distribution of powder 
particles accelerated by this flow. The 3D CFD model is a valuable tool for optimizing cold 
spray process conditions, development of novel materials and nozzle design for cold spray 
additive manufacturing. 
 

Introduction 
 
The cold spray process is an emerging additive manufacturing technology in which small solid 
state powder particles are accelerated through high-velocity inert gas within the de Laval nozzle 
and impinges onto the substrate material for deposition [1]. The kinetic energy of the particles in 
the presence of supersonic jet causes the solid state bond formation between particle and 
substrate [2], which can be used for coatings and additive manufacturing of bulk structures. The 
complex adiabatic shear phenomenon [3] assists the particle to establish good bond with the 
substrate material without undergoing any melting of powder particles. The schematic diagram 
of typical cold spray process is shown in Figure 1. In traditional additive manufacturing process, 
powder particles are first melted and then deposited layers by layers [5]. The cold spray process 
differs from traditional additive manufacturing in that there is no melting involved and particles 
deposited onto the substrate material to establish coatings are free from oxidation, residual 
stresses and thermal defects. This provides an opportunity for cold spray to be implicated for 
oxygen-sensitive materials such as titanium. Another benefit of cold spray process as novice 
additive manufacturing process over traditional additive manufacturing process is the size limit 
of the part to be manufactured. The cold spray process can be performed in an open space at an 
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ambient environment conditions. On the contrary, almost all traditional additive manufacturing 
processes require closed enclosure to avoid oxidation with the environment air. 
 

 
Figure 1. Schematic diagram of cold spray process [4] 

 
The state of in-flight powder particles in their trajectories through the cold spray de Laval nozzle 
throughout the cold spray process is of great importance for optimization of cold spray process 
conditions and properties of deposited material. For instance, it is a known fact that particles 
must achieve a certain velocity called critical velocity [6] for successful deposition and bond 
formation with the substrate material. Many studies [7, 8] explained the complex solid state bond 
formation event of particle undergoing adiabatic shear instability with the help of numerical 
models. Most of these studies used axisymmetric 1D or 2D [9, 10] numerical methods with 
limited information about upstream particle detailed. Recently, R. Lupoi [11] experimentally 
measured the deposition efficiency of commercially pure (CP) titanium powder grade 2 on an 
aluminum 6082-T6 tube specimen, with four different cold spray nozzle designs. The author 
compared the experimental data with the 2D numerical model but the cold spray 2D numerical 
model was incapable of predicting the acceleration process accurately and realistically. The 
author suggested the need of more robust numerical model to capture cold spray supersonic jet 
and particle state.  
An earlier validated three dimensional model for cold spray supersonic jet successfully predicted 
the state of accelerating gas holistically through the cold spray de Laval nozzle impinging onto 
the substrate [4]. In another study of cold spray 3D multicomponent model [12], the state of cold 
spray supersonic jet was presented realistically using nitrogen and air. The 3D model was 
calibrated and validated against experimentally measured substrate temperature. The aim of this 
study is to further elaborate the scope of earlier developed gas phase 3D CFD multicomponent 
model by introducing titanium particle acceleration from the injection point to the moment of 
impact onto the substrate. Keeping in view of the wide interest of additive manufacturing 
industry, titanium powder particle is considered for injection in cold spray 3D multicomponent 
model.  
 

Numerical Analysis 
 
A two equation k-  type three dimensional turbulence model was developed to simulate the 
titanium particles trajectory in a cold spray supersonic jet. The flow in cold gas dynamic spray is 
considered as steady-state supersonic turbulence flow with heat transfer during the flow process. 
A commercially available density based solver ANSYSTM CFX®v14.5 is utilized under steady 
state conditions, as it better conforms to compressible flow at supersonic regimes. For 
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multicomponent model, transport equations are solved for velocity, pressure, temperature and 
other quantities of the fluid. In this study high pressure nitrogen accelerating through de Laval 
nozzle has been coupled with surrounding air to simulate the cold spray process realistically.  
The CFD computational grid, surrounding domain and boundary conditions for the present study 
are similar to an earlier study [12]. The details of experimental set-up can be found elsewhere 
[4]. The established computational domain and nozzle dimensions are shown in Figure 2. The 
hexahedral mesh elements approach was adopted to develop an acceptable structured mesh and 
its details can be found elsewhere [12]. 
 

 
Figure 2. Three dimensional presentation of cold spray nozzle, high pressure nitrogen, titanium 
substrate and surrounding air domains, (b) Schematic diagram of cold spray type 27 TC nozzle 
with dimensions [12]. 
 
A total pressure ptot and total temperature Ttot as inlet boundary conditions were specified at the 
pre-chamber plane of high pressure gas domain for better convergence rate. The direction of the 
inlet velocity vector was normal to the boundary. Opening boundary condition was chosen for all 
cylindrical domains surrounding surfaces because it allows gas to cross boundary surfaces in 
either direction. The interaction between gas and solid was assumed to be frictionless, which was 
equivalent to the free-slip wall boundary conditions [13]. The adiabatic wall boundary condition 
was specified for nozzle pre-chamber inlet plane in order to prevent heat transfer across the wall 
boundary. The mechanical and thermal properties of the tungsten carbide (WC) nozzle and 
titanium substrate were assumed to be isotropic. 
Particle transportation model was implemented using discrete phase modeling algorithm with 
Lagrangian particles tracking technique. It calculates the acceleration of particulate flow of a 
given size material in carrier gas as well as surrounding fluid. The available CFD tool ANSYSTM 
CFX® has been widely accepted in previous studies [14] to simulate cold spray particle flow and 
in this study, same tool is used to further extend the capability of earlier developed 3D 
multicomponent model [12]. Particle temperature at the injection point within the stagnation 
zone was 25°C with initial velocity of 10 m/s. Particles injection point into the cold spray 
upstream was chosen at 60 mm from the start of the convergent section of the nozzle which  was 
approximately same as the particle injection location of commercially available KINETKS® 
4000 cold spray system. The shapes of injected titanium particles were considered to be spherical 
with particle size distribution as shown in Figure 3. This particle size distribution has been used 
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previously in an experimental study [15]. The interaction between solid particle and gas is fully 
coupled and involves intensive momentum and heat transfer.  

 
Figure 3. Particle size distribution for a commercial purity (CP) titanium powder [15]. 

 
The aerodynamic drag force FD on a particle is very important in cold spray process and depends 
upon the velocity difference between the particle and the carrier gas velocity [16, 17]. The drag 
force is given by: 
 

FD  =  
1

2
 CD F AF |UF −  UP| (UF −  UP)     (1) 

 
where CD is the drag coefficient,  is the density of fluid, AF is the effective particle cross-
sectional area,  is the fluid velocity and  is the particle velocity. The drag coefficient is a 
complex function of Reynolds Number Re which must be determined from experiment [16]. In 
cold spray process, the volume ratio of solid particles to carrier gas is low [16, 17]. Therefore 
Schiller-Naumann [18] drag correlation as shown in equation (2), for flow past a sparsely 
distributed spherical particle in a jet best describes the cold spray particle flow. This drag 
coefficient has been used earlier for cold spraying of fine spherical ceramic particles in order to 
study the effect of stand-off distance [14]. 
 

CD = max
24

Re 
(1 + 0.15 Re0.687),0.44       (2) 

 
The heat transfer for a spherical particle in fluid is defined using the Ranz-Marshall correlation 
[19]. For solid particles, in cold spray process, where heat transfer occurs mainly due to 
convection. Convective heat transfer can be expressed as, 
 

  =      ( − )       (3) 
 

where dP is particle diameter,  is the thermal conductivity of the fluid, TF and TP are fluid 
temperature and particle temperature, respectively, and  Nu is the Nusselt number.  
The collision of particles with the nozzle wall was assumed to be frictionless, considering no 
erosion of nozzle wall by the particle. The particle surface roughness was also considered 
negligible. The particle-particle collision was incorporated into the multicomponent model using 
stochastic particle-particle collision proposed by Frank et al. [20]. The governing equations of 
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the flow, particle transport model and boundary conditions at inlet, surrounding domains and 
wall are summarized in Table I. 
 

Table I. Numerical analysis conditions 
Terminology Classification Condition 

Flow a. Heat Transfer Total energy 
b. Turbulence model k-  two equation model 

Particle a. Transport Model Lagrangian particle tracking 

b. Drag coefficient (CD) Schiller Naumann 
c. Heat transfer Ranz Marshall 

Boundary 
condition 

a. Inlet  Total pressure (ptot), Total 
temperature (Ttot) 

b. Surrounding Opening condition 
c. Walls Free-slip 
d. Solid nozzle and substrate 
interface with fluid 

Monte Carlo radiation model 

 
Results and Discussions 

 
The cold spray 3D multicomponent model was used to estimate the state of titanium particles as 
per spray conditions listed in Table II. The cold spray condition 1 was selected to examine the 
performance of earlier developed 3D multicomponent model in terms of particle temperature, 
velocity and particle location just before the impact, compared with condition 2. In a preliminary 
study of condition 1, 2500 titanium particles were injected into the cold spray gas stream to 
achieve a dilute mixture of titanium particles and gas. However, for condition 2, an increased 
sample of 5000 [17] titanium particles were injected into the cold spray gas stream. Both 
conditions well predicted the state of injected titanium particles. 

 
Table II. Cold spray conditions to estimate state of titanium particles 

Cold Spray 
Condition 

Temperature 
(°C) 

Pressure (MPa) Propellant Gas Standoff (mm) 

1 800 3.0 Nitrogen   35 
2 550 1.4 Nitrogen   35 

 
Temperature of Titanium Particles 
 
The temperature history of all injected titanium particles for cold spray condition 1 is shown in 
Figure 4(a). The thermal state of injected particles can be estimated holistically from the point of 
injection in stagnation zone, through the nozzle throat, at nozzle exit and to the point of impact 
onto the surface of substrate. It is reflected from the 3D model outcome that random size particle 
injection changes particle temperature in the presence of cold spray jet. For instance, within the 
stagnation zone, temperature of most of the particles reached close to the inlet temperature of 
800°C. However, in the divergent section where carrier gas cools due to expansion, many 
particles synchronized with the propellant gas temperature within the range of 490°C to 750°C, 
as shown in Figure 4(a). Similar trend can be observed for cold spray condition 2 within the 
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particle temperature range of 220°C to 420°C as shown in Figure 4(b). In a previous 2D study of 
cold sprayed stainless steel powder, Li et al. [21] reported the similar behavior of change of 
particle temperature. 
 

 
Figure 4. Cross section of 3D simulation of titanium particle temperature holistically from 
injection point to the location of impact for condition (a) 800°C and 3 MPa and condition (b) 
550°C, 1.4 MPa. 
 
Velocity of Titanium Particles 
 
In cold spray process, velocity of particle is an important point of discussion. It has been well 
understood that particle travelling at or above critical velocity [6] can successfully deposit and 
create a bond with substrate material. The 3D model velocity predictions of titanium particle are 
shown in Figure 5. The velocity of particles for condition 1 reached to 840m/s from the injected 
velocity of 10m/s as shown in Figure 5(a). It is also interesting to learn that in both conditions 1 
& 2 particles were aligned with the nozzle axis after passing through the throat. However, in 
stagnation zone collision of particles with the nozzle wall can be seen clearly. It can cause 
clogging and in severe case it can block the nozzle throat. This has been addressed previously in 
real deposition process but with limited published investigations [22]. The available 1D or 2D
cold spray models have paid little attention to this phenomenon [9,10].  
 

 
Figure 5. Cross section of 3D simulation of titanium particle velocity holistically from injection 
point to the location of impact for (a) 800°C and 3 MPa and (b) 550°C, 1.4 MPa. 
 
The 3D model velocity estimation for condition 2 as shown in Figure 5(b) demonstrated the 
decline in particle speed in comparison with condition 1.  This is because of lower pressure and 
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temperature at inlet for condition 2. The condition 2 confirms the large spread of cold spray 
plume at nozzle exit and outside the nozzle.  
 
Location of Titanium Particle at Impact 
 
The position of all titanium particles at the moment of impact for the two spray conditions is 
shown in Figure 6. It can be observed that location of particles for condition 1, as shown in 
Figure 6(a), were denser at the jet center when compared to condition 2 in Figure 6(b). The 3D 
model also recognized some asymmetry in the location of impact for condition 2, as shown in 
Figure 6(b). For two different cold spray conditions, the 3D model prediction of cold spray jet 
spread with respect to jet center is 2mm to 3mm for condition 1, and 5mm to 6mm for condition 
2, as shown in Figure 6(a) and 6(b) respectively.  
The locations of titanium particles in Figure 6 show that the position of deposition for individual 
particle is not symmetrical. The reason could be diversion of particles from their trajectories after 
collision and bouncing with the nozzle wall. These preliminary 3D model results identified the 
area for future investigations of asymmetric deposition of cold spray particles.  
 

 
Figure 6. Estimated location of titanium particles at the moment just before the impact with 
respect to jet center for (a) 800°C and 3 MPa and (b) 550°C, 1.4 MPa. 
 

Conclusion 
 
A 3D model has been developed for cold spray additive manufacturing process. In cold spray, 
particles travel with supersonic speeds to establish a bond with substrate material and bulk 
structures can be produced. Spherical shape titanium particles were injected in validated cold 
spray jet model. The state of titanium particle in terms of temperature, velocity and location just 
before the impact were analyzed for two cold spray conditions. The developed 3D model has 
well predicted the titanium particle state in terms of temperature, velocity and particle location. 
The 3D model estimation for particle location is an economical method and it could be difficult 
to achieve this information through experimentation. The cold spray model for particle could 
benefit the cold spray additive manufacturing industry as a visual tool that include cold spray 
process optimization, better nozzle designs and powder material behavior. 
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Abstract 
 

Using the finite element software ANSYS, the effect of different ways of electrodes of 
pulse electric current on magnetic force and flow field of pure aluminum melt was 
theoretically studied. The results indicate that the electromagnetic force on the melt and 
the induced flow distribution are significantly different with different electrode 
applying manners. The analysis of numerical simulation provides a scientific basis for 
the further explanation of the mechanism of electric pulse refinement of metal 
solidification structure. 
 

Introduction 
 

The metal structure of fine uniform equiaxed grains have excellent processing and 
mechanical properties. In recent years, the environmental protection has been 
introduced into the materials science with ecological environment material presented. 
From the perspective of environmental protection material, physical fields which 
refined grain structure have become the ideal processing techniques. In solidification 
grain refine technology via physical fields, the current treatment technology is the most 
frequently used. The treatment of metal melt by DC current, AC current [1-4] and high 
intensity pulse current [5-7] has been studied. Kequan Chen etc. [8~9] and Jie Li [10] 
studied the effect of different electrode applying manner on the solidification of metal. 
In this paper, the influence of different ways of electrodes of pulse electric field on the 
electromagnetic field and flow field of the pure aluminum melt is studied based on the 
method of finite element numerical simulation. 
 

Analytical model 
 

The electromagnetic field theory is described by a set of Maxwell’s equations. 
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the electromagnetic field is ignored; metal liquid is the incompressible Newton 
fluid. Table 1 shows the material parameters for numerical simulation. 
 
This paper uses three-dimensional model. Figure 1. shows solid mesh division of the 
melt and different electrodes applying manner. In order to reduce the computation 
quantity and guarantee the quality of the grid, the grids need to be controlled artificially. 
The electromagnetic field is intensive in the vicinity of the electrode and the skin depth, 
and the magnetic field gradient is large, so the grid of these regions is appropriately 
fine, and the other area can be coarse. The current pulse propagation inside the melt 
will induce an electromagnetic field in the outer space. Therefore, a layer of air is 
arranged outside the melt in the simulation. The magnetic vector potential method is 
used to analysize magnetic field and solid hexahedral element SOLID97 is used for 
harmonic electromagnetic field analysis. FLUID142 solid hexahedral element Flow 
field analysis is used for flow field analysis. 

 

       (a)               (b)                    (c)                   (d) 

Figure 1. Solid mesh division of the melt and different electrodes applying manner. 

 
Imposed boundary conditions and loads are: The magnetic field is required to be 
coupled with the VOLT degree of freedom, and the voltage at the cathode section is 
defined as 0. Then magnetic lines parallel boundary conditions at the outermost layer 
of air is set as: 0AZ� . The pulse current is approximated as a sine wave in a single 
cycle  

/ 0 / 0sini t I t1 �� �                        (9) 

/ 00 0i �                                (10) 

Where, I  is pulse peak. 
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First, the magnetic field analysis is performed, and the electromagnetic force is applied 
to the flow field, finally the flow field analysis is performed. 
 
Electromagnetic Force Analysis 
 
Figure 2. shows that the electromagnetic force distribution diagram of the vertical 
section of the melt in the different electrodes applying manner under certain conditions. 
Zhishuai Xu [11] demonstrated that the current density plays an important role in the 
solidification microstructure refinement, and the electrode is located in the region of 
the rapid increase in current density by experiment. According to the equation (5), when 
the other conditions are fixed, the greater the current density, the greater the 
electromagnetic force in the region can be found. It can be seen from It can be seen 
from Figure 2. that the electromagnetic force which is radial is the largest in the 
electrode, and mainly focused on the surface of the melt. The current flows from the 
top of the anode to the cathode through the melt. When current is applied to the metal 
melt, melt surface can generates the oscillating electromagnetic force. Crystal nucleus 
shaken off on the wall by the electromagnetic force drift into the melt forming a large 
number of free nucleus, resulting in the solidification structure refinement.  
 

 

(a)                 (b)                 (c)                  (d)        

Figure 2. Electromagnetic force distribution 
 

Flow Field Analysis 
 
Figure 3. shows that the flow field distribution diagram of the vertical section of the 
melt in the different electrodes applying manner under certain conditions. The melt 
flows under the action of electromagnetic force from the electrodes to the other parts 
which is helpful to the uniform distribution of grains fallen down from the wall by the 
electromagnetic force, increasing the internal nucleation rate, refining the metal 
solidification structure, homogenizing the temperature gradient, changing the 
temperature field, reducing the internal defects and improving the physical properties.  
 
Figure 3a. shows that a general circulation is formed near the electrodes, and the flow 
field is relatively uniform. Figure 3b. shows that the flow field is only located near the 
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electrode, and a large part of the melt is not flowing. The grains dropped by the 
electromagnetic force are difficult to drift to the lower part of the melt. Figure 3c. shows 
that the flow velocity is significantly larger than the other three methods, the flow of 
the melt is obvious and the flow field is more uniform. Figure 3d. shows that there is a 
general circulation respectively in the upper and lower parts of the melt and the flow of 
the melt is obvious, but the flow velocity is small, which cannot make the grain drift 
effectively. 

 
(a)                 (b)                  (c)                  (d)   

Figure 3. Flow field distribution 

 
Discussion 

 
Kequan Chen etc. discovered that copper and aluminum alloy solidification structure 
refinement effect is very good with the opposite electrode which is inserted from the 
side wall. Jie Li confirmed that the use of parallel electrode method is the best way to 
optimize the pulse current processing in the same pouring process and current 
parameters. The conclusion are given based on the experiments. Based on the numerical 
simulation results, we can indicate that the electromagnetic force on the melt and the 
flow distribution are significantly different with different electrodes applying manner. 
The electromagnetic force is basically the same with different electrodes applying 
manner, but the distribution and direction is different. The numerical value and the flow 
direction of the flow field are very different. The flow velocity in the third electrode 
insertion method has significantly higher. The analysis shows that the electromagnetic 
force can make the crystal nucleus dropped down from the wall and transformed into 
the free crystal nucleus and can promote melt flow. Then the free crystal nucleus will 
flow together with the flowing melt as a result of uniform distribution of grains inside 
the melt and increasing of the internal nucleation rate. The flow which is generated by 
the action of electromagnetic force can uniform the temperature distribution and the 
temperature gradient, prevent the free crystal nucleus remelting and help the growth of 
the crystal nucleus. The flow has a great effect on refining the solidification structure 
of metals. The third electrode applying manner has a good effect on refining the 
solidification structure based on the analysis of numerical simulation, which were 
testified by experiment from Kequan Chen.  
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Conclusions 
 

The effect of different electrodes applying manner on magnetic force and flow field of 
pure aluminum melt were investigated with the ANSYS in this paper. The simulation 
results indicate that the manner of the opposite electrode which is inserted from the side 
wall can produce more uniform and a wider range of flow field distribution. The 
analysis of numerical simulation provides a scientific basis for the further explanation 
of the mechanism of electric pulse refinement of metal solidification structure. 
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Abstract 
 
DEM-CFD coupled mathematical model of oxygen blast furnace (OBF) is established. Then it is 
applied to study the gas-solid flow in OBF. The effects of burden motion state, particle size, 
auxiliary tuyere size and the ratio of injected gas flow rate to total gas flow rate on the injected 
gas distribution were investigated in detail. The results show that there are 4 moving regions in 
the OBF. The high particles velocity corresponds to the high porosity in furnace, so the injected 
gas can penetrate into the center in moving bed more easily than fixed bed. Both decreasing 
particle size and increasing auxiliary tuyere area will increase the injected gas ratio at the edge, 
but decrease at the center. Calculation results also prove that the ratio of injected gas flow rate to 
total gas flow rate is crucial for the injected gas distribution in the furnace. 
 

Introduction 
 
In response to global warming, steel enterprises have to try to reduce the blast furnace (BF) 
carbon consumption. Oxygen blast furnace (OBF) as a new ironmaking process, was initially 
proposed by Wenzel [1] in 1970. Then some industrial experiments have been carried out, such 
as ULCOS in Europe [2] and experiment OBF in Japan [3]. These industrial tests proved the 
feasibility and advanced of this ironmaking process. DEM-CFD model [4] can be used for 
studying the gas-solid system such as BF. The utilization rate of the shaft injected gas of OBF is 
considered to be so important to realize the energy conservation and emissions reduction. The 
effect of injected gas flowrate, furnace profile and shaft tuyere position on the gas permeation 
has been studied [5-6]. But the specific manifestations of these factors are different. In previous 
studies some factors, especially the particle size and burden motion state were not taken into 
account. In connection with our previous cold model study [5], in this work the OBF DEM-CFD 
model is used for investigating the injected gas behavior in a large scale model. Then the basic 
characteristics of gas-solid flow in OBF is obtained. The difference of injected gas permeation 
distance between moving and fixed bed is studied. The influence of particle size, auxiliary tuyere 
size, ratio value of injected gas flowrate to total gas flowrate on gas permeation are examined. 
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Model Description 
 
Discrete element method 
 
Particle motion is described by Newton’s second law. The model consists of spring and dashpot 
in the normal direction, spring, dashpot and slider in the tangential direction [7]. At any time t , 
the governing equations for particle i  can be written as follows. 
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Where im , iv , and i  are the mass, translational and rotational velocities of particle i , 

respectively. iI  is the moment of inertia of particle i . The forces involved are: the particle-fluid 

interaction force ,pf iF . The normal and tangential contact forces ,cn ijF  and ,ct ijF , damping forces 

,dn ijF  and ,dt ijF . The torque ijt,M  which is generated by the tangential force, and ijr ,M  commonly 

known as the rolling friction torque. 
 
Governing equations for gas phase 
 
The DEM-CFD coupling module uses the existing Eulerian-Eulerian multiphase model. The 
conservation equation of solid part is not calculated by the CFD, but by the DEM. Then the solid 
particle data is transmitted to CFD. The gas phase was described by equations (3) and (4). 
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Where ! , 
 , u , � , and p  denote the void fraction, density, velocity vector, viscosity and 
pressure of a fluid, respectively. The interaction force between fluid and particles was taken into 
account by the momentum sink S . The species transport governing equation (5) including CO 
and N2 is added for considering the injected gas penetration behavior. 
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Where tSc  is the turbulent Schmidt number ( t

tSc
�

 where t�  is the turbulent viscosity and tD  is 

the turbulent diffusivity). The default tSc  is 0.7. 
 
Particle–Fluid Interaction 
 
Porosity and particle motion state in a packed bed are obtained by DEM analysis. The pressure 
drop is expressed by the multidimensional Ergun’s equation for a packed bed. The drag force on 
the individual particles is calculated using the Ergun and Wen & Yu [8-9] drag model. 
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Simulation Conditions and Procedure 
 
The geometry and computational grid used in this work is shown in Figure 1. It doesn’t include 
the hearth bottom which contains hot liquid. The furnace is axisymmetric, so only half of it is 
selected. The slot model’s size is 0.4 m width which is set to at least 4 particles diameter [10]. 
The simulation is started with the random generation of coke and ore particles without overlaps. 
The volume ratio of ore and coke is 1:1. For representing the BF operation, the particles are 
removed at a specified rate from the raceway and added back onto the top in order to keep the 
burden surface constant. Then the coupled calculation starts. Pure N2 is blown from the hearth 
tuyere, CO is from shaft tuyere. When the top CO concentration keeps constant, stop calculating. 
Coke and ore particle parameters are listed in Table . 
 

                   
Front view    Right view                        Mesh 

(a)                                           (b) 
Figure 1. (a) BF geometry used in this work (m); (b) Computational grid for gas phase solution. 

 
Table . Particles properties and conditions used in this work 

Variables Base 
Particle shape Spherical 
Number and diameter(mm) of Variable 
Coke and ore particle density 1100, 
Material Poisson’s ratio 0.25 
Material shear modulus (pa) 1.0×108 
Particle-particle/wall restitution 0.3 
Particle-particle/wall static friction 0.4 
Particle-particle/wall rolling friction 0.05 
DEM Time step (s) 5×10−5 

 
The determination of solid discharging rate in the simulation is based on the modified Froude 
number SFr  [11] at the BF throat. The parameter for gas flowrate is determined according to the 
Reynolds number [4] at the BF throat. 
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Where SU , fU , S
 , 
  is the particle descending velocity, gas superficial velocity, burden bulk 

density and gas density at the furnace throat. In practical BF [4], the SFr  is around 10-8-10-9, fU  

is about 2-3 m/s, and the Reynolds number is about 103-104. In order to reduce the DEM 
calculation time, the burden descending velocity is accelerated. This treatment has been found to 
be acceptable in a BF [10]. In this work, the SFr  is set to 1.44× 10-5, the gas superficial velocity 

is kept at 2.5 m/s, correspondingly the Reynolds number is 1.67× 104. The total gas flowrate is 
about 1500 L/s. Some simulation conditions are shown in Table II. The shaft tuyere size under 
No.3 is 100×400 mm if there is no special notes. 
 

Table II. Simulation conditions 
Particle diameter 

(mm) 
Shaft tuyere 

size 
( )

No. 
N2 flowrate-V 

(L/s) 
CO flowrate-U 

(L/s) 
Particle 
motion U/(U+V) 

100 

100×400 1 1200 300 Moving bed 0.2 
100×400 2 1000 500 Fixed bed 0.33 

(50~200)×400 3 1000 500 Moving bed 0.33 
100×400 4 900 600 Moving bed 0.4 
100×400 5 600 900 Moving bed 0.6 
100×400 6 300 1200 Moving bed 0.8 

80, 60, 40 100×400 7, 8, 9 1000 500 Moving bed 0.33 
- 100×400 10 1000 500 Empty 0.33 

 
Simulation Results 

 
Model validity 
 
Figure 2 is the CO concentration distribution level in the shaft part under No.3 case. There is a 
horizontal black line at the 1 m above the shaft tuyere level as shown in Figure 2(a). The CO 
concentration on this line is shown in Figure 2(b). Figure 2(a) shows that injected gas can 
penetrate close to the center with the increase of the shaft position. This phenomenon is 
interpreted as eddy diffusion effects [6], which is caused by the gas irregular turbulent diffusion 
in the radial direction. Figure 2(b) shows the gas can easily penetrate to the center without the 
bed resistance. This simulation result is consistent with the cold model result [5]. 
 



233

 
0.0 0.5 1.0 1.5 2.0

0.0

0.2

0.4

0.6

0.8

T
he

 v
ol

um
e 

fr
ac

tio
n 

of
 in

je
ct

ed
 g

as

The distance from center axis (m)

 No.10 Empty
 No.3 Moving bed

 
(a)                                                          (b) 

Figure 2. Injected gas distribution in the shaft 
 

Figure 3 shows the granular flow schematic under steady state: (1) Two-dimensional physical 
model result [12], (2) Mathematical model result (No.3). It proves that the difference of burden 
descending behavior between OBF and TBF is little. It can also be divided into four regions in 
OBF: (1) Stagnant zone, (2) Plug flow region, (3) Converging flow zone, (4) Quasi-stagnant 
zone. The above phenomenon is basically in consistent with the literature [10, 12] results. 
 

        
(a)[12]                                (b) 

Figure 3. Particle movement characteristics in BF 
 
Particle move state and its effects on the gas permeability 
 
Figure 4 shows the gas infiltration in the shaft parts under No. 2 and No. 3 cases. It is assumed 
that the zone where the injected gas volume fraction is below 0.05 is the rising gas dominant 
area. From Figure 4 it can be seen that radius of this region is 0.68 m in fixed bed, 0.41m in 
moving bed. In moving bed this area decreases significantly. This phenomenon has been 
explained in the following reason [4], the porosity distribution is related to the flow of particles: 
the high velocity corresponds to the high porosity. Generally, the region with the high porosity 
must derive from the fast motion of particles. This is a good explanation of why the injected gas 
is more difficult to penetrate in fixed bed which owns the higher burden resistance. 
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(No.2)                                     (No.3) 

Figure 4. Gas infiltration in the shaft parts under the different conditions 
 
The influence of particle size on gas permeability 
 
Figure 5 shows the gas diffusion at 1 m above the shaft tuyere level under different particle size 
conditions. The U/(U+V) is 0.33 under above cases. It can be seen that the change relationship 
between injected gas concentration at edge and center is reciprocal. When the particle size is 
reduced, the injected gas concentration of central region decreased, but increased at the edge. 
This is mainly because the more particles, the more gas flow channel, the injected gas can easily 
spread around. It causes that horizontal inertial force of the injected gas decreases rapidly. In 
addition the lift force from the rising gas prevents the injected gas from diffusing to the center 
zone, so it gathers on the edge. Into practice there are more particles in the BF, so it will be more 
difficult for injected gas to penetrate to the center, injected gas is easily gathered near the shaft 
wall. It will bring bad effect on the gas utilization and preheating burden in shaft, but as 
mentioned before the eddy diffusion effects will alleviate the adverse impact. 
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Figure 5. Gas penetration under different radius of burden 1m above the auxiliary tuyere 
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The influence of auxiliary tuyere size of gas penetration 
 
Figure 6 shows the gas distribution under different tuyere size 1m above the auxiliary tuyere. 
With the increase of blast kinetic energy the injected gas can be more deeply into the shaft center 
area. The effect of blast kinetic energy is not significant in previous cold model results [5]. This 
is mainly because the stability of experiment equipment, measurement error and accuracy. The 
gas concentration difference at the edge under above conditions is bigger than concentration 
difference near the center zone. So the effect of blast kinetic energy on the gas concentration on 
the edge is much bigger than the center. This is different with the influence of particle size 
(Figure 5). If the injected gas amount is stable, the gas is more easily to gather near the shaft wall 
under the lower gas velocity. So in practice, the blast kinetic energy can be increased to improve 
the depth of penetration of the injected gas. 
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Figure 6. Gas penetration under different tuyere size 1m above the auxiliary tuyere 

 
The influence of U/(U+V) on the injected gas penetration 
 
Figure 7 shows the influence of U/(U+V) on the injected gas distribution at 1m above the 
auxiliary tuyere. The total amount (U+V) of the furnace gas remain unchanged. This result is 
similar with the cold model result [5]. Relative to the effect of particle size (Figure 5) and tuyere 
size (Figure 6), the value of U/(U + V) is a decisive role for the injected gas distribution in the 
furnace. If the tuyere size remains the constant, the injected gas horizontal total momentum 
increases with the increase of flowrate. In summary under the constant tuyere size condition if 
the injected gas flowrate increases, the penetration of the gas can be improved to a great extent. 
The heat utilization and chemical utilization of the injected gas can be improved also. But 
considering the BF operation, the numerical value of U/(U+V)remains at about 0.5 is optimal. 
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Figure 7. Influence of U/(U + V) on the injected gas distribution in the shaft 

 
Conclusions 

 
(1) The burden descending in OBF can also be divided into four regions. The injected gas is 
more difficult to penetrate in fixed bed than in the moving bed. 
(2) Both reducing the particle size and gas velocity will make the gas concentration increased at 
the shaft edge and decreased at center. But the impact effect is different: the effect of gas 
velocity on the edge zone gas concentration is more obvious than center. The influence of 
particle diameter on each part is similar. 
(3) Calculation results also prove that the ratio of injected gas flowrate to total gas flowrate is 
crucial for the injected gas distribution in furnace. 
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Abstract 
 
In zinc electrowinning process, electrolyte flow in the cell has an important influence on current 
efficiency. In this article, a 3D mathematical model has been developed and solved by ANSYS 
FLUENT software to study the flow field and residence time distribution (RTD) of the 
electrolyte in the zinc electrowinning cell. According to the RTD analytical theory, the influence 
of different feeding schemes on electrolyte flow pattern has been investigated, and the optimum 
feeding scheme was obtained. Zinc electrolysis experiments show current efficiency was 
increased significantly at the optimum feeding scheme. 
 

Introduction 
 
Zinc hydrometallurgy has been the dominant technology of the present extractive metallurgy of 
zinc metal, and its production accounts for more than 80% of the total quantity [1]. However, 
there is a shortage of high energy consumption for zinc hydrometallurgy, and about 75% of the 
total energy consumption occurs in zinc electrowinning [1]. Therefore, the key of saving energy 
and improving economic efficiency for zinc hydrometallurgy is to reduce power consumption 
during the zinc electrowinning process. In recent years, numerous measures have been taken to 
decrease cell voltage and increase current efficiency, such as a reasonable current density, acid 
zinc ratio, electrolyte temperature, surfactant as well as high purity electrolyte and small distance 
of electrodes [2-12]. From the kinetic analysis of zinc electrowinning, electrolyte flow is the 
main driven force of ion motion and also can take away reaction heat in the zinc electrowinning 
cell. And therefore, to enhance electrolyte flow is of great importance to reduce power 
consumption during zinc electrowinning process [1]. 
 
Li et al. [13] carried out tracer experiments on a zinc electrowinning cell and the residence time 
distribution of the electrolyte was obtained. The analysis indicated that electrolyte flow was 
mainly made of mixed flow, and there was "dead zone" in the electrode region. Thus the current 
recirculation pattern of the electrolyte was not conducive to mass and heat transfer in the cell. 
Wang [14] investigated the electrolyte flow in an operating zinc electrowinning cell with a 
combination of physical and mathematical simulation and found there were dead zones in the 
cell. Su and Li [1, 15] conducted detailed mathematical simulations of single-phase flow of the 
electrolyte and gas-liquid flow in an operating zinc electrowinning cell, and proposed the 
interelectrode effective flow rate (IEFR) to evaluate quantitatively the characteristics of the 
electrolyte flow. In this work, a 3D mathematical model was used to simulate the electrolyte 
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flow and residence time distribution in a zinc electrowinning cell with five feeding schemes, and 
the corresponding zinc electrolysis experiments were carried out. 
 

Feeding Schemes of Zinc Electrowinning Cell 
 
The zinc electrowinning cell used in laboratory research is cubic structure. Three sets of anode 
and cathode could be arranged, and there are five inlets and one outlet. The inlet number 0 and 
the outlet are located on two opposite faces of the cell, which is the traditional feeding scheme. 
Four other inlets (number 1 to 4) are in vertical direction with the inlet number 0. The thesis 
intends to investigate the influence of five different feeding schemes on the electrolyte flow and 
residence time distribution in the zinc electrowinning cell. The five detailed feeding schemes are 
shown in Table I, and its physical model is depicted in Figure 1. A set of anode and cathode is 
merely placed in the zinc cell, and the four new inlets are located between the electrodes. 
 

Table I. Five Feeding Schemes of Zinc Electrowinning Cell 
Scheme Feeding way Inlet flow rate 
I 0# 0#: 2.0L/min 
II 0#, 1# 0#: 1.5L/min, 1#: 0.5 L/min 
III 0#, 2# 0#: 1.5L/min, 2#: 0.5 L/min 
IV 0#, 3# 0#: 1.5L/min, 3#: 0.5 L/min 
V 0#, 4# 0#: 1.5L/min, 4#: 0.5 L/min 

 

 
Figure 1. Structure of zinc electrowinning cell. 

 
Mathematical Model 

 
Assumption 
 
This paper mainly deals with the electrolyte flow in the zinc electrowinning cell. In order to 
simplify the mathematical model, the electrolyte temperature and density, zinc electrolytic 
deposition, external electric field as well as bubble motion were neglected in the calculation of 
the electrolyte flow, and the flow field is considered as steady state. 
 
Governing Equations 
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The electrolyte flow in the zinc electrowinning cell following the mass and momentum 
conservation laws can be described by 
 
Continuity equation 
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where ui is the i component of the velocity, xi is the i spatial coordinate. 
 
Momentum equation 
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where 7 is the density of the electrolyte, and its value is 1228kg/m3; p is the pressure; g is the 
acceleration of gravity; 8t represents the turbulent viscosity determined by the standard k-C 
turbulent model [16]; while 8 is the viscosity of the electrolyte , and its value is 0.00397Pa·s. 
 
Mass conservation equation 
 
The RTD analysis means that the fluid flow characteristics in the reactor are investigated 
according to the RTD curve obtained by stimulus-response technique, which needs to solve the 
mass conservation equation 
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where c is the concentration of the electrolyte. 
 
Solution Method 

 
The boundary condition of the inlet is set to velocity-inlet. Since the outlet is in the atmosphere, 
its boundary condition is defined as pressure-outlet and the gauge value is 0 Pa. The liquid 
surface is set to wall boundary and the specified shear value is 0. The walls of the cell and 
electrodes are specified as no slip boundary and wall function is used. 
 
A RTD curve can be obtained by stimulus-response technique based on steady-state flow 
condition in the zinc electrowinning cell. First, the tracer was injected into the electrolyte 
flowing through the inlet of the zinc cell and its mass fraction was set to 1. After 0.5 second, 
tracer concentration at inlet became 0. Then in the solution of response, the instantaneous 
concentration of the tracer as a function of time at outlet was monitored, and then the RTD curve 
was obtained. 
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The flow field and residence time distribution of zinc electrolytic cell were simulated by ANSYS 
FLUENT software. SIMPLE algorithm was adopted and residuals were set to 10-4. 
 

Results and Discussion 
 
Flow Field Analysis 
 

0.2 m/s

 
(a) Scheme I 

 
0.2 m/s

      

0.2 m/s

 
                      (b) Scheme II                                                     (c) Scheme III 

0.2 m/s

    

0.2 m/s

 
                     (d) Scheme IV                                                  (e) Scheme V 
 

Figure 2. Velocity distribution between the anode and cathode in zinc electrowinning cell. 
 



243

In zinc electrowinning, zinc metal is electrodeposited at the cathode and oxygen gas is produced 
on the anode. The main reaction occurring at the cathode is the conversion of the zinc ions to a 
metallic state via an electron transfer process. Therefore, the electrolyte flow between the anode 
and cathode has an important influence on zinc electrolytic deposition reaction. Figure 2 
demonstrates the velocity distribution of the electrolyte between the anode and cathode. The flow 
pattern between the electrodes of five feeding schemes are obviously different. In line with 
enhancing the electrolyte flow between the anode and cathode, accelerating the electrolyte 
refresh, reducing the depletion of zinc ion near the cathode, the flow characteristic of feeding 
scheme III is better than other schemes. Under the mutual effects of the two inlet flows, two 
recirculating flows are formed between the anode and cathode, which will help renew electrolyte 
and promote electrolytic deposition. 

 
Residence Time Distribution Analysis 

 
Figure 3 demonstrates the RTD curves calculated in the zinc electrowinning cell with five 
feeding schemes. From the RTD curves, mean residence time and dead volume fraction can be 
obtained for every scheme. The flow characteristics in the zinc cell obtained from the RTD 
curves are given in Table II. It can be known that the longest mean residence time and the 
smallest dead volume fraction were presented in the feeding scheme III due to better flow field 
of the electrolyte between the anode and cathode. 
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Figure 3. RTD curves in the zinc electrowinning cell with five feeding schemes. 

 
Table II. Fluid Flow Characteristics in the Zinc Electrowinning Cell with Five Feeding Schemes 
Feeding scheme Mean residence time, s Dead volume fraction, % 
I 56.6 41.95 
II 57.1 39.76 
III 58.8 38.82 
IV 57.5 40.17 
V 56.1 41.78 
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Experimental Results of Zinc Electrolysis 
 

Metallic zinc is extracted from the purified zinc sulphate solution and sulphuric acid by 
electrolysis using aluminium cathodes and lead anodes. According to the simulated feeding 
schemes, zinc electrolysis experiments were carried out. Table III shows current efficiency 
during zinc electrowinning process at different feeding schemes. Yet compared to the traditional 
feeding scheme I, current efficiency of three new feeding schemes have enhanced greatly. In 
particular for feeding scheme III, current efficiency was increased to 98.90%. Experimental 
results reveal the strengthening of electrolyte flow between the cathode and anode by changing 
feeding scheme could help transport zinc ions to the cathodes and discharge heat of reaction, 
which is very effective for enhancing current efficiency. 
 

Table III. Current Efficiency of Zinc Electrowinning with Five Feeding Schemes 
Feeding scheme Current efficiency (%) 
I 89.85 
II 96.84 
III 98.90 
IV 97.98 
V 90.10 

 
Conclusions 

 
Flow characteristics of the zinc electrowinning cell with five feeding schemes have been 
numerically investigated. A number of important conclusions are obtained through the analysis 
of electrolyte flow and residence time distribution as well as zinc electrolysis experimental 
results. Since a large part of the electrolyte flows directly into the electrodes by changing feeding 
scheme, the electrolyte flow between the cathode and anode has been strengthened. This better 
flow will help transport zinc ions to the cathodes and discharge heat of reaction. Ultimately, 
current efficiency could be increased. In the next study, the influences of other feeding schemes 
and flow rate on current efficiency will be investigated in order to guide production effectively. 
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Abstract 

 
Heavy reduction (HR) is an effective method to improve the homogeneity and compactness of 
slab and bloom with large section size. In the present work, the key technologies of bloom heavy 
reduction including online detection of strand solidification end, online calculation of minimum 
reduction amount, enhanced final electromagnetic stirring (F-EMS) and convex roll with curving 
surface were introduced. The plant results after the HR application showed that the center 
segregation and porosity of GCr15 steel bloom and rolled bar were reduced effectively, and its 
internal quality meet the requirement of rolling large size bars and profiles successfully. 
 

Introduction 
 
Heavy reduction (HR) was developed based on the soft reduction (SR) technology, and the 
compactness of the slab or bloom with large section size could be improved effectively by means 
of increasing reduction amount. The principle of HR is to impose a large reduction rate/amount 
on the solidification end of the strand for healing the solidification shrinkage cavity and 
improving center density without creating cracks. 
In the early 1990s, Kawasaki Steel Corp. had proposed the continuous forging process to prevent 
center porosity for heavy plate production[1], which the slab was reduced greatly with a pair of 
anvils located before the solidification end. More and more researchers had realized that the 
heavy reduction in the solidification end could improve porosity significantly. Nippon Steel 
presented NS Bloom Large Reduction Technology[2], which applied a large reduction amount 
after complete solidification by a pair of convex-shaped rolls. The reduction energy could be 
concentrated onto the bloom center, and the center porosity could be reduced efficiently. 
Sumitomo Metal Industries developed its HR method also, named PCCS (Porosity Control of 
Casting Slab)[3,4]. In the PCCS technology, center porosities could be effectively decreased by 
the large roll reduction on the slab just before complete solidification, and the very thick plates 
have been manufactured through caster-rolling line. In these typical HR methods, the HR 
position was usually fixed on the strand, and the quality of the slab or bloom could not be 
improved in any case, because the solidification end is usually changed with the varying of  the 
casting speed and the different casting steel grade. Therefore, POSCO provided a kind of flexible 
HR method, which was executed by segment in the strand solidification end[5]. The maximum 
reduction rate of the slab by the segment was 30 mm/min. Zhang et al[6,7] present a new HR 
approach, named Heavy Reduction Process to Improve Segregation and Porosity (HRPISP), and 
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they simulated the deformation and dynamic recrystallization (DRX) behavior on the extra-
thickness slab HR process by using software THERCAST. 
In this paper, the bloom HR technology developed by Northeastern University of China were 
introduced, and the bearing steel GCr15 was chosen as specific research steel to illustrate the key 
technologies and their application. The main composition of GCr15 steel is 1.00 Wt Pct C, 0.25 
Wt Pct Si, 0.30 Wt Pct Mn, 0.01 Wt Pct P, 0.01 Wt Pct S, and 1.45 Wt Pct Cr. The plant results 
showed that after the application of HR to the GCr15 bloom, the center segregation and porosity 
were improved significantly, and the bloom could meet the requirement for rolling larger size 
GCr15 bars and profiles with the lower rolling reduction ratio. 
 

Key Technologies of Heavy Reduction  
 
Online Detection of Strand Solidification End 
 
Accurate on-line determination of strand solidification end is the basis of heavy reduction. The 
main methods of solidification end on-line prediction or determination included real-time heat 
transfer calculation[8], force sensor detection[9], and ultrasonic detection[10]. The ultrasonic 
detection method was not applied in practice successfully due to the bad contact between the 
bloom surface and the probe. The real-time calculation method was the most popular method for 
prediction solidification end, but it is difficult to ensure the accuracy due to the inexact boundary 
condition and material properties parameters. In the authors' previous work[11], in order to 
improve the accuracy of simulation results, the material properties were derived by weighted 
averaging of the phase fractions, and the boundary conditions were obtained by realistic water 
flux distribution on the slab or bloom surface.  
Figure 1 shows the measured tensile strength of the GCr15 bloom by Gleeble 3800. It can be 
seen that the tensile strength of the GCr15 bloom decreases sharply when the temperature 
increases from 700oC to 1000oC, and the strength is lower than 30MPa when the temperature is 
higher than 1000oC. The deformation-resistant ability of the bloom mainly depends on the 
solidified shell thickness, and the relationship between the stress and the HR amount depends on 
the shell thickness as well. Figure 2 shows the actual measured reduction amount and pressure of 
the different withdrawal units during the GCr15 bloom continuous casting process. With the 
pressure increasing, the reduction amount increased on a quadratic function approximately. 
Under the same pressure, the reduction amount of second to eighth withdrawal unit became 
smaller and smaller due to the increasing shell thickness. 
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Figure 3 shows the online detection method of the strand solidification end. The main purpose of 
left part is to derive the relation ship between the HR amount, HR pressure and the shell 
thickness based on the measured results as Fig. 2, the nail shooting results and the FEM 
simulation results[12]. On the right part, combined with the real-time heat transfer simulation 
results and the online measured HR amount and pressure of each withdrawal unit, the strand 
solidification end and shell thickness could be detected accurately. 
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Figure 3. The online detection method of the strand solidification end 

 
Online Calculation of Minimum Reduction Amount 
 
In the bloom continuous casting process, the HR is usually executed by 6-10 withdrawal units 
which are arranged in the air cooling zone with intervals of 1.0–3.5 m. Therefore the reduction 
interface is discontinuous, and the reduction amount is generally selected as the primary control 
parameter. Based on the solidification shrinkage compensation principle, a calculation method 
for SR amount is derived in the authors' previous work[13]. In order to improve the compactness 
of bloom, the reduction amount should be higher than the compensation amount of solidification 
shrinkage in the HR process. Therefore, the minimum reduction amount could be calculated as:  
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Figure 1. The measured tensile strength of GCr15 bloom Figure 2. The measured reduction amount and 
pressure of  different withdrawal unit 
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where, Ri is the minimum reduction amount for ith withdrawal unit, m; DAi is the solidification 
shrinkage area between the ith and i-1th withdrawal unit, m2; Xi is the bloom width under ith 
withdrawal unit, m; (i is reduction efficiency under ith withdrawal unit;� ),,( zyx
  is steel 
density function which is related to temperature; 
l is steel density at liquidus temperature, kg/m3; 
x, y and z are width, thickness, and length of the bloom, respectively. 
In Equation (1), the reduction efficiency is defined to characterize the relationship between 
bloom surface reduction amount and the required reduction amount of the shrinkage volume, and 
it was derived by thermal-mechanical FEM simulation method[12,14] and stored on the database 
for online calling. The solidification shrinkage area depends on the mass distribution of the 
bloom transverse section, which could be calculated according to the strand temperature 
distribution[13]. Therefore, the minimum reduction amount could be online calculated based on 
the real-time heat transfer calculation results.  
 Figure 4 shows the solidification shrinkage area with the different casting speed for the 370 mm 
× 490 mm GCr15 bloom, and the corresponding derived minimum reduction amount are listed in 
Table I. The solidification shrinkage area are increased almost linearly with the strand position 
increasing. With the casting speed increasing, more units participate in the reduction process due 
to the extended mushy zone, and the total minimum reduction amount decreases due to the 
increasing of reduction efficiency. 
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Figure 4. Solidification shrinkage area for 370 mm × 490 mm GCr15 bloom 

 
Table I.  Minimum reduction amount for 370 mm × 490 mm GCr15 bloom 

Casting speed 
(m/min) 

HR amount 

2# 3# 4# 5# 6# 7# 8# Tatol 
0.38 8.2  11.1       19.3  
0.40 3.7  6.0  8.0      17.8  
0.42 2.5  2.6  3.1  5.1  5.9    18.2  
0.44  1.7  2.5  3.5  5.2  5.5   17.3  
0.46   1.4  1.9  2.5  5.5  5.7  16.0  

 
Enhanced Final Electromagnetic Stirring (F-EMS) 

 
The solute-enriched liquid steel would flow back to the lower solicitation fraction area due to the 
HR process, and in order to homogenize the solute distribution the final electromagnetic stirring 
should be installed before the reduction area. However, according to the research by Takahashi et 
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al.[15], the dendrites begin to form network and block liquid flow when the solid fraction becomes 
equal to 0.31, and more powerful electromagnetic force is required to drive the liquid flow in this 
area. Therefore, the Gramme winding was adopted to ensure the uniformity of internal magnetic 
field, and in order to homogenize solute and temperature effectively the center magnetic intensity 
should be higher than 100mT with the frequency of 6-10Hz. 
Figure 5 shows the effect of F-EMS on the liquid flow and center temperature of the mushy zone 
for 160mm square 82B steel billet[16]. As the F-EMS applied, the nature convection mechanism 
is destroyed in mushy zone, and the tangential velocity of molten steel rises and the center 
temperature decreases evidently. 
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Figure 5. Flow field (a) and temperature field (b) of bloom cross section on the FEMS zone 

 
Convex Roll with Curving Surface 

 
The deformation-resistance of the bloom mainly depends on the completely solidified shell of 
the bloom both side. The convex roll could avoid the bloom side areas during the HR process, 
and the reduction efficiency could be improved than that of flat roll significantly. Nippon Steel[2] 
and POSCO[17] had applied convex roll in the bloom continuous casting process successfully. 
However, the previous convex roll usually had a directly embossment as shown in Figure 6, and 
the strain and stress concentrated on the edge of roll-bloom contact area which was prone to 
cause the surface and subsurface cracks defect. In order to avoid crack defects, a new type of 
convex roll with curving surface was presented and its profile is shown in Figure 6. 
The bloom after HR reduction with convex roll was shown in Figure 7, and it is clearly that the 
edge of pressed dent on the bloom surface is gentle. After the HR application on the 370 mm × 
490 mm GCr15 bloom, the reduction amount with convex roll was about 10 mm when the 
pressure of the fifth units was 1100kN, and that of the flat roll was no more than 4 mm under the 
same condition. 
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Application results 
 
In the present work, the HR technology was applied in the Dong-Bei Special Steel bloom 
continuous casting machine with the bearing steel GCr15. This caster was designed by 
CONCAST, and its transverse section size was 370 mm × 490 mm at room temperature. This 
caster has 12 withdrawal units per strand, and the 2nd to 9th units are applied to execute 
reduction. The macrographs of the blooms and rolled bars (-110mm) transverse section before 
and after the HR application were compared in Figure 8. It can be seen clearly that the serious 
center porosity in the transverse bloom section was eliminated evidently after the HR application, 
and the homogeneity and compactness of  rolled bar were improved correspondingly.  
 

  
 

Figure 6. Sketch of convex roll with curving surface Figure 7. The bloom after HR with convex roll 

(a) bloom, 370 mm × 490 mm (b) bloom, 370 mm × 490 mm 
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Figure 8 Macrographs of blooms and rolled bars transverse section without HR: (a), (d); and with HR: (b), (d).  
 
According to the practice statistics, the defects rate of bloom center porosity and segregation was 
decreased from 2.0-2.5 grade to no more than 1.0 grade after the HR application. The compacted 
and homogenous bloom meet the requirement of rolling large size bars and profiles with lower 
rolling reduction ratio, and the bloom continuous casting process had replaced the larger ingot 
process successfully. 
 

Conclusions 
 
HR is an effective method to improve the homogeneity and compactness of slab and bloom with 
large section size, and its key technologies include online detection of strand solidification end, 
online calculation of minimum reduction amount, enhanced final electromagnetic stirring (F-
EMS) and convex roll with curving surface. The plant results showed that the center segregation 
and porosity of larger section bloom could be improved significantly after the HR application. 
The compacted and homogenous bloom could replace the larger ingot to meet the requirement of 
rolling large size bars and profiles with the lower rolling reduction ratio successfully. 
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Abstract 

Nozzle plays a key role in determining the flow behavior in the mold of the continuous casting 
process with and without nozzle gas injection. Different modifications applied to the ports are 
used to study the flow behavior. The predicted results with k-  turbulence model show that the 
backflow phenomenon eliminates owing to a low pressure zone at the ports, the surface 
velocity decreases, when the curvature is implemented at the internal upper side of the port. 
This result agrees with the simulation result of other researchers. Meanwhile, increasing the 
thickness of ports has little influence on the surface level fluctuation. The Reynolds-stress 
model (RSM) and the Volume of Fluid (VOF) model are used to simulate the air bubbles 
movement in the mold. The result shows that the air bubbles are closer to the nozzle while 
using the nozzle with curvature at the internal upper side of the port. 

Introduction 

The flow pattern in the mold is very important to steel quality in the process of continuous 
casting. Meniscus shape and its dynamic behavior are a direct consequence of turbulence 
structure of flow in the slab mold and are related to the design of the submerged entry nozzle 
(SEN). Different parameters of SEN would lead to different flow structure inside of the mold. 
Many of the researches have been done by the water modeling and by the numerical 
simulation to study and improve the design of nozzles to control the steel flow pattern. It is 
well known that the upper side of port taking curvature would eliminate the lower pressure 
zone in the SEN. 

Nozzle clogging caused by non-metallic inclusions on ceramic walls is a serious problem in 
the continuous casting, which can be solved by injecting the gas from the top surface of 
nozzle. The injected gas goes into the liquid steel in the mold and forms gas bubbles. The gas 
bubbles can reduce the metal flow momentum at the nozzle exit, and decrease the surface 
velocity by injecting appropriate gas flow rate [1]. The researcher, KLAUS TIMMEL, 
investigated the distribution and the behavior of bubbles with the X-ray radioscopy in the 
small-scale model. They had found that the process of bubble formation was determined by a 
separation of relatively large bubbles from the bottom interface of the gas cavities [2]. A 
Lagrangian approach was performed to research the transport of bubbles. The results shown 
that the gas could shift the flow pattern of upper recirculation and lower roll, increase the 
surface fluctuation and impingement on the narrow surface. This would be more obvious with 
increasing the flow rate of gas [3].  

In the present work, we have studied the ports with curvature and the change of ports 
thickness to the effects on the flow behavior, steel meniscus and impingement at the narrow 
surface. For this part, we have used the k-  turbulence model as the turbulence model. 
Meanwhile, the bubbles movement is predicted using the Reynolds-stress (RSM) turbulence 
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model and the VOF multiphase model for the port with curvature and the port with -15 
degrees .               

Mathematical Models 

The well accepted turbulence model, k-  turbulence model, is used to simulate the flow 
behavior in the slab mold without gas injection for different shape of nozzles. The k and  
represents turbulent kinetic energy and turbulent dissipation rate respectively. Some 
researchers have found that the Reynolds-stress (RSM) turbulence model well predicted the 
formation of vortices located close to the SEN and near the meniscus than the k-  turbulence 
model [4]. Therefore, the Reynolds-stress (RSM) turbulence model is performed to describe 
the turbulence phenomenon of the liquid and gas phases in the mold. The VOF multiphase 
model is considered the most suitable one to study the bubbles movement and surface 
fluctuation in the mold. All governing equations are well addressed in the literatures [1, 5, 7]. 

Calculation Details 

On account of the symmetry of the structure, one quarter of the mold including SEN is 
chosen for the modeling. The structure of submerged entry nozzle (SEN) is showed in Fig.1, 
which also marks the modified position. The simulation parameters are listed in Table F . In 
this work, four different nozzles are studied, as shown in the Table II. A constant steel 
velocity is imposed at the SEN inlet based on desired casting speed and billet size. The gas 
was injected through the inlet together with steel phase, the volume fraction of gas is based 
on its flow rate. At the bottom of the field, a pressure outlet is applied. The flat surface is 
employed for the top surface. A no-slip boundary condition is put into use for the wall. 

Table I. Simulation parameters 

Parameter Value Parameter Value  

Casting speed,(m/min)  1.2 Viscosity of the liquid steel, (Pa � s)  0.0055 

Nozzle immersion, (m) 0.17 Viscosity of the air, (Pa� sG10-5) 1.7894 

Billet size, (m) 0.88G0.22 Density of the liquid steel, (kg/m3) 7100 

Gas flow rate, (L/min)  6.0 Density of the air, (kg/m3) 1.225 

Air zone(m) 0.3 Interfacial tension between steel and 
air, (N/m) 

1.6 

 

Nozzle immersion means the distance from the free surface to the internal upper side of the 
port in the Table I. 
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Table II. Simulation cases 

Case Inclination angle Thickness (m) Curvature (m) Number 

1 -15° 0.025 0 -15°H25 

2 0° 0.025 0.035 R35H25 

3 0° 0.030 0.035 R35H30 

4 0° 0.040 0.035 R35H40 

 

For the case1, the inclination angle downward 15 degrees, the thickness represents the port 
thickness. 

 
Fig.1 Structure of the SEN and the port 

 

Results and Discussion 

Effect of the Curvature at the Internal Upper Nozzle 

The k-  standard turbulence model was used to simulate the effect of SEN ports on flow 
behavior by applying the curvature at the internal upper port. Fig.2 shows the velocity profile 
inside the nozzle for case1 and case2. It can be seen from case1 that there exits a backflow 
phenomenon at the internal upper port owing to a lower pressure, which has great influence 
on the flow pattern in the mold. However, the backflow can be eliminated when the curvature 
design of port is used at the internal upper port for case2. These results also have been proved 
by the previous researcher’s work [5]. The turbulent kinetic energy dissipation rates for two 
cases are shown in Fig.3. The results show that the dissipation rate for case1 is the bigger 
than case2.  
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Fig.2 Velocity profile at the ports, a) case1, b) case2 

 

Fig.3 Kinetic energy dissipation rate, a) case1, b) case2 

 

The Modification of curvature in the port can not only efficiently avoid the backflow, but also 
influence the surface velocity and the velocity magnitude at the impingement point of narrow 
surface. The Fig.4 presents the results of the flow velocity values along the centerline of 
0.001m below free surface. It easily can be seen that the surface fluctuation will substantially 
decrease when using the curvature applied inside the SEN. It is important to prevent the slag 
entrapment from the molten steel. Fig.5(a) shows the velocity magnitude along the centerline 
at the distance of 0.001m from the narrow surface. The results show that the impingement for 
case2 has smaller effect than case1 on the narrow surface. So, case2 is beneficial to prevent 
from remelting the solidified shell. 

  

(a) case1 and case2            (b) case2, case3 and case4 

Fig.4 Velocity magnitude along the centerline of 0.001m below the top surface 

  



259

 

  

(a) case1 and case2             (b)case2, case3 and case4 

Fig.5 Velocity magnitude along the centerline of 0.001m from the narrow surface 

 

The angle of jet is crucial to the flow pattern in the mold of continuous casting slabs. A large 
jet angle may deliver the molten steel into the more deep zone, which will results in no 
enough heat to the meniscus, the meniscus would be frozen in the process of continuous 
casting. But a relative small jet angle would also have some problems, the slag will be 
exposed at the corner of the domain and caused re-oxidized. The jet angle is determined by 
the port angle and port area and the wall size [6]. 

Fig.6 shows the velocity contours at the central symmetrical plane of the mold for case 1 and 
case 2. The simulation results reveal that the jet angle of case2 is larger than case1. The 
change of jet velocity profile for the nozzle with -15 degrees is steeper than the SEN with the 
curvature at the upper internal port from the velocity contours. Besides, it demonstrates that 
the surface velocity has well agreement with the mentioned above.  

 
Fig.6 Velocity contours at the wide symmetrical surface, a) case1, b) case2 

 

The effect of port thickness  

Port thickness is the part of the SEN design, FADY M. NAJJAR [6] has found that the 
thicker ports reduce spreading of the jet. In this work, case2, case3 and case4 are illustrated 
the function of the port thickness. It is observed that the surface velocity has little difference 
on the three cases, and the trend is the same as the velocity magnitude at 0.001m from narrow 
surface as shown in Fig.4(b) and Fig.5(b). 

Bubble movement  

The VOF model and Reynolds-stress (RSM) turbulence model are used to simulate and 
investigate the movement of bubbles. Fig.7 shows the bubble movement at the 10s, 12s, 14.5s, 
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16.5s, 18.5s, 20.5s for case1 and case2. The gas is injected into the top surface of SEN with 
the molten steel, the bubble movement is crucial to the flotation of inclusions and flow 
pattern. From the circumstance of the bubbles movement at different times, it is seen that 
some bubbles are tend to close to the deep narrow surface employed by the -15 degrees port, 
which would be trapped by the solidified shell. Moreover, the result of applying the port with 
curvature indicates that the less bubbles are delivered to narrow surface, these bubbles are 
more likely to float with the molten steel.        

 
Fig.7 Bubbles movement at different times, a) case1, b) case2 

 

Conclusions 

The k-  standard turbulence model is employed to study the effect of different ports on the 
flow pattern and velocity at the meniscus. The VOF model and the Reynolds-stress (RSM) 
turbulence model are developed to investigate the bubbles movement inside of mold. The 
simulation results indicate that the backflow phenomenon can be eliminated, the surface 
velocity decreases, the position of impingement point falls down, when applied the curvature 
at the side of upper internal port. Besides, increasing the thickness of ports has little impact on 
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the surface level fluctuation, but the velocity at the position of impingement point lessens. 
When using the curvature modified inside the SEN, air bubbles is dispersed the pool of the 
mold between SEN and narrow surface and less air bubbles impinged the solidified shell.  
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Abstract 
 
In order to study the relationship between flow characteristics and pulse width of the pulse 
magnetic oscillation (PMO) technique, we used the solenoid coil to process aluminum liquid 
under variable pulse widths of the PMO technique changed by different capacitors. The electro- 
magnetic force and flow field of the process of liquid pure aluminum were analysized by 
ANSYS simulation. 
 

Introduction 
 
In the last 20 years, it has been widely studied and applied in the process of metal solidification 
by using electromagnetic field[1-4]. The pulsed electromagnetic field has a large instantaneous 
power, simple manufacturing and operation, low manufacturing costs and better effect of grain 
refinement, which becomes a new rapidly development technology for metal solidification 
processing. Pulsed electromagnetic field processing technology includes ECP[5-6], PMF[7-8] 
and PMO[9-11], etc. 
 
PMO technique are related with many parameters such as peak current, discharge frequency, 
pulse width, discharge power,etc. The change of pulse width of PMO technique means that the 
inherent frequency of the oscillation circuit has been changed, which needs to change the 
capacity of the capacitor or coil structure.Therefore, the change of the pulse width of PMO 
technique is troublesome, and the related research is not so much. In this paper, the pulse width 
of PMO technique is changed by altering the capacity of capacitor. Discharge energy and 
discharge power is calculated by measuring the voltage of the capacitor. Using commercial 
software ANSYS 15.0,we simulated the treatment process of PMO technique by circuit 
electromagnetic coupling,electromagnetic field and flow field coupling to reveal the effects of 
pulse width on the discharge energy,discharge power, electromagnetic force and flow field.  

 
Experimental apparatus and process 

 
The experimental circuit is shown in Figure 1,which includes:3 sets of capacitors connected in 
parallel installations,whose capacitance value is 3700 F,22200 F,59200 F,respectively;DC 
charging power supply;SCR trigger switch;Oscilloscope to measure the voltage of capacitor; 
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copper tube coil;pure aluminum melt.Figure 2 is the sample and device size chart. The graphite 
is cylindrical crucible.The number of turns of the coil is 5. The processed samples is 99.7% 
industrial pure aluminum melt. Only one set of capacitor is used at each processing. Discharge 
frequency is 10Hz.Charge energy is 74J.Pure aluminum is heated to 750  by  resistance furnace, 
and poured into the mold at 720 . The temperature of the mold is 30 .The voltage waveforms 
of capacitor were recorded by oscilloscope. 

 
 

 
   
 
 
 
 
 
 
 
 

 
 
Figure 1. Experimental circuit diagram                Figure 2. Sample and device size chart 

 
 
Measurement and analysis 

 
Pulse discharge structure was designed based on RLC circuit, The differential equation of RLC 
circuit discharge can be expressed as 
 

(1) 
                                                                            
where U is the voltage,C is the capacity,L is the inductance,R is the resistance.U can be 
expressed as      
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In a complete discharge cycle, the voltage waveforms is shown in figure 3. 

 
 
 
 
 
 
 

 
 
 
 
 
 
 

 
 
 

Figure 3. Capacitor voltage waveform at one discharge cycle 
 
The initial voltage of discharge U1, the end of discharge voltage U2 and pulse width T can be  
recorded by oscilloscope. From the measurement data we can obtain: 
the discharge energy Wd at one cycle can be expressed as 
                                                                          
                                                                                                                                                  (5) 
 
the discharge power Pw at one discharge cycle can be expressed as 
                                                    
                                                                                                                                                  (6) 
 
The charge energy Wc of 3 sets of capacitors is all set to 74J,the measurment results are shown 
in table 1.  

 
Table  The measurment and calculation result 

 
The value of the pulse width is porvided as 1ms,2.4ms and 4ms,respectively. With the increase 
of the pulse width, discharge energy Wd becomes larger. but the discharge power Pw 
becomes small. 
 

C/� F Wc/J T/ms U1/V U2/V Wd/J Pw/W 

3700 74 1.0 200 132.8 41.4 41400 

22200 74 2.4 81.6 41.6 54.7 22791 

59200 74 4.0 50 22.8 58.6 14650 
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Numerical simulation results 

 
In order to investigate the flow of melt due to electromagnetic force under different pulse 
width,we simulate the process under PMO with ANSYS Multiphysics package. The 
electromagnetic field is coupled with the electric circuit to calculate the distribution of the 
electromagnetic force on the melt by using PLANE53 element and CIRCU124 element, and to 
calculate the waveforms of voltage of capacitor in the circuit. By using FLUID141 element,the 
flow field is coupled with the electromagnetic field,which leads the electromagnetic force into 
the fluid to calculate the distribution of velocity on the melt. 
As shown in figure 4, the left of the figure is circuit model, the right of the figure is 2D axis 
symmetric finite element model.Because the pulsed magnetic field is transient,so the transient 
time analysis is used. The waveforms of vlotage is shown as figur 5.The waveforms of current is 
shown as figure 6. The electromagnetic force on the melt are calculated with100 steps in the 
periods time of discharge (T1). There is no electromagnetic force during the interval period (T2, 
T1<<T2),The flow velocity is calculated with 30 steps in the period (T2).The initial voltages are 
consistent with the experimental conditions,The initial velocity:Vx=0,Vy=0.The boundary 
conditions is that:(1) in the junction of melt and mold: Vx=0,Vy=0 (2)melt top surface:Vy=0; (3) 

Symmetry axis: Vx=0.Physical property parameters of fluid are got from commercial software 
Procast,as  shown in table 4. Zero energy equation model is selected as turbulence model. 
 

 
 

  
 

 
 

 
 
 
 
 
 

                   Figure 4. Circuit model and 2D axis symmetric finite element model. 
 
 
 
 
 

 
 
 
 
 
 
Figure 5. Waveforms of voltage                                      Figure 6. Waveforms of current 
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Table  shows the simulation results of discharge energy. 
 
Table  The simulation results of discharge energy 

 
Table  Physical property parameters of fluid 

 
The results from the ANSYS simulation show that,capacitors with 3700� F,22000� F,59200� F 
provides the value of pulse width is:1.02ms,2.6ms and 4.2ms, respectively.Figure 7. shows the 
flow velocity distribution on the complete cross section at the end of the 30 discharge cycles. At 
this time the flow velocity has been stable, the velocity of every point fluctuates up and down 
around a certain value. The positions of maximum velocity are close to the mold and central axis. 

 
 
 
 
 
 
 
 

 
 
 
 
 

 
 
Figure 7. The flow velocity distribution on the complete cross section 

 
Figure 8.shows the shows the time-varying curve of electromagnetic force density at point A (as 
shown in figure.7) under three different pulse widths of PMO technique. Electromagnetic force 
density can be expressed as 
                                                                                                                                                      

(7) 
 

C/� F Wc/J T/ms U1/V U2/V Wd/J Pw/W 

3700� F 74 1.02 200 130 42.7 41862 

22200� F 74 2.55 81.6 41.1 55.2 21647 

59200� F 74 4.2 50 22.4 59.1 14071 

 Resistivity/ 
� · m 

Relative 
Permeality 

Density/ 
kg· m3 

Viscosity/ 
Pa· s  

Al 2.42x10-7 1 2380 2.51x10-3 

BJf G�
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Where J is current density,B  is the magnetic flux density. Figure 9. shows the time-varying 
curve of velocity at point A 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 8. Time-varying curve of electromagnetic  pressure force density at point A at one 
discharge cycle  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 9. Time-varying curve of the time-varying curve of velocity at point A 
  
Table (the measurement results) and Table (simulation results) show that, from large to 
small,the sequence of discharge energy is:4ms>2.4ms>1ms; the sequence of discharge power 
is:1ms>2.4ms>4ms.Figure7. shows that,the velocity  reach stable after about 10 discharge cycle. 
PMO forms 2 general circulation located up and down the melt. Figure 8. shows the sequence of  
eletromagnetic force at point A:1ms>2.4ms>4ms. Figure 9. shows the sequence of  velocity at 
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point A:4ms>2.4ms>1ms. Pulsed electromagnetic fields have 2 functions for the melt:stir and 
vibration,the ratio can be expressed as[12] 
                                                                                                           
 

(8)   
                                                                                                                                                                                    
where frot is stir force,firrot is magnetice pressure, is skin depth,L is characteristic length.So the 
narrow pulse width means small skin depth, magnetice pressure is large.Vibration is 
obvous;wide pulse width means the large skin depth,The stir force is large. Flow is more obvious. 
 
 

Conclusion 
 
Under the same charge energy and discharge frequency, we found:    
(1) The large value of pulse width of PMO technique  lead large discharge energy and  average 
velocity.Flow is obvious. 
(2)The small value of pulse width of PMO technique lead large discharge power and 
electromagnetic pressure.Vibration is obvious. 
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