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We have both been fascinated by models for our entire careers. Climate 
models are especially interesting, because they are the largest and most 
complex of models and also, in some sense, the most mysterious. The 
systems are completely filled with nonlinear equations and unpredict-
ability, yet some climate models are valued for their predictive capacities. 
Others are appreciated for their abilities to represent causal forces within 
climate systems and their interactions, and yet others represent those sys-
tems simply, elegantly, and yet powerfully.

There are numerous philosophical questions involving representation, 
grounding, and reality itself that arise when using climate models, as well 
as conceptual issues concerning the models as tools themselves. Yet there 
is no book or collection available that addresses these issues. We have 
aimed to collect a set of essays here that discusses these and other philo-
sophical and conceptual questions about climate models. We asked some 
of the best philosophers and some of the best modelers to contribute to 
the book, and they agreed, to our delight.

Our book is intended to be enjoyed by policy-makers, climate scien-
tists, and philosophers alike, as well as the general public. Some essays, 
such as those concerning policy and robustness, in parts 2 and 3 of the 
book, are very accessible. There are sections of part 1 that are more tech-
nical, such as the Santer et al. paper, but that is explained in Lloyd’s essay 
and in Santer et al.’s “Fact Sheet” in part 1.

Preface



vi  Preface

Sadly, there is rampant disinformation circulating about climate mod-
els today, despite concerted efforts by climate scientists to correct the 
public record. The essays contributed to this book provide a foundation 
for an informed discourse concerning climate models, one based on the-
ory, facts, and evidence.

We have both learned a great deal about climate modeling through 
editing this collection, and our hope is that anyone dipping into the book 
will experience the same benefit. Of course, modeling is an ongoing 
activity, and many of the facets explored in this book will continue to 
fascinate both modelers, philosophers, and policy analysts for some time 
to come.

Bloomington, IN, USA Elisabeth A. Lloyd
Tampa, FL, USA Eric Winsberg
June 2017
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Fig. 2.1 A Web of Science analysis of 928 abstracts using the  
keywords “global climate change.” No papers in the  
sample provided scientific data or theoretical arguments  
to refute the consensus position on the reality of global  
climate change (It should be acknowledged that in any  
area of human endeavor, leadership may diverge from  
the views of the led. For example, many Catholic priests  
endorse the idea that priests should be permitted to marry  
(Watkin 2004)) 37

Fig. 2.2 Changes in global mean surface temperature after  
carbon dioxide values in the atmosphere are doubled.  
The black lines show the results of 2579 fifteen- year  
simulations by members of the general public using their  
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autocorrelation of the regression residuals (r1) are given in  
each panel. Anomalies are defined relative to climatological 
monthly means over January 1979 to December 1999, and 
synthetic T2LT temperatures were calculated as described in  
Santer et al. (1999) 95

Fig. 5.2 Calculation of unadjusted and adjusted standard errors  
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of the uncertainty inherent in fitting a linear trend to  
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(Mears and Wentz 2005). The regression residuals (shaded  
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confidence intervals for the RSS T2LT trend, adjusted for  
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B shows the three elements of the DCPS07 “consistency  
test”: the multi-model ensemble-mean T2LT trend, << bm>> 
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The 1σ and 2σ values of σSE are indicated by orange  
and yellow bands, respectively. The colored dots in  
panel B are either the ensemble-mean T2LT trends for  
individual models or the trend in an individual 20CEN  
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version of the DCPS07 test [d∗

1; see Eq. (5.12)] which  
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trend. In the d∗ and d∗

1 tests, the “model average” signal  
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obtained with 1000 realizations of N synthetic time series.  
The specified value of the lag-1 autocorrelation coefficient  
in Eq. (5.14) is close to the sample value of r1 in the UAH  
and RSS T2LT data (Table 5.1). Similarly, the noise  
component of the synthetic x(t) data was scaled to  
ensure x(t) had (on average) approximately the same  
temporal standard deviation as the observed T2LT  
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s{< bm(z) >}, the 2σ standard deviation of the ensemble-mean  
trends at discrete pressure levels. The yellow envelope  
represents 2σSE, DCPS07’s estimate of uncertainty in  
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results are the multi-model average trend and the standard  
deviation of the ensemble-mean trends, and gray and  
yellow shaded areas represent the same uncertainty  
estimates described in panel A (but now for layer-averaged  
temperatures rather than temperatures at discrete pressure  
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1
Introduction

Elisabeth A. Lloyd and Eric Winsberg

1.1  A Warming Planet

As we write this in the early summer of 2016, we see news stories report-
ing that April 2016 was the hottest month of April in the historical 
record. In fact, the last 12 consecutive months have set global high tem-
perature records. All but one of the ten hottest years going back to 1880 
have come in the twenty-first century, with the one exception being 
1998. 2015 was the hottest year on record, having broken the previous 
record (2014) by the largest margin yet, but 2016 looks likely to break 
both of those records (it will be the hottest year ever, and it will exceed 
2015 by an even larger margin than 2015 exceeded 2014). Meteorologists 
are now predicting that 2016 will surpass the 1.5 °C mark, meaning that 
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it will be more than 1.5 °C higher than the pre-industrial average. 2.0 °C 
has long been considered a dangerous tipping point beyond which we 
dare not pass. It is now looking more and more unavoidable.

Every year, usually in February or March, the cap of frozen seawater 
floating over the North Pole in the Arctic Ocean reaches its largest size for 
the year before its starts to melt back for the summer. The peak in 2016 
was reached on 24 March at 5.607 million square miles. That is the small-
est size, in the satellite record going back to 1978, to which the Arctic cap 
has reached; the 13 smallest years have been the last 13 years. This is an 
especially worrying development, because the melting of ice is an 
extremely strong feedback effect in the climate system: as the temperature 
rises, ice melts and the melting ice reduces the amount of sunlight reflected 
back into space, which makes the temperature rise even more. Other 
potential tipping points loom on the not-so-distant horizon: the melting 
of the Arctic permafrost, which would release billions of tons more car-
bon into the atmosphere; the melting of the Thwaites glacier in Antarctica, 
which could destabilize enough of the Antarctic ice sheets to drive sea 
levels up by 16 feet; and the spread of diseases into areas where they have 
never been before—with dengue fever, for example, now being a signifi-
cant risk in areas beyond both tropics for the first time in history.

While a fair bit of controversy concerning the cause of these phenom-
ena remains in the body politic (especially in the United States),1 nothing 
could be further from the truth when it comes to the scientific commu-
nity. Multiple studies, appearing in peer-reviewed publications, all show 
similar findings: that roughly 97–98% of actively publishing climate sci-
entists agree with the claim that it is extremely likely that the past cen-
tury’s warming trend is due to human activities.2 Eighteen major scientific 
associations (including the American Association for the Advancement of 
Science and the American Geophysical Union) have endorsed the claim 
that “Observations throughout the world make it clear that climate 
change is occurring, and rigorous scientific research demonstrates that 
the greenhouse gases emitted by human activities are the primary driver.”3

Part of this confidence comes from the fact that the scientific basis for 
the claim of anthropogenesis (caused by human activities) rests on a wide 
variety of convergent evidence: the recordings of modern instruments 
concerning the climate going back to around 1880; observations of sea 
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ice, glaciers, ice sheets, animal migrations, etc.; basic science in the form 
of energy-balance models; reconstructions of more distant climate his-
tory from “proxy data” like ice cores, tree rings, pollen samples, coral 
reefs, and the like; and of course the detailed study of highly complex and 
sophisticated computer simulation models of the climate. The same can 
be said about our confidence in the rather general claim that further 
increases in greenhouse gas concentrations are going to drive the climate 
further away from its pre-industrial state. That too is supported by a 
diverse array of evidence.

But the answers to other important questions about the climate, and 
its response to increases in the concentrations of greenhouse gases in the 
atmosphere, remain less certain: what is the correct value of the earth’s 
equilibrium climate sensitivity (the amount that a sustained doubling in 
the quantity of CO2 in the atmosphere would raise the equilibrium global 
surface temperature)? What about the transient features of this response? 
How long does it take to reach equilibrium? What can we expect from 
global surface temperature in the meantime?

All these involve hypotheses about the future of a very coarse-grained 
variable: mean global surface temperature. We would also like to know 
quite a bit more about how these phenomena will play out regionally. 
Climate change is likely to make some regions wetter and other regions 
drier. But which ones, exactly? So far, global warming has been (as the 
models mostly predicted) concentrated around the poles. Will this con-
tinue? At what rate is the Arctic sea ice going to continue to disappear? 
(So far, it has disappeared faster than most models predicted.) Will the 
melting of the Arctic ice actually make northern Europe considerably 
colder? And perhaps most importantly, how likely are, and how close are 
we to, the kinds of climate tipping points we mentioned above: the col-
lapse of ice sheets in Antarctica and Greenland; the cessation of the vitally 
important thermohaline circulation system [ocean currents driven by 
surface heat and freshwater flows or fluxes], or the release of massive 
quantities of heat-trapping gases from frozen storehouses like the Arctic 
permafrost?

Answers to some of these latter questions are more difficult to come by, 
in part because they necessarily depend on less diverse sources of evidence 
than the basic claim of anthropogenesis. For answering most questions 
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about the expected future pace and tempo of climate change that would 
come in response to possible emissions scenarios, we are almost wholly 
dependent on complex simulation models.

The core behavior of the atmosphere can be modeled with three simple 
laws: Newton’s laws of motion as they apply to parcels of fluid, the law of 
conservation of mass, and a simple thermodynamic equation that allows 
us to calculate the heating effect on each parcel of air via a parameterized 
value of the radiation from the sun. Unfortunately, what we get out of 
this is a coupled set of nonlinear partial differential equations for which 
we have no closed form solution. We can at best hope to get a numerical 
approximation of how a system governed by such equations should 
behave. Simulation models of the climate do this by transforming the 
original (continuous) differential equations into discrete difference equa-
tions that approximate them, and use a computer to solve the latter step- 
by- step over discrete intervals of time for discrete points in space. Rather 
than a function that tells us values for variables like temperature and 
pressure for arbitrary points in time and space, the computer outputs 
numerical values for these variables on a space–time grid.

Modern climate models of the most advanced kind do much more 
than model just the circulation of the atmosphere. The atmosphere, after 
all, is only one part of the climate system—which consists not only of the 
atmosphere, but also the hydrosphere (seas), the cryosphere (ice sheets), 
the land surfaces, and the biosphere, and all the complex interactions 
between them. Not only does a climate model need to couple the circula-
tion of the atmosphere to the circulation of the oceans, but the atmo-
spheric component must also include representations of physical features 
like clouds, precipitation, and aerosols; the ocean component must 
include sea ice dynamics, iceberg transport of fresh water, currents, and 
wave dynamics; the land component will include precipitation and evap-
oration, streams, lakes, rivers, etc.; and the ice sheet component will 
include thickening and thinning and cracks and fissures.4 A full Earth 
System Model (ESM) also tracks sources and sinks of carbon into and out 
of the biosphere and other systems.

All of this makes a good understanding of the conceptual and philo-
sophical foundations of these models vital. It is vital if we are going to be 
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able to form well-informed judgments not only about what to expect in 
the future, but also about how we should act—both to mitigate those 
effects that we possibly can but also to adapt to those that might, at this 
point in time, be unavoidable.

Unfortunately, despite the fact that computer simulation modeling 
has played a prominent and ever-growing role in science since the mid-
dle of the last century, and despite the fact that it plays a starring role in 
one of the most socially important sets of scientific questions we have 
ever faced, it has received, until very recently, only a smattering of inter-
est from philosophers of science. The first goal of this book is to improve 
on that situation.

The second goal is to explore the philosophical foundations of the 
other sources of knowledge in climate science. The central component 
of this goal is to get a better understanding of the relations between 
models of the climate system and the data that inform them. Data in 
climate science come from a wide variety of sources and instruments, 
all of which have strengths and weaknesses. The task of knitting all of 
those sources together into the most well-informed and responsible 
representation of the knowledge that is best supported by those sources 
is highly complex. That, in turn, makes it ripe for philosophical and 
foundational analysis. In the case of climate science, this kind of analy-
sis by philosophers and foundationally inclined scientists is equally 
overdue.

In response to these lacunae, we offer this collection of essays by both 
climate scientists and philosophers writing on a broad array of issues per-
taining to climate science and modeling. It is intended for both philo-
sophical and scientific audiences. The essays range from detailed 
consideration of the evidence for climate models to discussions of models 
and values, to the robustness of models and its significance, and much 
more. Each part contains a mixture of pieces by both, philosophers and 
climate scientists, each offering unique perspectives on the topics at hand, 
valuable for their insight into climate-related issues and philosophical 
conundrums involving climate models. The book is not meant to be read 
from front-to-back, although the pieces in each part do benefit from 
being read in order. Enjoy!
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1.2  Part 1: Confirmation and Evidence

Oreskes, Santer et al., Lloyd, Mann, Mearns et al.
We open Part 1 with an updated reproduction of a classic paper by 

Naomi Oreskes, “The Scientific Consensus on Climate Change: How Do 
We Know We’re Not Wrong?” Oreskes was one of the first scholars to 
empirically document the degree of scientific consensus regarding the 
anthropogenic origin of observed changes in the climate. In this paper, 
she presents many of her findings, supplements with several others, and 
then offers a philosophical account of why we should take those findings 
to provide us with strong reason to believe in the claims. We thought this 
paper would provide a nice “second introduction” to all that follows.

The piece sets the agenda for the volume by answering two central sets 
of questions about climate science. First: What is the scientific consensus 
on climate change? How do we know it exists? What exactly does it assert? 
And second: What should we conclude from that consensus? Might not 
the claims, about which the overwhelming majority of climate experts 
agree, nevertheless be wrong? How strong, after all, is their evidence?

An important element of Oreskes’ answer to both sets of questions is a 
distinction that is central to any discussion of climate science and its 
epistemology—the distinction between claims about the existence and 
anthropogenic origin of climate change in the recent past, on the one 
hand, and claims about the pace and mode of future changes, on the 
other. Oreskes concedes that there is neither consensus, nor overwhelm-
ingly strong evidence for hypotheses about the pace and mode of future 
changes. What she is concerned with is claims of the first kind—claims 
about existence and anthropogenesis.

Regarding the consensus in favor of these claims, Oreskes has famously 
gathered a great deal of bibliographic evidence. She also canvasses the 
formal positions of a variety of scientific societies. She concludes that 
when we set aside claims about future pace and mode change, and focus 
only on existence and origin, the consensus is overwhelming.

Regarding the strength of the evidence, Oreskes provides two avenues of 
analysis. First, she examines the strength of the evidence for the existence of 
a warming over the last century and half. She calls this the “inductive” evi-
dence for warming. Here, she cites the large body of evidence for a warming 
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trend, from measurement records in Europe that go back 150 years, from 
around the globe that go back 40 years, and from so-called “proxy data”—
tree rings, ice cores, and coral reefs, that go back much further.

Regarding the origin, she looks at the evidence from the point of view 
of a variety of theories of confirmation, and argues that the evidence 
looks strong from all of those points of view. She examines the evidence 
from the point of view of four different takes on the nature of scientific 
evidence: the hypothetico-deductive model (championed by Carl 
Hempel, among others), Falsificationism (championed by Popper), from 
the point of view of the consilience of evidence, and of inference to the 
best explanation. She deftly shows that, looked at from all of these points 
of view, modest hypotheses regarding past trends and their causes look 
extremely well supported.

The next set of papers relates to a now famous controversy about the 
accuracy of satellite data and their role in supporting or undermining 
the predictions of climate models. In March 2011, a world expert in 
satellite climate data, John Christy, from University of Alabama, 
Hunstville, testified to a Congressional Committee that global climate 
models were contradicted and undermined by those data, and that 
global warming and the greenhouse effect were not occurring, contrary 
to what the models said. He placed a published paper into the 
Congressional Record to support these claims: Douglass et al. (2008). 
This paper had been thoroughly discredited in the scientific literature 
by other climate scientists, including those who handled satellite data-
sets, as well as statisticians and climate modelers (Santer et al. 2008; see 
below). But this apparently made no difference to Christy, who simply 
repeated his earlier claims.

In the fourth paper in this part, Elisabeth Lloyd uses this satellite data 
controversy as a case study of the clash of approaches to thinking about 
modeling, data, and the role of the scientist in data construction. On one 
side, we have John Christy, who takes weather balloon data at face value, 
and uses it to anchor his satellite data measures of temperature. This is 
despite the fact that the data handlers working with the weather balloons 
(radiosondes) see their instruments as highly variable, fickle in their read-
ings according to their exposure to the sun, changing from instrument to 
instrument, having to be recalibrated constantly to keep up, and intended 
for meteorological, rather than climatological, use.
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This latter view is tending toward what Lloyd calls “complex empiricism,” 
while she calls Christy’s view “direct empiricism,” because he sees the radio-
sonde measurements as “direct” readings of the true temperature, taken 
from nature straightforwardly by an instrumental measurement. These mea-
sures are relatively simple compared to his satellites, which must undergo 
constant revision from the transition of one satellite to another. They give 
“radiances” not “degrees,” and must always be recalibrated according to how 
much the satellite has fallen off course, moved in relation to the others, etc. 
Lloyd’s “complex empiricist” account of the satellite data involves models 
intertwined with data, the judgments of the scientists in constructing the 
datasets as representations of the world, the “combined use of observations, 
theory, and models,” and much more (Santer et al. 2005, p. 1555).

What we present here in this part starts with an introductory note by 
Lloyd (Chap. 3), and a “Fact Sheet” from Ben Santer and his co-authors 
(Chap. 4) regarding their critique of the Christy satellite data analysis and 
its comparison to climate models. We also present the Santer paper itself 
(Chap. 5), which gives the reader more than a taste of the Christy and 
colleagues’ style of reasoning; and finally offer Lloyd’s paper (Chap. 6) 
mapping out the 20+ year controversy over the satellite datasets and their 
relations with climate models, and arguing that this dispute can be better 
understood through the contrasts and comparisons of direct with com-
plex empiricism.

1.3  “Satellite Data and Climate Models,” by 
Elisabeth A. Lloyd (Chap. 3; Original for 
this book)

“Fact Sheet” for “Consistency of Modelled and Observed Temperature 
Trends in the Tropical Troposphere” by Ben Santer et al. (Chap. 4), &  
“Consistency of Modelled and Observed Temperature Trends in the 
Tropical Troposphere” by Ben Santer, Peter Thorne, Leo Haimberger, 
Karl Taylor, Tom Wigley, John Lanzante, Susan Solomon, Melissa Free, 
Peter Gleckler, Phil Jones, Tom Karl, Steve Klein, Carl Mears, Doug 
Nychka, Gavin Schmidt, Steve Sherwood, and Frank Wentz (2008) 
(Chap. 5)
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We start with Elisabeth A.  Lloyd’s stage setting for the Santer et  al. 
(2008a, b) Fact Sheet and paper, which emphasizes the positive public 
reception of denialist claims regarding a supposed mismatch between satel-
lite data and climate models. This is followed by Ben Santer’s and col-
leagues’ “Fact Sheet” and 2008 paper. These are important because they 
show exactly why not to believe Christy’s testimony to the Congressional 
Committee. Douglass et al. (2008) claimed to give a highly robust statisti-
cal test of the fit between observational datasets and models, and to show 
that the data undermined the models. Santer et al. (2008) demonstrated 
the fatal flaw in the Douglass et al. statistical test in a situation in which the 
answer is known a priori, through “stochastic simulation” methods. Data 
are generated randomly with known statistical properties, and the test is 
then made on these data, with certain expected results. What happened was 
that the Douglass et al. “robust statistical test” failed to give correct results 
with these stochastic simulation methods. In cases where there was no sig-
nificant difference between two known data sets, the test frequently yielded 
the incorrect answer that there was a significant difference. Thus, their 
“robust statistical test” cannot be trusted when given real data, as it will 
indicate significant differences where there are really none. It is no surprise, 
then, that the Douglass et al. (2008) paper showed a significant difference 
between models and datasets, as the test was rigged to show such a result.

Despite this deep flaw in the statistics of the paper, the Douglass et al. 
paper had for the previous 10 months held very wide interest and was 
dispersed in the media, and both inside and outside the scientific com-
munity. As Ben Santer notes, “the paper received high-level attention 
within the U.S.  Department of Energy and the National Oceanic and 
Atmospheric Administration.”5 The paper was highlighted by Fox News, 
and S. Fred Singer, a co-author of the paper, gave a news conference with 
the paper as its centerpiece at the National Press Club. A press release from 
that conference claimed that the Douglass et al. findings represented “an 
inconvenient truth,” and proved that “Nature rules the climate: Human-
produced greenhouse gases are not responsible for global warming.”6

Santer sought the expertise of experts in climate modeling, statistical 
analysis, and the development of observational datasets of several sources. 
Santer and his colleagues decided, given the fatal statistical flaw in the 
Douglass et al. (2007 online; 2008 print) paper, and the paper’s widespread 
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influence, as well as the significance of the interpretation of its results as 
essentially falsifying greenhouse warming effects, that they must perform a 
thorough examination of the paper’s statistical significance testing, and sta-
tistical analyses of a wide range of available datasets and the models of their 
own. The resulting paper was much more than a critique of the Douglass 
et al. (2008) paper. It contains substantial further research, as a wide range 
of new datasets were used, several different statistical tests were used to 
establish significance, and there is a discussion of how these tests performed 
under controlled conditions. Christy, Douglass, and Singer have so far 
failed to produce a response to the critical statistical analysis offered in 
Santer et al. (2008), or to retract or correct their (2008) paper.

1.4  “The Role of ‘Complex’ Empiricism in the 
Debates about Satellite Data and Climate 
Models” by Elisabeth A. Lloyd (Updated 
for this book)

As noted above, Elisabeth A. Lloyd proposes two distinct approaches to 
relations among measurement, dataset, model, scientist, and theory, one 
called “direct” empiricism, which uses a basic Hypothetico-Deductive 
approach, the other, “complex” empiricism, meant to focus especially on 
model-evaluation processes, especially important as computational mod-
els become more widespread.

As she notes, in the satellite data case, “it now appears that the models 
were mostly right and the early data were mostly wrong, and therein lies 
an interesting story about data and their relations to scientists, models, 
and reality” (2012, p. 391). By sticking by their models and declaring 
that they did not trust the data, the modelers continued to insist that the 
data needed to be cleaned up, not so much the models (e.g., Santer et al. 
1999, 2005), a move that drove satellite data wrangler John Christy to 
constant frustration. He was sure that the models were wrong, and 
believed that his data “proved” that (Christy and Spencer 2006). Christy 
used radiosondes as independent data against which to compare the satel-
lite data. But Santer and colleagues did not trust the radiosondes the way 
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that Christy did (1999), so did not share Christy and Spencer’s conclu-
sions. Moreover, it seems that Christy et al. had used the radiosondes in 
building their satellite datasets, so the radiosondes could not be treated as 
independent datasets.

By focusing on the complex ways that models are evaluated and sup-
ported in climate science, the complex empiricists like Ben Santer and 
colleagues insisted that Christy and his colleague’s approach to models 
and model confirmation was hopelessly shallow and flawed. Complex 
empiricism includes an approach to model evaluation and confirmation 
that focuses on the embeddedness of data in models, and on model 
assumptions and their independent empirical support. In contrast, direct 
empiricism relies almost completely on predictive success of models, as 
exemplified in the hypothetico-deductive account of theory testing. Such 
an emphasis on the predictions of models overshadows crucial informa-
tion contained in the model assumptions and parameterizations; support 
for these are key, as aids to model success. Complex empiricism also 
emphasizes a variety of evidence for model assumptions and the confor-
mation of multiple model results, or model robustness  (Lloyd 2015). 
Now, the consistency of the models and satellite datasets supports the 
complex empiricists claims (Santer et al. 2008). This case study stands as 
a good example illustrating the differences between direct and complex 
empiricism.

1.5  “Reconciling Climate Model/Data 
Discrepancies: The Case of the ‘Trees That 
Didn’t Bark’” by Michael E. Mann 
(Original for this book)

When estimating the equilibrium climate sensitivity (ECS), a measure of 
our impact on climate that is defined as the warming we should expect in 
response to the doubling of the CO2 concentration relative to pre- 
industrial levels, the results usually end up around a midrange of 3 °C. Yet 
when paleoclimate reconstructions of past temperature based on tree- 
ring proxy measurements are used for these estimates, the mid-range 
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number comes in a full degree lower, at 2  °C. Since these datasets are 
often the key to paleoclimate reconstructions, it is especially important to 
know whether they are biased,7 so paleoclimatologist Michael Mann 
scrutinizes this result in his paper.

What is driving the ECS estimate in these comparisons of climate 
models to paleoclimate reconstructions? Before the industrial age, the 
primary forcing of climate came from natural changes in radiative forc-
ings, from factors such as solar changes with orbital variations, or small 
fluctuations in greenhouse gas concentrations; but the greatest pre- 
industrial forcing came from volcanic eruptions and the cooling effect 
from aerosols spread into the stratosphere by the eruptions. If the model 
simulations or the paleo-reconstructions underestimate or overestimate 
the size of the cooling signal from the volcanic eruptions, the estimates of 
ECS from these comparisons will be biased.

In the paper, Mann argues that such biases do indeed exist. Thus, he 
says that the paleo-reconstructions “may selectively underestimate the 
cooling signal associated with large explosive volcanic eruptions of the 
past millennium” (p. 178). More specifically, underestimation of volca-
nic cooling can result from reliance on paleo-reconstructions from tree-
ring data; that is, we lose sensitivity to large summer cooling events 
associated with major explosive volcanic eruptions when we rely on 
tree-rings. “This loss of sensitivity potentially results in chronological 
errors in some subset of tree-ring records used to reconstruct past tem-
peratures” (p. 178).

In 2012, Mann and his colleagues published a new hypothesis to 
account for a discrepancy between the tree-ring reconstructed and cli-
mate model predicted magnitude of volcanic cooling in Northern 
Hemisphere mean temperatures during the pre-industrial era of the 
past millennium. There is a virtual absence of cooling in tree-ring 
reconstructions during what ice core and other evidence suggest is the 
largest explosive volcanic eruption of the past millennium—the 1258 
AD eruption. They suspected that the discrepancy (“the trees that didn’t 
bark”) had to do with the types of tree-ring information that were being 
used to reconstruct past temperatures. The data scientists had used trees 
that had grown at the tree-line, where even a small annual temperature 
change could mean the difference between annual growth and no growth, 
that is, that in some extreme years there is no growth in the trees at all. If 
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no tree-ring is formed in a certain year, an error is introduced into the 
chronology established by counting rings back in time. The tree-ring data 
are then flawed and in error. Mann and his colleagues investigated this 
problem by comparing a tree-growth model driven with climate model 
simulations of the past millennium with the model-simulated tempera-
tures and tree- ring reconstructions of temperatures. The bias was consis-
tent with these reconstructions.

In other words, Mann argues, these findings provide additional sup-
port for the claim that the most likely value of ECS is in the range of 
3 °C, and they help to explain why the previous estimates of ECS from 
the past millennium were low. This is a significant conclusion, since it 
supports the claim that the climate system is more sensitive to carbon 
emissions than the previous paleo-climate-based estimates indicated, and 
puts them more in line with estimates from other sources. It is also an 
episode with significant philosophical importance because it illustrates 
the highly complex relationship between models and data in climate sci-
ence, and the ways in which carefully reached conclusions rely on con-
stantly expanding the range and scope of evidence that needs to be 
weighed to get at the underlying phenomena.

1.6  “Downscaling of Climate Information” by 
Linda O. Mearns, Melissa S. Bukovsky, 
Sara C. Pryor, and Victor Magana (2014)

One of the most significant developments in climate modeling in the past 
decade is a surge of downscaling global climate models and global infor-
mation, including the building of regional climate models. Such down-
scaled models are in some ways very different in approach and form from 
global climate models, and need to be analyzed and understood on their 
own terms. Downscaling in general refers to techniques or methods for 
developing regional or local information from coarser resolution infor-
mation, usually from global climate models. Linda Mearns and colleagues 
discuss simple to complex methods for downscaling, from simple statisti-
cal methods to complex dynamical modeling, including variable grid 
global models and regional climate models.
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Mearns et al. review these methods and, more importantly, draw out 
conclusions regarding the value of these techniques for increasing our 
confidence in regional projections of climate change. This is a subject 
rarely tackled by other authors, so is particularly valuable. Do the higher 
resolution models really help increase our confidence about our under-
standing of future climate? “Added value” is the “additional knowledge 
about the climate (current and future) gained from applying an RCM or 
other downscaling method,” in comparison to a global climate model 
(2014, p. 235). Do the downscaled methods really “add value” compared 
to the global models? (See Lloyd et al. 2017, ms.)

Mearns et  al. first apply these questions to “Empirical/statistical 
Downscaling”, or “ESD”, a process of making mathematical connections 
between states of variables representing a large spatial scale and variables 
representing a much smaller or local spatial scale (Mearns et  al. 2014, 
p. 206). The authors review the uncertainties associated with this type of 
downscaling, and then review the results of applications of ESD to devel-
opment of climate projections over North America. They found good 
results with precipitation and expansion of the growing season with 
NARCCAP (North American Regional Climate Change Assessment 
Program, directed by Mearns; Mearns et  al. 2009). And most studies 
indicate a high degree of value added in both the ESD and dynamical 
downscaling of precipitation variables compared to the parent global 
model (Mearns et al. 2014; Maraun et al. 2010).

With regard to the most active area of dynamical downscaling, 
Mearns et  al. focus on nested regional climate modeling, or RCMs, 
with resolutions of 10–50 kms. (In contrast to the global climate mod-
els which have 100s of km resolution.) The global source model from 
which variables such as temperature, moisture, wind, pressure, etc., are 
used is also called the “parent” or “driver” model. These variable values 
or “boundary  conditions” are used as starting variables from which cal-
culations are started in the RCM. Mearns et al. advise users of RCMs 
to pay attention to which variables are being used in the models they 
are applying. For example, some models use mini-models of lakes, but 
some do not. Some set surface temperatures of their lakes using inter-
polated values from the nearest ocean points; this may make the lake 
surface temperature more realistic than using land points, but may 
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negatively impact the simulated climate near the lakes. That is, more 
“realism” may lead to less “realism,” and use of RCMs needs to take all 
this into account. Mearns et al. review the estimations of both skill and 
uncertainties of dynamically downscaled methods. They also review the 
sweep of results from NARCCAP, an ensemble of 50-km RCM simula-
tions covering most of North America, intended to help climate projec-
tions for use in impacts research, such as flood, fire, and drought 
protections and planning, and to investigate the uncertainties in projec-
tions of future climate. Will all of this pay off? What role do these RCMs 
play in the hierarchy of climate models  (Giorgi et  al. 2016; Bukovsky 
et al. 2017)? There are issues of explanation, reduction, complementarity, 
and compatibility here, as well as other philosophical topics in play.

1.7  Part 2: Robustness and Climate Models

Parker & Odenbaugh

1.8  “The Significance of Robust Model 
Projections” by Wendy Parker (Updated 
for this book)

To begin our next segment of the book, Wendy Parker writes on the con-
ditions in which robust predictive modeling results hold special epistemic 
significance, related to truth, confidence, and security. She considers 
whether such robust predictive modeling conditions hold in the case of 
climate modeling today, finding little presence of such robust climate 
models or their prediction. While Parker acknowledges that there is a 
“broad scientific consensus—underwritten by a substantial and growing 
body of evidence—that the earth’s climate warmed significantly over the 
last century, that increased atmospheric concentrations of greenhouse 
gases due to human activities are a major cause of this warming, and that 
the earth’s climate will be still warmer by the end of the twenty-first cen-
tury,” the quantitative details are less clear “especially regarding future 
climate change” (2011, p. 579).
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How much will the earth’s average surface temperature increase by the 
end of the twenty-first century if greenhouse gas concentrations continue 
rising as they have in recent decades? Can we operate an ensemble of 
model runs to get climate predictions? Parker explains how and why mul-
tiple models are used to investigate future climate change. She investi-
gates a set of claims regarding inferences from robust modeling results 
that (i) “an agreed-on predictive hypothesis H is likely to be true”; (ii) 
significantly increased confidence is H is warranted; and (iii) the security 
of a climate to have evidence for H is enhanced. “The findings are disap-
pointing,” she writes: “When today’s climate models agree that an inter-
esting hypothesis about long-term climate change is true, it cannot be 
inferred—via the arguments considered here anyway—that the hypoth-
esis is likely to be true” (2011, p. 581).

Parker considers a variety of ways that we can increase our confidence 
using robustness of models, including a Bayesian perspective, Condorcet’s 
Jury Theorem, and a sampling-based perspective, all failing to arrive at a 
satisfactory result. In the end, she says the prospects for reaching these 
aims, desired for epistemic significance, “seem slim” in the near future 
(2011, p. 598).

1.9  “Building Trust, Removing Doubt? 
Robustness Analysis and Climate 
Modeling” by Jay Odenbaugh (Original 
for this book) 

The second paper of this part, Jay Odenbaugh’s essay, begins by examining 
climate models’ evaluation and independence, and proceeds to discuss how 
model robustness can make problems with idealizations irrelevant. This topic 
is in contrast to Wendy Parker’s writing, which concentrated on predictive 
modeling; Odenbaugh is focusing on robust climate modeling of past 
causal events, rather than predictions of the future. Thus, her  conclusions 
are not relevant, but rather complementary, to the topics covered by 
Odenbaugh in this paper, which concern robust explanations of past events 
and their confirmatory evidence. He ends by considering a potentially seri-
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ous epistemological problem with model robustness, which he addresses 
through epistemic contextualism and by drawing a distinction between 
relative and absolute robustness.

Odenbaugh sets up his discussion of climate model evaluation through 
the work of Elisabeth Lloyd, using her different components of (i) 
goodness- of-fit, (ii) independent assumptions of the models, (iii) varieties 
of evidence (Lloyd 1994, 2009, 2010), and (iv) model robustness (Lloyd 
2015). He illustrates the goodness-of-fit through the comparison of a 
General Circulation Model (GCM) with Mt. Pinatubo measurements 
(Houghton 2009; Odenbaugh p. x), and uses a variety of other climate 
models for the various other confirmatory virtues.

He reviews a particular doubt raised by some authors, of issues with 
idealization: Taking 14 climate models across the twentieth century, 
which include greenhouse gas forcing, in particular, the average surface 
mean temperature has increased over the century 58 times over 58 trials, 
consistently. However, that result is fragile with respect to models that 
include only natural forcings, without the greenhouse gas forcing, which 
fail to increase in global mean surface temperature over the century. Thus, 
he asks, “if one was suspicious of [Temp.] because of an idealization with 
regard to forcings, atmospheric resolution, atmospheric layers, ocean 
resolution,… can one remove the doubt regarding those idealizations 
with robustness analysis?” It may be worrying that we get stuck in an 
infinite regress by a skeptic.

Odenbaugh offers a “contextualist” response to a regress worry. 
“Epistemological contextualists often claim that whether one knows or is 
justified in believing a proposition depends on what standards are at 
work” (p. X). (Where this is “substantive” is where it concerns whether 
one knows or is justified in believing a proposition with respect to vary-
ing standards.) (p. x). “When conducting robustness analysis, we must 
distinguish between relative versus absolute robustness analyses” (p. x). If 
there is concern about a specific idealized assumption, we can take it out, 
and replace it with another assumption we are less concerned with, 
 provided that the skeptic is not worried about it. Odenbaugh calls this 
“relative” robustness analysis.

But suppose that the skeptic is worried about any idealization per se. 
Then the skeptic’s worry would be much more profound; “The only way 
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to remove this worry is to show that there is some true assumption when 
conjoined with the substantial core implies the prediction. I will call this 
the “absolute” robustness analysis.” As Odenbaugh cites C.S. Peirce in his 
piece after some nice discussion, so shall I: ‘Let us not pretend to doubt 
in philosophy what we do not doubt in our hearts’ (p. x).

1.10  Part 3: Climate Models as Guides 
to Policy

Knutti, Rougier & Crucifix, Winsberg, Frisch, and Marcellesi & Cartwright

1.11  “Climate Model Confirmation: From 
Philosophy to Predicting Climate in the 
Real World” by Reto Knutti (Original for 
this book)

Our final part considers the role and suitability of climate models for 
climate projection, mitigation, and policy making generally. We open the 
part with “Climate model confirmation: from philosophy to predicting 
climate in the real world,” by Reto Knutti. Knutti is a physicist and cli-
mate scientist and a lead author of the IPCC’s summary for policy- 
makers. His contribution asks and answers several questions about using 
models to make projections: Why are models uncertain? Why do we use, 
and indeed need to use, more than one climate model? How are models 
evaluated? Are they confirmed? Does robustness and variety of evidence 
help us to confirm climate models?

Models are uncertain for two principal reasons. First, their structure is 
imperfect. They differ from reality in that they only describe some of the 
components and interactions that exist in the real world, and they do even 
that much imperfectly. Second, because the equations in those models can-
not be solved analytically, they must be solved on a grid, and sometimes that 
grid is too large to capture important processes. These processes, in turn, need 
to be modeled with parameters, and the best value of these parameters is not 
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always known. We need more than one model both because different models 
are useful for different purposes, and because sampling from the predictions 
of more than one model enables us to get a better grip on what future sce-
narios are plausible given different plausible ways of modeling the climate.

How are models evaluated? Knutti argues that we need to understand 
the process of model evaluation not as the process of confirming the 
model, but as the process of gathering confidence that the model is ade-
quate for the purposes to which we intend to put it. To do this, moreover, 
we need much more than evidence that the model fits observed data. This 
is true even if the model has multiple instances of “fit,” or if it is sup-
ported by a variety of evidence. This is because instances of fit could be 
the result of compensating biases and instances of misfit could be the 
result of what philosophers call the “Duhem problem,” or from errors in 
the data. In the end, neither fit nor misfit with observed data tell us defi-
nitely whether a model has “skill,” or suitability for the purpose to which 
we intend to apply it—which invariably involves having confidence that 
the model is skillful outside of the domain of behavior for which we have 
real data. In the end, Knutti argues that acquiring genuine confidence 
that our climate models have the kinds of skill we want them to have will 
require us to have what he calls “process understanding.”

To understand what Knutti means by process understanding, we need 
to understand that though climate models are driven by a mixture of 
basic physics, and models of other underlying components of the climate 
system, there are also various features and variables of the climate that are 
emergent. They arise out of those underlying components rather than 
being given in them. Process understanding comprises having knowledge 
of the relevant quantitative relationships and interactions between differ-
ent emergent components of the system. But it also comprises having 
well-justified beliefs about how those relationships and interactions will 
or won’t be preserved as we move into time periods or regimes outside of 
those for which we have data that we can use for evaluation. And it also 
involves having confidence that we have not neglected any other impor-
tant relationships and interactions. Only once we have all of this, he 
argues, can we reliably infer from the fact that a model is adequate for 
predicting some domain of behavior for which we have data, to the claim 
that the model will be adequate in domains for which we don’t.

 Introduction 



20 

1.12  “Uncertainty in Climate Science and 
Climate Policy” by Jonathan Rougier and 
Michael Crucifix (Original for this book)

Statistician Jonathan Rougier and climate scientist Michael Crucifix 
argue that what they call “mainstream” climate science—that is to say 
the kind of climate science that is practiced in universities and major 
climate centers—is maladapted to meeting the practical needs of pol-
icy-makers charged with making decisions about possible interventions 
one might make in the face of climate change (e.g., do nothing, mon-
etize carbon, attempt geo-engineering, etc.). They identify two sets of 
reasons why this is so. The first includes the fact that the kinds of simu-
lations climate scientists typically run evolved in a context in which the 
primary goal of climate science was explanation—what Rougier and 
Crucifix identify as the practice of confirming that the observed pat-
terns in the climate are in fact the emergent features of basic climate 
physics. Relatedly, climate scientists like to be able to present their 
funders with highly realistic looking simulations. For both of these rea-
sons, climate science is dominated by a kind of simulation model that 
has a very high resolution and is expensive to run. The result of this is 
that we do not have at our disposal the resources for running what they 
would call well-designed experiments for assessing the degree of uncer-
tainty we ought to take ourselves to have about climate outcomes. Such 
a well-designed experiment would involve repeated runs of simulations 
under different configurations of the model parameters and modules, 
so that we could sample from the entire range of “not-implausible” cli-
mate system behaviors. Well-designed experiments would be in stark 
contrast to what we do have—“ad hoc” collections of simulator runs, 
like CMIP3 and CMIP5—what some others have called “samples of 
opportunity.” They compare the former to  studying a population with 
a carefully stratified sample of 100 people and the latter to be doing the 
same by simply selecting the next 100 people to walk by a particular 
lamppost.

The second reason that Rougier and Crucifix identify for mainstream 
climate science being maladapted to meeting policy-making needs is that 
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climate scientists are unwilling to “answer the question, own the judge-
ment, and be coherent.”

Climate scientists, they content, are not “answering the questions” that 
policy-makers are asking them because the models they build are too 
focused on “consuming CPU cycles” and are not focused on providing 
climate scientists with the tools they need to assess uncertainties. They are 
left, instead, relying on flawed intuitions. Climate scientists are not “own-
ing the judgement,” the authors argue, because the only notion of prob-
ability that makes sense for climate science is subjective probability, or 
what philosophers sometimes call credences or degrees of belief. They 
believe, however, that physical scientists are uncomfortable with the 
notion that the probabilities they report are “subjective”—in part, per-
haps, because they confuse the Mertonian norm of disinterestedness with 
a notion of objectivity that is the antonym of the subjectivity of subjec-
tive probabilities. And finally, climate scientists are not always “coherent” 
in that they do not always strictly adhere to the rules of the probability 
calculus.

1.13  “Communicating Uncertainty to Policy 
Makers: The Ineliminable Role of Values” 
by Eric Winsberg (Original for this book)

Eric Winsberg, a philosopher, is concerned with the uncertainty quanti-
fication (UQ) associated with the forecasts of global and regional climate 
models. The advantages of UQ are clear. UQ can be an extremely effec-
tive tool for protecting the objectivity of science by dividing our intel-
lectual labor into the epistemic and the normative. If scientists can 
manage to objectively assign probabilities to various outcomes given cer-
tain choices of action, then they can effectively leave decisions about the 
relative social value of these outcomes out of the work they do as experts. 
Climate scientists, for example, might tell us the probability of the arctic 
ice disappearing if we double carbon emissions. If they do, then the con-
sumers of this scientific knowledge—the people or their elected leaders—
can decide for themselves what value they place on the various outcomes 
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associated with the possible policy choices they might make, and act 
accordingly based on those probabilities and the usual principles of  
decision theory. In this way it is commonly thought that scientists can 
keep ethical questions—like questions about the relative value of envi-
ronmental stability vs. the availability of fossil fuels for economic devel-
opment—separate from the purely scientific questions about the workings 
of the climate system. Accepting or rejecting hypotheses about climate, 
on the other hand, would require climate scientists to make value judg-
ments about the relative dangers of being wrong in each case.

Such an approach, and the attendant objectivity which comes from 
the division of labor that it affords between those who discover the facts 
and those who decide what we should value, has obvious advantages. 
And it is in line with a famous defense of scientific objectivity, mounted 
by Richard Jeffrey against the arguments of Richard Rudner in the 
1950s: scientists qua scientists can avoid making value judgments by 
assigning probabilities to hypotheses rather than by accepting or reject-
ing them. These are the very considerations, or so Winsberg argues, that 
offer the strongest reasons for attaching precise UQs to the predictions 
of climate models.

This defense of the value-free ideal of science has drawn criticism from 
Heather Douglas, among others, who has pointed out that scientists 
often have to make value judgments at the lab bench; they often have to 
make discreet choices of methodology which themselves reflect values, 
and they have to do it prior to the stage where they are ready to turn over 
judgments to policy-makers. Winsberg points out that this is not neces-
sarily fatal to the Jeffreyan strategy, provided that the scientists can still, 
as Jonathan Rougier and Michael Crucifix call for, “own the judgment” 
of their probability estimates, in light of the methodological choices they 
have made.

All of this, however, is predicated on the assumption that a concep-
tually coherent methodology is available for judging uncertainties 
based on the forecasts of complex climate models. Against this, 
Winsberg argues that there are features of climate science—in par-
ticular, its dependence on computer simulation models that are mas-
sively complex, constructed by experts from a wide domain of fields 
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of expertise, and analytically impenetrable—that make it extremely 
difficult for the Jeffrey strategy to succeed. In this respect, Winsberg 
is making a kindred point to the one made by Rougier and Crucifix, 
in that they both identify the complexity of climate models as an 
obstacle to eliciting well-considered expert judgment about climate 
uncertainties. Winsberg further argues that this feature of climate sci-
ence, and the difficulties it creates for experts in making judgments of 
uncertainty, makes it nearly impossible to avoid the intrusion of nor-
mative assumptions. Worse still, it leads to those assumptions being 
buried in the “nooks and crannies,” where they can no longer be 
recovered or made explicit. Consequently, some of the usual strategies 
proposed in the “science and values” literature for dealing with diffi-
culties in attaining the value-free ideal of science might not work in 
climate science or in other disciplines that rely on similarly complex 
models.

1.14  “Modeling Climate Policies: A Critical 
Look at Integrated Assessment Models” 
by Mathias Frisch (Original for this book) 

Philosopher Mathias Frisch’s contribution is concerned with the role of 
values in a different kind of climate model: the so-called “economy- 
climate integrated assessment models” (IAMs). IAMs, according to their 
developers and users, are modeling tools for weighing the cost and benefit 
of potential climate mitigation measures by calculating the future bene-
fits of such measures and weighing them against their present costs. In 
other words, IAMs are purported to be able to tell us: if we spend X 
amount today on a climate mitigation measure, will we reap more, less, 
or the same value from it in the future?

Frisch points out that many IAMs produce outcomes that lead their 
users to be rather sanguine about the prospective damages from climate 
change and that many of them suggest that only very modest reduc-
tions in greenhouse gas emissions are needed in order to maximize eco-
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nomic utility. But these results, and the models that deliver them, are 
dangerous, according to Frisch, because while they purport to offer us 
precise numbers to use for policy guidance, that precision is illusory 
and fraught with dangerous assumption and value judgments. 
Specifically, he argues that IAMs involve simplifying assumptions that 
are hard to defend. First, they vastly understate the uncertainty that we 
have regarding climate sensitivity (the amount the climate will change 
in response to a unit change in greenhouse gases). Second, they are 
extremely sensitive to assumptions about the economic impact of 
potential climate changes, built into the so-called “damage function,” 
about which we have no good reasons for adopting the ones that par-
ticular modelers have chosen. Third, rather than modeling the prefer-
ences of each of the billions of people on earth, which would of course 
be impossible, they assume an “ideal consumer” who takes the various 
goods in the economy to be inter-substitutable. In particular, they only 
value goods in so far as they affect Gross Domestic Product. This makes 
them highly vexed with respect to how they treat the value of the enjoy-
ment of an undamaged environment. Finally, they are highly sensitive 
to how much they discount the present value of future goods. All of 
which is to say: they necessarily involve deep normative commitments 
about the relative value of various possible goods, for which there are 
no possible empirical arguments. And unlike the kind of value-laden-
ness of climate modeling that Eric Winsberg argues for, where the val-
ues are in the nooks and crannies, Frisch argues that the values 
implicated in IAMs systematically affect their predictions in ways that 
directly track the values of their makers.

Finally, Frisch does conclude with some suggestions of how IAMs 
might nevertheless be employed fruitfully. He argues that the best possi-
ble use of IAMs is as very simple “toy models” that might allow us to 
explore possible scenarios and examine a range of possible risks we might 
face from various possible policy choices. This would enable us to use 
IAMs in a way that would avoid pretending that our models are precise 
when they are not. At the opposite extreme, he is somewhat more 
 sanguine about the usefulness of much more complex and sophisticated 
models than the ones that appear in mainstream economic reports—
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models that avoid some of Frisch’s main criticisms by abstaining from 
trying to optimize the costs of abatement strategies with respect to future 
costs of climate change. As such, these more sophisticated models can 
avoid problematic assumptions like a choice of a damage function or a 
discount rate.

1.15  “Modeling Mitigation and Adaptation 
Policies to Predict their Effectiveness: The 
Limits of Randomized Controlled Trials” 
by Alexandre Marcellesi and Nancy 
Cartwright (Original for this book)

Our final contribution comes from philosophers Alexandre Marcellesi 
and Nancy Cartwright. Now we move beyond the interface between cli-
mate forecasting and policy response forecasting that Mathias Frisch 
explored and purely into the domain of policy response forecasting—that 
is, the domain of predicting the outcomes of various possible mitigation 
strategies that policy makers might adopt in the face of a potentially 
changing climate. Do not be surprised, therefore, that Marcellesi and 
Cartwright are interested in the strengths and limitation of randomized 
controlled trials (RCTs). This is not because they write about the use of 
RCTs to study the impact of increased greenhouse gases on the climate! 
(We hope that no one is proposing this idea.) Rather, they are interested 
in the use of RCTs and other causal inference methods for studying the 
impact potential of mitigation strategies. Suppose, for example, policy- 
makers were to employ the various so-called “Payment for Environmental 
Services” (PES) programs wherein landowners are paid to change the way 
they use land so as to, say, reduce their carbon emissions. How effective 
would such a policy intervention be? How can we tell?

Marcellesi and Cartwright argue that there is a misplaced confidence 
in RCTs in the policy community. RCTs, they argue, are not the silver 
bullets that they are often thought to be because, though they almost 
assure high confidence in their internal validity, the question of their 
external validity is another matter entirely. In the end, the authors come 
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neither to praise nor bury RCT, but merely to point out that, like any 
other tool, they have their strengths and their limitations.

Notes

1. While a recent Gallup poll found that roughly 70% of Americans believe the 
claim that 2015 was the warmest year on record, we Americans remain split 
roughly 50/50 regarding the claim that the change in temperatures are 
caused by human activity (Gallup n.d.; http://www.gallup.com/poll/190319/
americans-believe-2015-record-warm-split-why.aspx?g_source= 
CATEGORY_CLIMATE_CHANGE&g_medium=topic&g_
campaign=tiles).

2. J. Cook et al. (2016), “Consensus on consensus: a synthesis of consensus 
estimates on human-caused global warming,” Environmental Research 
Letters Vol. 11 No. 4, (13 April 2016); DOI:https://doi.org/10.1088/17
48%E2%80%939326/11/4/048002 Quotation from page 6: “The num-
ber of papers rejecting AGW [Anthropogenic, or human-caused, Global 
Warming] is a miniscule proportion of the published research, with the 
percentage slightly decreasing over time. Among papers expressing a posi-
tion on AGW, an overwhelming percentage (97.2% based on self-ratings, 
97.1% based on abstract ratings) endorses the scientific consensus on 
AGW.”

3. http://www.aaas.org/sites/default/files/migrate/uploads/1021climate_ 
letter1.pdf

4. See http://www.gfdl.noaa.gov/earth-system-model for a description of 
one of the “flagship” American models.

5. Ben Santer, Personal Communication, 2011.
6. Press release from conference held at US National Press Club, January 

2008.
7. In climate science, this generally means that the results tend to lean in one 

direction without a good reason or apparent cause.
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2
The Scientific Consensus on Climate 

Change: How Do We Know We’re Not 
Wrong?

Naomi Oreskes

2.1 Introduction

In December 2004, Discover magazine ran an article on the top science 
stories of the year. One of these was climate change, and the story was the 
emergence of a scientific consensus over the reality of global warming. 
National Geographic similarly declared 2004 as the year that global warm-
ing “got respect” (Roach 2004).

Many scientists felt that respect was overdue. As early as 1995, the 
Intergovernmental Panel on Climate Change (IPCC) had concluded that 
“the balance of evidence” supported the conclusion that humans were having 
an impact on the global climate (Houghton et al. 1995). By 2007, the IPCC’s 
Fourth Assessment Report found a stronger voice, declaring that warming 
was “unequivocal,” and noting that it is “extremely unlikely that the global 
climate changes of the past fifty years can be explained without invoking 
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human activities” (Alley et al. 2007). Prominent scientists and major scien-
tific organizations have all ratified the IPCC  conclusion (Oreskes 2004). 
Today, all but a tiny handful of climate scientists are convinced that earth’s 
climate is heating up and that human activities are a primary driving cause 
(Doran and Zimmerman 2009; Anderegg et al. 2010; Cook et al., 2016).

Yet many Americans continued to wonder. A 2006 poll reported in 
Time magazine found that only just over half (56 percent) of Americans 
thought that average global temperatures had risen—despite the fact that 
virtually all climate scientists think that they have.1 Since 2006, public 
opinion has wavered—influenced by short-term fluctuations in weather, 
as well as by political and cultural considerations whose relationship to 
climate change is indirect at best (Leiserowitz et al. 2011, and refs cit.). 
But one thing that has remained consistent is a gap between the virtually 
unanimous opinion of scientists that man-made climate change is under-
way and the continued doubts of a significant proportion of the American 
people (Leiserowitz et al. 2011; see also Borick et al. 2010). Moreover, as 
Jon Krosnick and his colleagues have stressed, while the scientific com-
munity has for some time believed that the evidence of climate change 
“justifies substantial public concern,” the public has not broadly shared 
that view (Krosnick et al. 2006, see also Lorenzoni and Pidgeon 2006).

This book addresses the scientific study of climate change and its 
impacts. By definition, predictions are uncertain, and people may won-
der why we should spend time, effort, and money addressing a problem 
that may not affect us for years or decades to come. Some people have 
gone further, suggesting that it would be foolish to spend time and money 
addressing a problem that might not actually even be a problem. After all, 
how do we really know?

This chapter addresses the question: how do we know? Put another 
way, even if there is a scientific consensus, how do we know it’s not wrong? 
If the history of science teaches anything, it is humility. There are numer-
ous historical examples where expert opinion turned out to be wrong. At 
the start of the twentieth century, Max Planck was advised not to go into 
physics because all the important questions had been answered, medical 
doctors prescribed arsenic for stomach ailments, and geophysicists were 
confident that continents did not drift. In any scientific community there 
are individuals who depart from generally accepted views, and occasion-
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ally they turn out to be right. At present, there is a scientific consensus on 
global warming, and that consensus has been stable for at least a decade. 
But how do we know it’s not wrong?

2.2  The Scientific Consensus on Climate 
Change

Let’s start with a simple question: What is the scientific consensus on 
climate change, and how do we know it exists? Scientists do not vote on 
contested issues, and most scientific questions are far too complex to be 
answered by a simple yes or no response. So how does anyone know what 
scientists think about global warming?

Scientists glean their colleagues’ conclusions by reading their results in 
published scientific literature, listening to presentations at scientific con-
ferences, and discussing data and ideas in the hallways of conference cen-
ters, university departments, research institutes, and government agencies. 
For outsiders, this information is difficult to access: scientific papers and 
conferences are by experts for experts and are difficult for outsiders to 
understand.

Climate science is a little different. Because of the political importance 
of the topic, scientists have been motivated and asked to explain their 
research results in accessible ways, and explicit statements of the state of 
scientific knowledge are easy to find.

An obvious place to start is the Intergovernmental Panel on Climate 
Change (IPCC). Created in 1988 by the World Meteorological Organi-
zation and the United Nations Environment Programme, the IPCC eval-
uates the state of climate science as a basis for informed policy action, 
primarily on the basis of peer-reviewed and published scientific literature 
(IPCC 2005). The IPCC has issued five assessments, with a sixth due in 
2014. Already in 2001, the IPCC had stated the consensus scientific 
opinion that Earth’s climate is being affected by human activities. This 
view is expressed throughout the report, but perhaps the clearest state-
ment is this: “Human activities … are modifying the concentration of 
atmospheric constituents …that absorb or scatter radiant energy…  
[M]ost of the observed warming over the last 50 years is likely to have 
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been due to the increase in greenhouse gas concentrations” (McCarthy 
et  al. 2001, 21). The 2007 IPCC reports updates this to “very likely” 
(Alley et al. 2007).

From a historical perspective, the IPCC is a somewhat unusual scien-
tific organization: it was created not to discover new knowledge but to 
compile and assess existing knowledge on a politically sensitive and eco-
nomically significant issue. Its conclusions might be skewed by these extra-
scientific concerns. But the IPCC is by no means alone in its conclusions; 
its results have been repeatedly ratified by other scientific organizations.

All of the major scientific bodies in the United States whose member-
ship’s expertise bears directly on the matter have issued reports or state-
ments that confirm the IPCC conclusion. One is the National Academy 
of Sciences report, Climate Change Science: An Analysis of Some Key 
Questions (2001), which originated from a White House request. Here is 
how it opens: “Greenhouse gases are accumulating in Earth’s atmosphere 
as a result of human activities, causing surface air temperatures and sub-
surface ocean temperatures to rise” (National Academy of Sciences 2001, 
1). The report explicitly addresses whether the IPCC assessment is a fair 
summary of professional scientific thinking and answers yes: “The IPCC’s 
conclusion that most of the observed warming of the last 50 years is likely 
to have been due to the increase in greenhouse gas concentrations accu-
rately reflects the current thinking of the scientific community on this 
issue” (National Academy of Sciences 2001, 3).

Other US scientific groups have agreed. In February 2003, the 
American Meteorological Society adopted the following statement on 
climate change: “There is now clear evidence that the mean annual tem-
perature at the Earth’s surface, averaged over the entire globe, has been 
increasing in the past 200 years. There is also clear evidence that the 
abundance of greenhouse gases has increased over the same period…
Because human activities are contributing to climate change, we have a 
collective responsibility to develop and undertake carefully considered 
response actions” (American Meteorological Society 2003). So too says 
the American Geophysical Union: “Scientific evidence strongly indicates 
that natural influences cannot explain the rapid increase in global near- 
surface temperatures observed during the second half of the 20th 
 century” (American Geophysical Union Council 2003). Likewise the 
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American Association for the Advancement of Science: “The world is 
warming up. Average temperatures are half a degree centigrade higher 
than a century ago. The nine warmest years this century have all occurred 
since 1980, and the 1990s were probably the warmest decade of the sec-
ond millennium. Pollution from ‘greenhouse gases’ such as carbon diox-
ide (CO2) and methane is at least partly to blame” (Harrison and Pearce 
2000). In short, these groups have all affirmed that global warming is 
real and substantially attributable to human activities. (And today, the 
observed increase in mean global temperature is nearly a full degree, 
centrigrade.)

If we extend our purview beyond the United States, we find this con-
clusion further reinforced. In 2005, the Royal Society of the UK, one of 
the world’s oldest and most respected scientific societies, issued a “Guide 
to Facts and Fictions about Climate Change,” debunking various myths 
asserting that climate change is not occurring, that it is not caused by 
human activities, that observed changes are within the range of natural 
variability, that CO2 is too trivial to matter, that climate models are unre-
liable, and that the IPCC is biased and does not fairly represent the sci-
entific uncertainties.

On the latter point, the report takes pains to underscore the scientific 
authority of the IPCC, noting that “the IPCC is the world’s leading 
authority on climate change and its impacts,” and that its work is backed 
by the worldwide scientific community.2 This point was underscored in 
2007, when the National Academies of 13 countries (G8+ 5) issued a 
joint statement calling attention to the problem of anthropogenic climate 
change, and urging a rapid transition to a low carbon society.3

One website dedicated to evaluating the scientific consensus on cli-
mate change counts 27 scientific societies that have formally endorsed 
the conclusion that “most of the global warming in recent decades can be 
attributed to human activities”—just in North America, Europe, and 
Australia—as well as 13 National Academies in Africa.1 If we were to do 
a comprehensive count of scientific societies in Asia, Africa, and South 
America, the figure would no doubt be still higher.

Consensus reports and statements are drafted through a careful process 
involving many opportunities for comment, criticism, and revision, so it 
is unlikely that they would diverge greatly from the opinions of the 

 The Scientific Consensus on Climate Change... 



36 

 societies’ memberships. Nevertheless, it could be the case that they down-
play dissenting opinions.3

One way to test that hypothesis is by analyzing the contents of pub-
lished scientific papers, which contain the views that are considered suf-
ficiently supported by evidence that they merit publication in expert 
journals. After all, any one can say anything, but not anyone can get 
research results published in a refereed journal.4 Papers published in sci-
entific journals must pass the scrutiny of critical, expert colleagues. They 
must be supported by sufficient evidence to convince others who know 
the subject well. So one must turn to the scientific literature to be certain 
of what scientists really think.

Before the twentieth century, this would have been a trivial task. The 
number of scientists directly involved in any given debate was usually 
small. A handful, a dozen, perhaps a hundred, at most, participated—in 
part because the total number of scientists in the world was small (Price 
1986). Moreover, because professional science was a limited activity, 
many scientists used language that was accessible to scientists in other 
disciplines as well as to serious amateurs. It was relatively easy for an edu-
cated person in the nineteenth or early twentieth century to read a scien-
tific book or paper and understand what the scientist was trying to say. 
One did not have to be a scientist to read The Principles of Geology or The 
Origin of Species.

Our contemporary world is different. Today, hundreds of thousands of 
scientists publish over a million scientific papers each year.5 The American 
Geophysical Union has over 60,000 members in 135 countries, and the 
American Meteorological Society has nearly 14,000. The IPCC reports 
involved the participation of many hundreds of scientists from scores of 
countries (Houghton et al. 1990; Alley et al. 2007), still more if reviewers 
are included in the head count. No individual could possibly read all the 
scientific papers on a subject without making a full-time career of it.

Fortunately, the growth of science has been accompanied by the growth 
of tools to manage scientific information. One of the most important of 
these is the database of the Institute for Scientific Information (ISI). In its 
Web of Science, the ISI indexes all papers published in refereed scientific 
journals every year—over 8500 journals. Using a key word or phrase, one 
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can sample the scientific literature on any subject and get an unbiased 
view of the state of knowledge.

Figure 2.1 shows the results of an analysis of 928 abstracts, published 
in refereed journals during the period 1993–2003, that I completed in 
2004, to evaluate the state of scientific debate at that time, using the Web 
of Science data base.6

After a first reading to determine appropriate categories of analysis, 
the papers were divided as follows: (1) those explicitly endorsing the 
consensus position, (2) those explicitly refuting the consensus position, 
(3) those discussing methods and techniques for measuring, monitoring, 
or predicting climate change, (4) those discussing potential or docu-
menting actual impacts of climate change, (5) those dealing with paleo-
climate change, and (6) those proposing mitigation strategies. How 
many fell into category 2—that is, how many of these papers present 
evidence that refutes the statement: “Global climate change is occurring, 
and human activities are at least part of the reason why”? The answer is 
remarkable: none.

Fig. 2.1 A Web of Science analysis of 928 abstracts using the keywords “global 
climate change.” No papers in the sample provided scientific data or theoretical 
arguments to refute the consensus position on the reality of global climate 
change (It should be acknowledged that in any area of human endeavor, leader-
ship may diverge from the views of the led. For example, many Catholic priests 
endorse the idea that priests should be permitted to marry (Watkin 2004))
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A few comments are in order. First, often it is challenging to determine 
exactly what the authors of a paper do think about global climate change. 
This is a consequence of experts writing for experts: many elements are 
implicit. If a conclusion is widely accepted, then it is not necessary to 
reiterate it within the context of expert discussion. Scientists generally 
focus their discussions on questions that are still disputed or unanswered 
rather than on matters about which everyone agrees.

This is clearly the case with the largest portion of the papers examined 
(approximately half of the total)—those dealing with impacts of climate 
change. The authors evidently accept the premise that climate change is 
real and want to track, evaluate, and understand its impacts. Nevertheless, 
such impacts could, at least in principle, be the results of natural vari-
ability rather than human activities. Strikingly, none of the papers used 
that possibility to argue against the consensus position.

Roughly 15 percent of the papers dealt with methods, and slightly less 
than 10 percent dealt with paleoclimate change. The most notable trend 
in the data is the recent increase in such papers; concerns about global 
climate change have given a boost to research in paleoclimatology and to 
the development of methods for measuring and evaluating global tem-
perature and climate. Such papers are essentially neutral with respect to 
the reality of current anthropogenic change: developing better methods 
and understanding historic climate change are important tools for evalu-
ating current effects, but they do not commit their authors to any par-
ticular opinion about those effects. Perhaps some of these authors are in 
fact skeptical of the current consensus, and this could be a motivation to 
work on a better understanding of the natural climate variability of the 
past. But again, none of the papers used that motivation to argue openly 
against the consensus, and it would be illogical if they did because a skep-
tical motivation does not constitute scientific evidence. Finally, approxi-
mately 20 percent of the papers explicitly endorsed the consensus 
position, and an additional five percent proposed mitigation strategies. In 
short, by 2003, the basic reality of anthropogenic global climate change 
was no longer a subject of scientific debate.7

Some readers were surprised by this result and questioned the reliabil-
ity of a study that failed to find arguments against the consensus position 
when such arguments clearly existed. After all, anyone who watched Fox 
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news or MSNBC or trolled the Internet knew that there was an enor-
mous debate about climate change, right? Well, no.

First, let’s make clear what the scientific consensus is. It is over the real-
ity of human-induced climate change. Scientists predicted a long time 
ago that increasing greenhouse gas emissions could change the climate, 
and now there is overwhelming evidence that it is changing the climate. 
These changes are in addition to natural variability. Therefore, when con-
trarians try to shift the focus of attention to natural climate variability, 
they are misrepresenting the situation. No one denies the fact of natural 
variability, but natural variability alone does not explain what we are now 
experiencing. Scientists have also documented that many of the changes 
that are now occurring are deleterious to both human and nonhuman 
communities (Arctic Council 2004, IPCC AR4). Because of global 
warming, sea level is rising, humans are losing their homes and hunting 
grounds, plants and animals are losing their habitats, and extreme weather 
events (particularly droughts and heat waves) are becoming more com-
mon and in some cases more extreme (Kolbert 2006; Flannery 2006, 
IPCC AR4, IPCC 2012).

Second, to say that man-made global warming is underway is not the 
same as agreeing about what will happen in the future. Much of the recent 
and continuing debate in the scientific community involves the likely 
rate of future change. A good analogy is evolution. In the early twentieth 
century, paleontologist George Gaylord Simpson introduced the concept 
of “tempo and mode” to describe questions about the manner of 
evolution—how fast and in what manner evolution proceeded. Biologists 
by the mid-twentieth century agreed about the reality of evolution, but 
there were extensive debates about its tempo and mode. So it is now with 
climate change. Virtually all professional climate scientists agree that 
human-induced climate change is underway, but debate continues on 
tempo and mode.

Third, there is the question of what kind of dissent still exists. My anal-
ysis of the published literature was done by sampling published papers, 
using a keyword phrase that was intended to be fair, accurate, and neutral: 
“global climate change” (as opposed to, e.g., “global warming,” which 
might be viewed as biased). The total number of scientific papers pub-
lished over that 10-year period having anything at all to do with  climate 
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change was over 10,000; it is likely that some of the authors of the unsam-
pled papers expressed skeptical or dissenting views. But given that the 
sample turned up no dissenting papers at all, professional dissention must 
have been very limited.

Recent work has supported this conclusion, showing that 97–98 percent 
of professional climate scientists affirm the reality of anthropogenic climate 
change as outlined by the IPCC (Anderegg et al. 2012; see also Cook et al. 
2013, 2016). This also affirms the conclusions of Max and Jules Boykoff 
(2004, see also Freudenburg and Muselli 2010; Boykoff 2011) that the mass 
media have given air and print space to a handful of dissenters to a degree 
that is greatly disproportionate with their representation in the scientific 
community. Many articles on climate change, for example, will quote two 
mainstream scientists and one dissenter, where an accurate reflection of the 
state of the science would be to quote 30 or 40 mainstream scientists for 
every dissenter. (On television and radio the situation is even worse, where a 
debate is set up between one mainstream scientist and one dissenter, as if the 
actual distribution of views in the scientific community were fifty-fifty.) 
There are climate scientists who actively do research in the field but disagree 
with the consensus position, but their number is very, very small. This is not 
to say that there are not a significant number of contrarians, but to point out 
that the vast majority of them are not climate scientists.

In fact, most contrarians are not even scientists at all. Some, like the 
physicist Frederick Seitz (who for many years challenged the scientific 
evidence of the harms of tobacco along with the threat of climate change), 
were once scientific researchers but not in the field of climate science. 
(Seitz was a solid-state physicist.) Others, like Michael Crichton, who for 
many years was a prominent speaker on the contrarian lecture circuit, are 
novelists, actors, or others with access to the media, but no scientific cre-
dentials. What Seitz and Crichton have in common, along with most 
other contrarians, is that they do no new scientific research. They are not 
producing new evidence or new arguments. They are simply attacking 
the work of others, and doing so in the court of public opinion and in the 
mass media rather than in the halls of science.

This latter point is crucial and merits underscoring: the vast majority 
of books, articles, and websites denying the reality of global warming do 
not pass the most basic test for what it takes to be counted as scientific—
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namely, being published in a peer-reviewed journal. Contrarian views 
have been published in books and pamphlets issued by politically moti-
vated think tanks and widely spread across the Internet, but so have views 
promoting the reality of UFOs or the claim that Lee Harvey Oswald was 
an agent of the Soviet Union.

Moreover, some contrarian arguments are frankly disingenuous, giving 
the impression of refuting the scientific consensus when their own data 
do no such thing. One example will illustrate the point. In 2001, Willie 
Soon, a physicist at the Harvard-Smithsonian Center for Astrophysics, 
with several colleagues published a paper entitled “Modeling Climatic 
Effects of Anthropogenic Carbon Dioxide Emissions: Unknowns and 
Uncertainties” (Soon et al. 2001). This paper has been widely cited by 
contrarians as an important example of a legitimate dissenting scientific 
view published in a peer-reviewed journal.8 But the issue under discus-
sion is how well models can predict the future—in other words, tempo 
and mode. The paper does not refute the consensus position, and the 
authors acknowledge so: “The purpose of [our] review of the deficiencies 
of climate model physics and the use of GCMs is to illuminate areas for 
improvement. Our review does not disprove a significant anthropogenic 
influence on global climate” (Soon et al. 2001, 259; see also 2002).

The authors needed to make this disclaimer because many contrarians 
do try to create the impression that arguments about tempo and mode 
undermine the whole picture of global climate change. But they don’t. 
Indeed, one could reject all climate models and still accept the consensus 
position because models are only one part of the argument—one line of 
evidence among many.

Is there disagreement over the details of climate change? Yes. Are all 
aspects of climate past and present well understood? No, but who has 
ever claimed that they were? Does climate science tell us what policy to 
pursue? Definitely not. But it does identify the problem, explain why it 
matters, and give society insights that can help to frame an efficacious 
policy response (e.g., Smith 2002; Oreskes et al. 2010).

So why does the public have the impression of disagreement among 
scientists? If the scientific community has forged a consensus, then why 
do so many Americans have the impression that there is serious scientific 
uncertainty about climate change?9
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There are several reasons. First, it is important to distinguish between 
scientific and political uncertainties. There are reasonable differences of 
opinion about how best to respond to climate change and even about 
how serious global warming is relative to other environmental and social 
issues. Some people have confused—or deliberately conflated—these two 
issues. Scientists are in agreement about the reality of global climate 
change, but this does not tell us what to do about it.

Second, climate science involves prediction of future effects, which by 
definition are uncertain. It is important to distinguish among what is 
known to be happening now, what is likely to happen based on current 
scientific understanding, and what might happen in a worst-case scenario. 
This is not always easy to do, and scientists have not always been effective 
in making these distinctions. Uncertainties about the future are easily con-
flated with uncertainties about the current state of scientific knowledge.

Third, scientists have evidently not managed well enough to explain 
their arguments and evidence beyond their own expert communities. The 
scientific societies have tried to communicate to the public through their 
statements and reports on climate change, but what average citizen knows 
that the American Meteorological Society even exists or visits its home 
page to look for its climate-change statement?

There is also a deeper problem. Scientists are finely honed specialists 
trained to create new knowledge, but they have little training in how to 
communicate to broad audiences and even less in how to defend scien-
tific work against determined and well-financed contrarians (Moser and 
Dilling 2004, idem 2007; Hassol 2008; Somerville and Hassol 2011). 
Moreover, until recently, most scientists have not been particularly anx-
ious to take the time to communicate their message broadly. Most scien-
tists consider their “real” work to be the production of knowledge, not its 
dissemination, and often view these two activities as mutually exclusive, 
or at least competitive. Some sneer at colleagues who communicate to 
broader audiences, dismissing them as “popularizers.”

If scientists do jump into the fray on a politically contested issue, they 
may be accused of “politicizing” the science and compromising their 
objectivity.10 This places scientists in a double bind: the demands of objec-
tivity seem to suggest that they should keep aloof from contested issues, 
but if they don’t get involved, no one will know what an objective view of 
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the matter looks like. Scientists’ reluctance to present their results to 
broad audiences has left scientific knowledge open to misrepresentation, 
and recent events show that there are plenty of people ready and willing 
to misrepresent it.

It’s no secret that politically motivated think tanks such as the American 
Enterprise Institute and the George Marshall Institute have been active 
for some time in trying to communicate a message that is at odds with 
the consensus scientific view (Gelbspan 1997, 2005; Mooney 2006; 
Oreskes and Conway 2012). These organizations have successfully gar-
nered a great deal of media attention for the tiny number of scientists 
who disagree with the mainstream view and for nonscientists, like 
Crichton, who pronounce loudly on scientific issues.

This message of scientific uncertainty has been reinforced by the public 
relations campaigns of certain corporations with a large stake in the issue.11 
The most well-known example is ExxonMobil, which in the late 1990s and 
throughout the 2000s, ran a highly visible advertising campaign on the 
op-ed page of the New York Times. Its carefully worded advertisements—
written and formatted to look like newspaper columns and called op-ed 
pieces by ExxonMobil—suggested that climate science was far too uncer-
tain to warrant action on it (Supran and Oreskes, 2017).12 One advertise-
ment concluded that the uncertainties and complexities of climate and 
weather mean that “there is an ongoing need to support scientific research 
to inform decisions and guide policies” (Environmental Defense 2005; see 
also van den Hove et al., 2002). Not many would argue with this unobjec-
tionable claim, unless it is taken to imply that decisions and policies taken 
now would be premature. Our scientists have long ago concluded that 
existing research warrants that decisions and policies be made today.13

In any scientific debate, past or present, one can always find intellec-
tual outliers who diverge from the consensus view. Even after plate tec-
tonics was resoundingly accepted by earth scientists in the late 1960s, a 
handful of persistent resisters clung to the older views, and some idiosyn-
cratics held to alternative theoretical positions, such as earth expansion. 
Some of these men were otherwise respected scientists, including Sir 
Harold Jeffreys, one of Britain’s leading geophysicists, and Gordon J. F. 
MacDonald, a one-time science adviser to Presidents Lyndon Johnson 
and Richard Nixon. Both these men rejected plate tectonics until their 
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dying day, which for MacDonald was in 2002. Does that mean that sci-
entists should reject plate tectonics, that disaster-preparedness campaigns 
should not use plate tectonics theory to estimate regional earthquake risk, 
or that schoolteachers should give equal time in science classrooms to the 
theory of earth expansion? Of course not. That would be silly and a waste 
of time. In the case of earthquake preparedness, it would be dangerous as 
well.

No scientific conclusion can ever be proven, and new evidence may 
lead scientists to change their views, but it is no more a “belief ” to say 
that earth is heating up than to say that continents move, that germs 
cause disease, that DNA carries hereditary information, that HIV causes 
AIDS, and that some synthetic organic chemicals can disrupt endocrine 
function. You can always find someone, somewhere, to disagree, but 
these conclusions represent our best current understandings and there-
fore our best basis for reasoned action (Oreskes 2004).

2.3  How Do We Know We’re Not Wrong?

Might the consensus on climate change be wrong? Yes, it might be, and 
if scientific research continues, it is almost certain that some aspects of 
the current understanding will be modified, perhaps in significant ways. 
This possibility can’t be denied. The relevant question for us as citizens is 
not whether this scientific consensus might be mistaken but rather 
whether there is any substantive reason to think that it is mistaken.

How can outsiders evaluate the robustness of any particular body of 
scientific knowledge? Many people expect a simple answer to this ques-
tion. Perhaps they were taught in school that scientists follow “the scien-
tific method” to get correct answers, and they have heard some 
climate-change deniers suggesting that climate scientists do not follow 
the scientific method (because they rely on models, rather than labora-
tory experiments) so their results are suspect. These views are wrong.

Contrary to popular opinion, there is no scientific method (singular). 
Despite heroic efforts by historians, philosophers, and sociologists to 
identify “the” scientific method, they have failed. There is no generally 
agreed-upon answer as to what the methods and standards of science are 
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(or even what they should be). There is no methodological litmus test for 
scientific reliability and no single method that guarantees valid conclu-
sions that will stand up to all future scrutiny.

A positive way of saying this is that scientists have used a variety of 
methods and standards to good effect and that philosophers have pro-
posed various helpful criteria for evaluating the methods used by scien-
tists. None is a magic bullet, but each can be useful for thinking about 
what makes scientific information a reliable basis for action.14 So we can 
pose the question: how does current scientific knowledge about climate 
stand up to these diverse models of scientific reliability?

 The Inductive and Deductive Models of Science

The most widely cited models for understanding scientific reasoning are 
induction and deduction. Induction is the process of generalizing from 
specific examples. If I see 100 swans and they are all white, I might con-
clude that all swans are white. If I saw 1000 white swans or 10,000, I 
would surely think that all swans were white, yet a black one might still 
be lurking somewhere. As David Hume famously put it, even though the 
sun has risen thousands of times before, we cannot prove that it will rise 
again tomorrow.

Nevertheless, common sense tells us that the sun will rise again tomor-
row, even if we can’t logically prove that it’s so. Common sense similarly 
tells us that if we had seen 10,000 white swans, then our conclusion that all 
swans were white would be more robust than if we had seen only 10. Other 
things being equal, the more we know about a subject, and the longer we 
have studied it, the more likely our conclusions about it are to be true.

How does climate science stand up to the inductive model? Does cli-
mate science rest on a strong inductive base? Yes. Humans have been 
making temperature records consistently for over 150 years, and nearly 
all scientists who have looked carefully at these records see an overall 
temperature increase since the industrial revolution. (Houghton et  al. 
1990; Bruce et  al. 1996; Watson et  al. 1996; McCarthy et  al. 2001; 
Houghton et  al. 2001; Metz et  al. 2001; Watson 2001; Weart 2008). 
According to the IPCC’s AR4, the temperature rise over the 100-year 
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period from 1906 to 2005 was 0.74 °C [0.56–0.92 °C] with a confidence 
interval of 90 percent (Alley et al. 2007). The empirical signal is clear, 
even if all the details are not.

How reliable are the early records? And how do you average data to be 
representative of the globe as a whole, when most of the early data comes 
from only a few places, generally in Europe? Scientists have spent quite a 
bit of time addressing these questions; most have satisfied themselves that 
the empirical signal is clear (Edwards 2010). Even if scientists doubted 
the older records, the more recent data show a strong increase in tempera-
tures over the past 30 to 40 years, just when the amount of CO2 and 
other greenhouses gases in the atmosphere was growing dramatically 
(McCarthy et al. 2001; Houghton 2001; Metz et al. 2001; Watson 2001). 
Recently, an independent assessment by the Berkeley Earth Surface 
Temperature group found that over the past 50 years the land surface 
warmed by 0.91  °C, a result that confirms the prior work by NASA, 
NOAA, and the U.K. Hadley Centre (Muller et al. 2013). The Berkeley 
group has also reviewed the question of the “heat island effect”—the pos-
sible exaggeration of the warming effect due to the location of weather 
stations in urban areas, which are warmer than rural ones because of 
buildings, concrete, automobiles, etc.—a potential source of error much 
emphasized by some contrarians (Wickham et al. 2013)—and finds that 
the observed warming cannot be explained away this way.

The Berkeley study received a good deal of media attention—arguably 
out of proportion to its scientific significance—because its spokesman, 
physicist Richard Muller, was previously a self-proclaimed skeptic, and 
because some of his funding came from the Koch Industries, a Fortune 
500 company heavily involved in petroleum refining, oil and gas pipe-
lines, and petrochemicals. (Both Koch brothers are political libertarians, 
opposed to environmental regulation: David Koch ran in 1980 for Vice 
President on the Libertarian party ticket, and Charles Koch is one of the 
founders of the Cato Institute, which has played a large role in US  climate 
change denial; see Oreskes and Conway 2012.) But despite a flurry of 
media attention, Richard Muller’s late-stage conversion had little political 
impact, and even less scientific, because the conclusions from the instru-
mental records that he first questioned but then affirmed have been amply 
corroborated by other, independent evidence from tree rings, ice cores, 
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and coral reefs (IPCC, Alley et al. 2007). A paper in 2003 by a team lead 
by Jan Esper at the Swiss Federal Research Center, for example, had 
already demonstrated that tree rings can provide a reliable, long-term 
record of temperature variability, one which largely agrees with the instru-
mental records over the past 150 years (Esper et al. 2002).

Muller’s reanalysis of existing temperature records raises the funda-
mental problem facing all inductive science: how many data are enough? 
If you have counted 10,000 white swans—or 100,000, or even 
1,000,000—how do you know that a black swan isn’t lurking around the 
corner? How do you know that the generalization you made from your 
observations is correct? After all, other generalizations could also be con-
sistent with your observations.

The logical limitations of the inductive view of science have led some 
to argue that the core of scientific method is testing theories through logi-
cal deductions. Deduction is drawing logical inferences from a set of 
premises—the stock-in-trade of Sherlock Holmes. In science, deduction 
is generally presumed to work as part of what has come to be known as 
the hypothetico-deductive model—the model you will find in most text-
books that claim to teach the scientific method (sometimes also called the 
deductive-nomological model, referring to the idea that ultimately science 
seeks to develop not just hypotheses, but laws, from which conclusions 
may be deduced).

In this view, scientists develop hypotheses and then test them. Every 
hypothesis has logical consequences—deductions—and one can try to 
determine, primarily through experiment and observation, whether the 
deductions are correct. If they are, they support the hypothesis. If they 
are not, then the hypothesis must be revised or rejected. It’s often consid-
ered especially good if the prediction is something that would otherwise 
be quite unexpected, because that would suggest that it didn’t just hap-
pen by chance.

The most famous example of successful deduction in the history of 
science is the case of Ignaz Semmelweis, who in the 1840s deduced the 
importance of handwashing to prevent the spread of infection (Gillispie 
1975; Hempel 1965). Semmelweis had noticed that many women were 
dying of fever after giving birth at his Viennese hospital. Surprisingly, 
women who had their infants on the way to the hospital—seemingly 
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under more adverse conditions—rarely died of fever. Nor did women 
who gave birth at another hospital clinic where they were attended by 
midwives. Not surprisingly, Semmelweis was troubled by this pattern, 
which seemed to suggest that it was more dangerous to give birth when 
attended by a doctor than by a midwife, and more dangerous to give 
birth in a hospital than in a horse-drawn carriage.

In 1847, a friend of Semmelweis, Jakob Kolletschka, cut his finger 
while doing an autopsy and soon died. Autopsy revealed a pathology very 
similar to the women who had died after childbirth; something in the 
cadaver had apparently caused his death. Semmelweis knew that many of 
the doctors at his clinic routinely went directly from conducting autop-
sies to attending births, but midwives did not perform autopsies. So he 
hypothesized that the doctors were carrying cadaveric material on their 
hands, which was infecting the women (and killed his friend). He 
deduced that if physicians washed their hands before attending the 
women, then the infection rate would decline. They did so, and the infec-
tion rate did decline, demonstrating the power of the hypothetico- 
deductive method.

How does climate science stand up to this standard? Have climate 
scientists made predictions that have come true? Absolutely. The most 
obvious is the fact of global warming itself. Scientific concern over the 
effects of increased atmospheric CO2 is based on physics—the fact that 
CO2 is a greenhouse gas, something that has been known since the 
mid-nineteenth century. In the early twentieth century, Swedish chem-
ist Svante Arrhenius predicted that increasing CO2 from the burning 
of fossil fuels would lead to global warming, and by midcentury, a 
number of other scientists, including G. S. Callendar, Roger Revelle, 
and Hans Suess, concluded that the effect might soon be quite notice-
able, leading to sea level rise and other global changes (Fleming 1998; 
Weart 2008). In 1965, Revelle and his colleagues wrote, “By the year 
2000, the increase in atmospheric CO2 … may be sufficient to produce 
measurable and perhaps marked change in climate, and will almost 
certainly cause significant changes in the temperature and other prop-
erties of the stratosphere” (Revelle 1965, 9). This prediction has come 
true (McCarthy et al. 2001; Houghton et al. 2001; Metz et al. 2001; 
Watson 2001).
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Another prediction fits the category of something unusual that you 
might not even think of without the relevant theory. In 1980, climatolo-
gist Suki Manabe predicted that the effects of global warming would be 
strongest first in the polar regions. Polar amplification was not an induc-
tion from observations but a deduction from theoretical principles: the 
concept of ice-albedo feedback. The reflectivity of a material is called its 
albedo. Ice has a high albedo, reflecting sunlight into space much more 
effectively than grass, dirt, or water. One reason polar regions are as cold 
as they are is that snow and ice are very effective in reflecting solar radia-
tion back into space. But if the snow starts to melt and bare ground (or 
water) is exposed, this reflective effect diminishes. Less ice means less 
reflection, which means more solar heat is absorbed, leading to yet more 
melting in a feedback loop. So once warming begins, its effects accelerate; 
Manabe and his colleagues thus predicted that warming would be more 
pronounced in polar regions than in temperate ones. The Arctic Climate 
Impact Assessment concluded in 2004 that this prediction had come true 
(Manabe and Stouffer 1980, 1994; Holland and Bitz 2003; Arctic 
Council 2004).

 Falsification

Ignaz Semmelweis is among the famous figures in the history of science 
because his work in the 1840s foreshadows the germ theory of disease 
and the saving of millions of human lives. His story is a great one, told 
and retold many times. But the story has a twist because Semmelweis was 
right for the wrong reason. Cadaveric matter was not the cause of the 
infections: germs were. In later years, this would be demonstrated by 
James Lister, Robert Koch, and Louis Pasteur, who realized that 
 handwashing was effective not because it removed the cadaveric material, 
but because it removed the germs associated with that material.

The story illustrates a fundamental flaw with the hypothetico- deductive 
model—the fallacy of affirming the consequent. If I make a prediction 
and it comes true, I may assume that my theory is correct. But this would 
be a mistake, for the accuracy of my deduction does not prove that my 
hypothesis was correct; my prediction may have come true for other 
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reasons, as indeed Semmelweis’ did. The other reasons may be related to 
the hypothesis—germs were associated with cadaveric matter—but in 
other cases the connection may be entirely coincidental. I can convince 
myself that I have proved my theory right, but this would be 
self-deception.

This realization led the twentieth-century philosopher Karl Popper to 
suggest that you can never prove a theory true. Any affirmation of a 
hypothesis through deduction runs to the risk of the fallacy of affirming 
the consequent. However, if the prediction does not come true, then you 
do know that there is something wrong with your hypothesis. Thus 
Popper emphasized that while we cannot prove a theory true, we can 
prove it false. Thus, scientific theories must be “falsifiable”—able to be 
shown, through experiment or observation—that they are false, and the 
scientific method is not to prove theories, but to show them to be false, a 
view known as falsificationism (Popper 1959).

How does climate science hold up to this modification? Can climate 
models be refuted? Falsification is a bit of a problem for models—not 
just climate models—because many models are built to forecast the 
future and the results will not be known for some time. By the time we 
find out whether the long-term predictions of a model are right or 
wrong, that knowledge won’t be of much use. So while model predic-
tions might be falsifiable in principle, many are not actually falsifiable 
in practice.

For this reason, many models are tested by seeing if they can accurately 
reproduce past events—what is sometimes called retrodiction. In princi-
ple, retrodiction should be a rigorous test: a climate model that fails to 
reproduce past temperature records is obviously faulty, and could be con-
sidered falsified. In reality, it doesn’t work quite that way.

Climate models are complex, and they involve many variables—some 
that are well measured and others that are not. If a model does not repro-
duce past data very well, most modelers assume that one or more of the 
model parameters are not quite right, and they make adjustments in an 
attempt to obtain a better fit. This is generally referred to as model calibra-
tion, and many modelers consider it an essential part of the process of 
building a good model. But calibration can make models refutation- 
proof: the model doesn’t get rejected; it gets revised. Given the complex-
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ity of climate models, there are myriad ways a model can be revised to 
ensure that it successfully retrodicts past climate change. Thus, in prac-
tice, the idea of falsification is not of great use in judging climate 
models.

Recently, however, one modeler has put his model to the test by mak-
ing a genuine prediction of the future. When the Philippine volcano Mt. 
Pinatubo erupted in 1991, millions of tons of sulfur dioxide, ash, and 
dust were thrown into the atmosphere. NASA climate modeler James 
Hansen realized that these materials were likely to cause a global cooling 
effect, and that it was possible to use the NASA-GISS climate model to 
predict what that cooling would be. The model had been built to simu-
late long-term global warming, not short-term global cooling, but still, if 
the physics of the model were correct, he reasoned, it ought to be able to 
make this prediction. Hansen and his team ran the model, and forecast a 
short-term cooling effect of about 0.5 degree, that would briefly over-
whelm the general warming trend from greenhouse gases (Hansen et al. 
1992). That prediction came true (Kerr 1993).

This is still only one test, however, and if model results were the only 
basis for current scientific understanding, there would be grounds for 
some healthy skepticism. Models are therefore best viewed as heuristic 
devices: a means to explore what-if scenarios. This is, indeed, how most 
modelers use them: to answer questions like “If we double the amount of 
CO2 in the atmosphere, what is the most likely outcome?”

One way in which modelers address the fact that a model can’t be 
proved right or wrong is to make lots of different models that explore 
diverse possible outcomes—what modelers call ensembles. An example of 
this is <climateprediction.net>, a Web-based mass-participation experi-
ment that enlists members of the public to run climate models on their 
home computers to explore the range of likely and possible climate out-
comes under a variety of plausible conditions.

Over 90,000 participants from over 140 countries have produced tens 
of thousands of runs of a general circulation model produced by the 
Hadley Centre for Climate Prediction and Research. Figure 2.2 presents 
some initial results, published in the journal Nature in 2005, for a steady- 
state model in which atmospheric CO2 is doubled relative to preindus-
trial levels and the model earth is allowed to adjust.
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The results in black are the climateprediction.net’s mass-participation 
runs; the results in gray come from runs made by professional climate 
scientists at the Hadley Centre on a supercomputer (Stainforth et  al. 
2005).

What does an ensemble like this show? For one thing, no matter how 
many times you run the model, you almost always get the same qualita-
tive result: the earth will warm. The unanswered question is how much 
and how fast—in other words, tempo and mode.

The models vary quite a bit in their tempo and mode, but nearly all fall 
within a temperature range of 1–7 °C (2–14 °F) within 15 years after the 
earth’s atmosphere reaches a doubling of atmospheric CO2. Moreover, 
most of the runs are still warming at that point. The model runs were 
stopped at year 15 for practicality, but most of them had not yet reached 
equilibrium: model temperatures were still rising. Look again at Fig. 2.2. 
If the general-public model runs had been allowed to continue out to 30 

Fig. 2.2 Changes in global mean surface temperature after carbon dioxide 
values in the atmosphere are doubled. The black lines show the results of 2579 
fifteen- year simulations by members of the general public using their own per-
sonal computers. The gray lines show comparable results from 127 thirty-year 
simulations completed by Hadley Centre scientists on the Met Office’s supercom-
puter (<www.metoffive.gov.uk>). Figure prepared by Ben Sanderson with help 
from the <climateprediction.net> project team (Source: Reproduced by permis-
sion from http://www.climateprediction.net/science/results_cop10.phpi)
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years, as the Hadley Centre scientists’ model runs do, many of them 
would apparently have reached still higher temperatures, perhaps as high 
as 12 °C!

How soon will our atmosphere reach a CO2 level of twice the prein-
dustrial level? The answer depends largely on how much CO2 we humans 
put into the atmosphere—a parameter that cannot be predicted by a cli-
mate model. Note also that in these models CO2 does not continue to 
rise: it is fixed at twice preindustrial levels. Nearly all experts now believe 
that even if major steps are taken soon to reduce the global production of 
greenhouse gases, atmospheric CO2 levels will go well above that level. If 
CO2 triples or quadruples, then the expected temperature increase will 
also increase. No one can say precisely when earth’s temperature will 
increase by any specific value, but the models indicate that it almost 
surely will increase. With scant exceptions, the models show the earth 
warming, and some of them show the earth warming very quickly and 
very much.

Is it possible that all these model runs are wrong? Yes, because they are 
variations on a theme. If the basic model conceptualization were wrong 
in some way, then all the models runs could be wrong, too. Perhaps there 
is a negative feedback loop that we have not yet recognized. Perhaps the 
oceans can absorb more CO2 than we think, or we have missed some 
other carbon sink (Smith 2002). This is one reason that continued scien-
tific investigation is warranted. But note that Svante Arrhenius and Guy 
Callendar predicted global warming before anyone ever built a global 
circulation model (or even had a digital computer). You do not need to 
have a computer model to predict global warming, and you do not need 
to have a computer model to know that Earth is, currently, warming.

If climate science stands with or without climate models, then is 
there any information that would show that climate science is wrong? 
Yes. Scientists might discover a mistake in their basic physical under-
standing that showed they had misconceptualized the whole issue. They 
could discover that they had overestimated the significance of CO2 and 
underestimated the significance of some other parameter. But if such 
mistakes are found, there is no guarantee that correcting them will lead 
to a more optimistic scenario. It could well be the case that scientists 
discover neglected factors that show that the problem is worse than we’d 
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 supposed. (Indeed, some scientists now think this is the case: that we 
have underestimated the cooling or “masking” effect of sulfate aerosols, 
and therefore the impact of greenhouse gases will be worse if and when 
China, for example, cleans up its air pollution problems.)

Moreover, there is another way to think about this issue. Contrarians 
have put inordinate amounts of effort into trying to find something that 
is wrong with climate science, and despite all this effort, they have come 
up empty-handed. Year after year, the evidence that global warming is 
real and serious has only strengthened.15 Perhaps that is the strongest 
argument of all. Contrarians have repeatedly tried to falsify the consensus 
position, and they have repeatedly failed.

 Consilience of Evidence

Most philosophers and historians of science agree that there is no iron- 
clad means to prove a scientific theory. But if science does not provide 
proof, then what is the purpose of induction, hypothesis testing, and 
falsification? Most would answer that, in various ways, these activities 
provide warrant for our views. Do they?

An older view, which has come back into fashion of late, is that scien-
tists look for consilience of evidence. Consilience means “coming together,” 
and the term is generally credited to the English philosopher William 
Whewell, who defined it as the process by which sets of data—indepen-
dently derived—coincided and came to be understood as explicable by 
the same theoretical account (Gillispie 1981; Wilson 2000). The idea is 
not so different from what happens in a legal case. To prove a defendant 
guilty beyond a reasonable doubt, a prosecutor must present a variety of 
evidence that holds together in a consistent story. The defense, in  contrast, 
might need to show only that some element of the story is at odds with 
another to sow reasonable doubt in the minds of the jurors. In other 
words, scientists are more like lawyers than they might like to admit. 
They look for independent lines of evidence that hold together.

Do climate scientists have a consilience of evidence? Again the answer 
is yes. Instrumental records, tree rings, ice cores, borehole data, and coral 
reefs all point to the same conclusion: things are getting warmer overall. 
Keith Briffa and Timothy Osborn of the Climate Research Unit of the 
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University of East Anglia compared Esper’s tree-ring analysis with six 
other reconstructions of global temperature between the years 1000 and 
2000 (Briffa and Osborn 2002). All seven analyses agree: temperatures 
increased dramatically in the late twentieth century relative to the entire 
record of the previous millennium. Temperatures vary naturally, of course, 
but the absolute magnitude of global temperatures in the late twentieth 
century was higher than any known temperatures in the previous 1000 
years, and many different lines of evidence point in this direction.

 Inference to the Best Explanation

The various problems in trying to develop an account of how and why 
scientific knowledge is reliable have led some philosophers to conclude 
that the purpose of science is not proof, but explanation. Not just any 
explanation will do, however; the best explanation is the one that is con-
sistent with the evidence (e.g., Lipton 1991). Certainly, it is possible that 
a malicious or mischievous deity placed fossils throughout the geological 
record to trick us into believing organic evolution—perhaps to test our 
faith?—but to a scientist this is not the best explanation because it invokes 
supernatural effects, and the supernatural is beyond the scope of scientific 
explanation. (It might not be the best explanation to a theologian, either, 
if that theologian was committed to heavenly benevolence.) Similarly, I 
might try to explain the drift of the continents through the theory of the 
expanding earth—as some scientists did in the 1950s—but this would 
not be the best explanation because it fails to explain why the earth has 
conspicuous zones of compression as well as tension. The philosopher of 
science Peter Lipton has put it this way: every set of facts has a diversity 
of possible explanations, but “we cannot infer something simply because 
it is a possible explanation. It must somehow be the best of competing 
explanations” (Lipton 2004, 56). (Isaac Newton, in the Principia 
Mathematica, argued that our explanations must invoke causes that we 
know actually exist—so-called vera causa. We might hypothesize that 
Martians hunted dinosaurs to extinction, thereby explaining their demise, 
but this would not be an inference to the best explanation, because we 
have no evidence that Martians exist, but invoking a meteorite can be, 
because large meteorites do.)
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Best is a term of judgment, so it doesn’t entirely solve our problem, but 
it gets us thinking about what it means for a scientific explanation to be 
the best available—or even just a good one. It also invites us to ask the 
question, “Best for what purpose?” For philosophers, best generally means 
that an explanation is consistent with all the available evidence (not just 
selected portions of it), that the explanation is consistent with other 
known laws of nature and other bodies of accepted evidence (and not in 
conflict with them), and that the explanation does not invoke supernatu-
ral events or causes that by definition cannot be refuted. In other words, 
best can be judged in terms of the various criterion invoked by all the 
models of science discussed above: Is there an inductive basis? Does the 
theory pass deductive tests? Do the various elements of the theory fit with 
each other and with other established scientific information? And is the 
explanation potentially refutable and not invoking unknown, inexplica-
ble, or supernatural causes?

Contrarians have tried to suggest that the climate effects we are expe-
riencing are simply natural variability. Climate does vary, so this is a pos-
sible explanation. No one denies that. But is it the best explanation for 
what is happening now? Most climate scientists would say that it’s not the 
best explanation. In fact, it’s not even a good explanation—because it is 
inconsistent with much of what we know.

Should we believe that the global increase in atmospheric CO2 has had 
a negligible effect even though basic physics tells us it should be other-
wise? Should we believe that the correlation between increased CO2 and 
increased temperature is just a peculiar coincidence? If there were no 
theoretical reason to relate them, and if Arrhenius, Callendar, Suess, and 
Revelle had not predicted that all this would all happen, then one might 
well conclude that rising CO2 and rising temperature were merely coin-
cidental. But we have many reasons to believe that there is a causal con-
nection and no good reason to believe that it is a coincidence. Indeed, the 
only reason we might think otherwise is to avoid committing to action: 
if this is just a natural cycle in which humans have played no role, then 
global warming might go away on its own in due course, and we would 
not have to do spend money or be otherwise inconvenienced by trying to 
remedy the problem.
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2.4 Conclusion

To deny that global warming is real is to deny that humans have become 
geological agents, changing the most basic physical processes of the earth, 
and therefore to deny that we bear responsibility for adverse changes that 
are taking place around us. For centuries, scientists thought that earth 
processes were so large and powerful that nothing we could do would 
change them. This was a basic tenet of geological science: that human 
chronologies were insignificant compared with the vastness of geological 
time; that human activities were insignificant compared with the force of 
geological processes. And once they were. But no more. There are now so 
many of us cutting down so many trees and burning so many billions of 
tons of fossil fuels that we have become geological agents. We have 
changed the chemistry of our atmosphere, causing sea level to rise, ice to 
melt, and climate to change. There is no reason to think otherwise. And, 
in my view, there is, at this point in history, no excuse for not taking 
action to prevent the very significant losses that are likely to ensue—
indeed, losses that are already becoming evident—if we sit around deny-
ing the reality that science has made clear.

Notes

1. Contrast this with the results of the Intergovernmental Panel on Climate 
Change’s Third and Fourth Assessment Reports, which state unequivocally 
that average global temperatures have risen (Houghton et al. 2001; Alley 
et al. 2007).

2. http://royalsociety.org/uploadedFiles/Royal_Society_Content/News_
and_Issues/Science_Issues/Climate_change/climate_facts_and_fictions.
pdf

3. http://www.science.org.au/policy/climatechange-g8+5.pdf
4. In recent years, climate-change deniers have increasingly turned to non-

scientific literature as a way to promulgate views that are rejected by 
most scientists (see, for example, Deming 2005). http://www.skepti-
calscience.com/global-warming-scientific-consensus-intermediate.htm
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5. An e-mail inquiry to the Thomson Scientific Customer Technical Help 
Desk produced this reply: “We index the following number of papers in 
Science Citation Index—2004, 1,057,061 papers; 2003, 1,111,398 
papers.”

6. The analysis begins in 1993 because that is the first year for which the 
database consistently published abstracts. Some abstracts initially com-
piled were deleted from our analysis because the authors of those papers 
had put “global climate change” in their key words, but their papers were 
not actually on the subject.

7. This is consistent with the analysis of historian Spencer Weart, who con-
cluded that scientists achieved consensus in 1995 (see Weart 2008).

8. In e-mails that I received after publishing my essay in Science (Oreskes 
2004), this paper was frequently invoked. It did appear in the sample.

9. According to Time magazine, in 2006 a Gallup poll reported that “64 
percent of Americans think scientists disagree with one another about 
global warming” (Americans see a climate problem 2006).

10. Objectivity certainly can be compromised when scientists address 
charged issues. This is not an abstract concern. It has been demonstrated 
that scientists who accept research funds from the tobacco industry are 
much more likely to publish research results that deny or downplay the 
hazards of smoking than those who get their funds from the National 
Institutes of Health, the American Cancer Society, or other nonprofit 
agencies (Bero 2003). On the other hand, there is a large difference 
between accepting funds from a patron with a clearly vested interest in a 
particular epistemic outcome and simply trying one’s best to communi-
cate the results of one’s research clearly and in plain English.

11. Some petroleum companies, such as BP and Shell, have largely refrained 
from participating in misinformation campaigns (see Browne 1997). 
Browne began his 1997 lecture by focusing on what he accepted as “two 
stark facts. The concentration of carbon dioxide in the atmosphere is 
rising, and the temperature of the Earth’s surface is increasing.” On the 
other hand, after an initial flurry of attention caused by Lord Browne’s 
public statements, BP continued to develop its petroleum resources and 
only to put modest efforts into developing renewables and carbon 
sequestration technologies. For an analysis of diverse corporate responses, 
see Van den Hove et al. (2002).

12. For an analysis of one ad, “Weather and Climate,” see Environmental 
Defense (2005). An interesting development in 2003 was that Institutional 
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Shareholders Services advised ExxonMobil shareholders to ask the com-
pany to explain its stance on climate-change issues and to divulge finan-
cial risks that could be associated with it. For further information, see 
https://www.nytimes.com/2017/05/31/business/energy-environment/
exxon-shareholders-climate-change.html?mcubz=1.

13. These efforts to generate an aura of uncertainty and disagreement have 
had an effect. This issue has been studied in detail by academic research-
ers (see, for example, Boykoff and Boykoff 2004).

14. Reliable is a term of judgment. By reliable basis for action, I mean that it 
will not lead us far astray in pursuing our goals, or if it does lead us 
astray, at least we will be able to look back and say honestly that we did 
the best we could given what we knew at the time.

15. This is evident when the three IPCC assessments—1990, 1995, 2001—
are compared (Houghton et al. 1990, 2001; Bruce et al. 1996; Watson 
et al. 1996; Metz et al. 2001; Watson 2001; see also Weart 2008).
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3
Satellite Data and Climate Models

Elisabeth A. Lloyd

3.1  Context

A paper by John Christy, David Douglass, Benjamin D. Pearson, and 
S. Fred Singer was published online in December 2007 in the International 
Journal of Climatology (print version 2008). John Christy was the “pri-
mary developer of a satellite-based temperature record which suggests 
that there has been minimal warming of Earth’s lower atmosphere since 
1979,” according to the blog Real Climate,1 while S. Fred Singer was a 
longtime science skeptic and tobacco/cancer denialist.2 Thus, this paper 
was coauthored by some climate “skeptics” (or “denialists”).

The Douglass, Christy, et al. paper claimed to establish that climate 
models are inconsistent with data from satellites and weather balloons. 
Here is the beginning of the conclusion of their paper:
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Models are very consistent, as this article demonstrates, in showing a sig-
nificant difference between surface and tropospheric trends, with tropo-
spheric temperature trends warming faster than the surface. (Douglass 
et al. 2008, p. 1700)

And this is the essence of what is at stake: climate models predict that 
there is extra warming of the tropospheric level—the level of atmosphere 
above the surface—in the tropical region of the earth. The question then 
becomes: is this what is found in observational data? And for many years, 
the satellite data, supervised and processed by John Christy and Roy 
Spencer, did not find such tropospheric warming (Spencer and Christy 
1990; Christy and Spencer 2003; Christy et  al. 2000; Spencer et  al. 
2006). It thus seemed that the models were getting something wrong, 
and Christy and coauthors wanted to conclude that the models could not 
be trusted…. Or was it possibly the satellite data getting something 
wrong? The satellite data had been challenged repeatedly (Hurrell and 
Trenberth 1997; Santer et al. 2003a, b; see discussion in Lloyd Chap. 6). 
The weather balloons seemed to agree with the satellite data, but the 
weather balloons were never designed to collect climate data, as opposed 
to short-term weather data, nor were they considered trustworthy by 
many climate modelers (for the history and discussion, see Thorne et al. 
2011; Lanzante et al. 2003; see discussion in Lloyd Chap. 6).

Thus, the Douglass et  al. paper focused on the temperatures in the 
tropics, particularly the lower troposphere, where the temperatures mea-
sured by the satellites seemed to contradict those predicted by many cli-
mate models (2008). Christy and the coauthors on this paper produced a 
“robust statistical test” to compare climate model results with Christy 
and Spencer’s interpretations of the satellite data. When this “robust sta-
tistical test” was applied, it showed that the models were “significantly 
different from observations” (2008).

3.2  Fact Sheet

This new “robust statistical test” that they set up in this paper is discussed 
extensively in the Santer et al. (2008a) paper (Chap. 5) and explained by 
Santer et al. in their “Fact Sheet” (Chap. 4). One question that Santer 
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et al. (2008a, b) asked about the “robust statistical test” set up by Douglass 
et al., was how well it performed under controlled conditions, using ran-
dom data with known statistical properties, a standard test. In brief, it 
failed such a challenge spectacularly, and should never have been used at 
all in a scientific paper, as Santer et al. explain in the “Fact Sheet.” But let 
us proceed to what Douglass et al. would like to conclude from their use 
of these tests:

These [model results] are compared with several equally robust updated 
estimates of trends from observations which disagree with trends from the 
models. The last 25 years constitute a period of more complete and accu-
rate observations and more realistic modelling efforts. Yet the models are 
seen to disagree with the observations. We suggest, therefore, that projec-
tions of future climate based on these models be viewed with much cau-
tion. (2008, p. 1700)

As we can see here, Douglass et al. compare “complete and accurate” 
observations with climate models, finding disagreement. As Santer 
et al. (2008a) will show, there is, in fact, little disagreement between 
updated data sets and contemporary models, when analyzed fairly. 
Santer et al., in their “Fact Sheet” (Chap. 4), detail some of the errors 
used to achieve the Douglas et  al. conclusion, and all of the claims 
there are backed up by the Santer et al. paper published alongside it in 
this collection (Chap. 5).

For the big picture, it is good to know a bit more about the context 
of climate models and data sets at the time that Douglass et  al. and 
Santer et al. were writing. At the time, three alternate versions of the 
satellite temperature record produced by alternate teams of researchers 
using the same raw satellite data were available, two producing substan-
tially more warming of the lower troposphere than the Christy and 
Spencer interpretation of that same satellite data (Mears et  al. 2003; 
Vinnikov and Grody 2003; Vinnikov et al. 2006; see Karl et al. 2006 
for analysis; see Lloyd Chap. 6 for discussion). In other words, the 
interpretation of the satellite data that Douglass, Christy, et al. used in 
their paper had already been challenged and an agreement come to, it 
was thought (see Karl et  al. 2006), on which Christy signed off (see 
discussion in Lloyd Chap. 6).
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3.3  Larger Social Context and Santer et al.’s 
Accomplishments

It is also crucial to understand that the Douglass et al. paper immediately 
attracted a great deal of media and political attention. It was claimed to 
represent an “inconvenient truth” and to prove that “Nature, not humans, 
rules the climate.” In Santer’s words on a Real Climate blogpost: “These 
statements were absurd. No single study can overturn the very large body 
of scientific evidence supporting ‘discernible human influence’ findings. 
[This was a reference to the IPCC findings at the time.] Nor does any 
individual study provide the sole underpinning for the conclusion that 
human activities are influencing global climate.”3

Santer and a host of other climate scientists, including leaders in satel-
lite data, weather balloon data, modeling, and statistical analysis, felt they 
needed to respond to this new paper. While the errors in the Douglass 
et al. paper were obvious, “it required a substantial amount of new and 
original work to repeat the statistical analysis properly,” according to 
Santer (2010;  http://www.realclimate.org/index.php/archives/2010/02/
close-encounters-of-the-absurd-kind/#sthash.2OEvv0sp.dpuf Accessed 
on June 6, 2017).

The Santer et al. paper went far beyond what Douglass et al. (2008) 
had done: “We looked at the sensitivity of model-versus-data compari-
sons to the choice of statistical test, to the test assumptions, to the num-
ber of years of record used in the tests, and to errors in the computer 
model estimates of year-to-year temperature variability.” Again, the 
Douglass et al. paper showed no evidence that they had considered any of 
these important issues before making their highly publicized claims 
 (http://www.realclimate.org/index.php/archives/2010/02/close-encoun-
ters-of-the-absurd-kind/#sthash.2OEvv0sp.dpuf ).

As is clear from Chaps. 3, 4, and 5, the Santer et al. analysis showed 
that the models and the observational data were clearly consistent, 
exactly contrary to the claims of Douglass et al. (2008). The models were 
refined, and the previous data corrected, to yield a confluence of the 
two, models and datasets, that would not undermine the predictive 
power of the models on the bases claimed by Christy, Singer, Douglas, 
and Pearson. The Santer et al. research was published on October 10, 
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2008, online. On November 15, 2008, the Douglass et al. and the Santer 
et al. papers both appeared in the same print version of the International 
Journal of Climatology. Climate “skeptics” and “deniers,” unhappy with 
the Santer et al. paper, later accused Santer and coauthors of manipulat-
ing the journal to publish the papers at the same time. But this is false, 
totally unfounded in fact.

As Santer et al. make clear in their “Fact Sheet” (Chap. 4), created to 
frame and introduce the Santer et al. article (Chap. 5), the Douglass 
et al. (2008) conclusions were unfounded, because of the serious prob-
lems with both the observations and the statistical test they developed. 
We now turn to Chap. 4, “Fact Sheet for ‘Consistency of Modelled and 
Observed Temperature Trends in the Tropical Troposphere,’ by 
B.D. Santer et al.,” written by Ben Santer et al.

Notes

1. “Close Encounters of the Absurd Kind,” Ben Santer, February 24, 2010, 
Real Climate: Climate science from climate scientists Blog. http://www.
realclimate.org/index.php/archives/2010/02/close-encounters-of-the-
absurd-kind/ Accessed on August 7, 2015

2. See Naomi Oreskes and Erik M. Conway’s (2011) discussion, in Merchants 
of Doubt: How a Handful of Scientists Obscured the Truth on Issues from 
Tobacco Smoke to Global Warming, of S. Fred Singer’s roles in skepticism 
about science and regulation since the 1960s.

3. See more at: http://www.realclimate.org/index.php/archives/2010/02/
close-encounters-of-the-absurd-kind/#sthash.2OEvv0sp.dpuf. Accessed 
on June 6, 2017.
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This paper was published online in the International Journal of Climatology during the week of 
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4.1  QUESTION 1: What is the scientific 
context for the research published in the 
Santer et al. International Journal of 
Climatology paper?

Our paper compares modeled and observed atmospheric temperature 
changes in the tropical troposphere.1 We were interested in this region 
because of an apparent inconsistency between computer model results 
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and observations. Since the late 1960s, scientists have performed experi-
ments in which computer models of the climate system are run with 
human-caused increases in atmospheric concentrations of greenhouse 
gases (GHGs).2 These experiments consistently showed that increases in 
atmospheric concentrations of GHGs should lead to pronounced warm-
ing, both at the Earth’s surface and in the troposphere. The models also 
predicted that in the tropics, the warming of the troposphere should be 
larger than the warming of the surface.3

Observed estimates of surface temperature changes are in good agree-
ment with computer model results, confirming the predicted surface 
warming.4 Until several years ago, however, most available estimates of 
tropospheric temperature changes obtained from satellites and weather 
balloons (radiosondes) implied that the tropical troposphere had actually 
cooled slightly over the last 20–30 years (in sharp contrast to the com-
puter model predictions, which show tropospheric warming).

For nearly a decade, this apparent disconnect between models and 
reality has been used by some scientists and politicians to argue that:

• The surface thermometer record is wrong
• The Earth has not experienced any surface or tropospheric warming 

since the beginning of satellite measurements of atmospheric tempera-
ture in 1979

• Human-caused changes in greenhouse gases have no effect on climate
• Computer models have no skill in simulating the observed tempera-

ture changes in the tropics, and therefore cannot be used to predict the 
climatic “shape of things to come” in response to further increases in 
greenhouse gases

Our paper attempts to determine whether there is indeed a real and 
statistically significant discrepancy between modeled and observed 
temperature changes in the tropics, as was claimed in a paper pub-
lished online in December 2007  in the International Journal of 
Climatology. As discussed in QUESTION 9, we find that this claim is 
incorrect.
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4.2  QUESTION 2: What arguments were 
made to support this claim?

David Douglass, John Christy, Benjamin Pearson, and S. Fred Singer5 
devised a statistical test to determine whether modeled and observed 
atmospheric temperature trends in the tropical troposphere were signifi-
cantly different. They applied this test in several different ways. First, they 
considered temperature trends in two different layers of the troposphere 
(the lower troposphere and the mid- to upper troposphere). In each of 
these layers, their test suggested that the modeled warming trends were 
larger than and significantly different from the warming trends estimated 
from satellite data. Second, they compared trends in the temperature dif-
ferences between the surface and the lower troposphere—a measure of 
the “differential warming” of the surface and lower atmosphere. Once 
again, their test pointed toward the existence of statistically significant 
differences in modeled and observed trends.

The bottom-line conclusion of Douglass et al. was that “models and 
observations disagree to a statistically significant extent.” As discussed in 
QUESTIONS 6–8, we show that this statistical test is flawed and that 
the conclusions reached by Douglass et al. are incorrect.

4.3  QUESTION 3: But hadn’t the scientific 
community already resolved this issue?

The community had already achieved a partial resolution of this issue in 
a 2006 Report issued by the U.S.  Climate Change Science Program 
(CCSP).6 The CCSP Report concluded that, when one examined 
 temperature changes at the global scale, newer satellite and weather bal-
loon datasets showed “no significant discrepancy” between surface and 
tropospheric warming trends, and were therefore consistent with com-
puter model results. But the same CCSP Report noted that it was not 
possible (in 2006) to reconcile modeled and observed temperature 
changes in the tropics, where “most observational datasets show more 
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warming at the surface than in the troposphere, while most model runs 
have larger warming aloft than at the surface.”

The CCSP Report relied almost exclusively on published literature. At 
the time of its publication in 2006, there were no peer-reviewed studies 
on the formal statistical significance of differences between modeled and 
observed tropical temperature trends. The Douglass et al. paper attempted 
to assess the statistical significance of the model-versus-observed tropical 
trend differences noted in the CCSP Report.

4.4  QUESTION 4: What was the thrust 
of your new research?

Our primary goal was to determine whether the findings of Douglass 
et al. were sound. As noted above, Douglass et al. reported that “models 
and observations disagree to a statistically significant extent.” They inter-
preted their results as evidence that computer models are seriously flawed 
and that the projections of future climate change made with such models 
are untrustworthy. If Douglass et al. were right, this would imply that 
there was some fundamental flaw—not only in all state-of-the-art climate 
models, but also in our basic theoretical understanding of how the cli-
mate system should respond to increases in GHGs. We wanted to know 
whether such a fundamental flaw really existed.

4.5  QUESTION 5: What specific issues  
did you focus on?

We focused on two issues. First, Douglass et al. claimed that they had 
applied a “robust statistical test” to identify statistically significant differ-
ences between modeled and observed temperature trends. We sought to 
understand whether their test was indeed “robust” and appropriate. 
Second, Douglass et al. claimed to be using the “best available updated 
observations” for their study. We did not believe that this claim was 
accurate.
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We decided to check their analysis by applying a variety of different 
statistical tests to modeled and observed temperature trends, and by 
employing temperature data from more recent observational datasets—
datasets that were either unavailable to Douglass et al. at the time of their 
study, or which were available, but had not been used by them.

4.6  QUESTION 6: What did you learn 
about the appropriateness 
of the Douglass et al. test?

We found that there was a serious flaw in the “robust statistical test” that 
Douglass et al. had used to compare models and observations. Their test 
ignored the effects of natural climate “noise” on observed temperature 
trends, and the resulting statistical uncertainty in estimating the “signal 
component” of these trends (see QUESTION 7 for a definition of the 
“signal component”).

4.7  QUESTION 7: Why was this a problem?

We know that in the real world, changes in temperatures are due to a 
combination of human effects and natural factors. The “natural factors” 
can be things like volcanic eruptions or changes in the Sun’s energy out-
put. Another type of “natural factor” is referred to as “internal  variability”, 
which is unrelated to changes in the Sun or volcanic dust, and involves 
phenomena like El Niños, La Niñas, and other natural climate oscilla-
tions. In the tropics in particular, El Niños and La Niñas have a substan-
tial effect on surface and atmospheric temperature. They introduce 
climate “noise”, which complicates the separation of human and natural 
effects on temperature.

Douglass et al. effectively assumed that the observed surface and tro-
pospheric temperature trends were perfectly known and that these trends 
were purely due to human-caused changes in greenhouse gases.7 The 
inappropriateness of this assumption is immediately obvious by looking 
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at any observed temperature time series, such as the surface and tropo-
spheric temperature time series shown in Fig. 4.1.

Figure 4.1 illustrates that both tropical surface and tropospheric tem-
peratures have gradually warmed since 1979. Superimposed on this over-
all warming is climate “noise”, which in this case arises primarily from El 
Niños and La Niñas. When temperatures are averaged over the tropics 
(and indeed, over the globe), El Niños tend to warm the surface and 

Fig. 4.1 Estimates of observed temperature changes in the tropics (30 °N–30 °S). 
Changes are expressed as departures from average conditions over 1979–2006. 
The top panel shows results for the surface13 and lower troposphere.13 The thin 
red and black lines in the top panel are 12-month running averages of the tem-
perature changes for individual months. The thick straight lines are trends that 
have been fitted to the time series of surface and tropospheric temperature 
changes. The warming trend is larger in the tropospheric temperature data than 
in the surface temperature record, in accord with computer model results. The 
bottom panel shows a commonly used index of El Niño and La Niña activity, con-
sisting of sea surface temperature changes averaged over the so-called Niño 3.4 
region of the tropical Pacific. The bottom panel shows that much of the year-to- 
year variability in surface and lower tropospheric temperatures is related to 
changes in El Niños and La Niñas
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lower atmosphere, and La Niñas tend to cool these regions.8 As is visually 
obvious, El Niños and La Niñas introduce considerable year-to-year vari-
ability in surface and tropospheric temperature.

Because of the climate noise introduced by El Niños and La Niñas, 
there is uncertainty in estimating any underlying temperature trend, such 
as that arising from slow, human-caused increases in GHGs. In the real 
world and in many model simulations of twentieth-century climate 
change, this underlying trend in temperature is not caused by GHG 
increases alone—it results from the combined changes in GHGs and 
other external forcing factors, and is partly masked by climate noise.

The underlying “signal trend” is what we really want to compare in 
climate models and observations. Any meaningful statistical test of the 
differences between modeled and observed temperature trends must 
therefore account for the statistical uncertainty in estimating this “signal 
trend” from noisy observational data. The Douglass et  al. test did not 
account for this uncertainty.

4.8  QUESTION 8: What were 
the consequences of the flaw 
in the Douglass et al. test?

The primary consequence was that Douglass et al. reached incorrect con-
clusions about the true statistical significance of differences between 
modeled and observed temperature trends in the tropics. When we 
applied modified versions of their test—versions that properly accounted 
for uncertainties in estimating the “signal component” of observed tem-
perature trends—we obtained results that were strikingly different from 
theirs. Like Douglass et al., we applied our tests to modeled and observed 
temperature trends:

• In individual layers of the troposphere
• In the trend difference between surface and tropospheric warming 

rates
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Unlike Douglass et  al., however, we found that most of our tests 
involving temperature trends in individual layers of the troposphere did 
not show statistically significant differences between models and observa-
tions. This result was relatively insensitive to which model or satellite 
dataset we chose for the trend comparison.

The situation was a little more complex for tests involving the trend 
difference between surface and tropospheric warming rates. In this case, 
the statistical significance of the differences between models and observa-
tions was sensitive to our choice of observational datasets. When we used 
a satellite-based tropospheric temperature dataset developed at Remote 
Sensing Systems (RSS) in Santa Rosa, California, we found that the 
warming in the tropical troposphere was always larger than the warming 
at the surface.9 This behavior is consistent with the behavior of the cli-
mate models and with our understanding of the physical processes that 
govern tropospheric temperature profiles. It is contrary to the findings of 
Douglass et al.

However, when we used a satellite-based tropospheric temperature 
dataset developed at the University of Alabama at Huntsville (UAH),10 
the tropospheric warming was less than the surface warming. But even 
when we employed UAH data, our statistical test showed that the 
observed difference between surface and tropospheric warming trends 
was not always significantly different from the trend difference in model 
simulations. Whether or not trend differences were statistically signifi-
cant was dependent on the choice of model and the choice of observed 
surface dataset used in the test.11

4.9  QUESTION 9: So what is the bottom line 
of your study?

The bottom line is that we obtained results strikingly different from those 
of Douglass et al. The “robust statistical test” that they used to compare 
models and observations had at least one serious flaw—its failure to 
account for any uncertainty in the “signal component” of observed tem-
perature trends (see QUESTION 7). This flaw led them to reach incor-
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rect conclusions. We showed this by applying their test to randomly 
generated data with the same statistical properties as the observed tem-
perature data, but without any underlying “signal trend.” In this “syn-
thetic data” case, we knew that significant differences in temperature 
trends could occur by chance only, and thus would happen infrequently. 
When we applied the Douglass et al. test, however, we found that even 
randomly generated data showed statistically significant trend differences 
much more frequently than we would expect on the basis of chance alone. 
A test that fails to behave properly when used with random data—when 
one knows in advance what results to expect—cannot be expected to 
perform reliably when applied to real observational and model data.

4.10  QUESTION 10: Final question: have 
you reconciled modeled and observed 
temperature trends in the tropics?

We’ve gone a long way toward such a reconciliation. There are at least two 
reasons for this.12 The first reason is that we have now applied appropriate 
statistical tests for comparing modeled and observed temperature trends 
in the tropics. Unlike the Douglass et al. test, our test properly accounts 
for uncertainty in estimating the “signal component” of observed tem-
perature trends. Results from these more appropriate tests do not support 
the claim that there are fundamental, pervasive, and statistically signifi-
cant differences between modeled and observed tropical temperature 
trends. This claim is not tenable for temperature trends in individual 
layers of the troposphere. Nor is it tenable for the differences in the warm-
ing rates of the surface and troposphere.

Second, we now have many more estimates of recent temperature 
changes. These have been produced by a number of different research 
groups, often using completely independent methods.

Research groups involved in the development of newer sea surface 
temperature datasets have reported improvements in the treatment of 
information from buoys and satellites. This has led to slightly reduced 
estimates of the warming of the tropical ocean surface (relative to the 
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warming in the earlier surface temperature datasets used by Douglass 
et al. and in the CCSP Report). Additionally, newly developed satellite 
and radiosonde datasets now show larger warming of the tropical tropo-
sphere than was apparent in the datasets used by Douglass et  al. The 
enhanced tropospheric warming is due to improvements in our ability to 
identify and adjust for biases introduced by changes over time in the 
instruments used to measure temperature.13

Access to such a rich variety of independently produced datasets has 
provided us with a valuable perspective on the inherent uncertainty in 
observed estimates of recent climate change. Based on our current best 
estimates of these observational uncertainties, there is no fundamental 
discrepancy between modeled and observed tropical temperature trends. 
In fact, many of the recently developed observational datasets now show 
tropical temperature changes that are larger aloft than at the surface—
behavior that is entirely consistent with climate model results.

One of the lessons from this work is that even with improved datasets, 
there are still important uncertainties in observational estimates of recent 
tropospheric temperature trends. These uncertainties may never be fully 
resolved, and are partly a consequence of historical observing strategies, 
which were geared toward weather forecasting rather than climate moni-
toring. We should apply what we learned in this study toward improving 
existing climate monitoring systems, so that future model evaluation 
studies are less sensitive to observational ambiguity.

Notes

1. The troposphere is the lowest layer of the atmosphere, where most 
weather phenomena take place. In the tropics, the troposphere extends 
from the surface to a height of about 10 miles (16 km) above the Earth’s 
surface.

2. Both climate models and the experiments performed with them have 
become more realistic over time. Since the mid-1990s, many climate 
model experiments have incorporated not only human-caused changes 
in GHGs, but also changes in other “forcing agents” that have effects on 
global or regional climate. Examples include human-caused changes in 
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various aerosol particles (such as sulfate and soot aerosols), and natural 
changes in the Sun’s energy output and the amount of volcanic dust in 
the atmosphere.

3. This prediction of larger warming aloft than at the surface holds for all 
factors that tend to warm the surface of the Earth—it is not unique to 
human-caused changes in GHGs.

4. This agreement between models and observations was also found for 
complex geographical patterns of surface temperature changes—not 
simply for trends in temperature changes averaged over very large areas 
(such as the tropics).

5. Douglass DH, Christy JR, Pearson BD, Singer SF. 2007. A comparison 
of tropical temperature trends with model predictions. International 
Journal of Climatology 27: https://doi.org/10.1002/joc.1651.

6. Karl TR, Hassol SJ, Miller CD, Murray WL (eds). 2006. Temperature 
Trends in the Lower Atmosphere: Steps for Understanding and Reconciling 
Differences. A Report by the U.S. Climate Change Science Program and 
the Subcommittee on Global Change Research. National Oceanic and 
Atmospheric Administration, National Climatic Data Center, Asheville, 
NC, 164 pp.

7. In their paper, Douglass et al. claim to be testing “the proposition that 
greenhouse model simulations and observations can be reconciled.” The 
model simulations of twentieth-century climate change that they used 
to test this proposition, however, include a variety of different human 
and natural forcing factors, such as changes in sulfate and soot aerosols, 
volcanic dust, the Sun’s energy output, and land surface properties. 
These so- called “20CEN” experiments are not just driven by human-
caused increases in GHGs. Douglass et al.’s proposition that they are 
only testing the response of climate models to GHG increases is simply 
incorrect.

8. For example, 1998 was unusually warm because of the effects of a very 
large El Niño.

9. Irrespective of which one of four different observational datasets was 
used to characterize changes in tropical surface temperatures.

10. Developed by John Christy (one of the coauthors of the Douglass et al. 
paper), Roy Spencer, and colleagues.

11. See Table V in our paper.
12. A third reason is that several studies published within the last 12 months 

provide independent evidence for substantial warming of the tropical 
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troposphere. These studies have documented pronounced increases in 
surface specific humidity and atmospheric water vapor that are in accord 
with tropospheric warming.

13. Several of the newer radiosonde and satellite datasets that exhibit pro-
nounced tropospheric warming are based on novel approaches to the 
construction of homogeneous datasets. These approaches often involve 
bringing in data from new sources (such as hitherto unused satellite data, 
or data on the physical relationship between temperature and wind) in 
order to better constrain uncertainties in estimated tropospheric tem-
perature changes.
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D. Nychka, G.A. Schmidt, S.C. Sherwood, 

and F.J. Wentz

5.1  Introduction

There is now compelling scientific evidence that human activities have 
influenced global climate over the past century (e.g., IPCC 1996, 2001, 
2007; Karl et  al. 2006). A key line of evidence involves “fingerprint” 
studies, which attempt to identify the causes of historical climate change 
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through rigorous statistical comparison of models and observations (e.g., 
Santer et al. 1996; Mitchell et al. 2001; Hegerl et al. 2007). Fingerprint 
research consistently finds that natural causes alone cannot explain the 
recent changes in many different aspects of the climate system—the sim-
plest, most internally consistent explanation of the observations invari-
ably involves a pronounced human effect.

One recurring criticism of such findings is that the climate models 
employed in fingerprint studies are in fundamental disagreement with 
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observations of tropospheric temperature change (Douglass et al. 2004, 
2007). In climate model simulations, increases in well-mixed green-
house gases cause the tropical troposphere to warm relative to the surface 
(Manabe and Stouffer 1980). In contrast, some satellite and radiosonde 
datasets show little or no warming of the tropical troposphere since 
1979, and imply that temperature changes aloft are smaller than at the 
surface.

The “differential warming” of the surface and troposphere has been the 
subject of intense scrutiny (NRC 2000; Santer et  al. 2005; Karl et  al. 
2006; Trenberth et al. 2007). It has raised questions about both model 
performance and the reliability of observed estimates of surface warming 
(Singer 2001). In addressing the latter concern, the first report of the 
U.S. Climate Change Science Program (CCSP) noted that progress had 
been made in identifying and correcting for errors in satellite and radio-
sonde data. At the global scale, newer upper air datasets showed “no sig-
nificant discrepancy” between surface and tropospheric warming, 
consistent with model results (Karl et  al. 2006, page iii). The Fourth 
Assessment Report of the Intergovernmental Panel on Climate Change 
(IPCC) reached similar findings, concluding that “New analyses of 
balloon- borne and satellite measurements of lower- and mid-tropospheric 
temperature show warming rates that are similar to those of the surface tem-
perature record” (IPCC 2007, page 5).

The CCSP report used several of these newer observational datasets in 
extensive comparisons of simulated and observed temperature changes. 
For global-mean changes, model estimates of differential warming were 
consistent with observations. In the tropics, however, it was noted that 
“most observational datasets show more warming at the surface than in the 
troposphere, while most model runs have larger warming aloft than at the 
surface” (Karl et al. 2006, page 90). Although the CCSP report did not 
make a definitive determination of the cause or causes of these tropical 
discrepancies, it found that “structural uncertainties” in observations 
were large enough to encompass the model estimates of temperature 
change. Residual errors in the satellite and radiosonde data were therefore 
judged to be the most likely explanation for the remaining discrepancies 
(Karl et al. 2006, page 3).
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Structural uncertainties arise because different groups make different 
processing choices in the complex procedure of adjusting raw measure-
ments for inhomogeneities (Thorne et al. 2005a). In radiosonde tem-
perature records, inhomogeneous behavior can be caused by changes in 
site location, measurement time, instrumentation, and the effectiveness 
of thermal shielding of the temperature sensor (Lanzante et  al. 2003; 
Seidel et al. 2004; Sherwood et al. 2005; Randel and Wu 2006; Mears 
et al. 2006). Nonphysical temperature changes in satellite records can 
occur through orbital drift or decay, inter-satellite instrumental biases, 
and drifts in instrumental calibration (Wentz and Schabel 1998; Christy 
et  al. 2000, 2003; Mears et  al. 2003, 2006; Mears and Wentz 2005; 
Trenberth et al. 2007). Because of these large uncertainties, neither sat-
ellite- nor radiosonde-based atmospheric temperature measurements 
constitute an unimpeachable gold standard for evaluating model perfor-
mance (Thorne et al. 2007).

A recent study by Douglass, Christy, Pearson, and Singer (Douglass 
et al. 2007; hereinafter DCPS07) revisits earlier comparisons of simu-
lated and observed tropospheric temperature changes performed by 
Santer et al. (2005, 2006), and concludes that “models and observations 
disagree to a statistically significant extent.” This contradicts the findings 
of both Santer et al. (2005) and the previously mentioned CCSP and 
IPCC reports (Karl et al. 2006; IPCC 2007). As DCPS07 note, their 
conclusions were reached “based on essentially the same data” used in 
earlier work.

DCPS07 interpret their results as evidence that models are seriously 
flawed and that model-based projections of future climate change are 
unreliable. Singer (2008) makes an additional and even stronger asser-
tion: that the information presented in DCPS07 “clearly falsifies the 
hypothesis of anthropogenic greenhouse warming.”

If such claims were correct, they would have significant scientific 
implications. It is therefore of interest to examine (as we do here) the 
“robust statistical test” that DCPS07 rely on in order to reach the conclu-
sion that models are inconsistent with observations. We also evaluate 
other formal statistical tests of the significance of modeled and observed 
temperature trend differences. We use a variety of different observational 
datasets, which enables us to explore the sensitivity of our results to 
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 current “structural uncertainties” in observed estimates of surface and 
tropospheric temperature change.

The structure of our paper is as follows. In Sect. 5.2, we introduce the 
observational and model tropospheric temperature datasets analyzed 
here. Section 5.3 covers basic statistical issues that arise in comparisons of 
modeled and observed trends. Section 5.4 describes various tests (among 
them the DCPS07 test) of the formal statistical significance of trend dif-
ferences. Results obtained after applying these tests to model and obser-
vational data are discussed in Sect. 5.5. Test behavior with synthetic data 
is considered in Sect. 5.6. This is followed in Sect. 5.7 by a comparison of 
vertical profiles of temperature change in climate models and radiosonde 
data. A summary and conclusions are given in Sect. 5.8. An Appendix 
summarizes the statistical notation used in the paper.

5.2  Observational and Model 
Temperature Data

 Observational Data

 Satellite Data

Since late 1978, atmospheric temperatures have been monitored rou-
tinely from space by the Microwave Sounding Units (MSU) and 
Advanced Microwave Sounding Units (AMSU) flown on NOAA polar- 
orbiting satellites. Both instruments measure the microwave emissions of 
oxygen molecules, which are roughly proportional to atmospheric tem-
perature (Spencer and Christy 1990). By measuring emissions at differ-
ent frequencies, it is possible to retrieve the temperatures of different 
atmospheric layers. Most scientific attention has focused on MSU-derived 
temperatures for the lower stratosphere (T4), the mid-troposphere to 
lower stratosphere (T2), and the lower to mid-troposphere (T2LT). The 
bulk (90%) of the emissions contributing to these temperatures occur 
between roughly 14 and 29 km for T4, the surface to 18 km for T2, and 
the surface to 8 km for T2LT (Karl et al. 2006).
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To date, four different groups have been actively involved in the devel-
opment of multi-decadal temperature records from MSU data. These 
groups are based at the University of Alabama at Huntsville (UAH; Spencer 
and Christy 1990; Christy et al. 2007), Remote Sensing Systems in Santa 
Rosa, California (RSS; Mears et al. 2003; Mears and Wentz 2005), the 
University of Maryland (UMd; Vinnikov and Grody 2003; Vinnikov et al. 
2006), and the NOAA National Environmental Satellite, Data, and 
Information Service (NOAA/NESDIS; Zho et al. 2006). All four groups 
have made different choices in the complex process of adjusting raw MSU 
and AMSU data for inhomogeneities. This leads to structural uncertain-
ties in tropical tropospheric temperature trends that are at least as large as 
0.14 °C/decade for T2 and 0.10 °C/decade for T2LT (Lanzante et al. 2006).1

Our interest here is primarily in the T2 and T2LT data produced by UAH 
and RSS.2 Data from both groups are employed in the DCPS07 consistency 
test between modeled and observed trends. We use results from version 3.0 
of the RSS data and versions 5.1 and 5.2 (respectively) of the UAH T2 and 
T2LT data.3 Data were available in the form of gridded, monthly-mean prod-
ucts for the period January 1979 through December 2007.

 Radiosonde Data

DCPS07 compared model-simulated profiles of atmospheric tempera-
ture change with vertical profiles estimated from radiosondes. We per-
form a similar comparison in Sect. 5.7. Like DCSP07, we rely on 
radiosonde datasets produced by the U.K. Meteorological Office Hadley 
Centre (HadAT2; Thorne et al. 2005b; McCarthy et al. 2008), NOAA 
(RATPAC-A; Free et  al. 2005), and the University of Vienna 
(RAOBCORE version 1.2; Haimberger 2007).4 For the latter dataset, 
information from the ERA-40 reanalysis (Uppala et al. 2005) was used to 
identify and adjust for inhomogeneities in the radiosonde data assimi-
lated by the reanalysis model. HadAT2 and RATPAC-A do not utilize 
reanalysis information in adjusting for inhomogeneities.

We also analyze four newly developed radiosonde datasets that were not 
considered by DCPS07. The first two (RAOBCORE v1.3 and v1.4; 
Haimberger et al. 2008) are more recent versions of the RAOBCORE dataset 
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used by DCPS07. The third (RICH; Radiosonde Innovation Composite 
Homogenization) uses a new automatic data homogenization method involv-
ing information from both reanalysis and composites of neighboring radio-
sonde stations (Haimberger et al. 2008). The fourth (IUK; Iterative Universal 
Kriging) employs an iterative approach to fit the raw radiosonde data to a 
statistical model of natural climate variability plus step changes associated 
with instrumental biases (Sherwood 2007; Sherwood et al. 2008). As will be 
shown later, all four newer radiosonde datasets exhibit larger warming of the 
tropical lower troposphere than the datasets selected by DCPS07.

 Surface Data

Comparisons of surface and tropospheric warming trends provide a sim-
ple measure of changes in temperature lapse rates (Gaffen et al. 2000). 
Here, we use four different surface temperature datasets to estimate 
changes in lower tropospheric lapse rates in the deep tropics. The first 
three datasets contain information on sea surface temperatures only 
(TSST), while the fourth dataset is a blend of 2 m temperatures over Land 
plus Ocean SSTs (T L+O). The three SST datasets are more appropriate to 
analyze in order to determine whether observed lower tropospheric tem-
perature changes follow a moist adiabatic lapse rate (Wentz and Schabel 
2000).

The three SST datasets are spatially complete, and rely on statistical 
procedures to “infill” SST information in data-sparse regions. The first 
dataset, HadISST1, was developed at the U.K.  Meteorological Office 
Hadley Centre (Rayner et al. 2003). SSTs were reconstructed from in situ 
observations using an optimal interpolation procedure, with subsequent 
“superposition of quality-improved gridded observations onto the reconstruc-
tions to restore local detail” (see http://www.hadobs.org/). The other two 
SST products are versions 2 and 3 of the NOAA ERSST (“Extended 
Reconstructed SST”) dataset developed at the National Climatic Data 
Center (NCDC; Smith and Reynolds 2005; Smith et  al. 2008). 
Differences between ERSST-v2 and ERSST-v3 are primarily related to 
differences in treatment of low-frequency variability and to the inclusion 
of bias-adjusted satellite infrared data in ERSST-v3. The newer dataset is 
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regarded as “an improved extended reconstruction over version 2” (see 
http://www.ncdc.noaa.gov/oa/climate/research/sst/ersstv3.php).

The fourth dataset, HadCRUT3v, consists of a blend of land 2  m 
temperatures from the Climatic Research Unit’s CRUTEM3 dataset 
(Brohan et al. 2006) and SSTs from the Hadley Centre HadSST2 prod-
uct (Rayner et  al. 2006). Unlike the SST datasets described above, 
HadCRUT3v is not spatially complete. Calculation of lapse rate changes 
with HadCRUT3v facilitates comparison with previous work by Santer 
et al. (2005, 2006) and DCPS07, which also relied on surface datasets 
comprised of combined SSTs and land 2 m temperatures.

 Model Data

A number of different climate model experiments were performed in 
support of the IPCC Fourth Assessment Report (IPCC 2007). In the 
experiment of most interest here, nearly two dozen different climate 
models were forced with estimates of historical changes in both anthro-
pogenic and natural external factors.5

These so-called “twentieth century” (“20CEN”) simulations are the 
most appropriate runs for direct comparison with satellite and radio-
sonde data, and provide valuable information on current structural and 
statistical uncertainties in model-based estimates of historical climate 
change. Inter-model differences in 20CEN results reflect differences in 
model physics, dynamics, parameterizations of sub-grid scale processes, 
horizontal and vertical resolution, and the applied forcings (Santer et al. 
2005, 2006).

Santer et  al. (2005) examined a set of 49 simulations of twentieth- 
century climate performed with 19 different models. The same suite of 
runs is analyzed here.6 Santer et al. (2005) were primarily concerned with 
comparisons of modeled and observed amplification of surface warming 
in the tropical troposphere,7 while the focus of the present work is on 
testing the significance of trend differences.

To facilitate the comparison of simulated and observed tropo-
spheric temperature trends, we calculate synthetic MSU T2 and T2LT 
temperatures from gridded, monthly-mean model data using a static 
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global-mean weighting function. For temperature changes averaged 
over large areas, this procedure yields results similar to those esti-
mated with a full radiative transfer code (Santer et al. 1999). Since 
most of the 20CEN experiments end in 1999, our trend comparisons 
primarily cover the 252-month period from January 1979 to 
December 1999—the period of maximum overlap between the 
observed MSU data and the model simulations.

5.3  Basic Statistical Issues

We assume a simulated tropospheric temperature time series ym(t) of the 
form:

 
y t t tm m m( ) ( ) ( )= +φ η

 
(5.1)

where ϕm(t) is the underlying signal in response to external forcing, ηm(t) is 
a specific realization of natural internal climate variability superimposed on 
ϕm(t), t is a nominal index of time in months, and the subscript m denotes 
model data. The corresponding observed time series yo(t) is given by

 
y t t to o o( ) = ( ) + ( )φ η

 
(5.2)

The slopes of the least-squares linear trends in these time series (bm and 
bo) provide one measure of overall change in temperature. Estimates of bm 
and bo are sensitive to the behavior of both signal and noise components 
in the time series.

In the tropics, the El Niño/Southern Oscillation (ENSO) phenomenon 
explains most of the year-to-year variability in observed tropospheric tem-
peratures. The real world provides only one sample of how ENSO and 
other modes of internal climate variability influence atmospheric tempera-
ture. This makes it difficult to achieve an unambiguous separation of signal 
from noise in observational data. Models, however, can be run many times 
to generate many different realizations of historical climate change,8 thus 

 Consistency of Modeled and Observed Temperature Trends… 



94 

facilitating the separation of ϕm(t) from ηm(t). Since ηm(t) is uncorrelated 
from one realization to the next, averaging over many realizations reduces 
noise levels and improves estimates of any overall trend in ϕm(t).

This is clearly illustrated in Figs.  5.1a–e, which show tropical T2LT 
changes over 1979–1999 in five 20CEN realizations performed with the 
Japanese Meteorological Research Institute (MRI) model. The character 
of ηm(t) is different in each realization, resulting in a large range of trends 
in ym(t) (from 0.042 °C to 0.371 °C/decade).

The small overall trend in realization 1 is partly due to the chance 
occurrence of El Niños near the beginning and middle of the time series, 
and the presence of a La Niña at the end. Averaging over these five real-
izations reduces the amplitude of ηm(t), and improves the estimate of the 
true forced change in ym(t) (Fig. 5.1f ). The key point to note is that the 
same MRI model, with exactly the same physics and forcings, produces a 
range of self-consistent estimates of tropical T2LT trends over a particular 
time interval, not a single discrete value. Many other models with ensem-
bles of 20CEN runs also show substantial inter-realization trend differ-
ences (see Sect. 5.5.1.1).

A number of factors may contribute to differences between modeled 
and observed temperature trends. These include:

 1. Missing or inaccurately specified values of the external forcings applied 
in the model 20CEN run.

Fig. 5.1 Anomaly time series of monthly-mean T2LT, the spatial average of lower 
tropospheric temperature over tropical (20°N–20°S) land and ocean areas. Results 
are for five different realizations of twentieth-century climate change performed 
with a coupled A/OGCM (the MRI-CGCM2.3.2). Each of the five realizations (pan-
els A–E) was generated with the same model and the same external forcings, but 
with initialization from a different state of the coupled atmosphere-ocean sys-
tem. This yields five different realizations of internally generated variability, ηm(t), 
which are superimposed on the true response to the applied external forcings. 
The ensemble-mean T2LT change is shown in panel F. Least-squares linear trends 
were fitted to all time series; values of the trend and lag-1 autocorrelation of the 
regression residuals (r1) are given in each panel. Anomalies are defined relative to 
climatological monthly means over January 1979 to December 1999, and syn-
thetic T2LT temperatures were calculated as described in Santer et al. (1999)
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 2. Errors in ϕm(t), the model’s response to the imposed forcing changes.
 3. Errors in the variability and other statistical properties of ηm(t).
 4. The irreproducibility of the specific, essentially random sequence of 

observed noise, even by a model which correctly simulates the statisti-
cal properties of ηo(t).

 5. The number of 20CEN realizations for any given model, which influ-
ences how well we can estimate ϕm(t). In the limit of many realizations 
of ym(t), the model’s ensemble-mean trend would provide an accurate 
estimate of the forced component of change in ym(t).

 6. Residual inhomogeneities in yo(t).

Even in a model with no errors in forcing, response, or internally 
generated variability, we could by chance have realizations of noise that 
differed markedly from that in the real world, leading to a large differ-
ence between modeled and observed trends that was completely unre-
lated to model error. Any procedure for testing the significance of 
differences between simulated and observed trends must therefore 
account for the (potentially different) effects of internally generated 
variability on bm and bo.

5.4  Significance Tests

Our significance testing strategy addresses two different questions. The first is 
whether models can simulate individual temperature trends that are consis-
tent with the single observed trend. The second question is whether our cur-
rent best estimate of the model response to external forcing is consistent with 
our estimate of the externally forced temperature trend in observations.

Each question involves testing a different hypothesis. In the first ques-
tion, we are testing hypothesis H1 that the trend in any given realization 
of ym(t) is consistent with the trend in yo(t). As noted previously, interan-
nual climate noise makes it difficult to obtain reliable estimates of the 
forced components of temperature change [ϕo(t) and ϕm(t)] from the 
single yo(t) time series and from any individual realization of ym(t). Under 
hypothesis H1, therefore, we are comparing trends arising from a combi-
nation of forced and unforced temperature changes.
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The hypothesis H2 tested in the second question involves the multi- 
model ensemble-mean trend. Averaging over realizations and models 
reduces noise and provides a better estimate of the true model signal in 
response to external forcing. Under H2, we seek to determine whether the 
model average signal is consistent with the trend in ϕo(t) (the signal con-
tained in the observations).

 Tests with Individual Model Realizations

To examine H1, we apply a “paired trends” test (Santer et  al. 2000b; 
Lanzante 2005), in which bo is tested against each of the 49 individual bm 
trends considered here. The test statistic is of the form

 
d b b s b s bm o m o= −( ) { } + { }2 2

 
(5.3)

where d is the normalized difference between the trends in any two mod-
eled and observed time series, and s{bm}and s{bo}are (respectively) the 
standard errors of bm and bo. The standard errors are measures of the 
inherent statistical uncertainty in fitting a linear trend to noisy data. For 
the model data, s{bm}is defined as
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(5.4)

where t is the time index, t- is the average time index, nt is the total num-
ber of time samples (252 here), and se

2  is the variance of the regression 
residuals, given by
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(5.5)

(see Wilks 1995). Note that the observed standard error, s{bo}, is calcu-
lated similarly, but using observational rather than model data.
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Assuming that d has a Normal distribution, we can compute its associ-
ated p-value and test whether the trend in ym(t) is consistent with the 
trend in yo(t). This test is two-tailed, since we have no expectation a priori 
regarding the direction of the trend difference.

In the case of most atmospheric temperature series, the regression 
residuals e(t) are not statistically independent. For RSS tropical T2LT data, 
for example (Fig. 5.2a), values of e(t) have pronounced month-to-month 
and year-to-year persistence, with a lag-1 temporal autocorrelation coef-
ficient of r1 = 0.884 (Table 5.1). This persistence reduces the number of 
statistically independent time samples. Following Santer et al. (2000a), 
we account for the nonindependence of e(t) values by calculating an 
effective sample size ne:

 

n n
r

re t=
−
+

1

1
1

1  

(5.6)

By substituting ne − 2 for nt − 2 in Eq. (5.5), the standard error is 
adjusted for the effects of temporal autocorrelation (see Supporting 
Online Material). In the RSS example in Fig.  5.2a, ne ≈  16, and the 
adjusted standard error is over four times larger than the unadjusted 

Fig. 5.2 Calculation of unadjusted and adjusted standard errors for least-squares 
linear trends. The standard error s{bo} of the least-squares linear trend bo (see 
Sect. 5.4.1) is a measure of the uncertainty inherent in fitting a linear trend to 
noisy data. Two examples are given here. Panel A shows observed tropical T2LT 
anomalies from the RSS group (Mears and Wentz 2005). The regression residuals 
(shaded blue) are highly autocorrelated (r1 = 0.884). Accounting for this temporal 
autocorrelation reduces the number of effectively independent time samples 
from 252 to 16, and inflates s{bo} by a factor of four (see “Results from A” in panel 
C). The anomalies in panel B were generated by adding Gaussian noise to the RSS 
tropical T2LT trend, yielding a trend and temporal standard deviation that are very 
similar to those of the actual RSS data. For this synthetic data series, the regres-
sion residuals (shaded red) are uncorrelated and r1 is close to zero, so that the 
actual number of time samples is similar to the effective sample size, and the 
unadjusted and adjusted standard errors are small and virtually identical (see 
“Results from B” in panel C). All results in panel C are 2σ confidence intervals (C.I.). 
The analysis period is from January 1979 to December 1999
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standard error (Fig. 5.2c). The unadjusted standard error should only be 
used if the regression residuals are uncorrelated. In the case of the synthetic 
data in Fig. 5.2b, for example, r1 is close to zero, ne and nt are of similar size 
(236 and 252), and the adjusted and unadjusted standard errors are small 
and virtually identical (Fig. 5.2c). Our subsequent discussion of the paired 
trends test (Sect. 5.5) deals exclusively with results computed correctly with 
adjusted standard errors rather than with unadjusted standard errors.

Table 5.1 Statistics for observed and simulated time series of land and ocean sur-
face temperatures, SST, and tropospheric temperatures

Dataset Trend 1σ S.E. Std. Dev. r1 ne

HadCRUT3v TL+O 0.119 0.117 0.197 0.934 8.6
Multi-model mean TL+O 0.146 0.214 0.274 0.915 11.7
Inter-model S.D. TL+O 0.066 0.163 0.093 0.087 13.9
HadISST1 TSST 0.108 0.133 0.197 0.944 7.3
ERSST-v2 TSST 0.100 0.131 0.186 0.947 6.9
ERSST-v3 TSST 0.077 0.121 0.190 0.936 8.3
Multi-model mean TSST 0.130 0.333 0.243 0.959 5.3
Inter-model S.D. TSST 0.062 0.336 0.084 0.024 3.2
UAH T2LT 0.060 0.138 0.299 0.891 14.5
RSS T2LT 0.166 0.132 0.312 0.884 15.6
Multi-model mean T2LT 0.215 0.198 0.376 0.876 17.2
Inter-model S.D. T2LT 0.092 0.133 0.127 0.080 12.2
UAH T2 0.043 0.129 0.306 0.873 17.1
RSS T2 0.142 0.129 0.319 0.871 17.3
Multi-model mean T2 0.199 0.181 0.370 0.855 20.3
Inter-model S.D. T2 0.098 0.133 0.132 0.085 13.0

Basic statistical properties of observed and simulated time series of tropical 
temperatures. Results are for time series of monthly-mean anomalies in land 
and ocean surface temperature (TL+O), sea surface temperature (TSST), and 
tropospheric temperature (T2LT, T2). Analyses are over the 252-month period 
from January 1979 through December 1999 (the period of maximum overlap 
between the observations and most model 20CEN experiments). Gridded 
anomaly data were spatially averaged over 20°N–20°S. The time series statistics 
are the least-squares linear trend (bo, bm; °C/decade); the standard error of the 
linear trend, adjusted for temporal autocorrelation effects (s{bo}, s{bm}; °C/
decade); the temporal standard deviation of the anomaly data (s{yo(t)}, s{ym(t)}; 
°C); the lag-1 autocorrelation of the regression residuals (r1); and the effective 
number of independent time samples (ne). The multi-model mean and inter-
model standard deviation were calculated using the ensemble-mean values of 
the time series statistics for the 19 models [see Eqs. (5.7, 5.8, and 5.9)]. 
Anomalies were defined relative to climatological monthly means computed 
over the analysis period. For sources of model and observed data, see Sect. 5.2
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The underlying assumption in our method of adjusting standard errors 
is that the temporal persistence of e(t) can be well represented by a lag-1 
autoregressive (AR) statistical model. This assumption is not uncommon 
in meteorological applications (e.g., Wilks 1995; Lanzante et al. 2006). If 
the autocorrelation structure is more complex and exhibits long-range 
dependence, it may be more appropriate to use higher-order AR models 
for estimating ne (Thiébaux and Zwiers 1984). However, it is difficult to 
reliably estimate the parameters of such statistical models given the rela-
tively short length (20–30 years) and high temporal autocorrelation of 
the temperature data available here.

Experiments with synthetic data reveal that the use of an AR-1 model 
for calculating ne tends to overestimate the true effective sample size 
(Zwiers and von Storch 1995). This means that our d test is too liberal, 
and is more likely to indicate that there are significant differences between 
modeled and observed trends, even when significant differences do not 
actually exist.9 It should therefore be easier for us to confirm DCPS07’s 
finding that modeled and observed trends are inconsistent. As described 
in Sect. 5.5, however, our results do not confirm DCPS07’s findings. 
DCPS07’s conclusions are erroneous, and are primarily due to the neglect 
of observed trend uncertainties in their statistical test (see Sect. 5.4.2).

 Tests with Multi-Model Ensemble-Mean Trend

Here we examine two different tests of the hypothesis H2 (see Sect. 5.4). 
Both rely on the multi-model ensemble-mean trend,10 << bm>>:
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where < bm(i) > is the ensemble-mean trend in the ith model:
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The indices i and j are over model number and realization number 
(respectively). The total number of models is nm (19 here), and nr (i) is the 
total number of 20CEN realizations for the ith model (which varies from 
1 to 5). The standard deviation of ensemble-mean trends, s{<bm>}, is 
given by
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In the DCPS07 “consistency test”, the difference between << bm>> 
and bo is compared with σSE, “an estimate of the uncertainty of the (multi- 
model) mean (trend).” DCPS07 do not consider any uncertainty in bo, 
and σSE is based solely on the inter-model variability of trends:

 
σ SE m ms b n= 〈 〉{ } /

 
(5.10)

To evaluate the performance of the DCPS07 test, we define the test 
statistic d*:

 
d b bm o SE
∗ = −( )<< >> /σ

 
(5.11)

If the DCPS07 test were valid, a large value of d* would imply a sig-
nificant difference between << bm>> and bo. However, the test is not 
valid. There are a number of reasons for this:

 1. DCPS07 ignore the pronounced influence of interannual variability 
on the observed trend (see Fig. 5.2a). They make the implicit (and 
incorrect) assumption that the externally forced component in the 
observations is perfectly known (i.e., that the observed record consists 
only of ϕo(t) and that ηo(t) = 0).

 2. DCPS07 ignore the effects of interannual variability on model trends—
an effect which we consider in our “paired trends” test [see Eq. (5.3)]. 
They incorrectly assume that the forced component of temperature 
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change is perfectly known in each individual model (i.e., that each indi-
vidual 20CEN realization consists only of ϕm(t) and that ηm(t) = 0).11

 3. DCPS07’s use of σSE is incorrect. While σSE is an appropriate measure 
of how well the multi-model mean trend can be estimated from a 
finite sample of model results, it is not an appropriate measure for 
deciding whether this trend is consistent with a single observed trend.

Practical consequences of these problems are discussed later in Sects. 
5.5 and 5.6.

We can easily modify the DCPS07 d* test to account for the factor 
neglected by DCPS07—the effects of interannual variability on the 
“trend signal” in yo(t). The resulting d1

∗  test is similar in form to a t-test 
of the difference in means:
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(5.12)

where the term 1 2

n
s b

m
m〈 〉{ }  is a standard estimate of the variance of the 

mean (in this case, the variance of the model average trend << bm>>; see 
Storch and Zwiers 1999), and s{bo}2 is an estimate of the variance of the 
observed trend bo [see Eqs. (5.4, 5.5, and 5.6)].

There are three underlying assumptions in the d1
∗  test. The first 

assumption (which is also made by DCPS07) is that the uncertainty in 
<< bm>> is entirely due to inter-model differences in forcing and response, 
and not to differences in variability and ensemble size. The second 
assumption is that the uncertainties in the observed trend are due solely 
to the effects of interannual variability—i.e., that there are no residual 
errors in the observations being tested. The third assumption is that d1

∗  
has a Student’s t distribution, and that the number of degrees of freedom 
associated with the estimated variances of << bm>> and bo are nm−1 and 
ne−2, respectively.

As noted above, the variances of << bm>> and bo are influenced by very 
different factors, and are unlikely to be identical. In this case, the degrees 
of freedom for the test DOF{ d1

∗ } are approximated by
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(see Storch and Zwiers 1999). We will demonstrate in Sect. 5.6 that d1
* 

and the DCPS07 d* test exhibit very different behavior when applied to 
synthetic data.

5.5  Results of Significance Tests

 Tropospheric Temperature Trends

 Tests with Individual Model Realizations

Figure 5.3a shows trends in tropical T2LT in the two satellite datasets (RSS 
and UAH) and in 49 realizations of the 20CEN experiment, together 
with their adjusted 2σ confidence intervals. Values of bm vary  substantially, 
not only between models, but also within the different 20CEN realiza-
tions of individual models. The adjusted 2σ confidence interval on the 
RSS T2LT trend includes 47 of the 49 simulated trends. This strongly sug-
gests that there is no fundamental inconsistency between modeled and 
observed trends.12

Results from the paired trends test [see Eq. (5.3)] are summarized in 
Table 5.2. For each of the two layer-averaged temperatures considered 
here (T2LT and T2), UAH and RSS trends were tested against trends from 
the 49 individual model simulations. Calculated p-values for the d statis-
tic were compared with stipulated p-values of 0.05, 0.10, and 0.20. We 
then determined the number of tests in which hypothesis H1 (see 
Sect. 5.4) is rejected at the 5%, 10%, and 20% significance levels.

If model and observed trends were in perfect agreement, we would still 
expect (for a very large number of tests) p% of the tests to show signifi-
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Fig. 5.3 Comparisons of simulated and observed trends in tropical T2LT over 
January 1979 to December 1999. Model results in panel A are from 49 individual 
realizations of experiments with twentieth-century external forcings, performed 
with 19 different A/OGCMs. Observational estimates of T2LT trends are from 
Mears and Wentz (2005) and Christy et al. (2007) for RSS and UAH data, respec-
tively. The dark and light gray bands in panel A are the 1σ and 2σ confidence 
intervals for the RSS T2LT trend, adjusted for temporal autocorrelation effects. In 
the paired trends test applied here, each individual model T2LT trend is tested 
against each observational T2LT trend (Sect. 5.4.1). Panel B shows the three ele-
ments of the DCPS07 “consistency test”: the multi-model ensemble-mean T2LT 
trend, << bm>> (represented by the horizontal black line in panel B); σSE, DCPS07’s 
estimate of the uncertainty in << bm>>; and bo, the individual RSS and UAH T2LT 
trends (with and without their 2σ confidence intervals from panel A). The 1σ and 
2σ values of σSE are indicated by orange and yellow bands, respectively. The col-
ored dots in panel B are either the ensemble-mean T2LT trends for individual 
models or the trend in an individual 20CEN realization (for models that did not 
perform multiple 20CEN realizations). Statistical uncertainties in the observed 
trends are neglected in the DCSP07 test. If these uncertainties are accounted for, 
<< bm>> is well within the 2σ confidence intervals on the RSS and UAH T2LT trends 
(Sect. 5.5.1.2)
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cant trend differences at the p% significance level. Our rejection rates are 
invariably lower than the theoretical expectation (Table 5.2). There are at 
least four possible explanations for this:

 1. Not all 49 tests are statistically independent.
 2. Tests are affected by differences between modeled and observed 

variability.
 3. Results are influenced by the sampling variability arising from the 

relatively small number of tests performed.
 4. Our method of adjusting standard errors for temporal autocorrelation 

effects is not reliable.13

Overall, however, our paired test results show broad agreement between 
tropospheric temperature trends estimated from models and satellite 
data. This consistency holds even if we account for errors in model vari-
ability (see Supporting Online Material).

Table 5.2 Significance of differences between modeled and observed tropo-
spheric temperature trends: Results for paired trends tests

Sig. level
(%)

RSS T2LT

(%)
UAH T2LT

(%)
RSS T2

(%)
UAH T2

(%)

5 0 (0.0) 1 (2.0) 1 (2.0) 1 (2.0)
10 1 (2.0) 1 (2.0) 1 (2.0) 3 (6.1)
20 1 (2.0) 4 (8.2) 1 (2.0) 6 (12.2)

Statistical significance of differences between modeled and observed 
tropospheric temperature trends. Results are for the paired trends test 
described in Sect. 5.4.1. Model data employed in the test are tropical T2LT and 
T2 trends from 49 realizations of twentieth-century climate change performed 
with 19 different A/OGCMs (together with their associated adjusted standard 
errors). Observational trends and adjusted standard errors were estimated 
from RSS and UAH satellite data. There are 49 tests for each tropospheric layer 
and each observational dataset. Results are expressed as the number of 
rejections of hypothesis H1 (see Sect. 5.4) at stipulated significance levels of 5%, 
10%, and 20%. Percentage rejection rates of H1 (out of 49 tests) are given in 
parentheses. All trends and standard errors were calculated over the period 
January 1979 to December 1999 from time series of spatially averaged (20 ◦N–
20 ◦S) anomaly data
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 Tests with Multi-Model Ensemble-Mean Trend

We now seek to understand why DCPS07 concluded that the multi- 
model ensemble-mean trend was inconsistent with observed trends, 
despite the fact that almost all of the individual bm trends are consistent 
with observations (see Sect. 5.5.1.1).

Application of the DCPS07 test yields values of the test statistic d* [see 
Eq. (5.11)] ranging from 2.25 for RSS T2LT trends to 7.16 for UAH T2LT 
trends (Table 5.3). In all four d * tests,14 hypothesis H2 is rejected at the 
5% level or better. This is why DCPS07 conclude that the multi-model 
ensemble-mean trend is inconsistent with observed T2LT and T2 trends. 
As will be shown below, this conclusion is erroneous.

It is obvious from Fig. 5.3b and Table 5.1 that for T2LT data, << bm>> 
lies within the adjusted 2σ confidence intervals for the RSS and UAH 
trends. As was noted in Sect. 5.4.2, however, DCPS07 ignore trend 
uncertainties arising from interannual variability, both for observational 
and model trends. If DCPS07 had accounted for these trend uncertain-
ties, they would have obtained very different results.

This is evident when we apply our modified version of the DCPS07 
test, which accounts for uncertainties in both the observational and 
model trend signals. For all four tests with d1

∗ , hypothesis H2 cannot be 
rejected at the nominal 5% level (Table 5.3). These findings differ radi-
cally from those obtained with DCPS07’s “consistency test”. We 

Table 5.3 Significance of differences between modeled and observed tropo-
spheric temperature trends: Results for tests involving multi-model ensemble- 
mean trend

Statistic type RSS T2LT UAH T2LT RSS T2 UAH T2

d* 2.25** 7.16*** 2.48** 6.78***

d*
1 0.37 1.11 0.44 1.19

Statistical significance of differences between modeled and observed 
tropospheric temperature trends. Results are the actual test statistic values for 
two different tests of the hypothesis H2—the original DCPS07 “consistency 
test” [d*;  see Eq. (5.11)] and a modified version of the DCPS07 test [d*

1; see Eq. 
(5.12)]. Both d* and d *

1 involve the model average signal trend. The T2LT and T2 
data used in the tests are described in Table 5.2. One, two, and three asterisks 
indicate model-versus-observed trend differences that are significant at the 
10%, 5%, and 1% levels (respectively; two-tailed tests)

 Consistency of Modeled and Observed Temperature Trends… 



108 

 conclude, therefore, that when uncertainties in both observational and 
model trend signals are properly accounted for, there is no statistically 
significant difference between the model average trend signal and the 
observed trend in ϕo(t).

 Trends in Lower Tropospheric Lapse Rates

 Tests with Individual Model Realizations

Tests involving trends in the surface-minus-T2LT difference series are more 
stringent than tests of trend differences in TL+O, TSST, or T2LT alone. This 
is because differencing removes much of the common variability in sur-
face and tropospheric temperatures, thus decreasing both the variance 
and lag-1 autocorrelation of the regression residuals (Wigley 2006). In 
turn, these twin effects increase the effective sample size and decrease the 
adjusted standard error of the trend, making it easier to identify signifi-
cant trend differences between models and observations.

Despite these decreases in s{bm} and s{bo}, however, 45 out of 49 trends 
in the simulated TSST minus T2LT difference series are still within the ±2σ 
confidence intervals of the ERSST-v3 minus RSS difference series trend 
(Fig.  5.4a). Irrespective of which observational dataset is used for 
 estimating surface temperature changes, each of the three TSST minus 
T2LT pairs involving RSS data (and the single TL+O minus T2LT pair) has a 
negative trend in the difference series, indicating larger warming aloft 
than at the surface, consistent with the model results (Table  5.4). 
Application of the paired trends test [Eq. (5.3)] reveals that there are 
very few statistically significant differences between the model difference 
series trends and observed lapse rate trends computed using RSS T2LT 
data (Table 5.5).

For all four difference series “pairs” involving UAH T2LT data, the 
warming aloft is smaller than the warming of the tropical surface, leading 
to a positive trend in the surface-minus-T2LT time series—i.e., a trend of 
opposite sign to virtually all model results (Table 5.4 and Fig. 5.4a). Even 
in the UAH cases, however, not all models are inconsistent with the 
observed estimates of “differential warming” (despite DCPS07’s claim to 
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the contrary). Rejection rates for paired trends tests with a stipulated 5% 
significance level range from 31% to 88%, depending on the choice of 
observed surface record (Table 5.5). The highest rejection rates are for 
lapse rate trends computed with the HadCRUT3v surface data, which 
has the largest surface warming.

 Tests with the Multi-Model Ensemble-Mean Trend

Figure 5.4b shows that the multi-model ensemble-mean difference series 
trend is very close to the trend in the ERSST-v3 minus RSS difference 
series. In this specific case, even the incorrect, unmodified DCPS07 test 
yields a nonsignificant value of d* (0.49; see Table 5.6). In seven of the 
other eight difference series pairs, however, use of the original DCPS07 
consistency test leads to rejection of the H2 hypothesis at the nominal 5% 
level (see Sect. 5.4).

Table 5.4 Statistics for observed and simulated time series of differences between 
tropical surface temperature and lower tropospheric temperature

Dataset Trend 1σ S.E. Std. Dev. r1 ne

HadCRUT3v TL+O minus UAH T2LT 0.061 0.036 0.165 0.642 55.0
HadCRUT3v TL+O minus RSS T2LT −0.046 0.034 0.162 0.608 61.5
Multi-model mean TL+O minus T2LT −0.069 0.040 0.164 0.614 62.5
Inter-model S.D. TL+O minus T2LT 0.032 0.031 0.057 0.137 27.3
HadISST1 TSST minus UAH T2LT 0.049 0.037 0.170 0.630 57.2
ERSST-v2 TSST minus UAH T2LT 0.041 0.040 0.172 0.665 50.7
ERSST-v3 TSST minus UAH T2LT 0.018 0.037 0.167 0.633 56.6
HadISST1 TSST minus RSS T2LT −0.058 0.035 0.170 0.595 64.0
ERSST-v2 TSST minus RSS T2LT −0.066 0.038 0.175 0.637 56.0
ERSST-v3 TSST minus RSS T2LT −0.089 0.035 0.174 0.601 62.7
Multi-model mean TSST minus T2LT −0.085 0.053 0.197 0.654 55.3
Inter-model S.D. TSST minus T2LT 0.038 0.036 0.064 0.146 28.4

As for Table 5.1, but for basic statistical properties of observed and simulated 
time series of differences between tropical surface and lower tropospheric 
temperatures. We use three datasets (HadISST1, ERSST-v2, and ERSST-v3) to 
characterize observed changes in TSST, one dataset (HadCRUT3v) to describe 
changes in TL+O, and two datasets (RSS and UAH) to estimate observed changes 
in tropical T2LT. This yields eight different combinations of observed surface- 
minus- T2LT difference series
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The modified DCPS07 test with d1
∗  [see Eq. (5.12)] yields strikingly 

different results: there is no case in which the model average signal trend 
differs significantly from the four pairs of observed surface-minus-T2LT 
trends calculated with RSS T2LT data (Table 5.6). When the UAH T2LT 
data are used to estimate lapse rate trends, however, H2 is rejected at the 
nominal 5% level for all four of the observed surface-minus-T2LT trends. 
This sensitivity of significance test results to the choice of RSS or UAH 
T2LT data is qualitatively similar to that obtained for “paired trends” tests 
of the H1 hypothesis (see Sect. 5.5.2.1).15

 Summary of Tests with Lower Tropospheric Lapse Rates

On the basis of these new results, we conclude that considerable scientific 
progress has been made since the CCSP report, which described “a poten-
tially serious inconsistency” between recent modeled and observed trends 

Table 5.5 Significance of differences between modeled and observed trends in 
lower tropospheric lapse rates: Results for paired trends tests

Dataset pair 5% sig. level 10% sig. level 20% sig. level

HadCRUT3v TL+O minus UAH T2LT 43 (87.8%) 45 (91.8%) 47 (95.9%)
HadISST1 TSST minus UAH T2LT 28 (57.1%) 39 (79.6%) 44 (89.8%)
ERSST-v2 TSST minus UAH T2LT 25 (51.0%) 33 (67.4%) 44 (89.8%)
ERSST-v3 TSST minus UAH T2LT 15 (30.6%) 24 (49.0%) 35 (71.4%)
HadCRUT3v TL+O minus RSS T2LT 1 (2.0%) 1 (2.0%) 3 (6.1%)
HadISST1 TSST minus RSS T2LT 1 (2.0%) 2 (4.1%) 3 (6.1%)
ERSST-v2 TSST minus RSS T2LT 1 (2.0%) 1 (2.0%) 2 (4.1%)
ERSST-v3 TSST minus RSS T2LT 0 (0.0%) 0 (0.0%) 2 (4.1%)

As for Table 5.2, but for paired tests involving trends in modeled and observed 
time series of differences between surface and lower tropospheric 
temperatures. Trends in TSST minus T2LT and TL+O minus T2LT provide simple 
measures of changes in lower tropospheric lapse rates in the tropics. For 
sources of data, refer to Table 5.4. Each of the eight observed difference series 
trends is tested against each of the 49 simulated difference series trends. 
Results are the number of rejections of hypothesis H1 and the percentage 
rejection rates (in parentheses) for three stipulated significance levels. The 
analysis period and anomaly definition are as for the T2LT and T2 data 
described in Table 5.2
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in tropical lapse rates (Karl et al. 2006, page 11). As described in Sects. 
5.5.2.1 and 5.5.2.2, modeled trends in tropical lapse rates are now 
broadly consistent with results obtained using RSS T2LT data. Why has 
this progress occurred?

There are at least two contributory factors. First, the new RSS tropi-
cal T2LT trend is over 25% larger than the old trend (0.166 versus 
0.130  °C/decade), primarily due to a change in RSS’s procedure of 
adjusting for inter-satellite biases. Adjustments now incorporate a lati-
tudinal  dependence (as in Christy et al. 2003), which tends to increase 
trends in the tropics and decrease trends at mid-latitudes. Second, our 
work reveals that comparisons of modeled and observed tropical lapse 
rate changes are sensitive to structural uncertainties in the observed SST 
data and that these uncertainties may be larger than one would infer 
from the CCSP report. The tropical SST trends estimated here range 
from 0.077 °C to 0.108 °C/decade (see Table 5.1), with differences pri-
marily related to different processing choices in the treatment of satellite 
and buoy data and in the applied infilling and filtering procedures 
(Smith and Reynolds 2005; Smith et  al. 2008; Rayner et  al. 2006; 
Brohan et al. 2006). The smaller observed SST changes in the ERSST-v2 
and ERSST-v3 data16 yield lapse rate trends that are in better accord 
with model results.

Table 5.6 Significance of differences between modeled and observed trends in 
lower tropospheric lapse rates: Results for tests involving multi-model ensemble- 
mean trend

Statistic type d* d*

HadCRUT3v TL+O minus UAH T2LT 17.05* 3.50***

HadISST1 TSST minus UAH T2LT 14.94*** 3.52***

ERSST-v2 TSST minus UAH T2LT 14.01*** 3.04***

ERSST-v3 TSST minus UAH T2LT 11.43*** 2.68***

HadCRUT3v TL+O minus RSS T2LT 3.05*** 0.67
HadISST1 TSST minus RSS T2LT 3.01*** 0.75
ERSST-v2 TSST minus RSS T2LT 2.09** 0.48
ERSST-v3 TSST minus RSS T2LT 0.49 0.12

As for Table 5.3, but for tests of hypothesis H2 involving trends in modeled and 
observed time series of differences between surface and lower tropospheric 
temperatures in the deep tropics
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5.6  Experiments with Synthetic Data

The following section compares the performance of d, d *, and d1
∗  under 

controlled conditions, when the test statistics are applied to synthetic 
data. We use a standard lag-1 autoregressive (AR) model to generate the 
synthetic time series x(t):

 
x t a x t a z t a t nm m t( ) = −( ) −( ) + ( ) + = …1 1 1; , ,

 
(5.14)

where a1 is the coefficient of the AR-1 model, z(t) is randomly generated 
white noise, and am is a mean term. Here, we set a1 to 0.87 (close to the 
lag-1 autocorrelation of the monthly-mean UAH and RSS T2LT and T2 
anomaly data; see Table 5.1) and am to zero. The noise z(t) is scaled so that 
x(t) has approximately the same temporal standard deviation as the UAH 
anomaly data. Each x(t) series has the same length as the observational 
and model data (252  months), and monthly-mean anomalies were 
defined as for ym(t) and yo(t).

Rejection rate results for these idealized cases are shown in Fig. 5.5 as 
a function of N, the number of synthetic time series. Consider first the 
results for our “paired trends” test of hypothesis H1 (see Sect. 5.4). For 
each synthetic time series, we calculate the trend bx and its unadjusted 
and adjusted standard errors, and then compute the test statistic d for all 
unique combinations of time series pairs. In the N = 19 case, for example 
(which corresponds to the number of A/OGCMs used in our study), 
there are 171 unique pairs. Under the assumption that d has a Normal 
distribution, we determine rejection rates for H1 at stipulated significance 
levels of 5%, 10%, and 20%. This procedure was repeated 1000 times, 
with 1000 different realizations of 19 synthetic time series, allowing us to 
obtain estimates of the parameters of the underlying rejection rate distri-
butions. We followed a similar process for all other values of N 
considered.

The paired trend results obtained with adjusted standard errors are 
plotted as blue lines in Fig. 5.5a. The percentage rejections of hypothesis 
H1 (averaged over all values of N) are close to the theoretical expectations: 
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the 5%, 10%, and 20% significance tests have rejection rates of ca. 6%, 
11%, and 21%, respectively (see Supporting Online Material).

This bias of roughly 1% between theoretical and empirically estimated 
rejection rates is very small compared to the bias that occurs if the paired 
trends test is applied without adjustment for temporal autocorrelation 
effects. In the latter case, rejection rates for 5%, 10%, and 20% tests 
consistently exceed 60%, 65%, and 72% (respectively; see green lines in 
Fig. 5.5a). Clearly, ignoring the influence of temporal autocorrelation on 
the estimated number of independent time samples yields incorrect test 
results.

We now examine tests of hypothesis H2 with the DCPS07 d* statistic 
[Eq. (5.11)] and our d1

∗  statistic [Eq. (5.12)]. Consider again the exam-
ple of the N = 19 case. The first time series is designated as the “observa-
tions”, from which we calculate the trend bx(1) and its adjusted standard 
error. With the remaining 18 time series, we compute the ensemble-mean 
“model” trend, < bx>, and DCPS07’s σSE. We then calculate the test sta-
tistics d* and d1

∗ . This is repeated with the trend in the second time series 

Fig. 5.5 Performance of statistical tests with synthetic data. Results in panel A 
are for the “paired trends” test [d; see Eq. (5.3)], in which trends from “observed” 
temperature time series are tested against trends from individual realizations of 
“model” 20CEN runs. Two versions of the paired trends test are evaluated, with 
and without adjustment of trend standard errors for temporal autocorrelation 
effects. Panel B shows results obtained with the DCPS07 “consistency test” [d*; see 
Eq. (5.11)] and a modified version of the DCPS07 test [d *

1; see Eq. (5.12)] which 
accounts for statistical uncertainties in the observed trend. In the d* and d*

1 tests, 
the “model average” signal trend is compared with the “observed” trend. 
Synthetic x(t) time series were generated using the standard AR-1 model in Eq. 
(5.14). Rejection rates for hypotheses H1 (for the “paired trends” test) and H2 (for 
the d* and d*

1 tests; see Sect. 5.4) are given as a function of N, the total number of 
synthetic time series, for N = 5, 6,…100. Each test is performed for stipulated sig-
nificance levels of 5%, 10%, and 20% (denoted by dashed, thin, and bold lines, 
respectively). For each value of N, rejection rates are the mean of the sampling 
distribution of rejection rates obtained with 1000 realizations of N synthetic time 
series. The specified value of the lag-1 autocorrelation coefficient in Eq. (5.14) is 
close to the sample value of r1 in the UAH and RSS T2LT data (Table 5.1). Similarly, 
the noise component of the synthetic x(t) data was scaled to ensure x(t) had (on 
average) approximately the same temporal standard deviation as the observed 
T2LT anomaly data. See Sect. 5.6 for further details
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as the surrogate observations, and with < bx> and σSE calculated from 
time series 1, 3, 4,…19, etc. For each of the two test statistics, our proce-
dure yields 19 separate tests of hypothesis H2 (see Sect. 5.4). As for the 
paired trends test with synthetic data, we repeat this procedure 1000 
times, generate distributions of rejection rates at the three stipulated sig-
nificance levels, and then repeat the process for all other values of N.

Application of the unmodified DCPS07 test to synthetic data leads to 
alarmingly large rejection rates of H2 (Fig. 5.5b; red lines). Rejection rates 
are a function of N. For 5% significance tests, rejection rates rise from 
65% to 84% (for N = 19 and N = 100, respectively). Although DCPS07 
refer to this as a “robust statistical test”, it is clearly flawed, and robust only 
in its ability to incorrectly reject hypothesis H2. When our modified ver-
sion of this test is applied to the same synthetic data, results are strikingly 
different: rejection rates are within 1–2% of the theoretical expectation 
values (Fig. 5.5b; black lines).

The lesson from this exercise is that DCPS07’s consistency test, when 
applied to synthetic data generated with the same underlying statistical 
model, yields incorrect results. It finds a very high proportion of signifi-
cant differences between “modeled” and “observed” trends, even in a situ-
ation where we know a priori that trend differences should occur by 
chance alone and that the proportion of tests with significant differences 
should be small. Although these synthetic data simulations are not an 
exact analogue of the “real world” application of the d * and d *

1 tests, a test 
that yields incorrect results under controlled conditions with synthetic 
data cannot be expected to produce reasonable results in a “real world” 
application.

5.7  Vertical Profiles of Atmospheric 
Temperature Trends

DCPS07 also use their consistency test to compare simulated vertical 
profiles of tropical temperature change with results from radiosondes. 
They conclude that the multi-model ensemble-mean trend profile, << 
bm(z) >> (where z is a nominal height coordinate), is inconsistent with 
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the trends inferred from radiosondes. We have shown previously that 
their test is flawed and yields incorrect results when applied in controlled 
settings (Sects. 5.5 and 5.6).

A further concern relates to the observational data used by DCPS07. 
They rely on radiosonde data from HadAT2 (McCarthy et  al. 2008), 
RATPAC version B (Free et  al. 2005),17 RAOBCORE version 1.2 
(Haimberger 2007), and the Integrated Global Radiosonde Archive 
(“IGRA”; Durre et al. 2006). DCSP07 claim that these constitute “the 
best available updated observations”. As noted in Sect. 5.1, there are large 
structural uncertainties in radiosonde-based estimates of atmospheric 
temperature change (see, e.g., Seidel et  al. 2004; Thorne et  al. 2005b; 
Mears et al. 2006). An important question, therefore, is whether DCSP07 
accurately represented our best currently available estimates of structural 
uncertainties in radiosonde data.

To address this question, we first consider the RAOBCORE datasets 
developed at the University of Vienna (“UnV”). We use three versions of 
the RAOBCORE data: v1.2 and v1.3, which were described in 
Haimberger (2007), and v1.4, which was introduced in Haimberger 
et al. (2008). While RAOBCORE v1.2 shows little net warming of the 
tropical troposphere over the satellite era, v1.3 and v1.4 exhibit pro-
nounced tropospheric warming, with warming maxima in excess of 
0.6 °C/decade at 200 hPa, and cooling of up to 0.1 °C/decade between 
700 and 500 hPa (Fig.  5.6a). These large differences in RAOBCORE 
vertical temperature profiles arise because of different decisions made by 
the UnV group in the data homogenization process. Although DCPS07 
had access to all three RAOBCORE versions, they presented results from 
v1.2 only.

We also analyze two new radiosonde products, RICH and IUK, which 
were not available to DCPS07. RICH relies on the same procedure as the 
RAOBCORE datasets to identify inhomogeneities (“breaks”) in radio-
sonde data. Unlike the RAOBCORE products, however (which use 
information from the ERA-40 background forecasts for break adjust-
ment), RICH adjusts for breaks with homogeneous information from 
nearby radiosonde stations (Haimberger et al. 2008). IUK employs a new 
homogenization procedure in which raw radiosonde data are represented 
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Fig. 5.6 Vertical profiles of trends in atmospheric temperature (panel A) and in 
actual and synthetic MSU temperatures (panel B). All trends were calculated using 
monthly-mean anomaly data, spatially averaged over 20°N–20°S. Results in panel 
A are from seven radiosonde datasets (RATPAC-A, RICH, HadAT2, IUK, and three 
versions of RAOBCORE; see Sect. 5.2.1.2) and 19 different climate models. Tropical 
TSST and TL+O trends from the same climate models and four different observa-
tional datasets (Sect. 5.2.1.3) are also shown. The multi-model average trend at a 
discrete pressure level, << bm(z) >>, was calculated from the ensemble-mean 
trends of individual models [see Eq. (5.7)]. The gray shaded envelope is s{< bm(z) 
>}, the 2σ standard deviation of the ensemble-mean trends at discrete pressure 
levels. The yellow envelope represents 2σSE, DCPS07’s estimate of uncertainty in 
the mean trend. For visual display purposes, TL+O results have been offset vertically 
to make it easier to discriminate between trends in TL+O and TSST. Satellite and 
radiosonde trends in panel B are plotted with their respective adjusted 2σ confi-
dence intervals (see Sect. 5.4.1). Model results are the multi-model average trend 
and the standard deviation of the ensemble-mean trends, and gray and yellow 
shaded areas represent the same uncertainty estimates described in panel A (but 
now for layer-averaged temperatures rather than temperatures at discrete pres-
sure levels). The y-axis in panel B is nominal, and bears no relation to the pressure 
coordinates in panel A. The analysis period is January 1979 through December 
1999, the period of maximum overlap between the observations and most of the 
model 20CEN simulations. Note that DCPS07 used the same analysis period for 
model data, but calculated all observed trends over 1979–2004 
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by a model of step-function changes (associated with instrument biases) 
and natural climate variability (Sherwood 2007).18 Both RICH and IUK 
do not display the prominent lower tropospheric cooling evident in the 
RAOBCORE, HadAT2, and RATPAC-A products. For comparisons 
over the period 1979–1999, the multi-model ensemble-mean trend pro-
file in the tropical lower troposphere is closer to the IUK and RICH 
results than to the changes derived from the other five radiosonde 
datasets.

The results presented here illustrate that current structural uncertain-
ties in the radiosonde data are substantially larger than one would infer 
from DCPS07. Different choices in the complex process of dataset 
 construction and homogenization lead to marked differences in both the 
amplitude and vertical structure of the resulting tropical trends. 
Temperatures from the most recent homogenization efforts, however, 
invariably show greater warming in the tropical troposphere than is evi-
dent in the raw data upon which they are based. Climate model results 
are in closer agreement with these newer radiosonde datasets, which were 
not used by DCPS07.

The model average warming of the tropical surface over 1979–1999 is 
slightly larger than in the single realization of the observations, both for 
TSST and TL+O (Fig. 5.6a and Table 5.1). As discussed in Sect. 5.3, this 
small difference in simulated and observed surface warming rates may be 
due to the random effects of natural internal variability, model error, or 
some combination thereof.19 One important consequence of this differ-
ence is that we expect the simulated warming in the free troposphere to be 
generally larger than in observations.

Figure 5.6b summarizes results from a variety of trend comparisons 
and shows trends in tropical T2LT and T2 from RSS and UAH, in syn-
thetic MSU temperatures from the seven radiosonde products, and in the 
model average synthetic MSU temperatures. Results are also given for 
DCPS07’s σSE and for s{<bm>}, the inter-model standard deviation of 
trends. Application of the DCPS07 consistency test leads to the incorrect 
conclusion that the model average T2LT and T2 signal trends are signifi-
cantly different from the observed signal trends in all radiosonde prod-
ucts. Modification of the test to account for uncertainties in the observed 
trends leads to very different conclusions. For T2LT, for example, the d1

∗  
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test statistic [see Eq. (5.12)] indicates that the model average signal trend 
is not significantly different (at the 5% level) from the observed signal 
trends in three of the more recent radiosonde products (RICH, IUK, and 
RAOBCORE v1.4). Clearly, agreement between models and observa-
tions depends on both the observations that are selected and the metric 
used to assess agreement.

5.8  Summary and Conclusions

Several recent comparisons of modeled and observed atmospheric tem-
perature changes have focused on the tropical troposphere (Santer et al. 
2006; Douglass et al. 2007; Thorne et al. 2007). Interest in this region 
was stimulated by an apparent inconsistency between climate model 
results and observations. Climate models consistently showed tropo-
spheric amplification of surface warming in response to human-caused 
increases in well-mixed greenhouse gases. In contrast, early versions of 
satellite and radiosonde datasets implied that the surface had warmed by 
more than the tropical troposphere over the satellite era. This apparent 
discrepancy has been cited as evidence for the absence of a human effect 
on climate (e.g., Singer 2008).

A number of national and international assessments have tried to 
determine whether this discrepancy is real and of practical significance, or 
an artifact of problems with the observational data (e.g., NRC 2000; Karl 
et al. 2006; IPCC 2007). The general tenor of these assessments is that 
structural uncertainties in satellite- and radiosonde-based estimates of 
tropospheric temperature change are currently large: we do not have an 
unambiguous observational yardstick for gauging true levels of model 
skill (or lack thereof ). The most comprehensive assessment was the first 
report produced under the auspices of the U.S. Climate Change Science 
Program (CCSP; Karl et al. 2006). This report concluded that advances 
in identifying and adjusting for inhomogeneities in satellite and radio-
sonde data had helped to resolve the above-described discrepancies, at 
least at global scales.

In the tropics, however, important differences remained between the 
simulated and observed “differential warming”. In climate models, the 
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tropical lower troposphere warmed by more than the surface. This ampli-
fication of surface warming was timescale-invariant, consistent across a 
range of models and in accord with basic theoretical considerations 
(Santer et al. 2005, 2006; Thorne et al. 2007). For month-to-month and 
year-to-year temperature changes, all satellite and radiosonde datasets 
showed amplification behavior consistent with model results and basic 
theory. For multi-decadal changes, however, only two of the  then- available 
satellite datasets (and none of the then-available radiosonde datasets) 
indicated warming of the troposphere exceeding that of the surface (Karl 
et al. 2006).

Karl et al. noted that these findings could be interpreted in at least two 
ways. Under one interpretation, the physical mechanisms controlling 
real-world amplification behavior vary with timescale, and models have 
some common error in representing this timescale dependence. The sec-
ond interpretation posited residual errors in many of the satellite and 
radiosonde datasets used in the CCSP report. In view of the large struc-
tural uncertainties in the observations, the consistency of model amplifi-
cation results across a range of timescales, and independent evidence of 
substantial tropospheric warming (Santer et al. 2003, 2007; Paul et al. 
2004; Mears et al. 2007; Allen and Sherwood 2008a, b), this was deemed 
to be the more plausible explanation.

DCPS07 reach a very different conclusion from that of the CCSP 
report, and claim to find significant differences between models and 
observations, both for trends in tropospheric temperatures and for trends 
in lower tropospheric lapse rates. Their claim is based on the application 
of a “consistency test” to essentially the same model and observational 
data available to Karl et al. (2006). Their test has two serious flaws: it 
neglects statistical uncertainty in observed temperature trends arising 
from interannual temperature variability, and it uses an inappropriate 
metric [σSE; see Eq. (5.10)] to judge the statistical significance of differ-
ences between the observed trend and the multi-model ensemble-mean 
trend, << bm>>.

Consider first the issue of statistical uncertainties. DCPS07 make the 
implicit assumption that the observed and simulated trends are unaf-
fected by interannual climate variability, and provide perfect information 
on the true temperature response to external forcing. This assumption is 
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incorrect, as examination of Figs. 5.1 and 5.2a readily shows: the true 
response is not perfectly known in either observations or the model results. 
It can only be estimated from a single, noisy observational record and 
from relatively small ensembles of model results. Any meaningful consis-
tency test must account for the effects of interannual variability, and for 
the uncertainties it introduces in estimating the underlying (but unknown) 
“trend signal” in observations. The DCPS07 test does not do this.

Second, DCPS07’s σSE is not a meaningful basis for testing whether a 
highly uncertain observed trend signal is consistent with the average of 
imperfectly known model signal trends. This is readily apparent when 
one applies the DCPS07 test to synthetic data with approximately the 
same statistical properties as satellite T2LT and T2 data. In this case, we 
know a priori that the same statistical model generated the synthetic 
“observed” and synthetic “simulated” data and that application of the test 
should yield (on average) rejection of the hypothesis of “no significant 
difference in signal trends” approximately p% of the time at a stipulated 
p% significance level. The DCPS07 test, however, gives rejection rates 
that are many times higher than values expected by chance alone (see 
Fig. 5.5b).

In contrast to DCPS07, we explicitly account for the effects of interan-
nual variability on observational trends. We do this using two different 
significance testing strategies. In the first, we use a “paired trends” test 
[with the d statistic; Eq. (5.3)] that compares each observational trend 
with the trend from each individual realization of each model. With this 
procedure, we are testing the hypothesis (H1) that the trend in an indi-
vidual model realization of signal plus noise is consistent with the single 
realization of signal plus noise in the observations. In our second 
approach, we use a modified version of DCPS07’s consistency test [with 
the d1

∗  statistic; Eq. (5.12)], to test the hypothesis (H2) that the model 
average signal trend is consistent with the signal trend estimated from the 
single realization of the observations. With the d test, very few of the 
model trends in tropical T2LT and T2 over 1979–1999 are significantly 
different from RSS or UAH trends (Table 5.2). Similarly, when the d1

∗  
test is applied to T2LT and T2 trends, hypothesis H2 cannot be rejected at 
the nominal 5% level (Table 5.3).
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A more stringent test of model performance involves trends in the time 
series of differences between surface and lower tropospheric temperature 
anomalies. Trends in TSST (or TL+O) minus T2LT provide a simple measure 
of changes in lapse rate. Differencing reduces the amplitude of the (com-
mon) unforced variability in surface temperature and T2LT, and makes it 
easier to identify true model errors in the forced component of lapse rate 
trends.

While tests involving trends in T2LT and T2 time series almost invari-
ably showed nonsignificant differences between models and satellite data 
(Sect. 5.5.1), results for lapse rate trends are more sensitive to structural 
uncertainties in observations (Sect. 5.5.1.1). If RSS T2LT data are used for 
computing lapse rate trends, the warming aloft is larger than at the sur-
face (consistent with model results). Very few simulated lapse rate trends 
differ significantly from observations in “paired trends” tests (Table 5.5). 
When the d1

∗  test is applied, there is no case in which hypothesis H2 can 
be rejected at the nominal 5% level (Table 5.6).

When UAH T2LT data are used, the warming aloft is smaller than at 
the surface. Even in the UAH case, however, hypothesis H1 is not rejected 
consistently. Rejection rates for “paired trends” tests conducted at the 5% 
significance level range from ca. 31% to 88%, depending on the choice 
of observational surface temperature dataset (Table 5.5). Alternately, our 
modified version of the DCPS07 test reveals that hypothesis H2 is rejected 
at the nominal 5% level in all cases involving UAH-based estimates of 
lapse rate changes (Table 5.6).

Our findings do not bring final resolution to the issue of whether 
UAH or RSS provide more reliable estimates of temperature changes in 
the tropical troposphere. We note, however, that the RSS-based estimates 
of tropical lapse rate changes are in better accord with satellite datasets 
developed by the UMd and NOAA/NESDIS groups (Vinnikov and 
Grody 2006; Zho et  al. 2006), with newer radiosonde datasets (e.g., 
Haimberger et al. 2008; Titchner et al. 2008; Allen and Sherwood 2008a, b; 
Sherwood et al. 2008), and with basic moist adiabatic lapse rate theory. 
Furthermore, RSS results show amplification of tropical surface warming 
across a range of timescales (consistent with model behavior), whereas 
UAH T2LT data yield amplification for monthly and annual temperature 
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changes, but not for decadal changes. If the UAH results were correct, the 
physics controlling the response of the tropical atmosphere to surface 
warming must vary with timescale. Mechanisms that might govern such 
behavior have not been identified.

Model errors in forcing and response must also contribute to remain-
ing differences between simulated and observed lapse rate trends. For 
example, only nine of the 19 models used in our study attempted to 
represent the climate forcing associated with the eruptions of El Chichón 
and Pinatubo (Forster and Taylor 2006). Statistical comparisons between 
modeled and observed temperature changes can be sensitive to the inclu-
sion or exclusion of volcanic forcing (Santer et  al. 2001; Wigley et  al. 
2005; Lanzante 2007).

Similarly, roughly half of the models analyzed here exclude strato-
spheric ozone depletion, which has a pronounced impact on lower strato-
spheric and upper tropospheric temperatures, and hence on T2 (Santer 
et  al. 2006). Even models which include some form of stratospheric 
ozone depletion do not correctly represent the observed profile of ozone 
losses below ca. 20 km in the tropics (Forster et al. 2007). The latter defi-
ciency may have considerable impact on model-predicted temperature 
changes above the tropical tropopause and in the uppermost troposphere, 
and hence on agreement with observations.

In summary, considerable scientific progress has been made since the 
first report of the U.S.  Climate Change Science Program (Karl et  al. 
2006). There is no longer a serious and fundamental discrepancy between 
modeled and observed trends in tropical lapse rates, despite DCPS07’s 
incorrect claim to the contrary. Progress has been achieved by the devel-
opment of new TSST, TL+O, and T2LT datasets, better quantification of 
structural uncertainties in satellite- and radiosonde-based estimates of 
tropospheric temperature change, and the application of rigorous statisti-
cal comparisons of modeled and observed changes.

We may never completely reconcile the divergent observational esti-
mates of temperature changes in the tropical troposphere. We lack the 
unimpeachable observational records necessary for this task. The large 
structural uncertainties in observations hamper our ability to determine 
how well models simulate the tropospheric temperature changes that 
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actually occurred over the satellite era. A truly definitive answer to this 
question may be difficult to obtain. Nevertheless, if structural uncertain-
ties in observations and models are fully accounted for, a partial resolu-
tion of the long-standing “differential warming” problem has now been 
achieved. The lessons learned from studying this problem can and should 
be applied toward the improvement of existing climate monitoring sys-
tems, so that future model evaluation studies are less sensitive to observa-
tional ambiguity.
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 Appendix: Statistical Notation

Subscripts and indices

m Subscript denoting model data
o Subscript denoting observational data
t Index over time (in months)
i Index over number of models
j Index over number of 20CEN realizations
z Index over number of atmospheric levels

Sample sizes

nt Total number of time samples (usually 252)
ne Effective number of time samples, adjusted for temporal 

autocorrelation
nm Total number of models (19)
nr (i) Total number of 20CEN realizations for the ith model
N Total number of synthetic time series

Time series

ym(t) Simulated T2LT or T2 time series
ϕm(t) Underlying signal in ym(t) in response to forcing
ηm(t) Realization of internally generated noise in ym(t)
x(t) Synthetic AR-1 time series
z(t) Synthetic noise time series

Trends

bm Least-squares linear trend in an individual ym(t) 
time series

< bm(i) > Ensemble-mean trend in the ith model
<< bm>> Multi-model ensemble-mean trend
<< bm(z) >> Multi-model ensemble-mean trend profile

Standard errors and standard deviations

s{bm} Standard error of bm

s{ym(t)} Temporal standard deviation of ym(t) anomaly time series
s{< bm>} Standard deviation of ensemble-mean trends
s{< bm(z) >} Standard deviation of ensemble-mean trends at discrete pressure 

levels
σSE DCPS07 “estimate of the uncertainty of the mean”

 B.D. Santer et al.



 127

Other regression terms

e(t) Regression residuals
r1 Lag-1 autocorrelation of regression 

residuals

Test statistics

d Paired trends test statistic [Eq. (5.3)]
d* Test statistic for original DCPS07 consistency 

test [Eq. (5.11)]
d1
∗

Test statistic for modified version of DCPS07 
consistency test [Eq. (5.12)]

Notes

1. See Table  3.4  in Lanzante et  al. (2006). For the specific period 
1979–2004, tropical (20  °N–20  °S) T2 trends range from 0.05  °C/
decade (UAH) to 0.19 °C/decade (UMd), while T2LT trends span the 
range 0.05  °C/decade (UAH) to 0.15  °C/decade (RSS). The most 
important sources of uncertainty are likely to be “due to inter-satellite 
calibration offsets and calibration drifts” (Mears et al. 2006, page 78).

2. The UMd and NOAA/NESDIS groups do not provide a T2LT product. 
Because of their calibration procedure, the NOAA/NESDIS T2 data are 
only available for a shorter period (1987 to present) than the T2 products 
of the three other groups.

3. A more recent version of the RSS T2 and T2LT datasets (version 3.1) now 
exists. RSS versions 3.0 and 3.1 are virtually identical over the primary 
analysis period considered here (1979–1999). For UAH data, a version 
5.2 exists for T2LT but not for T2 data, for which only version 5.1 is 
available.

4. RAOBCORE stands for RAdiosonde OBservation COrrection using 
REanalysis.

5. All simulations included human-induced changes in well-mixed GHGs 
and the direct (scattering) effects of sulfate aerosols on incoming solar 
radiation. Other external forcings (such as changes in ozone, carbona-
ceous aerosols, indirect effects of aerosols on clouds, land surface proper-
ties, solar irradiance, and volcanic dust loadings) were not handled 
uniformly across different modeling groups. For further details of the 
applied forcings, see Santer et al. (2005, 2006).
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6. DCPS07 used a larger set of 20CEN runs (67 simulations performed 
with 22 different models) and incorporated model results that were not 
available at the time of the Santer et al. (2005) study. This difference in 
the number of 20CEN models employed in the two investigations is 
immaterial for illustrating the statistical problems in the consistency test 
applied by DCPS07. All 49 simulations employed in our current work 
were also analyzed by DCSP07.

7. Amplification occurs due to the nonlinear effect of the release of latent 
heat by moist ascending air in regions experiencing convection.

8. The 20CEN experiments analyzed here were performed with coupled 
atmosphere-ocean General Circulation Models (A/OGCMs) driven by 
estimates of historical changes in external forcing. Due to chaotic 
 variability in the climate system, small differences in the atmospheric or 
oceanic initial conditions at the start of the 20CEN run (typically in the 
mid- to late nineteenth century) rapidly lead to different manifestations 
of climate noise. Within the space of several months, the state of the 
atmosphere is essentially uncorrelated with the initial state. This means 
that even the same model, when run many times with identical external 
forcings (but each time from slightly different initial conditions), pro-
duces many different samples of ηm(t), each superimposed on the same 
underlying signal, ϕm(t).

9. Our d1
∗ test involving the multi-model ensemble-mean trend [see Eq. 

(5.12)], also relies on an AR-1 model to estimate ne and adjust the 
observed standard error, and is therefore also likely to be too liberal.

10. We use < > to denote an ensemble average over multiple 20CEN realiza-
tions performed with a single model. Double angle brackets, << >>, 
indicate a multi-model ensemble average.

11. Under this assumption, the total uncertainty in << bm>> − bo is deter-
mined solely by inter-model trend differences arising from structural dif-
ferences between the models [see Eqs. (5.9, 5.10, and 5.11)]. As discussed 
in Sect. 5.3, however, the total uncertainty in the magnitude of << bm>> 
− bo reflects not only these structural differences, but also inter-model 
differences in internal variability and ensemble size.

12. Inter-model differences in the size of the confidence intervals in 
Fig. 5.3a are due primarily to differences in the amplitude and tempo-
ral autocorrelation properties of ηm(t), but are also affected by neglect 
or inclusion of the effects of volcanic forcing (see Santer et al. 2005, 
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2006). Models with large ENSO variability (such as GFDL-CM2.1 
and FGOALS-g1.0) have large adjusted confidence intervals, while A/
OGCMs with relatively coarse-resolution, diffusive oceans (such as 
GISS- AOM) have much weaker ENSO variability and smaller values 
of s{bm}.

13. We have explored the sensitivity of our adjusted standard errors and 
significance test results to choices of averaging period ranging from two 
to 12 months. These choices span a wide range of temporal autocorrela-
tion behavior. Results for the d test are relatively insensitive to the 
selected averaging period, suggesting that our adjustment method is 
reasonable.

14. Two layers (T2LT and T2) × two observational datasets (RSS and UAH).
15. One of the assumptions underlying the d *

1 test (and all tests performed 
here) is that structural uncertainty in the observations is negligible (see 
Sect. 5.4.2). We know this is not the case in the real world (see, e.g., 
Seidel et al. 2004; Thorne et al. 2005; Lanzante et al. 2006; Mears et al. 
2006). In the present study, we have examined the effects of structural 
uncertainties in satellite and radiosonde data by treating each observa-
tional dataset independently, and assessing the robustness of our model-
versus-observed trend comparisons to different dataset choices. An 
alternative approach would be to explicitly include a structural uncer-
tainty term for the observations in the test statistic itself.

16. These datasets were not examined in DCPS07 or in Santer et al. (2005, 
2006).

17. Note that RATPAC-B is unadjusted after 1997. RATPAC-A, which we 
use here, accounts for inhomogeneities before and after 1997.

18. Sherwood et  al. (2008) argue that this procedure does not completely 
homogenize data from stations between 5°S and 20°N, since trends at 
these stations remained highly variable and (on average) unphysically low 
compared to those at neighboring latitudes that are much more accurately 
known. The implication is that gradual (rather than step-like) changes in 
bias at many tropical stations may not be reliably identified and adjusted 
by the IUK homogenization procedure. If this is the case, the IUK trends 
shown here are likely to be underestimates of the true trends.

19. An error in the model average surface warming is entirely likely given the 
neglect of indirect aerosol effects in roughly half of the models analyzed 
here.
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6
The Role of “Complex” Empiricism 

in the Debates About Satellite Data 
and Climate Models

Elisabeth A. Lloyd

6.1  Introduction

In January 2015, climate scientist John Christy, an expert in satellite and 
weather balloon data, claimed in a US Congressional hearing that those 
data contradicted what the climate models said about the greenhouse 
effect, namely that it has had a significant impact on climate.1 But this is 
a view held by few other climate scientists today (Thorne et al. 2011). In 
this chapter, I offer a case study to illustrate how different foundational 
approaches to data and models underpinned a two-decade-long debate 
about the existence of and evidence for the greenhouse effect. On one 
side, the climate models appeared to many, including Christy, to be  
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falsified by the satellite and weather balloon data. The models all clearly 
 predicted warming of the tropical troposphere, and there were not one 
but two kinds of datasets giving actual observations about the tempera-
ture that appeared to contradict the models’ predictions. But both of 
these kinds of datasets were largely rejected by many modelers, with some 
data analysts on their side. The modelers did appeal to other observa-
tional evidence in their defense, but they seemed to be resisting the most 
obvious, forceful, and believable evidence concerning temperature trends. 
From outside the profession, it seemed indefensible. However, there were 
also some data analysts who, like the modelers, did not accept these data 
as falsifying the models, precisely because they would not accept the data-
sets as direct reflections of reality.2

Understanding this scientific episode requires some philosophical tools 
that go beyond comparing models with data in a straightforward way. It 
also requires a more sophisticated understanding of how observational 
evidence is put together in climate science. We are used to thinking of the 
data as either confirming or disconfirming the models in question, as is 
usually assumed under the hypothetico-deductive (H-D) approach to 
theory testing and confirmation, or its Popperian relative. The model is 
taken on one hand, predictions are made from it, and those predictions 
are compared to observations, resulting in the confirmation or disconfir-
mation of the model. In this case, the epistemic dynamics were very dif-
ferent, and thus very challenging philosophically. Recent philosophical 
work on models and measurement has investigated how data and obser-
vations are inevitably laden with assumptions and theory, all in the con-
text of the actual practice of science (De Chadarevian and Hopwood 
2004; Giere 2006; Morgan and Morrison 1999; van Fraassen 2008). I 
use some of this work as a springboard to elaborate here a widely appli-
cable view I call “complex” empiricism, which also encompasses my 
approach to model testing and evaluation that differs significantly from 
the H-D view (Lloyd 1987, 1994, 2010, 2015). In the end (and in short), 
it now appears that the models were mostly right and the early data were 
mostly wrong, and therein lies an interesting story about data and their 
relations to scientists, models, and reality.

The tropical troposphere—the layer of atmosphere between the earth’s 
surface and the stratosphere in the tropics—is a crucial piece of real estate 
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in the arguments about global warming. Physical theory and the global 
simulation models based on that theory predict that the tropical tropo-
sphere will warm faster than the surface as the greenhouse effect takes 
hold. Measurements of the temperature of the surface do indicate signifi-
cant warming in the tropics, and have for some time. But when climate 
scientists first attempted to use satellites to measure atmospheric tem-
perature trends in 1990, these satellite measurements indicated that the 
tropical troposphere, unlike the surface of the earth, was not warming 
(Spencer and Christy 1990). This provided empirical support for the 
view that there was no global warming occurring, and no greenhouse 
effect. The satellite data were trumpeted by global warming and green-
house skeptics like Rush Limbaugh, who discussed the data on his con-
servative radio show as proof against global climate change.3

Consider the state of the science 10 years later, in the year 2000: The 
National Academy of Sciences had been brought in by Congress to 
address the issues of whether the satellite data and the radiosondes 
(weather balloons) really were in conflict with the global climate models, 
among other things. Did the apparent lack of a warming trend in the 
tropical troposphere indicate that the models really were untrustworthy? 
Were the satellite data themselves trustworthy, or not well enough devel-
oped and not firm enough to overthrow the climate community’s trust in 
the global climate models? How large were the uncertainties (or errors) in 
the satellite data, the radiosonde data, and the models?

The National Academy of Sciences’ (NAS) National Research Council 
Report, Reconciling Observations of Global Temperature Change (Wallace 
et  al. 2000), was written by a distinguished array of modelers and data 
analysts on both sides of the argument. In the report, the climate scientists 
approached the disparity between the documented rise in temperature at 
the earth’s surface since 1980 (on the order of 0.25–0.4 degree Celsius)  
and the apparent lack of a commensurate rise in temperature in the tro-
posphere during that same time period, especially in the tropics (0–0.2 
degree Celsius). The panel emphasized various natural and human-made 
causes that may have prevented the tropospheric temperature from its 
expected rise, including volcanic eruptions and ozone depletion in the 
stratosphere. Still, the report characterized the gap between the surface 
temperature and the tropospheric temperature trends as a “substantial 
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disparity” (2000, p. 2). Some interpreted this discrepancy as showing that 
the surface temperature trend was erroneous, while others concluded that 
the satellite dataset (or, as philosophers often say, “models of data” or 
“data models”), or the algorithms used to produce that dataset, must be 
erroneous.

The Microwave Sounding Units (MSUs) mounted in the satellites 
measure the microwave radiation emitted by oxygen molecules (called 
“radiance”) at a number of different “channels,” each of which covers a 
different set of elevations of the atmosphere. Radiance is then mapped 
onto temperature values at different elevations. The NAS report covered 
measurements from Channel 2, which included altitudes from just above 
the surface up to about 15 kilometers. To eliminate the influence of 
stratospheric radiation, complicated algorithms to process the microwave 
radiation into temperatures were required, and often revised. The report 
was working with the latest revision of these algorithms, “UAH,” from 
1999, authored by John Christy (University of Alabama at Huntsville) 
and Roy Spencer (NASA). The authors of the NAS report (which included 
both John Christy and Roy Spencer) noted that substantial uncertainties 
existed with the satellite datasets,4 some of which arose from short over-
laps in satellite intercalibration or sensor issues, as well as other “space-
craft biases and instabilities.” Some of these weaknesses had been 
highlighted previously in work by data analysts Frank Wentz and Matthias 
Schabel (2000), and Wentz was on the National Academy of Sciences 
(NAS) panel. The panel also remarked: “Because there is, in effect, only 
one satellite-based temperature record for which most of the processing 
has been performed by a single group [UAH], efforts to independently 
verify the MSU temperature measurements have, of necessity, focused on 
comparisons with radiosonde data” (2000, p. 16).

It seemed like a good idea for data analysts like Christy and Spencer to 
try to correlate satellite radiance-based temperature measurements with 
actual temperature measurements taken from radiosondes, which pro-
vided measurements at specific altitudes. In fact, it was standard operat-
ing procedure to compare satellite measurements to radiosonde data at 
NASA, where Roy Spencer was based.5 This was despite the fact that 
radiosondes had been found to be unusable to produce long-term  
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temperature trends, which raised multiple problems for the scientists. 
These problems, discussed below, would prove to be a huge issue for the 
climate scientists, as the basic purposes of the radiosondes are not thought 
to be truly compatible with their functioning as instruments for studying 
long- term climate trends.

Radiosondes were designed and intended for regional, meteorological 
purposes, rather than global, climatological purposes. The radiosondes 
are designed to support local weather forecasting, and, as Thorne et al. 
(2011) note, frequent changes and improvements in instrumentation 
have damaged the utility of observations for long-term climate study, by 
introducing arbitrary biases that vary over time. An additional problem is 
that it is difficult to extract a global mean temperature from radiosonde 
data, partly due to the irregular spacing of the radiosonde stations and 
large gaps over the oceans. Ben Santer, Tom Wigley, and others argued in 
1999 that radiosonde data should not be taken as unproblematic inde-
pendent confirmation of the satellite dataset, UAH, and emphasized the 
fact that the radiosonde data were very incomplete in their spatial and 
temporal coverage. They noted that two versions of the same raw radio-
sonde data, HadRT1.1 and HadRT1.2 have “markedly different lower 
tropospheric temperature trends over 1979–1996…primarily due to 
large differences in their spatial coverage” (Santer et al. 1999, p. 6331). 
They also found that different assumptions about the spatial representa-
tiveness of the same raw radiosonde data could even yield datasets with 
trends of opposite sign. In their words, “This provides a strong warning 
against overinterpreting apparent trend agreements between data sets” 
(1999, p. 6328).

Dian Gaffen (who was on the NAS panel) and colleagues, as well as 
other groups, had discussed these difficulties at length (Gaffen et  al. 
2000). The NAS panel authors emphasized that, even without any real 
temperature variation, the global mean temperature calculated from the 
radiosondes could change over years or decades, simply because of several 
stations going in or out of operation. Surface-based stations are subject to 
the same problem, but this is not as big an issue, because of the dense 
network of surface stations. Radiosonde stations are much rarer, thus the 
issue.
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In the end, the levels of uncertainties of both the surface and tropospheric 
temperature trends were deemed almost as large as the disparity between 
them (Wallace et  al. 2000, p.  22). In particular, the lack of validation  
of the satellite data as well as the algorithms used to process those data 
and the biases and coverage problems of the radiosonde datasets were all 
seen as contributing to the uncertainty of the temperature records. The 
panelists also wrote that the temperature records had been “partially, but 
not fully” reconciled with the climate model simulations. The report 
emphasized the uncertainties of the models, and the notion that, as the 
models included more realistic treatments of physical processes, includ-
ing clouds, they might predict a cooler troposphere. This notion was rein-
forced by the results of recent experiments involving varying the climate 
models’ initial conditions, while keeping the climate forcings (causal fac-
tors or forces) the same, in order to track a simulation of climate vari-
ability over a 20-year period. In addition, new climate forcings were 
added to the models, including volcanic aerosols, pollution, and ozone 
depletion. These computational experiments produced a wide variety of 
simulated results, indicating that an arbitrarily short period of record, 
such as the satellite record’s period since 1979, was a risky and unwar-
ranted foundation on which to base an understanding of how the climate 
changes. These model results were discussed by various modelers, but 
especially by Ben Santer, who leads the Lawrence Livermore National 
Laboratory’s project on model intercomparison (see Santer et al. 1999, in 
which the authors discuss the satellite record and models; also continued 
in Santer et al. 2003).

The NAS panel wrote that climate models at that time were “not suf-
ficiently reliable to provide a definitive assessment of whether the trends 
at the surface and troposphere are physically consistent” (2000, p. 18). 
Thus, the panel concluded that measurement uncertainties, modeling 
uncertainties, and sampling uncertainties were all possible causes of the 
disagreement between climate models and observations. The panelists 
recommended, among other things, public dissemination of the raw sat-
ellite data, so that other scientists could make their own judgments and 
decisions about handling those data and could develop them into alterna-
tive satellite datasets. And in fact, this approach was crucial to the even-
tual solution of the problems approached in this inquiry.

 E.A. Lloyd



 143

6.2  Philosophical Backdrop

Roy Spencer and John Christy pioneered the use of satellites to create 
temperature trend profiles of the atmosphere (Spencer and Christy 1990). 
As their UAH dataset was developed and corrected, radiosondes played 
an important role by providing another temperature trend dataset against 
which the satellites could be compared and tested (e.g., Christy et  al. 
2003). Christy and Spencer repeatedly, over the 20-year period of the 
debates over tropical temperature trends, appealed to radiosonde data as 
“independent” data against which their UAH dataset compares favorably. 
In the course of  doing so, Christy, Spencer, and some skeptics of the 
greenhouse effect treated radiosonde data as if they straightforwardly and 
unproblematically represent the real state of the tropical troposphere. 
This is an example of what I call “direct empiricism”; the radiosonde data 
are treated as windows on the world, as reflections of reality, without any 
art, theory, or construction interfering with that reflection. This claim of 
a direct connection to reality is very important to their views.

These “direct empiricists” clashed with other climate scientists—both 
other data analysts and modelers—who took the radiosonde data to be 
more constructed than transparent.6 All of the datasets, both satellite and 
radiosonde, were taken by these “complex empiricists” as theory-laden or 
heavily weighted with assumptions. Thus, they held that understanding 
the climate system and the temperature trends required a combination of 
tools, including models, theory, the taking of measurements, and manip-
ulations of raw data. As I will show, the philosophical clash between 
“direct” and “complex” empirical approaches is one basis of this long 
disagreement over the status of climate models and the greenhouse effect.

The name “direct empiricism” is meant to capture an everyday, 
straightforward and relatively pure notion of how to think about data, 
measurement, and models. Most central for this discussion is an appar-
ently sensible approach to extracting data from nature, wherein mea-
surements are taken using instruments, and the resulting values are 
taken at face value, more or less, to represent the naked or unmediated 
truth about that particular aspect of the world. As pure or naked mea-
surements, these values can then be compared to other values taken 
using different  instruments, in order to calibrate them or compare to 
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them, as was attempted with the radiosondes and satellites. These val-
ues are also compared to the outputs of the models; if there is disagree-
ment, the fault is usually attributed to the models alone, and not to any 
aspect of the datasets, a pattern of reasoning started in Spencer and 
Christy’s very first paper on the topic (1990). Note that this follows 
precisely the pattern recommended by the H-D method of testing and 
confirmation.

This simple notion of data as a naked reflection of reality is contrasted 
by philosopher Bas van Fraassen with a notion of data as “representa-
tion,” which is produced at the end of a scientific process that can involve 
theories or models and the decision-making of the scientists (van Fraassen 
2008). On this view of scientific practice, data are never naked, and mea-
surement does not occur without the imposition of framing or generating 
theories or models. Any measurement of, for example, temperature data 
from a radiosonde temperature sensor involves a number of adjustments 
invoked by the data analyst, such as corrections for solar heating, as well 
as for time of day, and so on (Gaffen et al. 2000).7

Van Fraassen offers a meteorological example of the development of a 
data model or dataset. The weather simulation model produces a “data 
model constructed” from an analysis of the raw data (van Fraassen 2008, 
p. 166). He points to the graph of the daily temperature in a region pro-
duced after much data processing from the different stations, processed 
through a statistical analysis, as the scientifically interesting or significant 
phenomenon. “What is important is that …the outcome must be 
regarded this way: this is what the object looks like in this measurement set-
 up” (van Fraassen 2008, p. 167). Van Fraassen is emphasizing that the 
observations are necessarily relativized to the measurement setup, whether 
that includes decisions about locations, models guiding the interpolation 
of values, or other decisions in measuring. Here, van Fraassen makes clear 
the depth of interdependence of data, theory, and model involved in the 
kind of complex empiricism he endorses, and contrasts it with the kind 
of direct empiricism I outlined above: “There is a long journey from the 
initial encounter with nature to the achievement of an even temporarily 
stable representation” (van Fraassen 2008, p. 91).8

Van Fraassen’s picture of datasets and their interdependency with mod-
els and theories can be complemented by the picture of measurement 
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offered by philosopher Ronald Giere in his book Scientific Perspectivism 
(2006). Taking the Hubble telescope as the measurement instrument, 
Giere emphasizes the multiple assumptions about the processing of the 
raw data required to produce the final images, say, of deep space. “Each 
step in this process…in some way modifies the initial signal and contrib-
utes to the construction of the image…” (2006, p.  44). (This process 
involves multiple transmissions and retransmissions to satellites and bases, 
from the initial instruments on board the satellite telescope.)

In focusing on models and data, Giere emphasizes a fact recognized for 
many years in a model-based philosophical approach to science (Suppe 
1962). He discusses the fit of a model to a real system, and how this is 
determined, emphasizing that that fit is never a direct comparison of 
model to reality, but rather a fit between a data model and a model 
derived from theories. The data model (from the observation side) and 
the model with which it is compared (from the theory side—in climate 
models, this is simply aspects of the simulation itself ) are gradually built 
up toward one another, eventually converging toward structures that can 
be directly compared or matched. Thus, a great deal depends on how the 
data model (dataset) is derived from the raw data: “Of course there may 
be several different legitimate ways of analyzing the data to obtain a 
model of the data” (2006, pp. 68–69).9

Significantly, Giere notes, datasets are not always given first priority 
over theoretical models:

The initial presumption is that the observational perspective has priority. 
The models of data generated within the observational perspective are to be 
used to decide on the fit of the model generated by theoretical principles; 
not the other way around. But this is only a strong methodological pre-
sumption. The theoretical model might in some cases be used to question the 
reliability of the observational instrumentation. (2006, p.  89; emphasis 
added)

Our tropical troposphere case is just such a case.
Historian of science and computer scientist Paul Edwards’ book, A 

Vast Machine (2010), is primarily a history of climate science’s measure-
ment and modeling of Earth’s climate. Edwards emphasizes throughout 
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the book that climate data, in virtue of various difficulties of both a prac-
tical and theoretical nature, are inevitably intertwined with climate mod-
els, a point that resonates nicely with our approach in this chapter. 
Edwards also writes on the controversy over the satellite data examined in 
this chapter (2010, pp. 413–418). He seems to be very sympathetic to a 
complex empiricist point of view when he concludes, “Neither models 
nor data alone can support a living understanding of physical phenom-
ena” (2010, p. 418).

The complex empiricist approach advanced thus far is in need of more 
developed views on the testing and evaluation of the scientific theories 
and models it represents, and I propose basing such views partly on my 
analysis, given elsewhere, of the various forms of evidence supporting 
climate models (Lloyd 2009, 2010, 2015; Lloyd and Mearns 2011). This 
updated view of model evaluation focuses on independent avenues of 
theoretical and observational support for various aspects of the simula-
tion models, as well as the accumulation of a variety of evidence for 
them. Seeing these features of data as bases of evidential support for the 
climate models directly conflicts, in some cases, with a H-D view of the 
evidence, as will be discussed below (see Sect. 6.4). Thus, parties in the 
debate committed to a H-D analysis can disagree strenuously with those 
taking a more modern approach to model evaluation compatible with 
complex empiricism. These standards of evidence have not, however, 
been created specifically with reference to climate models, as they have 
long been recognized in the biological sciences (Lloyd 1987, 1994; 
Rykiel 1996).

6.3  Christy and Spencer, the Skeptics, 
and Direct Empiricism at Work

When Spencer and Christy first published their analysis of the satellite 
temperature trends in 1990, they stated explicitly that the satellite data 
are needed for the evaluation of climate models, and also noted that they 
found no change in temperature trend for the 10-year period they exam-
ined, from 1979 to 1988, contrary to the predictions of the climate 
models.
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In a 1992 paper, “Precision and Radiosonde Validation of Satellite 
Gridpoint Temperature Anomalies,” Spencer and Christy used radio-
sonde data to “validate” the satellite data regarding the tropospheric read-
ings both over the tropics and the rest of the globe. The radiosonde data 
were taken at face value, as representative measures of the true tempera-
ture of the atmosphere. Comparisons with models were not mentioned 
in this paper, and there is no indication that they intended to use this 
dataset in such a way, in contrast to their first paper on the satellite data-
set. They claimed, “When the satellite measurements were compared to 
radiosonde measurements of 10 years of monthly anomalies, good agree-
ment was found” (Spencer and Christy 1992, p. 858). Note that the reck-
oning of temperature from satellite measurements involves a number of 
variables and complicated adjustments involving the instrument, the 
MSU, which, to reiterate, does not directly measure temperature at all, 
but rather radiance, the mass-weighted averages of microwave emissions 
of oxygen molecules at different altitudes (see Karl et  al. 2006). Thus, 
when they compared the calculations of the temperature from the satel-
lites with the temperatures measured from the radiosondes, they were 
actually comparing two distinct physical variables measured by the MSUs 
and by thermometers, respectively.

In any case, Christy and Spencer repeatedly appealed to the radiosonde 
data to reinforce or “validate” their satellite measurements of the coolness 
of the tropical tropospheric trends. “Ours is the only dataset that has 
been compared to non-satellite data,” touts Christy in a document pre-
pared for the public on their University of Alabama website in 2003. 
“This gives us confidence in its results. Several different radiosonde-based 
products have been compared to the satellite data and the results of those 
studies have been published” (Christy and Spencer 2003, p. 5; see Christy 
et al. 1998, 2003a, for refereed versions of the same argument).

The direct empiricist reading of Christy and Spencer may appear to be 
too simplistic or unsympathetic. After all, isn’t it reasonable to appeal to 
comparisons between the satellite and radiosonde datasets, when it 
appears that the radiosondes, while also potentially uncertain and heavy 
with assumptions, are still the best available resource? The problem is that 
the key question in this debate concerns whether the radiosonde datasets 
are indeed appropriate independent tests for the satellite datasets; the 
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complex empiricists rejected the direct empiricists’ claim that the radio-
sondes provided reliable-enough datasets for any such comparison. As we 
reviewed in Sect. 6.1, meteorologists frequently change their instrumen-
tation, which damages the utility of radiosonde measurements for long- 
term studies, because of a lack of calibration of those instruments. As we 
saw, very large errors can appear in long-term trends of radiosonde vari-
ables. For these and other reasons, the modelers and other data analysts 
(see Thorne et al. 2011) did not think the radiosonde datasets should be 
used as a basis for satellite comparisons (Wallace et  al. 2000). They 
looked, instead, to other independent datasets such as sea surface tem-
perature (SST), water vapor measures, and tropopause height. (See Sect. 
6.1 for further discussion.) Thus, to treat the use of the radiosonde data-
sets as innocent is to beg the question against the modelers and the data 
analysts in their camp.

One example of this conflict in action can be seen in a debate in 1997 
between Jim Hurrell and Kevin Trenberth, on the complex empiricist 
side, and Christy, Spencer, and William Braswell, on the direct empiricist 
side. Hurrell and Trenberth were challenging the validity of the quite cool 
tropical tropospheric temperatures that Christy et al. were producing in 
their UAH satellite dataset, that were in conflict with model predictions. 
Hurrell and Trenberth claimed that both the coldness and the downward 
trend in the satellite temperatures were spurious, and resulted from dif-
ficulties in the merging of satellite records, when they had to transition 
from one satellite to another, and from excessive noise from the radiation 
reflected from the surface (Hurrell and Trenberth 1997).

Using actual SST measurements and climate models, Hurrell and 
Trenberth reconstructed the tropical tropospheric temperature trend 
data, and found they were in agreement with the model expectations, 
while conflicting with the Christy et al. satellite datasets. In addition to 
denying the validity of the models’ representation of the relationship 
between surface and tropospheric temperatures, the core of Christy and 
coauthors’ defense of their dataset centered on its conformity with radio-
sondes: “We believe that lower-tropospheric temperatures measured 
directly by satellites have excellent long-term accuracy, as seen by com-
parisons with independent atmospheric measurements from weather bal-
loons” (Christy et  al. 1997, p.  342). Throughout the two decades of 
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debates, this has continued to be the bedrock of Christy et al.’s approach 
to their evidence.

As we see, Christy and Spencer emphasize repeatedly that radiosondes 
provide “independent” data against which to compare their interpreta-
tion of the satellite data. But Christy and Spencer make a particular 
choice of satellite intercalibration in building their UAH dataset based on 
how well it matches with radiosondes. They compare the results of each 
alternative path from satellites NOAA-6 to NOAA-9 to the results from 
radiosondes. It is clear that they are using the radiosondes as decisive: 
“Additionally, these comparisons support the choice of path C1 as the 
best route for satellite intercalibration, as certain versions of paths A and 
B would have produced much larger differences between the satellites 
and the radiosondes” (Christy et al. 1998, p. 2033). Because the radio-
sonde data are used in building the UAH dataset, it is somewhat circular 
to then claim support from the radiosonde data. Thus, their claim that 
their satellite dataset is supported by “independent observations,” that is, 
the radiosonde data, is not accurate (Christy and Spencer 2003a, p. 1046). 
Critically, some of the radiosonde datasets that UAH is compared to are 
the exact same ones used in adjusting the data (Santer, Wigley, et al. 2003, 
p. 1048).

In any case, after more than a decade of improvements and modifica-
tions of the UAH dataset, some spurred by outside critiques, two new 
groups, Remote Sensing Systems (RSS) and the University of Maryland 
(UMd or VG2), produced their own independent analyses of the original 
NOAA satellite raw data, making different decisions than Christy and 
Spencer about how to process those raw data (Mears et al. 2003; Vinnikov 
and Grody 2003).

Both RSS and UMd yielded temperature trends (see Fig.  6.1) that 
were significantly warmer than the Christy and Spencer dataset, as we can 
see from the slopes of the trend lines in this figure. These warmer tem-
perature trends were finally compatible with the models, so there was no 
longer a conflict between the satellite temperatures and those predicted 
by the models. Note again that all of these datasets are based on the same 
NOAA raw satellite data.

In confronting this situation, Christy and Spencer emphasized that the 
most thorough, and most challenging, of these new datasets, the RSS, 
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was not compatible with the radiosonde data, and should therefore be 
considered inferior to the UAH interpretation of the raw NOAA satellite 
data. The fact that RSS was incompatible with the radiosonde data was 
foundational to Christy and Spencer, given how they treated these radio-
sonde data as representing “reality.” According to them, a violation of the 
radiosonde data was not just a mismatch with an observational dataset, 
but rather, it was a mismatch with reality itself, a reason for definitive 
rejection of the RSS dataset. For example, here we can see that Christy 
thinks of the radiosondes as directly representing what he called the “real 
world,” when he discusses the RSS datasets’ performance relative to the 
radiosonde numbers:

All this means is that [the RSS group’s] three [datasets] don’t line up prop-
erly in terms of the way the real world operates, but you don’t know which 
one of those is off. It is pretty difficult to say, but we can say that those three 
[datasets] are not consistent in the way balloons are in describing the global 
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atmosphere. (emphasis added; John Christy speaking at a round table at 
the Marshall Institute, April 17, 2006, 18, comparing RSS numbers with 
radiosonde numbers) (Christy and Spencer 2006)

In this passage, it is clear that Christy thinks of the radiosondes as 
directly representing what he called the “real world,” when he discusses 
the RSS datasets’ performance relative to the radiosonde, or balloon, 
numbers.

And look at Christy’s recent congressional testimony:

We, and others, have tested this specific signature [of tropospheric warm-
ing from the greenhouse effect], i.e. this hypothesis, against several observa-
tional datasets and conclude that this pervasive result from climate models 
has not been detected in the real atmosphere. (John Christy, Written testi-
mony, Subcommittee on Energy and Power, Committee on Energy and 
Commerce, March 8, 2011; emphasis added)

Here we find Christy simply assuming that observational datasets—
and he is referring to his UAH satellite dataset as well as some radiosonde 
datasets—do accurately represent the “real atmosphere,” a perfect exam-
ple of direct empiricism. Nowhere does he acknowledge the very severe 
problems with deriving trends from balloons, and, significantly, there is 
no acknowledgment in his testimony of the existence of other satellite 
datasets, such as RSS and UMd, which are compatible with the models, 
and which did “detect” the greenhouse signature in the atmosphere.10

Nevertheless, this perspective on both the satellite and radiosonde data 
was very influential in debunking the use of models for projecting future 
climate and for explaining current climate. Christy and Spencer were 
eager to drive home the consequences of their UAH dataset for the health 
of climate models: “So what can we say about UAH satellite data? It is the 
only satellite data that has been subjected to rigorous intercomparisons 
with independent data and found to be consistent, and the rates of atmo-
spheric warming, both global and tropical, suggest less warming than the 
majority of model simulations” (Christy 2006, p. 23).

Christy, Spencer, et al.’s early and continuing critique of climate mod-
els on the basis of their mismatch with their satellite dataset was picked 
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up eagerly by climate deniers, both those who deny global warming in 
general and those who deny that carbon dioxide increases as the primary 
cause of recent increased global mean temperatures. The deniers were 
especially keen to note that the radiosonde data were consistent with the 
satellite data but inconsistent with the models. In skeptic S. Fred Singer’s 
opinion piece in the newsletter of the American Geophysical Union, 
EOS, he emphasized the mismatch of model predictions with both satel-
lite (UAH) and “independent” radiosonde data, citing Christy and 
coworkers. Singer also uses the lack of warming in the temperature trends 
in satellite and radiosonde datasets from 1979 to 1998 to argue against 
“an appreciable human contribution” to global temperature trends 
(Singer 1999, p.  187). Even in 2005, after the alternate datasets that 
show warming compatible with the models had become available, Singer 
argued, with coauthor and skeptic Douglass and Singer (2005): “The 
anthropogenic Greenhouse effect has been greatly exaggerated. The 
observational evidence does not support the climate models. But without 
such validation, there is little reason to trust model predictions of future 
global warming” (2005, p. 2; for similar arguments, see Baliunas 2002; 
Carter 2007; De Freitas 2002, p. 320; Green et al. 2004).

Climate scientist Chris De Freitas, emphasizing the damage to the pre-
dictions and power of the climate models represented by the conflicting 
satellite data interpreted by UAH, wrote that “the importance of the sat-
ellite data cannot be overestimated” (2002, p. 306). Moreover, according 
to him, “the satellite data is direct evidence against the IPCC global 
warming hypothesis” (2002, p. 306).11 Those on all sides of the debate 
acknowledged that the mismatch between the predictions of the models 
and trends in the troposphere “has raised questions about the ability of 
current global climate models (GCMs) to predict climate changes, the 
reliability of the observational data used to derive temperature trends, 
and the reality of human-induced climate change” (Fu et al. 2004, p. 55). 
The attempt to undermine the status of models via the satellite data is 
summed up in a contribution from the World Climate Report: “The 
question remains, and since they didn’t ask it, we will: Which do you 
believe, models or reality? We’ll take reality every time” (May 19, 2003).

But however plausible this sort of approach to model evaluation taken 
by Singer, Christy, Spencer, and other skeptics at first appears, it is 
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 problematic. They seem to view the models’ performance in reproducing 
current tropical tropospheric temperature trends as some kind of crucial 
experiment or Popperian severe test. When the models fail to fit the avail-
able satellite and radiosonde datasets as processed by Christy et al., they 
are taken to be complete failures as models. In other words, they are then 
declared to be incompetent to do things that climate models are usually 
utilized for, including representing and explaining temperature trends, 
and making projections about future global climate states.

This outdated approach to model evaluation and confirmation is inap-
propriate for global climate models, and does not accurately reflect their 
accomplishments or empirical strengths (See Edwards 1999, 2010; 
Petersen 2006; Parker 2008; Randall et al. 2007; Gleckler et al. 2008; 
Lloyd 2009, 2010, 2015; Winsberg 2010). These models, in confronting 
the challenge of the satellite and radiosonde tropical data, have already 
been shown to be supported by empirical data and adequate for model-
ing any number of aspects of the environment, including global mean or 
large-scale distributions of precipitation, radiation, wind, oceanic tem-
peratures, and currents. In addition, the models can simulate patterns of 
variability (where the model is compared to changes in a given variable 
over the seasons or months), such as the advance and retreat of major 
monsoon systems, seasonal shifts of temperatures, storm tracks, and rain 
belts. The models can also reproduce features of past climate and climate 
changes, such as the Mid-Holocene warming of 6000 years ago and the 
Last Glacial Maximum of 21,000 years ago, both of which have specific 
spatial patterns across the globe. This success in modeling the climate 
system from previous millennia is taken to show that the forces repre-
sented in models can handle values outside the ranges encountered 
recently, an important test of the applicability of a model to future cen-
turies (Randall et al. 2007, p. 600).

Global climate models are properly judged on the weight of evidence 
in their favor or disfavor, just as with any scientific theory or model, not 
on the basis of a single test or performance in a single area, especially if 
that test depends on data that are contested and assumption-laden, as 
these satellite and radiosonde datasets are. The variety of evidence is a 
crucial source of support for climate models, and success among a variety 
of variables and independent tests of assumptions indicates that a model 
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is much better supported, and there are a number of such well-supported 
climate models (Lloyd 2009, 2010, 2015; Lloyd and Mearns 2011; 
Randall et al. 2007).

Against the background of the successes of global climate models out-
lined above, the failure of the models in the tropical troposphere was an 
anomaly, one that certainly needed an explanation, but perhaps not 
enough of one to require giving up using the models to make future pro-
jections or to give explanations of most current climate processes. Under 
this perspective, the modelers found little reason to follow the skeptics’ 
conclusion to discard the models or to restrict their use. Rather, it seems 
that the modelers distrusted the satellite and radiosonde data, given the 
other successes of the models they had in hand and given the uncertain-
ties surrounding the data themselves. After all, the modelers were being 
handed the multiply-corrected, assumption-laden radiance measure-
ments from satellites, not actual temperature measurements at all. As 
Giere noted, sometimes the model might be used to “question the reli-
ability of the observational instrumentation” (2006, p. 89).

6.4  Complex Empiricist Treatment 
of Radiosondes, Theory, and Model 
Evaluation

Santer, Wigley, et al. have shown that Christy and Spencer do not have a 
good grasp of the actual content and capacities of climate models, which 
undermines their claims concerning model evaluation; we should not 
follow their lead (Santer, Wigley, et al. 2003; e.g., Christy et al. 1997). 
Instead, these giant climate simulation models call for a novel treatment 
of evaluation or confirmation by philosophers of science, as Eric Winsberg 
has argued, echoing ecologist Eric Rykiel’s analysis of complex ecological 
models (Rykiel 1996; Winsberg 2010; Edwards 2010). As Rykiel and 
Lloyd have shown, attention to complex modeling systems in the biologi-
cal sciences has for some decades demanded more sophisticated under-
standing of model support and evaluation in both ecology and 
evolutionary biology (Lloyd 1987, 1994).
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A complex empiricist understanding of climate modeling seems, in 
virtue of its emphasis on the interactions between models, researchers, 
and data, to demand a modern approach to model evaluation, one 
focused not just on the outcomes or predictions of a model, but also on 
the wide variety of evidence that might or might not be supporting its 
assumptions and laws. One striking difference between climate models 
and the physics models that have played leading roles in the H-D anal-
yses, is that the climate models are built using and importing real 
empirical data. (Edwards calls this “model/data symbiosis” (2010, 
p. 281ff).) This compromises a philosophical desire for a pristine sepa-
ration between hypothesis (simulation) and data (processed dataset), 
perhaps understandably upsetting more traditionally minded philoso-
phers of science accustomed to the H-D approach (e.g., Petersen 2006; 
Edwards 1999).

These modern complex models involving the computational sciences 
present a fresh epistemological challenge, by incorporating empirical data 
into the models at the start. We can either see this as hopelessly bad, as it 
destroys the pristine separation of theory and data, presenting us with 
data-contaminated theories and models, or as very good, as it means that 
the simulations do not stray too far from our measurements built from 
nature, and are thus partially confirmed from the start (Bad: Edwards 
1999; Good: Lloyd 2009; see Knutti this volume). The climate scientists 
simply see it as necessary in their building of the models and the datasets. 
They do, however, maintain a separation between the data they use to 
construct the models and the data used to test the models, often through 
“data-splitting,” the practice of taking the lower or upper portions (or 
earlier or later portions) of datasets and setting them aside for later use in 
model verification. This should allay some philosophical worries about 
the threatened circularity of the procedures of model-building and test-
ing (e.g., Edwards 1999, 2010; Petersen 2006; cf. Rykiel 1996; van 
Fraassen 2008; Giere 2006).

In addition, the derivation of aspects of model structure from physical 
laws adds to the modelers’ convictions that some of the basic structure, 
proportions, and relations instantiated in models are fundamentally cor-
rect, and are unlikely to be challenged or undermined by datasets that 
themselves embody potentially arbitrary assumptions. Additionally, the 
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provision of independent observational evidence for various aspects and 
assumptions of the models—such as measuring parameter values and 
relations between variables—increases the credibility of claims made on 
behalf of models. This support can go beyond or replace the provision of 
empirical support that might otherwise be provided by matching the pre-
dictions with observational datasets. There are, in other words, many 
more ways to empirically support a model than through predictive suc-
cess of a single variable such as global mean temperature, and all of these 
ways play significant roles in supporting climate models (Lloyd 2009, 
2010, 2015). All of this is neglected by the direct empiricists, who, fol-
lowing an H-D approach, focus exclusively on predictive accuracy and 
matching of model predictions of a single variable with datasets with 
large uncertainties such as the satellite datasets or, even worse, the radio-
sonde datasets.

The complex empiricist vision must thus be complemented by a thor-
ough understanding of how models are empirically supported through a 
variety of evidence that can include empirical evidence for specific param-
eter ranges, the derivation of specific aspects of the model from founda-
tional physical laws, or the importation of empirical data in a micro-model 
embodying a parameterization of, for example, cloud behavior and its 
effects on model variables, as argued elsewhere (Lloyd 2010). Independent 
support for the assumptions and decisions made in processing raw data 
into datasets is an essential aspect of evidence, and demands for such 
evidence are often made by complex empiricists. Thus, understanding 
why the H-D account of confirmation taken by the direct empiricists, 
with its overemphasis on prediction, is inappropriate when examining 
climate science models, is essential.

Compare the direct empiricist approach outlined in Sect. 6.3 with the 
way that the modelers and other data experts approach the radiosonde 
and satellite data: “We have used basic physical principles as represented 
in current climate models, for interpreting and evaluating observational 
data” (Santer et al. 2005, p. 1555). Note that this is the opposite of direct 
empiricism; the data are seen in terms of the theory and its assumptions, 
just as Giere described. The evaluation of datasets is one where raw data 
are evaluated as plausible or acceptable based on their compatibility with 
certain theoretical or dynamic processes. On this view, Santer and the 
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other modelers and data experts co-authoring that paper are not taking 
even the “raw” data as transparently representing the real world, but 
rather as constructed already, seen best through a theoretical lens through 
which it was also created or mined out of the world. On this approach, 
all data are interpreted.

Santer et  al. claim that their work involves using a combination of 
observations, theory, and models. They see the data as enmeshed with 
theory and models and their assumptions, and as constructed, rather 
than found and reflecting reality in a straightforward way (Santer et al. 
2005, p. 1555. The cooperation between and complementarity of data 
analysts and theoreticians are embodied in this paper, as is seen upon 
examination of the list of authors, which includes top leaders among 
both specializations). As noted by van Fraassen, a complex empiricist 
approach “does not presuppose an impossible god-like view in which 
nature and theory and measurement practice are all accessed indepen-
dently of each other and compared to see how they are related ‘in reality’” 
(2008, p. 139). There is, in other words, no pristine separation of model 
and data.

Santer, other modelers, and Mears, Wentz, and Schabel, the data 
analysts, published a joint paper in 2003 comparing the new satellite 
dataset (RSS) to the models and to the UAH dataset (Santer et al. 2003; 
Mears et al. 2003). Because the UAH dataset was claimed by Christy 
and Spencer to be independently confirmed by the radiosonde data, the 
opponents of the direct empiricists needed to address the problem of 
the radiosondes head-on (Mears et al. 2003). Far from seeing the radio-
sonde datasets as a transparent reflection of the true temperature of the 
atmosphere, as the direct empiricists represent them, Mears and coau-
thors rejected the radiosondes as a decent source of information about 
the temperature of the atmosphere. Citing the difficulties raised in 
Gaffen et al. (2000) and Lanzante et al. (2003), they claimed that radio-
sondes are “subject to a host of complications, including changing 
instrumentation types, configurations, and observation practices… 
making long-term climatological studies difficult” (Mears et al. 2003, 
p. 3650). Like Gaffen, they noted that trends for individual radiosonde 
observation stations can vary as much as by 0.1 degree Celsius per 
decade, which is as large as the overall temperature trend in the tropics 
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under debate (Santer et al. 1999). “Based on these results we think it is 
inappropriate to use radiosonde comparisons as the single method for 
validating satellite-derived temperature trends, and studies, such as 
ours, that are primarily based on internal consistency should be consid-
ered on equal footing” (Mears et al. 2003, p. 3664; emphasis added). 
The RSS authors thus challenged the radiosonde temperature datasets, 
and did not support their use in interpreting climate trends. They sug-
gest, rather, that their dataset be tested for compatibility with a variety 
of evidence from the independent observational datasets of SST, water 
vapor measures, and tropopause height.

In the 2003 paper coauthored by both leading modelers and the RSS 
data analysts, the authors argue that the differences between models 
and the Christy and Spencer UAH dataset may be artifactual, based on 
the fact that the RSS dataset fits model expectations but differs signifi-
cantly from the UAH dataset (Santer, Sausen, et al. 2003). In this paper, 
the authors show that these two independent datasets constructed out 
of the same raw satellite-based emission data differ significantly in the 
tropospheric temperature trends. In the UAH, the tropospheric tem-
perature remains constant, while in the RSS, there is a trend of increas-
ing temperature. This is significant, because only the RSS is compatible 
with the models’ prediction of a warming tropospheric fingerprint of 
combined anthropogenic and natural effects. However, the authors 
note that “we cannot say definitively whether RSS or UAH provides a 
better estimate of the ‘true’ tropospheric temperature changes” (Santer, 
Sausen, et al. 2003, p. 1283).

Like Mears et al. (2003), Santer, Sausen, et al. (2003) proposed that this 
dilemma be resolved by looking at “complementary data sets” related to 
tropospheric temperature, for example, other observational data such as 
change in tropopause height, water vapor, and SST (e.g., Santer, Sausen, 
et al. (2003), a paper on the changing height of the tropopause). They 
also refer to Wentz and Schabel, who claimed that satellite measurements 
of SST and water vapor can independently validate an MSU temperature 
measurement, noting that the water vapor measurement is highly sensi-
tive to temperature changes (2000). This set of approaches, appealed to 
by Santer, Sausen, et al. (2003), had been endorsed before in the 2000 
report from the National Academy of Sciences, in which the panel 
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pointed to the independent evidence of tropospheric warming arising 
from the melting of tropical glaciers in the Andes and high mountains of 
Africa, and the water vapor loading increase in the tropical troposphere 
(Wallace et al. 2000).12 Note that the types of evidence supported by the 
complex empiricists are not predictions of global mean temperature from 
the climate models, the actual variable under dispute, but rather, other 
variable outcomes and parameter values of the models, including SST or 
water vapor, whose values can be measured accurately, and then used to 
calculate global mean temperature of the troposphere using the models. 
This strategy of gaining independent evidence for aspects of the global 
models is emphasized by my proposed modern approach to model 
evaluation.

In a reply to the Santer, Wigley, et al. (2003) paper in Science, Christy 
and Spencer claimed that the radiosonde data clinched the superiority of 
their UAH dataset (Christy and Spencer 2003b). They emphasized that 
they had already put the UAH through “appropriate, observationally 
based tests,” emphasizing that these are “independent observations, not 
model output” (2003b, p.  1046). However, Santer et  al. quickly 
responded, reciting the many problems with using the radiosonde datas-
ets discussed above, and concluded: “For these and other reasons, radio-
sondes are not an unambiguous ‘gold standard’ for the evaluation of 
satellite data” (Santer et al. 2003, p. 1047; emphasis added). Thus, they 
viewed the radiosonde datasets as very much dependent on a series of 
decisions regarding how to handle the data, that is, as constructed through 
a combination of theory, model, and measurement.

This complex empiricist approach to the radiosonde data is even more 
visible in a 2005 paper coauthored by Santer, Wigley, Mears, Thorne, 
Wentz, and a host of other modelers and data analysts. This paper com-
pares model results from multiple model runs to both radiosonde and 
satellite datasets, finding that only the RSS dataset fits the models on the 
decadal time scale. The evaluation of datasets referred to here is one where 
raw measurements are evaluated as plausible or acceptable based on their 
compatibility with certain theoretical or dynamic processes. This is the 
opposite of direct empiricism; the resulting datasets are processed or con-
structed, laden with the theoretical understanding of climate processes 
and causes. The scientists in question are not taking the raw measure-
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ments as directly reflecting the real world, but rather as passing on some 
number or measurement already processed through a set of assumptions 
about the world, which need further scrutiny before they are to be 
accepted.13 As Santer et al. put it, their work

illustrates that progress toward an improved understanding of the climate 
system can best be achieved by combined use of observations, theory and 
models. The availability of a large range of model and observational surface 
and atmospheric temperature datasets has been of great benefit to this 
research, and highlights the dangers inherent in drawing inferences on the 
agreement between models and observations without adequately account-
ing for uncertainties in both. (Santer et al. 2005, p. 1555)14

This complex empiricist approach to the constructed nature of the 
datasets and the processes involved in theory and model evaluation is 
echoed by the authors of a third satellite dataset. Each dataset is produced 
through a succession of decisions involving various physical processes 
themselves, all culminating in a set of values usable by the scientific com-
munity. Vinnikov et  al., the analysts behind the VG2 (UMd) satellite 
dataset based on the NOAA raw satellite data, claim that “the fact that 
the model and observations agree so closely gives us more confidence in 
both the observational record and in the model projections of future cli-
mate change” (Vinnikov et al. 2006, p. 12). The models, physical theory, 
and observational datasets are thus seen as mutually supporting. Here we 
have data analysts claiming that their observations are partially evaluated 
in terms of their compatibility with the models, instead of just simply 
testing the models with their data, as a traditional H-D approach to the-
ory evaluation would advise.

 Further Complex Empiricist Treatment of Satellite Data

As we have seen, the complex empiricists raised a number of worries 
about the radiosonde temperature readings. Despite its unsuitability 
and lack of design for climate research, complex empiricists, like direct 
empiricists, are responsible for utilizing the radiosonde data in everyday 
reasoning about satellite data, and in endorsing certain conclusions 
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based partially on those data involving the merits of the particulars of 
the satellite datasets. This is illustrated by a paper by Qiang Fu and his 
colleagues that challenged both the RSS and UAH datasets’ interpreta-
tion of tropospheric temperature trends, arguing that both datasets suf-
fered from significant contamination from stratospheric cooling, and 
were thus too cool (Fu et al. 2004). Fu and his colleagues used both the 
stratospheric satellite raw data and careful reconstructions using the 
latest radiosonde data to construct a new interpretation of the middle 
tropospheric temperature profile. Under Fu et  al.’s new analysis, the 
global middle tropospheric trends for the UAH and RSS datasets are 
each 0.08 degree Celsius per decade warmer than the original calcula-
tions. Thus corrected, the datasets are well within the simulation model 
projections of tropical tropospheric warming. Fu and Johanson also 
later analyzed the inconsistency of their radiosonde-reconstructed tro-
pospheric and stratospheric temperature trends with the UAH datasets 
(2005). This made it much more difficult for Christy et al. to claim that 
their satellite datasets were uniquely supported by consistency with the 
radiosonde datasets.15

Another large correction involved solar heating of the instrument car-
ried by the radiosondes, such that there was probably a spurious cooling 
trend in the radiosonde dataset amounting to 0.16 degree Celsius per 
decade in the tropics in the mid troposphere, spanning the satellite period 
from 1979 to 1997 (Sherwood et al. 2005). This means that if the satel-
lites were found to agree with the radiosondes during this period, they 
were also found to be agreeing to a spurious trend of sizable magnitude 
(see IPCC 2007, p. 267). Allen and Sherwood later calculated warmer 
temperature trends in the tropical troposphere compatible with the mod-
els using the thermal wind equation, a method not subject to the difficul-
ties with the instrumental biases of the thermometers (Allen and 
Sherwood 2008). Mitch Goldberg, Zou Cheng-Zhi and their colleagues 
are, most recently, clarifying and correcting the temperature profiles and 
trends, using updated intercomparisons of satellites and their calibration, 
the latest tools for handling the problems with the radiosonde and satel-
lite data, and a complex empiricist approach to the problems (Zou et al. 
2009; Trenberth Pers. comm. August 2010).
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6.5  Skeptics and the True Data with No 
Error Bars

We have explored the many reasons that the complex empiricists reject 
many radiosonde datasets as being direct reflections of the “real world,” 
and as decisive evidence against the models, as claimed by the direct 
empiricists  (e.g. Douglass and Singer 2005). But the direct empiricist 
approach is also manifest in a 2008 attack on the climate models, which 
Christy and colleagues claimed clearly falsified the greenhouse effect. This 
skirmish arose despite the fact that, to the US Climate Change Science 
Program and nearly all of the participants (except, apparently, Christy and 
possibly Spencer), the debate over whether models were consistent with 
observational data was considered settled by 2006 (Karl et al.), after the 
establishment of the alternative datasets to UAH. To Christy and his skep-
tical coauthors—David Douglass, Benjamin Pearson, and S. Fred Singer—
it is a direct empirical matter to check the models against the straightforward 
observational data, which represent the real world (Douglass et al. 2008; 
see Fig.  6.2). These observational data, according to their 2008 paper, 
include the radiosonde datasets and satellite datasets.

What is fascinating about their argument with the complex empiricists 
is that Christy, Singer, and the skeptics present their observational datas-
ets, both radiosonde and satellite, without any error bars at all, but rather 
as single values, as if the observations are to be taken as simple, clearly 
correct values representing reality (2008, p. 1697). The point of the paper 
is to argue that the satellite data—uniquely as UAH interpret them, 
without any suggestion that there are other interpretations in other data-
sets—do not fit the models. The temperature datasets used to show this 
point, and against which the models are compared, are presented as some 
kind of fixed reality, absent of error, rather than as representations result-
ing from scientific processes. This objectification of the temperature val-
ues, through omitting the error bars, is a startling abandonment of 
normal scientific practice, all in the context of presenting the tempera-
tures as firm counterevidence for the models. This paper received wide 
attention and acceptance not only at Fox News but also within the 
Department of Energy and at NOAA.16 An additional problem is that 
the radiosonde datasets presented in this Figure were outdated, and much 
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cooler than the more recent, corrected radiosonde datasets available then. 
The RSS and UMd satellite dataset values were also outdated. Here we 
see the essence of the direct empiricist view of the processes of measure-
ment of temperature: they capture nature’s reality transparently and 
unproblematically. And this is precisely the direct empiricist view of evi-
dence and data that Santer, Wigley, and the various modelers, as well as 
data analysts Mears, Wentz, Sherwood, Fu, and others, reject.

This Douglass et  al. paper was decisively, if not savagely, refuted by 
Santer, Wigley, Mears, Lanzante, Sherwood, Karl, Gleckler, Thorne, and 
a host of other data analysts and modelers in a paper published the same 
year, in the same journal (Santer et al. 2008; see Fig. 6.3; see Chaps. 3 
and 4). Figure 6.3 shows that all of the updated and corrected observa-
tional datasets are within the confidence intervals of the models. The 
authors emphasized the “structural uncertainties,” of both radiosonde 
and satellite datasets, which result from the different choices that analysts 
make when processing the raw data to adjust for inhomogeneities (Santer 
et al. 2008, p. 1704). The complicated and active role of the data analyst 
envisioned by these complex empiricists, one where measurement itself is 
a scientific process, seems quite alien to the direct empiricist approach 
assumed in the Douglass et al. paper. Thus, we can see why the two par-
ties are unlikely to agree about even the most fundamental question in 
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Fig. 6.3 Note that the model realizations are all found within two standard devi-
ations of the RSS trend, thus demonstrating the compatibility of the satellite data 
and various models (Santer et al. 2008)
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this dispute, namely, what the data say. Hence, we witnessed Christy tes-
tifying to Congress in 2011, using the results from the Douglass et al. 
2008 paper, despite the fact that Santer et al. (2008) had demonstrated 
that it contained significant and fatal statistical flaws.

In sum, we can see how the Christy, Spencer, and skeptics’ direct 
empiricist approach to much of the observational data has conflicted 
with the complex empiricist approach of their critics. Christy et al. view 
the radiosonde data and datasets as clearly representing the “real world,” 
against which their UAH satellite dataset is compared and found to also 
represent that same “real world” (Christy 2006, p. 18). This direct empir-
icist approach to the datasets is also manifest in their most recent attack 
on the climate models, in which the observational data are represented as 
single values, with no error bars, all in the context of presenting the tem-
peratures as firm counterevidence for the models (Douglass et al. 2008). 
This paper was presented to Congress on March 8, 2011, by John Christy 
as proof that the greenhouse effect is not occurring, and is not a danger 
to the United States.17

6.6  Conclusion

I have contrasted the direct empiricist approach to a much more complex 
one taken by the modelers and many of the data analysts involved in this 
debate about the satellite data. The analysis here thus documents both the 
scientific and philosophical utility of the kind of complex empiricist 
understanding of evidence, models, and theory advanced by Giere, van 
Fraassen, and others, and further developed here. Under this view, data, 
theory, models, and scientific practice are deeply intertwined and play 
complementary roles in producing the scientific values in any dataset. In 
this case, those scientists taking this approach have refused to follow a 
simple line of reasoning in which the radiosonde data provide a firm 
empirical grounding for the satellite datasets, which in turn show that the 
climate models are false and thereby useless for predicting future climate.

I have also provided a sketch of a complex empiricist approach to the-
ory and model evaluation and testing. Understanding how these climate 
models are evaluated requires close attention to the independent 
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 theoretical and empirical support for various aspects of the models, such 
as laws, parameterizations, parameters, and variable values, as well as for 
the assumptions embodied in the observational datasets. Correlatively, 
we need less focus on deductive predictions, which are the main focus of 
the traditional H-D approach to model confirmation and evaluation 
taken by the direct empiricists. Understanding the modelers’ and data 
analysts’ apparently stubborn rejection of the proffered counterevidence 
requires an enriched awareness of the interdependent relations of theory, 
model, and data, a complex empiricist view contrary to a direct empiri-
cist account that takes data as a straightforward window onto the world. 
While the contrast between the approaches I’ve drawn is naturally some-
what simplistic, this illustration of their differences enriches our under-
standing of this significant episode in climate science. Because many of 
the sciences are adopting more and more uses for computational models 
and simulations, it is imperative that philosophers of science adopt and 
develop something like a complex empiricist understanding of those 
models and how they are built, used, and evaluated.
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Notes

1. John Christy, Written testimony, US Senate Committee on Commerce, 
Science, and Transportation, Subcommittee on Space, Science, and 
Competitiveness, January 8, 2015, convened by Chairman US Senator 
Ted Cruz.

2. This includes Peter Thorne, John Lanzante, Thomas Peterson, Dian 
Seidel, and Keith Shine, data analysts involved in the debate, who offer 
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a new detailed, technical review of the decades of debate, which balances 
my focus on the satellites with that on the radiosonde datasets, which 
remain relatively neglected in my study (Thorne et al. 2011). Their study 
offers independent support for my analysis regarding the philosophical 
approaches to the satellite and radiosonde datasets.

3. R. Raff, Pers. comm. February 14, 2010.
4. In climate science, what philosophers such as Patrick Suppes call “mod-

els of data” are called “datasets (1962).”
5. Ricky Rood, Pers. comm. August 30, 2010.
6. When I talk of “construction” of datasets, this is not meant to imply 

anything arbitrary or fanciful about the process. Rather, it refers to the 
necessary, rational, and scientific decision processes that are required in 
the production of the final measurements that make up the datasets.

7. Paul Edwards gives a detailed account of this process in his book, A Vast 
Machine (2010).

8. Van Fraassen himself does not use the name “complex empiricism” for 
his view but has agreed to my attribution.

9. For a contemporary review of some of these ways of analyzing data, see 
Thorne et al. (2011) and Edwards (2010, esp. pp. 256–273).

10. As a coauthor, Christy admitted that the question of which dataset—
RSS, UAH, or UMd—is closest to the true tropospheric temperature 
was unknown (Karl et al. 2006).

11. The Intergovernmental Panel on Climate Change (IPCC) is a United 
Nations panel, part of which is dedicated to summarizing the state of 
climate science at a given time. The conclusion of the reports of the 
IPCC had been that global warming existed, and was significantly 
affected by human causes (Houghton et al. 2001; IPCC 2007).

12. The NAS panel itself was split on the importance of the radiosonde 
data. It noted that “[t]hose more inclined to take the MSU [satellite] 
measurements at face value cite the high degree of consistency with 
radiosonde measurements (Figs. 2.3, 9.2, and 9.3) [based on data from 
Christy et al. 2000], whereas those less inclined to do so note the retreat 
of the tropical glaciers and the increasing burden of water vapor” 
(Wallace et al. 2000, p. 65).

13. See, for another example, Jeffrey Kiehl et al. (2005), “On using global 
climate model simulations to assess the accuracy of MSU retrieval meth-
ods for tropospheric warming trends.”

14. This attitude is also reflected in the IPCC 2007 report when discussing 
the radiosonde and satellite datasets. There, the authors of the chapter on 
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climate observations write: “It is difficult to make quantitatively defen-
sible judgments as to which, if any, of the multiple, independently 
derived estimates is closer to the true climate evolution. This. . . points 
to the need for future network design that provides the reference sonde-
based ground truth” (Solomon et al. IPCC 2007, p. 265).

15. Spencer et al. (2006) subsequently attacked the Fu and Johanson meth-
ods, and rejected their conclusions about radiosonde temperature trends. 
Johanson and Fu (2006) addressed the issues raised in the Spencer et al. 
(2006) paper.

16. Ben Santer, pers. comm. March 10, 2011.
17. John Christy, Written testimony, Subcommittee on Energy and Power, 

Committee on Energy and Commerce, March 8, 2011.
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7
Reconciling Climate Model/Data 

Discrepancies: The Case of the ‘Trees 
That Didn’t Bark’

Michael E. Mann

One way scientists attempt to validate theoretical models of Earth’s cli-
mate is to measure their predictions against real-world observations. 
There is always the danger in this process, however, that the models may 
be artificially tuned, directly or indirectly, to get key climate attributes 
right. For example, there may be a tendency for scientists to choose values 
of uncertain parameters governing both the sensitivity of the climate to 
increasing greenhouse gas concentrations and the offsetting cooling 
impacts of industrial aerosol emissions in such a way that models cor-
rectly reproduce the observed warming trend of the past century. There is 
some evidence that such “compensation” may have led to artificially small 
spreads in the estimated uncertainty ranges in key climate parameters 
(Andreae et al. 2005).

It is therefore useful to employ a variety of observations from both the 
present and past, as independent constraints on climate model behavior. 
This is particularly true of efforts to estimate the equilibrium climate 
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sensitivity (“ECS”)—a key measure of our impact on the climate that is 
defined by the eventual warming we expect in response to a doubling of 
CO2 concentrations relative to pre-industrial levels—levels we will see in 
a matter of decades under business-as-usual fossil fuel emissions. Various 
independent lines of evidence that can be brought to bear on the problem 
of estimating ECS include (Fig. 7.1) the ability of models to reproduce 
modern-day climatology, the cooling response of the climate to modern 
volcanic eruptions, the temperature changes during the last glacial 

Likely value Very likely

Most likely Climate today

General circulation models

Estimates from last millennium

Volcanic eruptions

Last glacial maximum, sediment data

Last glacial maximum, models

Sediment data for past million years

Estimates from experts

Combination of all evidence above

0 1 2 3 4

Equilibrium Climate Sensitivity (°C)

5 6 7 8 9 10

Statistical outliers
(dashed lines)

Actual measurements,
1850 to present

Fig. 7.1 Estimates of the equilibrium climate sensitivity (“ECS”) based on various 
independent lines of evidence summarized by Knutti and Hegerl (2008) (Modified 
from Mann 2014 Scientific American)

 M.E. Mann
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maximum period, and the changes in temperature associated with geo-
logical variations in greenhouse gas concentrations, among others. These 
different constraints point to a range for ECS of somewhere between 
1.5 °C and 5 °C warming, with a mid-range/most likely value close to 
3 °C. While most lines of evidence are broadly consistent with each other, 
there is at least one notable discrepancy: comparisons of simulations of 
temperature changes over the past millennium with paleoreconstructions 
of past temperature (the reconstructions are typically based primarily on 
tree rings, but they are often supplemented by information from corals, 
ice cores, lake sediments, and other climate “proxy” data). These com-
parisons (e.g., Hegerl et al. 2006) tend to suggest an ECS value toward 
the lower end of the range, closer to 2 °C than the mid-range of 3 °C.

This discrepancy is conspicuous enough to demand some level of addi-
tional scrutiny. In particular, it is important to consider what is driving 
the ECS estimate in these comparisons. In the centuries leading up to the 
industrial area of anthropogenic influence, the primary forcing of climate 
was from natural changes in radiative forcing associated with factors such 
as the gradual changes in the distribution of solar insolation associated 
with millennial-scale earth orbital variations, modest (small fraction of a 
percent) estimated changes in solar output on multidecadal and centen-
nial timescales, and small but non-negligible natural fluctuations in 
greenhouse gas concentrations. The cooling effect of stratospheric aero-
sols (particles such as sulfates which reflect incoming sunlight) associated 
with intermittent but sizeable explosive volcanic eruptions, however, 
yields the greatest pre-anthropogenic radiative forcing of climate over the 
past millennium. The eruption of Tambora in 1815, for example, is esti-
mated to have been twice as large, in terms of radiative forcing (~−4 W/
m2), as the largest eruptions recorded in the historical period (e.g., 
Krakatoa in 1883 and Pinatubo in 1991, both ~−2 W/m2). The tropical 
eruption of AD 1258 is estimated as somewhere between three and four 
times as large (between −8 and −12 W/m2). Volcanic forcing turns out 
to be by far the largest climate forcing in the pre-industrial era of the 
past millennium (see, e.g., Jansen et al. 2007). Hence, climate models 
driven by estimated natural radiative forcing changes over the past mil-
lennium yield temperature changes that are largely representative of the 
response to volcanic forcing. If either the model simulations or the 
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paleoreconstructions misestimate the amplitude of this signal, estimates 
of ECS from those comparisons will accordingly be biased. Indeed, any 
errors in (a) the volcanic radiative forcing used to drive the climate mod-
els, (b) the model-estimated responses to that forcing, (c) the volcanic 
cooling as estimated by the paleoreconstructions, or (d) any combination 
thereof, will lead to biased estimates of ECS as inferred from model/data 
comparisons over the past millennium.

In this article, I summarize evidence that such biases do indeed exist. 
Specifically, I show that the paleoreconstructions may selectively under-
estimate the cooling signal associated with large explosive volcanic erup-
tions of the past millennium. I discuss my previously posed hypothesis 
(see Mann et  al. 2012a) that the underestimation of volcanic cooling 
arises from a problem specific to the reliance of paleoreconstructions on 
tree-ring data from treeline-proximal environments, which leads to 
potential loss of sensitivity to large summer cooling events associated 
with major explosive volcanic eruptions. This loss of sensitivity poten-
tially results in chronological errors in some subset of tree-ring records 
used to reconstruct past temperatures.

Requiring that model simulations match the resulting artificially 
muted volcanic cooling signal may lead to low-biased estimates of ECS. I 
review the challenges to our hypothesis that have been published, the 
additional work that we have done in response to those challenges that 
substantiates the viability of the hypothesis, and a recently proposed test 
that both proponents and critics of the hypothesis appear to agree would 
objectively determine whether chronological errors do compromise the 
integrity of tree-ring-based estimates of past volcanic cooling. Finally, I 
show that, regardless of the precise reason for the discrepancy, the mis-
match between the paleoreconstructed and model-simulated volcanic 
cooling for a small number of large pre-industrial volcanic eruptions 
drives the anomalously low apparent values of ECS derived from com-
parisons of the past millennium. We demonstrate that there are ways to 
alleviate the impact of these events on the process of estimating ECS 
from model/data comparisons of the past millennium, and that doing so 
yields inferences more consistent with other independent lines of 
evidence.

 M.E. Mann
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7.1  Hypothesis Posed

Back in 2012, my co-authors and I published an article (Mann et  al. 
2012a—henceforth “MFR12”) providing a new hypothesis for the enig-
matic discrepancy between the tree-ring reconstructed and climate 
model-predicted magnitude of volcanic cooling in the Northern 
Hemisphere (NH) mean temperatures during the pre-industrial era of 
the past millennium. Most notable among the discrepancies is the virtual 
absence of cooling in tree-ring reconstructions of NH mean temperatures 
during what ice core and other evidence suggest is the largest explosive 
volcanic eruption of the past millennium—the AD 1258 eruption (see 
Emile-Geay et al. 2008 for a review of evidence for a wide-spread global 
climate impact of this eruption). We suspected that the discrepancy (the 
trees that didn’t bark) might have something to do with the particular 
types of tree-ring information that were used to reconstruct past 
temperatures.

Tree rings are used as proxies for climate because trees create unique 
rings each year that often reflect the weather conditions that influenced 
the growing season that year. When seeking to reconstruct past tempera-
ture changes, tree-ring researchers (dendroclimatologists) typically seek 
trees growing at the boreal or alpine tree line, since temperature is most 
likely to be the limiting climate variable in that environment. This choice 
may prove problematic under certain conditions however. Trees in such 
environments are close enough to the summer temperature minimum 
threshold for growth that a lowering of temperatures by just a couple of 
degrees during the growing season may yield little or no growth and a 
consequent loss of sensitivity of tree growth to further cooling. In extreme 
cases, there may be no growth ring at all. If no ring is formed in a given 
year, that creates a further complication, introducing an error in the chro-
nology established by counting rings back in time.

We investigated the potential impact of this problem by comparing a 
tree-growth model driven with climate model simulations of the past 
millennium with the model-simulated temperatures and tree-ring recon-
structions of temperatures. The tree-growth model simulates the depen-
dence of the thickness of growth rings on growing season temperature, 
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based on an empirical growth response curve that accounts for the tem-
perature thresholds governing tree growth (see Mann et al. 2012a for fur-
ther details). Climate models were driven with estimated natural 
(volcanic+solar) and anthropogenic forcings over the past millennium. 
We employed two different climate model simulations: (1) the simula-
tion of the NCAR CSM 1.4 coupled atmosphere-ocean General 
Circulation Model (GCM) analyzed by Ammann and Wahl (2007) and 
(2) simulations of a simple Energy Balance Model (EBM). While the 
GCM provides a more comprehensive and arguably realistic description 
of the climate system, the computational simplicity of the EBM lends 
itself to extensive sensitivity tests. As the target for our comparison, we 
used a state-of-the-art tree-ring-based NH mean temperature reconstruc-
tion of D’Arrigo et al. (2006—henceforth “D06”). The reconstruction 
was based on a composite of tree-ring annual ring width series from 
boreal and alpine tree-line sites across the NH, and made use of a very 
conservative (“RCS”) tree-ring standardization procedure designed to 
preserve as much low-frequency climatic information as possible.

Interestingly, the long-term variations indicated by the model simula-
tions compared remarkably well with those documented by the tree-ring 
reconstruction (Fig. 7.2), showing no obvious sign of the potential biases 
in the estimated low-frequency temperature variations that have been the 
focus of some previous work (see e.g., Jones and Mann 2004 for a discus-
sion). Instead, the one glaring inconsistency was in the high-frequency 
variations, specifically, the cooling response to the largest few tropical 
eruptions, AD 1258/1259, 1452/1453 and the 1809  +  1815 double 
pulse of eruptions, which is sharply reduced in the reconstruction relative 
to the model predictions. Indeed, this was found to be true for any of 
several different published volcanic forcing series for the past millen-
nium, regardless of the precise geometric scaling used to estimate radia-
tive forcing from volcanic optical depth, and regardless of the precise 
climate sensitivity assumed.

Following the AD 1258 eruption, the climate model simulations pre-
dict a drop of 2 °C, but the tree-ring-based reconstruction shows only 
about a 0.5 °C cooling. Equally vexing, the cooling in the reconstruction 
occurs several years late relative to what is predicted by the model. The 
other large eruptions showed similar discrepancies. An analysis using 
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 synthetic proxy data with spatial sampling density and proxy signal-to-
noise ratios equivalent to those of the D06 tree-ring network (see MFR12 
for further discussion) suggest that these discrepancies cannot be 
explained in terms of either the spatial sampling/extent or the intrinsic 
“noisiness” of the network of proxy records. However, using a tree-growth 
model that accounts for the temperature growth thresholding effects dis-
cussed above, combined with the complicating effects of chronological 
errors due to potential missing growth rings, explains the observed fea-
tures remarkably well (see green curve in Fig. 7.2).

The attenuation of the response is produced primarily by the loss of 
sensitivity to further cooling for eruptions that place growing season tem-
peratures close to the lower threshold for growth. The smearing and delay 
of the cooling, however, arises from another effect: when growing season 
lengths approach zero, we assume that no growth ring will be detectable 
for that year. That means that an age model error of one year will be 
introduced into the chronology counting back in time. As multiple large 
eruptions are encountered further back in time, these age model errors 

Fig. 7.2 Shown in the above is the D’Arrigo et al. tree-ring-based NH reconstruction 
(blue) along with the climate model (NCAR CSM 1.4) simulated NH mean tempera-
tures (red) and the “simulated tree-ring” NH temperature series based on driving 
the biological growth model with the climate model-simulated temperatures 
(green). The two insets focus on the response to the AD 1258 and AD 1809+1815 
volcanic eruption sequences. Also shown in the insets are the results (dashed 
magenta) when the volcanic diffuse-light impact is ignored (From Mann et al. (2012a))
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accumulate. This factor would lead to a precise chronological error, rather 
than smearing of the chronology, if all tree-line sites experienced the same 
cooling. However, stochastic weather variations will lead to differing 
amounts of cooling for synoptically distinct regions. That means that in 
any given year, some regions might fall below the “no ring” threshold, 
while other regions do not. That means that different chronological errors 
accumulate in synoptically distinct regions of the NH.  In forming a 
hemispheric composite, these errors thus lead to a smearing out of the 
signal back in time as slightly different age model errors accumulate in 
the different regions contributing to the composite.

Accounting for this effect, our model accounts not only for the level of 
attenuation of the signal, but the delayed and smeared out cooling as 
well. This is particularly striking in comparing the behavior following 
both the AD 1258 and AD 1809 eruptions (compare the green and blue 
curves in the insets of the figure). Our model, for example, predicts the 
magnitude of the reduction of cooling following the eruptions and the 
delay in the apparent cooling evidence in the tree-ring record (i.e., in AD 
1262 rather than AD 1258). We have also included a minor additional 
effect in these simulations. While volcanic aerosols cause surface cooling 
due to decreased shortwave radiation at the surface, they also lead to 
increased indirect, scattered light at the surface. Plant growth benefits 
from indirect sunlight, and past studies show that, e.g., a Pinatubo-sized 
eruption (roughly −2  W/m^2 radiative forcing) can result in a 30% 
increase in carbon assimilation by plants. This effect turns out to be rela-
tively small because it is proportional in nature, and thus results in a very 
small absolute increase when growth is suppressed in the first place by 
limited growing seasons. However, not including this effect results in a 
slightly worse reproduction (purple dashed curves in the two insets of the 
figure) of the observed behavior.

As shown in MFR12, the central conclusions discussed above are 
insensitive to the precise details of the forcing estimates used, the volcanic 
scaling assumptions made, and the precise assumed climate sensitivity. 
They are also insensitive to the details of the biological tree-growth model 
over a reasonable range of model assumptions. Our conclusions would 
nonetheless soon be challenged by other scientists.
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7.2  Hypothesis Challenged

The conclusion that tree-ring temperature reconstructions might suffer 
from age model errors due to missing rings is controversial, and it is 
important to recognize that it is only a working hypothesis for explaining 
some enigmatic features of tree-ring temperature reconstructions, more 
specifically, the attenuation, and the increasing (back in time) delay and 
temporal smearing in association with the response to past volcanic forc-
ing. Were an equally successful and more parsimonious hypothesis to be 
provided for these features, we would be the first to concede to this alter-
native explanation. It was my hope that our hypothesis as presented in 
MFR12 would encourage a healthy discussion within the paleoclimate 
community, whether or not it ultimately stands up to additional scrutiny. 
In particular, it was my hope that dendroclimatologists might, in response 
to our work, go back and reassess their raw tree-ring chronologies more 
carefully, and critically assess the extent to which the artifacts we pre-
dicted might indeed be present in the underlying tree-ring data.

Initially, however, we instead encountered what might be considered a 
blanket dismissal of our hypothesis. A group comprised of the majority 
of leading tree-ring researchers in the United States and Europe pub-
lished a comment (Anchukaitas et  al. 2012—henceforth “A12”) that 
criticized various aspects of our analysis, but did not provide a plausible 
alternative explanation for the vexing problem we had identified. Our 
response (Mann et al. 2012b) appeared along with the comment. A12 
suggested that our study represented a fundamental challenge to the 
validity of large-scale tree-ring-based reconstructions in general, but that 
is certainly not the case. As we noted in our response, in MFR12 we 
showed that tree-ring reconstructions effectively capture long-term tem-
perature trends. We were simply questioning the ability of tree-ring width 
proxies to detect the short-term cooling associated with the largest few 
volcanic eruptions of the past millennium.

A12 criticized our study for not using more elaborate tree-growth 
models that include other influences (e.g., precipitation), but this rather 
misses the point. The fundamental assumption underlying tree-ring- 
based temperature reconstructions such as those we analyzed is that 
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annual growth at temperature-limited tree-line locations yields an unbi-
ased estimate of temperature changes exclusively. A12 further criticized 
our tree-growth parameter choices, and suggested that these parameter 
values yield an unrealistic prediction of missing twentieth-century tree 
rings. However, as we noted in our response, our analysis predicted no 
missing tree rings for the twentieth century. Our value of 10  °C as a 
threshold temperature for growth is at the upper end of the accepted 
3–10 °C range, but this choice yields the closest fit to the observed tree- 
ring response, and we see qualitatively similar results for a lower tempera-
ture threshold value.

Addressing A12’s criticism over the specifics of our tree-growth model, 
we demonstrated that similar results are obtained using the simplest pos-
sible (growing degree day) model, which involves a linear growth response 
above a threshold temperature. Using that model, we showed that the 
underestimation of volcanic cooling by tree rings is substantial for thresh-
old values spanning the entire upper half of the 3–10  °C range, even 
using a conservative assumption of what constitutes a missing ring (a 
growing season of less than one week). Including the effect of increased 
diffuse light caused by volcanic aerosols—an important factor neglected 
by A12—leads to better agreement between our growth model and exist-
ing tree-ring reconstructions. For growth-model assumptions substan-
tially different from those we adopted, however, the effect produces 
offsetting and spurious warming responses in the first few years following 
an eruption (see Mann et al. 2012a).

A12 sought to reconcile the lack of the expected cooling response to 
the AD 1258/1259 in the D06 tree-ring reconstruction by arguing that 
the radiative forcing might have been smaller than generally assumed. 
However, as we showed in MFR12, our findings are robust with respect 
to which of the various published volcanic forcing reconstructions or vol-
canic scaling assumptions are used. Moreover, changing the estimated 
radiative forcing associated with the AD 1258/1259 eruption would not 
explain other problematic features in the tree-ring reconstructed response. 
Our analysis, by contrast, provides a plausible explanation for why cool-
ing is observed four years later than expected, and is greatly diminished 
in magnitude. Our hypothesis also explains a similar discrepancy between 
the tree-ring reconstruction and the cooling associated with the 1815 
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Tambora eruption. Importantly, this latter eruption is constrained by 
observational surface temperature data (Rohde et al. 2013). These data 
(a) confirm the model-estimated cooling and (b) contradict the muted/
absent cooling in the tree-ring estimates.

Perhaps most importantly, we did not argue, as A12 seemed to suggest, 
that tree rings are uniformly recording the wrong year of the eruption in 
a way that can be diagnosed just by looking at composite series. Instead, 
we suggest that sufficiently many individual tree-ring records within the 
composites are likely to have dating errors due to potential missing/unde-
tected rings following the largest volcanic eruptions that the cooling sig-
nal is muted and smeared in the large-scale averages.

One argument against the specific conclusion of missing growth rings 
is that trees are carefully cross-dated when forming regional chronologies, 
and this precludes the possibility of chronological errors. That, however, 
assumes that there are at least some trees within a particular region that 
will not suffer a missing ring during the years where our model predicts 
it. Yet our prediction is that all trees within a region of synoptic or lesser 
scale where growing season temperatures lie below the growth threshold 
will experience a missing ring. Thus, cross-dating within that region, 
regardless of how careful, cannot resolve the lost chronological 
information.

As we noted in our response, it should be possible to further investi-
gate this hypothesis through a careful analysis of the detailed patterns of 
response to the largest eruptions among individual tree-ring chronologies 
distributed over the globe.

7.3  Additional Evidence

As we have seen, subsequent to the publication of MFR12 there was a 
vigorous debate about the viability of our hypothesis for the muted, 
delayed volcanic cooling signal in tree-ring composite-based  reconstructions 
of hemispheric temperature change. Chief among the criticisms is that 
our hypothesis was based entirely on theoretical modeling, and that we 
had provided no empirical evidence for the claim of missing tree rings—
an important component of our mechanism for the underestimation, 
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smearing and delay of the volcanic cooling signal in tree-ring-based tem-
perature reconstructions. In subsequent work (Mann et  al. 2012b), we 
attempted to provide precisely that evidence.

It is necessarily more challenging to prove that something is missing 
than to prove it is present. Though local cross-dating of trees can be used 
to identify missing rings in individual cores contributing to local chro-
nologies developed from nearby trees, it cannot reliably identify a coher-
ent large-scale pattern of missing rings across an entire climatic region 
experiencing sub-growth limit summer temperatures, as MFR12 predicts 
to be the case following the largest few tropical volcanic eruptions. A 
more nuanced approach is required to detect the influence of missing 
rings.

We instead attempt to account for the effects of missing rings in some 
subset of the underlying tree-ring chronologies. We employed the origi-
nal tree-ring data used by D06, which consists of a maximum of 66 dis-
tinct site chronologies representing 19 different regions back to 1686, 
decreasing to eight regions back to AD 1190 (we used the conventionally 
standardized tree ring series of D06, but broadly similar results were 
obtained using the alternative “RCS” standardization; see Mann et  al. 
2013). We performed Monte Carlo simulations using the MFR12 esti-
mates of the timing and probabilities for a missing ring in a given year, 
yielding alternative versions of the D06 tree-ring series consistent with 
estimated chronological (age model) errors. Using these surrogate tree- 
ring series, we generated an ensemble of alternative regional composites 
consistent with estimated tree-age model uncertainties (e.g., the chance 
of a given region missing a ring in any particular realization is 90% in AD 
1258, and 55% in AD 1816 as prescribed by MFR12—note that our net 
estimated age model errors amount to <1%, i.e., no more than 6 years 
out of 700+). This procedure was used to generate a large ensemble of 
surrogate hemispheric temperature reconstructions based on averaging 
the surrogate regional series emulating the procedures of D06 (see Mann 
et al. 2013 for further details). In principle, some subset of these surro-
gates should correct for the age model errors (i.e., missing rings).

As shown in Fig. 7.3, some of the surrogate reconstructions indeed 
suggest significantly greater cooling in association with the major volca-
nic eruptions. For the AD 1258 eruption, a large number of Monte Carlo 
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surrogates point toward a distinct ~2 °C cooling in AD 1258 (lacking the 
enigmatic delayed and reduced 1260–62 cooling signal seen in the raw 
reconstruction). The increased AD 1258 cooling and disappearance of 
(likely spurious) AD 1260–62 cooling is seen to arise from a realignment 
of much larger cooling signals that are present in individual tree-ring 
series but interfere destructively before they are brought into alignment 
(see Mann et al. 2013). The year AD 1816 is far more consistent with its 
moniker as the “Year Without a Summer,” with surrogates showing 

Fig. 7.3 Ensemble of hemispheric tree-ring temperature reconstructions derived 
from available regional tree-ring composites resampled to account for predicted 
age model errors. Shown are the raw composite based on the D’Arrigo et  al. 
(2006) tree-ring data (green), Monte Carlo surrogate reconstructions (8000  in 
total—blue curves), and GCM simulation (red). Insets: Expanded views of the 
response to the AD 1258/1259 and AD 1815 eruptions responses showing the 10 
coldest surrogates (blue) for each eruptions and the 2 and 4 sigma significance 
thresholds for cooling (dashed black). Shown also for AD 1815 eruption is the 
recently back-extended instrumental NH land temperature record of Rohde et al. 
(2013) (black). Centering of all series is based on a 1961–1990 modern base period 
(From Mann et al.  (2013))

 Reconciling Climate Model/Data Discrepancies: The Case... 



188 

cooling of up to ~1.6 °C. The amplified cooling is not only far more con-
sistent with the model-predicted cooling, but agrees far better with the 
available instrumental temperature record. These enhanced cooling 
responses that arise from permuting the tree-ring data within estimated 
age model errors are highly significant relative to the null hypothesis of 
chance occurrence due to random sampling variations from the Monte 
Carlo procedure (see Mann et al. 2013).

We thus argue that the missing rings in regional tree-ring temperature 
composites as hypothesized in MFR12 are not only plausible from a the-
oretical perspective, but appear to be detectable in the actual underlying 
regional tree-ring series and resulting hemispheric composites. Attempts 
to correct for the estimated chronological errors yield far greater post- 
volcanic cooling responses that agree with model predictions.

7.4  Wider Implications

I return now to the issue of why a seemingly technical and mundane mat-
ter involving tree rings and volcanic eruptions actually matters. As noted 
earlier, the apparent weak response of surface temperatures to the few 
largest eruptions of the past millennium as inferred from proxy tempera-
ture reconstructions is what drives estimates of relatively low ECS as 
derived from proxy reconstructions based either entirely or substantially 
upon tree-ring data (Hegerl et al. 2006). Hegerl et al. (2006) for example 
used comparisons during the pre-industrial period of EBM simulations 
and proxy temperature reconstructions based entirely or partially on tree- 
ring data to estimate ECS. Hegerl et al. (2006) ended up arguing for a 
substantially lower 5–95% range of ECS (1.5–6.2  °C) than is evident 
from other lines of evidence (see Fig. 7.1). As the primary radiative forc-
ing during the pre-industrial period is from volcanic forcing, their con-
clusions were leveraged by the muted apparent response to very large past 
volcanic eruptions. If that muted response is an artifact, as our work 
suggests it to be, the resulting estimates of ECS are almost certainly 
downwardly biased. Moreover, this one potentially biased constraint on 
ECS (central value about 2.1 °C—see Fig. 7.1) is enough of an outlier 
(nearly all other lines of evidence point to an ECS value at or slightly 
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above 3.0° C) that it ends up downwardly biasing the “combined” esti-
mate of ECS (Fig. 7.1), taking it from 3.2 °C to roughly 2.8 °C, a non- 
trivial lowering of nearly 0.5  °C.  Our findings therefore suggest that 
prevailing estimates of ECS from combinations of various lines of evi-
dence (e.g., Knutti and Hegerl 2008) have likely underestimated the true 
climate sensitivity.

In Mann et al. (2013), we assessed the impact that the underestima-
tion of volcanic cooling from tree-ring reconstructions as estimated by 
MFR12 would have on inferred values of ECS. Our analysis employed 
EBM simulations where the actual value of ECS is precisely known (it 
was set to the canonical mid-range value of 3 °C) and is then estimated 
using the simulated tree-ring response. We found that the truncation of 
volcanic cooling alone led to a decrease in apparent ECS from 3.0 °C to 
1.7 °C in simulations of the pre-industrial interval AD 1200–1849. That 
calculation did not take into account the additional degradation by esti-
mated chronological errors. When chronological errors are accounted for, 
the estimated ECS value drops to less than 1.0 °C—similar to the ECS 
value estimated using the D’Arrigo et al. (2006) tree-ring reconstruction. 
Using a later period AD 1300–1849, which eliminates the influence of 
the AD 1258 eruption, leads to a lesser but still large impact on ECS 
values (ECS ~2.0 °C without considering chronological errors, and ECS 
~1.0 °C with chronological errors accounted for). These estimates pertain 
only to tree-ring-based temperature reconstructions. Most proxy-based 
reconstructions of past temperature instead use a mix of proxy data, 
including corals, ice cores, sediments, and other types of proxy informa-
tion. For such reconstructions, we might expect a smaller underestima-
tion of volcanic cooling than estimated for tree-ring only temperature 
reconstructions, and potentially a smaller bias in ECS estimates derived 
from the reconstructions. However, even if the estimated impact is 
reduced by a factor of two or three, it is large enough to explain the 
 discrepancy between “last millennium” estimate of ECS and ECS esti-
mates derived from the remaining lines of evidence (Fig. 7.1).

It is reasonable to ask whether our principal conclusions hold up even 
if the specifics of our hypothesis about the underestimation of volcanic 
cooling by tree-ring temperature reconstructions do not. We addressed 
that matter in additional work (Schurer et al. 2013) using an alternative 
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approach. We employed a method wherein a large ensemble of state-of- 
the-art climate model simulations of the past millennium—the Coupled 
Model Intercomparison Project 5 (CMIP5) “past millennium” simula-
tions—were used to estimate the “fingerprints” of the various natural 
radiative forcings of climate which include solar irradiance, Earth orbital 
changes, natural variations in greenhouse gas concentrations, and explo-
sive volcanic eruptions. The amplitudes of those fingerprints were then 
estimated (via total least squares regression) from nine different proxy- 
based reconstructions of NH mean temperature spanning all or most of 
the past millennium. The amplitudes estimated from the paleoclimate 
reconstructions were then compared against the model-predicted ampli-
tudes. The ratio of the two (“β”) measures whether the reconstruction 
indicates a greater (β > 1), comparable (β ~ 1), or lesser (β < 1) amplitude 
than predicted by the models.

The procedure was performed using a variety of sub-intervals of the 
period 851–1950 as well as the full interval and the full pre-industrial 
interval AD 851–1850. With only one exception (a controversial recon-
struction that exhibits far greater variability than all others), the recon-
structions yielded estimates of β that are systematically less than unity 
(i.e., the entire uncertainty range for β lies below unity). However, if the 
few largest eruptions (which include the AD 1258, the AD 1453 Kuwae, 
and 1815 Tambora eruptions) are simply masked from the analysis (so 
that the analysis is based on the response to all other radiative forcing, 
i.e., moderate eruptions, solar irradiance changes, greenhouse gas con-
centrations, and Earth-Orbital changes), and the procedure is repeated, 
then remarkably, most of the β values are consistent with a value of unity 
within the associated error bars. In other words, if the largest eruptions of 
the past millennium are included in the analysis, the reconstructions 
indicate a response to forcing that is systematically smaller than predicted 
by the models. Yet if just that handful of eruptions is masked out, the 
reconstructions indicate a response that is consistent with the model 
simulations.

It is important to recognize that there are a number of sources of 
potential uncertainty and bias that contribute to these model/data com-
parisons in addition to potential biases in the proxy reconstructions. 
These include uncertainties or biases in the estimates of radiative forcings, 
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and uncertainties or biases in the models’ response to radiative forcings. 
This latter uncertainty/bias is tied in part to the uncertainty in the associ-
ated ECS, though there are also potential uncertainties and/or biases in 
climate responses that are specific to the way particular forcings are rep-
resented in the models. For example, in the case of volcanic radiative 
forcing there is some uncertainty in how volcanic aerosol size distribu-
tions are represented (see, e.g., MFR12; Mann et al. 2012b, 2013). Any 
combination of these uncertainties or biases can contribute to the model/
data misfit.

That notwithstanding, the simplest interpretation of the above find-
ings is that the climate models, including the ECS values that character-
ize their response to radiative forcing, are consistent with the 
paleoreconstructions if the response to the few largest volcanic eruptions 
are masked out in the analysis. That implies that the reduced apparent 
response to forcing in the reconstructions overall arises entirely from the 
discrepancy between the apparent and predicted response to volcanic 
radiative forcing. That finding, in turn, is consistent with the proposition 
that it is the specific discrepancy between the model-predicted and proxy 
reconstruction-estimated response to the few largest volcanic eruptions 
of the past millennium that leads to anomalously low values of apparent 
ECS in studies using paleoreconstructions of the past millennium such as 
Hegerl et al. (2006). That conclusion does not establish that the source of 
this discrepancy is the tree-growth saturation mechanism proposed by 
MFR12, but it provides independent support for the existence of some 
source of bias that is limited to the apparent response of the climate to the 
few largest volcanic eruptions of the past millennium.

7.5  The Gauntlet Is Laid Down

In a recent comment, Büntgen et al. (2014) provide a potential way for-
ward to resolve definitively whether or not the specific tree-ring age 
model errors predicted by MFR12 (and further supported by Mann et al. 
2013) can be established in the actual data. The authors demonstrate the 
existence of a distinct radiocarbon event during AD 774–775, which has 
consistently been recorded by trees in disparate locations including Japan, 
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Germany, and the Alps, thus establishing that the dating of these trees is 
consistent and accurate.

Our hypothesis, as presented in MFR12, is that some trees growing 
near their thermal limits, as is the case with many trees selected for paleo-
temperature reconstructions which lie at the boreal or alpine tree line, 
can fail to produce an annual ring during unusually cold growing seasons 
following particularly large volcanic eruptions. The missing ring causes 
the year preceding the eruption to masquerade as the eruption year. Thus, 
the resulting chronology would not record the effects of the eruption 
because the ring from that year is missing, and all previous years in the 
chronology are shifted forward in time by the number of missing rings. 
This means that, even if the tree produced a growth ring following an 
older eruption, that ring would appear in the wrong year. The radiocar-
bon event of AD 774–775 provides a globally synchronous signature that 
ought to provide a unique, independent time marker that can be used to 
test our hypothesis.

As described by Rutherford and Mann (2014), we can make very spe-
cific predictions based on our hypothesis that can be tested using the 
radiocarbon event and existing tree-ring chronologies. With regard to the 
Alps series, the results from Mann et al. (2013) predict that there will be 
no missing rings in this region. The D’Arrigo et al. (2006) Alps regional 
series begins in AD 1350, and was included in our analysis of the climate 
response to the 1815/16 Tambora eruption sequence. Our “best match” 
surrogate ensembles for this eruption (Fig. 7.2 of Mann et al. 2013) use 
the Alps series on its original time scale. Our results are therefore consis-
tent with the Büntgen et al. (2014) finding that there is no age model 
error with this series.

Of the 19 regional series used in D’Arrigo et  al. (2006) and Mann 
et al. (2013), only three (Coastal Alaska, Tornestraesk, and Taymir) begin 
before AD 774 and can thus be directly tested using the AD 774/775 
radiocarbon event. The results from Mann et al. (2013) predict the fol-
lowing minimum offsets for the event in these three series: the Coastal 
Alaska series should be four years too young, the Tornestraesk series 
should be one to five years too young, and the Taymir series should be 
one year too young (Fig. 7.4). In addition, the Mann et al. (2013) results 
predict that the “Icefields” series dates correctly, but as it begins in AD 
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918, its age model cannot be validated with the AD 774/775 radiocarbon 
event.

Thus, the MFR12 hypothesis that missing growth rings due to unusu-
ally cold summers at tree line following the few largest volcanic eruptions 
of the past millennium is now testable. It will be up to dendroclimatolo-
gists and/or dendrochronologists to go back and examine the specific 
chronologies mentioned above which we predict to contain missing rings 
and check, using the AD 774/775 radiocarbon date to assess whether 
there are any age model errors in these chronologies.
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Fig. 7.4 Tree-ring records across the AD1258 eruption. The three D’Arrigo et al. 
regional series that begin before AD774 (Coastal Alaska, Tornestraesk, and 
Taymir), along with the Icefields series for reference, are shown on their original 
time scale (a) and age-adjusted (b) in a way consistent with our hypothesis. The 
Icefields series is unaltered, the Coastal Alaska series is shifted four-years older 
(~0.6%), and the Tornestraesk and Taymir series are both shifted one year older 
(~0.1%) (From Rutherford and Mann (2014))
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7.6  Closing Thoughts

As alluded to by the title of this piece, what led to the hypothesis explored 
in this article isn’t what was evident in paleoclimatic reconstructions of 
the past millennium, but instead, what wasn’t evident. Much as with 
Sherlock Holmes and the “curious incident of the dog in the night-time 
[that didn’t bark],” it is sometimes those things that we inexplicably can’t 
see in the data that points to gaps in knowledge or understanding.

The scientific investigations summarized in this article grew out of an 
enigmatic observation that had bothered me for some time: paleoclimate 
reconstructions based partly or entirely on tree-ring data fail to show any 
evidence of large-scale cooling following what various lines of evidence 
indicate was the largest (from a radiative forcing standpoint) eruption of 
the past millennium, the AD 1258 tropical eruption. More generally, we 
found that the paleoclimate reconstructions indicate systematically less 
cooling following the largest volcanic eruptions than is predicted by cli-
mate models.

We are able to reproduce these observations based on simulations 
using a model of tree growth forced with climate model simulations of 
temperature over the past millennium. For values of the relevant param-
eters (i.e., the minimum temperature threshold for tree growth) within 
the cited range, we are able to reproduce the muted, delayed, and smeared 
cooling response to very large volcanic eruptions seen in tree-ring-based 
temperature reconstructions. These features are seen, in the simulations, 
to be an artifact of a maximum threshold on the cooling that can be 
recorded by tree-line-proximal trees, combined with the introduction of 
chronological age model errors in some subset of chronologies associated 
with a lack of growth during the growing season. The chronological errors 
accumulate differentially in different regions, leading to a smearing out of 
temperature signals in hemispheric composites that increases back in 
time.

While other researchers have raised various objections with our 
hypothesis and findings, we have been able to provide independent, indi-
rect evidence that missing rings/chronological errors are indeed present 
in some subset of tree-ring chronologies based on Monte Carlo simula-
tions that show that much larger volcanic cooling signals can be found in 
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hemispheric composites when the estimated age model errors are taken 
into account. Ours is just one potential hypothesis for the model/data 
discrepancies in question, and as discussed in this article, at least one 
aspect of our hypothesis—the existence of chronological errors in some 
subset of tree-ring chronologies—can now potentially be tested based on 
the radiocarbon event of AD 774/775. We await with great interest the 
results of these tests.

Whether or not our specific hypothesis is correct, however, we have 
shown that some of our key conclusions appear to be robust. In particu-
lar, there is very compelling evidence that the discrepancies between 
model simulations and paleoclimate reconstructions over the past millen-
nium appear to be associated almost exclusively with the response to the 
few largest volcanic eruptions of the past millennium. It is clear that if 
one simply masks these eruptions from any model/data comparisons, 
then the model simulations and reconstructions are consistent. A corol-
lary of this conclusion is that previous studies arguing for relatively low 
(~2 °C) ECS based on model/data comparisons over the past millennium 
likely suffer from a bias related to the underestimation of volcanic cooling 
in the reconstructions. That would explain why this one line of evidence 
for ECS gives a substantially lower estimate of ECS than essentially every 
other line of evidence. Finally, these findings provide additional support 
for the contention that the most likely value of ECS is in the range of 
3.0 °C, and that previous assessments that consider, even partly, evidence 
from the last millennium, may have underestimated ECS. This conclu-
sion is hardly a trivial one, as it provides support for the contention that 
the climate system is substantially sensitive to carbon emissions, and that 
business-as-usual fossil fuel burning may have a profound impact on 
Earth’s climate.
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8
Downscaling of Climate Information

L.O. Mearns, M. Bukovsky, S.C. Pryor, and V. Magaña

8.1  Introduction

Awareness of the potential inadequacy of the spatial scale of coupled 
atmosphere-ocean general circulation models (AOGCMs), for a variety 
of purposes, has been with us for a long time. When model projections 
were first used to determine the impacts of future climate on important 
resources such as crop yields and water resources (e.g., Liverman et al. 
1986; Rosenzweig 1985; White 1985) the so-called mismatch of scale 
issue gained prominence.
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Most GCMs neither incorporate nor provide information on scales smaller 
than a few hundred kilometers. The effective size or scale of the ecosystem 
on which climatic impacts actually occur is usually much smaller than this. 
We are therefore faced with the problem of estimating climate changes on 
a local scale from the essentially large-scale results of a GCM. (Gates 1985)

This concern has thus been registered for over 25 years, and has been 
reiterated numerous times (e.g., Carter et  al. 1994; Wilby and Fowler 
2012). However, the mismatch of scale between AOGCMs and impacts 
models (e.g., watershed modeling for water quality and quantity (Johnson 
et al. 2012)) is only one motivation for downscaling. The other major 
motivation for applying regionalization techniques is the need to resolve 
important processes at scales finer than those represented in AOGCMs 
that are important for simulating regional climate. Such processes may 
include local conditions such as narrow jet cores, sea breeze type circula-
tions, lake effects, and the atmospheric response to complex topography 
and/or landscape heterogeneity. These purposes often go hand in hand, 
that is, they are far from mutually exclusive. However, it is important to 
differentiate these goals, since some downscaling techniques produce 
higher resolution data that may be adequate for deriving inputs for 
impacts models, but do not necessarily add information about finer-scale 
atmospheric processes.

Regardless of motive, the solution to the scale problem requires the 
application of one (or more) of a variety of so-called downscaling tech-
niques. Downscaling refers to methods for developing regional or local 
information from coarser resolution information, usually generated from 
global climate models (discussed in Chap. 6). Another term that is some-
times used is “right-scaling,” which refers to developing the appropriate 
spatial scale of information for a particular purpose.

Downscaling techniques, while available for more than a quarter cen-
tury, are recently experiencing more intensive use, as finding solutions to 
the challenges presented by climate variability and change has become 
more urgent. This is particularly true in the case of adaptation research, 
planning, and implementation, which occur on regional to local scales 
(Wilby et al. 2009).

There have been a number of reviews of downscaling methods (e.g., 
Giorgi and Mearns 1991, 1999; Wilby and Wigley 1997; Giorgi et  al. 
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2001; Fowler et al. 2007; Wilby and Fowler 2012), and there are a variety 
of means of categorizing the methods. In this chapter, we use three catego-
ries: simple downscaling and interpolation methods, statistical downscal-
ing, and dynamical downscaling. These methods vary a great deal in terms 
of complexity, the computational and human resources needed to develop 
them, and what kind of “added value” they can produce.

Simple downscaling techniques, as the name implies, are generally the 
least complex, the least expensive, and have primarily been developed for 
producing higher resolution information from AOGCMs for driving 
impacts models. These techniques involve relatively simple manipulation 
of the coarser results from global models, particularly temperature and 
precipitation (Mearns et  al. 2001). The simplest is the so-called “delta” 
method, whereby changes in climate (future vs. current) are applied to finer 
resolution observed data sets, thus producing a higher resolution changed 
climate data set that is also bias corrected. Another popular approach is the 
much more complex Bias Correction Spatial Disaggregation Method 
(BCSD) (Wood et al. 2002), wherein global climate model results are first 
bias corrected and then the corrected results are spatially disaggregated to a 
higher resolution.

Statistical downscaling generally refers to methods that statistically 
relate (often through regression techniques) larger scale atmospheric fea-
tures from global climate models (the predictors), such as 500-mb geopo-
tential heights, to local (typically point estimates) climate (predictand), 
for example, monthly temperature or precipitation. However, there are a 
number of different types of statistical downscaling that use different sta-
tistical techniques, such as neural networks, weather classification typing, 
weather generators, and so on (Giorgi et al. 2001; Fowler et al. 2007).

Dynamical downscaling refers broadly to all techniques that use some 
form of deterministic climate model. The main categories here include: 
high-resolution global atmospheric model time-slice experiments, 
stretched grid global models, and regional climate models. All of these 
methods are discussed in detail for the region of North America.

While the literature on downscaling is quite large, interestingly, a 
number of the central issues surrounding downscaling have not been 
resolved. The most important is whether, for dynamical downscaling 
methods in particular, but also statistical downscaling, greater confidence 
in the downscaled future climate has been robustly demonstrated. In the 
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many reviews and discussions of these methods, rarely are assertions of 
comparative value made; rather discussions tend to center on “advantages 
and disadvantages” of the various methods (e.g., Giorgi et  al. 2001; 
Mearns et al. 2001; Wilby et al. 2009; Wilby and Fowler 2012), but a 
“value neutral” stance is usually taken.

In this chapter, we review these different techniques of downscaling 
from a methodological point of view, and assess their application over 
North America. We also compare the results across the different methods 
and attempt to draw conclusions regarding the value of these techniques 
for increasing our confidence in regional projections of climate change. 
Finally, we attempt to make some recommendations for research that 
would help to resolve some of the outstanding issues regarding 
downscaling.

8.2  Simple Downscaling and Interpolation 
Techniques

 Delta Approach

As mentioned in the introduction, simple downscaling generally refers to 
the application of relatively straightforward techniques for creating 
greater spatial resolution, usually motivated by the higher resolution data 
requirements of climate impact models.

The simplest is the so-called “delta” method. Changes in climate deter-
mined by comparing the future climate and current climate simulated by 
a global or regional climate model are calculated and then these differ-
ences are combined with higher resolution observed data sets. Typically 
changes in temperature (often maximum and minimum) are added to 
observed temperature records, and ratios of precipitation (future divided 
by the current) are combined with observations through multiplication. 
Since the scenarios are constructed by modifying observations, the model 
biases are inherently corrected. The correction, however, only applies to 
the mean of the climate change. Higher-order moments are not 
corrected.
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This method has been used over several decades in virtually every area 
of application (water resources, agriculture, ecology, etc.). Very often, 
impact models require daily time series of variables, so the monthly 
changes in the required climate variables are combined with the daily 
observed data. In this case, the mean of the observed time series of tem-
perature is changed (by the amount of the “delta”) but the variability (on 
daily to interannual time scales) remains the same. The multiplicative 
method of combining the change in precipitation results in a mean 
change, but it also affects the variance. A ratio greater than one increases 
the variance, while a ratio less than one decreases it. However, the fre-
quency of precipitation and the sequence of dry and wet days are not 
altered. This method has been used for decades to downscale climate 
change information from GCMs (Rosenzweig 1985), as well as to further 
downscale and bias-corrected information from regional climate models 
(RCMs, e.g., Mearns et al. 2003). This method remains in use today, for 
example, the delta method was employed to develop data sets for the 
New York City Adaptation Planning efforts (Horton et al. 2010).

 Bias Correction Spatial Disaggregation (BCSD) 
and Related Methods

Methods of downscaling that involve interpolation use some form of dis-
aggregation to transform coarse resolution climate model data to higher 
resolutions. One of the best-known methods is the Bias Correction 
Spatial Disaggregation Method (BCSD) (Wood et al. 2002, 2004). This 
method is considerably more sophisticated than the delta method 
described above. We separate it from the statistical downscaling discus-
sion that follows this section, since it does not involve production of 
“new” information about the future climate, but rather redistributes 
(interpolates) the information contained in the coarser resolution model 
simulations. BCSD involves: (climate) trend removal, bias correction via 
mapping between empirical cumulative distribution functions of 
observed and modeled variables, and spatial disaggregation by interpola-
tion of the bias-corrected anomalies and imposition of finer scale clima-
tological means. An important feature is the method of bias correction, 
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which results in a quantile-quantile correction, so that the entire distribu-
tion is corrected, not only the mean (as is the case with the “delta” 
approach described above). The method was specifically developed to aid 
in the determination of climate impacts on hydrology and water resources. 
As a service to the impacts community, the entire World Climate Research 
Programme’s (WCRP’s) Coupled Model Intercomparison Project phase 
3 (CMIP3) data set (at least one realization for each GCM run), which 
was developed for the IPCC 2007 Report (Solomon et al. 2007), was 
downscaled to a 1/8 degree resolution using this method (temperature 
and precipitation) (Maurer et  al. 2007). This data set has been used 
widely by impacts researchers in hydrology (Wood et  al. 2004; Payne 
et al. 2004) and other impacts areas (e.g., ecology (Lawler et al. 2009)). 
Figure 8.1 provides a sample of results from the CMIP 3 data set for change 
in winter precipitation. Note that the BCSD change in precipitation  

Fig. 8.1 Change (%) in winter precipitation mid-twenty-first century (2041–2070) 
vs. late-twentieth century (1971–2000) from simulations with the HadCM3 
AOGCM (a) (left) downscaled using the BCSD method (1/8° resolution) and (b) 
(right) in the original HadCM3 model which was run at a spatial resolution of 2.5° 
latitude by 3.5° longitude (Graphics by Seth McGinnis and Joshua Thompson, NCAR, 
using data acquired from: https://esgcet.llnl.gov:8443/index.jsp for raw HadCM3 
data; http://gdo-dcp.ucllnl.org/downscaled_cmip3_projections/dcpInterface.html 
for BCSD data)
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bears some  resemblance to that of the coarser resolution global climate 
model, the U.K. Met Office Hadley Centre Climate Model, version 3 
(HadCM3), but there are distinct differences, for example in the central 
Rocky Mountain area where the increases in precipitation in BCSD are 
much larger than those in the HadCM3. This approach primarily has 
been used to downscale monthly mean values of temperature and pre-
cipitation, and of course, numerous impacts models require daily data.

Other methods have been developed to bias-correct and generate 
high- resolution daily data from coarser spatial resolution GCM output. 
One main approach is the Bias Correction Climate Analogue method 
(BCCA) (Maurer et al. 2010). While this method can also be consid-
ered in the category of statistical downscaling (discussed in Sect. 8.3) 
we include it here since it has some similarity with the BCSD approach 
and has been compared to it. BCCA relies on a fundamentally different 
concept—constructed analogues (CA)—for the downscaling part. This 
approach relates model-simulated variables (e.g., anomalies of daily 
temperature and precipitation) to observed large-scale patterns (of the 
same daily variables). BCCA uses a bias correction approach very simi-
lar to that of BCSD, but the quantile mapping (used for bias correc-
tion) is applied to the daily data within a particular month. The climate 
analogue approach relies on a library of coarse resolution and high-
resolution observed climate anomaly patterns (of temperature and pre-
cipitation). A subset of observed large-scale pattern anomalies is 
selected, and then the linear combination of those patterns that best 
match the given (target) pattern is determined. The next step is the 
derivation of the high-resolution pattern by applying the linear fit 
developed from the subset of most suitable, coarse resolution historical 
patterns. The regression coefficients derived for each coarse resolution 
pattern in the diagnosis step are applied directly to the corresponding 
fine-resolution weather patterns for the same days (Maurer and Hidalgo 
2008; Maurer et al. 2010).

Maurer et al. (2010) compared three downscaling methods including 
BCCA and BCSD and found that the BCCA method was somewhat bet-
ter when used to generate important hydrologic variables using a hydro-
logic model for a number of stations in California. Gutmann et al. (2013) 
compared five different downscaling methods: BCSD on a daily and 
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monthly scale, two variants of BCCA, and an asynchronous regression 
technique for precipitation at three different temporal and multiple spa-
tial scales over the contiguous US. Results were mixed, depending on the 
metric and scale of comparison, but BCAA tended to perform most 
poorly.

8.3  Empirical/Statistical Downscaling (ESD)

 Methods

Empirical/statistical downscaling (ESD) is the process of developing 
mathematical links between the state (value) of some variable(s) repre-
senting large spatial scales and the state (value) of some variable(s) repre-
senting a much smaller spatial (local) scale. ESD thus assumes an implicit 
and fundamental dynamical link between the two scales (e.g., that the air 
temperature, wind speed, or occurrence or amount of precipitation at a 
specific location is determined, at least in part, by processes manifest at a 
scale that are well-described by global or regional climate models) 
(Benestad et al. 2008; Maraun et al. 2010). ESD may thus be used when-
ever the specific application requires local-scale climate projections, pro-
vided suitable observational data are available to develop the statistical 
models.

ESD techniques typically fall into one or more of the following three 
categories:

• Transfer functions. Typically these approaches involve development 
and application of linear or non-linear equations that link the local 
variable(s) (predictand(s)) (e.g., daily or monthly temperature or pre-
cipitation) of interest to large-scale predictors (e.g., 500-mb geopoten-
tial heights) drawn from output from AOGCMs or regional climate 
models (Li and Sailor 2000; Schoof and Pryor 2001). Some approaches 
within this class are referred to as probabilistic since they focus on 
simulating descriptors of the probability distribution of either or both 
of the predictors and predictands rather than a time series thereof 
(Pryor et al. 2006).
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• Weather typing (Schoof and Pryor 2001). Typically these approaches 
involve sub-sampling of the local variable of interest by the prevailing 
synoptic-scale conditions, as categorized into defined classes, often 
based on the atmospheric circulation. They have also been adopted for 
hybrid downscaling applications wherein dynamical and statistical 
downscaling are combined (see below) (Wetterhall et al. 2012).

• Stochastic weather generators (SWGs) are models that produce syn-
thetic time series of local climate variables with empirically determined 
statistical properties (i.e., parameters). Application of these approaches 
is often based on perturbation of the parameters according to climate 
changes projected by climate models (see Katz et al. 2003; Semenov 
et al. 1998; Wilks 2012).

ESD and dynamical downscaling can be applied independently or in 
combination (Manning et al. 2009). Hybrid ESD approaches that cross 
the boundaries implied by these categories are increasingly being applied 
(Li et  al. 2012; Schoof et  al. 2007; Vrac et  al. 2007; Wetterhall et  al. 
2012), and new techniques are being developed coupling weather typing 
with signals from distant teleconnection indices (Canon et al. 2011).

 Skill and Uncertainty

Implicit in the fundamental foundations and assumptions of ESD tech-
niques are the following limitations:

 (i) The statistical models are based on historical data. Application of 
ESD relies upon stationarity in the relationships codified within 
transfer functions, but there is no guarantee of stationarity in rela-
tionships between the local-scale variable and the large-scale 
forcing.

 (ii) They need a robust and large training sample for use in model 
calibration.

 (iii) There is high uncertainty in extrapolation of values outside the 
range experienced in the calibration data sets.

 (iv) There is a tendency for many techniques to suppress the variance in 
the predictand.
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 (v) Many ESD techniques do not or cannot account for changes in 
temporal autocorrelation.

 (vi) Many ESD techniques have greatest validity where the predictands 
and predictors exhibit (approximately) Gaussian distributions 
(Semenov 2008). In the case of highly nonlinear distributions it is 
sometimes desirable to transform the variable to conform more 
closely to a normal distribution.

 (vii) ESD cannot “correct” for “aphysical” realizations from the climate 
model from which the predictors are drawn. While AOGCMs 
exhibit skill at larger spatial scales, their treatment of the synoptic- 
scale climatology remains imperfect and highly variable from model 
to model (Sheridan and Lee 2010).

 (viii) The predictors must: significantly contribute to variability in the 
predictand, should represent important processes associated with 
climate evolution, and be “skillfully” simulated by the driving cli-
mate model.

It should be noted that while uncertainty/errors in climate projections 
are not necessarily propagated or amplified through impact analyses, the 
downscaling process is identified as an important source of uncertainty in 
hydrological impact studies (Stoll et al. 2011). Thus, there is continued 
need for evaluation and improvement of different downscaling methods 
and for verification/evaluation relative to independent data.

The “skill” and uncertainty of ESD show a high degree of sensitivity to 
the ESD model applied, the variable under consideration, a priori 
assumptions applied, the climate of the region under study, and the 
degree of temporal averaging (Dibike et  al. 2008; Fowler et  al. 2007; 
Khan et al. 2006; Maurer and Hidalgo 2008; Qian et al. 2008; Schoof 
and Pryor 2008; Wang and Zhang 2008; Wilby and Wigley 2000). Skill 
is typically demonstrated by withholding part of the historical training 
data from the construction of the ESD model, and then applying the 
model to that sub-set (Harpham and Wilby 2005; Schoof et al. 2010). 
This type of assessment provides useful information regarding the stabil-
ity of the model, but does not fully address issues pertaining to the ability 
of the model to downscale conditions not (or under-) sampled in the 
training period and unless conducted with a very wide time span the 

 L.O. Mearns et al.



 209

results cannot be offered as evidence that the downscaling model will 
necessarily provide robust results under an evolving climate.

Uncertainty in climate projections derived from ESD primarily origi-
nates from one of the following sources:

 1. Boundary (or predictor) uncertainty due to the architecture and/or 
resolution of the climate model.

 2. Initial conditions. Each climate model simulation represents only one 
realization of possible climate states.

 3. Sampling uncertainty from use of short temporal windows to consider 
future conditions and integration over a finite number of years pre-
suming that transient simulation output is not available.

 4. The specific emission scenario or representative concentration path-
way used and thus degree of climate forcing applied.

 5. The specific ESD model applied and assumptions implicit thereto.

One probabilistic ESD of wind climates over northern Europe evalu-
ated the relative roles of 1–4 and found that the AOGCM used to pro-
vide the downscaling predictors dominated uncertainty in downscaled 
90th percentile wind speed for the end of the twenty-first century. 
Variations in initial conditions, climate forcing (as manifest in the IPCC’s 
Special Report on Emissions Scenarios (SRES)), and stochastic influ-
ences within individual AOGCM simulations made lesser (but non- 
negligible) contributions to uncertainty in these projections (Pryor and 
Schoof 2010). A further study of uncertainty sources in ESD for hydro-
logical impacts in Quebec considered uncertainty sources 1, 4, and 5, 
and found that when used to simulate discharge for a single river basin, 
the range of realizations from six ESD techniques was approximately 
comparable to the spread of realizations derived from seven AOGCMs 
and three emission scenarios (Chen et al. 2011a).

 Results from Applications of ESD over North America

In the following, we describe the results of recent applications of ESD to 
development of climate projections over North America. Relative to 
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Europe, comparatively few studies have applied ESD over North America; 
nevertheless, due to space constraints this summary is not intended to be 
fully comprehensive of the array of prior research but rather has been 
selected to focus principally on downscaling of the CMIP3 AOGCM 
suite and convey the range of approach applied and the consistency (or 
otherwise) of the inferences drawn.

 Temperature

Based on simple ESD downscaling of mean temperatures across the 
western US from 18 CMIP3 AOGCMs (under the A1B SRES) (Gutzler 
and Robbins 2011), resolved temperatures in 2076–2100 will exceed 
temperatures in 1976–2000 by >2 °C over the entire western US, and by 
> 3  °C over the majority of the region. The magnitude of warming is 
consistent with results from application of ESD to stations across 
California to derive a number of thermal metrics and precipitation vari-
ables based on output from HadCM3 and National Center for 
Atmospheric Research/Department of Energy Parallel Climate Model 
(PCM) AOGCMs for the B1 and A1FI emissions scenarios (Hayhoe 
et al. 2004). The results of that study indicated spatially averaged increases 
in summertime temperatures of 2.2–8.3  °C in 2070–2099 relative to 
1961–1990, where the majority of the uncertainty was due to differences 
in the two emission scenarios. When projections of air temperatures for 
California were based on bias correction and spatial mapping applied to 
CMIP3 AOGCMs for three emissions scenarios and linked to electricity 
demand, the changes in thermal regimes increased annual electricity 
demand in 2077–2099 relative to 1961–1990 by 2.9–17.8% (depending 
on the AOGCM and SRES scenario used) and increased peak demand 
by 4.2–19.8% (Franco and Sanstad 2008).

ESD for summertime air temperature projections over the eastern US 
based on regression techniques combined with empirical  orthogonal 
functions applied to output from the NASA Goddard Institute of Space 
Studies (GISS) AOGCM run with the A2 SRES emissions scenario indi-
cated warming of approximately 2 °C by the 2080s relative to the 1990s, 
which is considerably less than implied by direct output from the 
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AOGCM (Spak et al. 2007). Indeed, downscaling of summertime tem-
peratures using the NASA GISS AOGCM via both an RCM and statisti-
cal approaches indicated that the two methods projected similar regional 
mean warming over the period 2000–2087, but developed different spa-
tial patterns of temperature across the region. For the 2050s the RCM 
MM5 showed higher temperatures, but in the 2080s the statistical 
approach resolved regions of higher magnitude warming (Spak et  al. 
2007). A hybrid ESD approach in which seasonal variations of the mean 
and standard deviation of daily maximum and minimum temperatures 
are derived using transfer functions applied to output from HadCM3 
and the Canadian Centre for Climate Modelling and Analysis Coupled 
Global Climate Model (CGCM2) for the A2 emission scenario, which 
are then used as inputs to a stochastic weather generator (SWG), was 
used to produce time series of daily maximum (Tmax) and minimum 
(Tmin) temperatures at stations across the Midwest. Downscaled tem-
perature projections for 2020–2029 indicate increases that range (across 
stations) up to 1.7  °C in Tmax and up to 1.5  °C in Tmin relative to 
1990–2001. Comparable scenarios for 2050–2059 indicate increases in 
these two parameters of 1.4–2.4  °C and 0.8–2.2  °C, respectively. The 
major source of uncertainty in this analysis was traced to differences in 
the predictors from the two AOGCMs, which led to higher variability in 
downscaled Tmax from the HadCM3 output (Schoof et al. 2007). That 
study also demonstrated the superior skill in downscaling of Tmax and 
Tmin using SWG relative to multiple linear regression. Projections for 
30-year moving windows of 10th to 90th percentile winter and summer 
temperatures from a statistically derived large ensemble suggest even 
greater amplification of the upper quartile of the temperature distribu-
tion. Under the A2 high emission scenario, the wintertime 90th percen-
tile temperatures over the North Great Plains and upper Midwest are 
projected to exceed those in 1971–2000 by >5 °C in 2041–2070, and 
that summertime 90th percentile temperatures will be higher by 6  °C 
over most of the continental US (Li et al. 2012). Further discussion of 
downscaled extreme temperatures is given below in Sect. 8.3.3.3.

One of the clearest signals of climate trends in the historical record is 
the expansion of the growing season across much of the contiguous US 
(Kunkel et al. 2004). One ESD downscaling study of frost-free season 
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using transfer functions developed using output of 700 hPa temperature 
and specific humidity from eight of the CMIP-3 AOGCMs and Tmin 
and Tmax at 53 stations across the Midwest found evidence for continu-
ation of the historical tendencies. The ESD scenarios indicated increases 
of approximately two weeks (15.8 days) in the duration of the frost-free 
period by 2046–2065 and by almost one month by 2081–2100 (both 
relative to 1961–1990) (Schoof 2009). This is consistent with the average 
increase in duration of the growing season for the Midwest by 2041–2062 
of approximately three weeks derived based on an ensemble of the North 
American Regional Climate Change Assessment Program (NARCCAP) 
models (Pryor et al. 2013).

ESD-derived climate change projections over Mexico were derived by 
Montero-Martínez and Pérez-Lopez (2008) and Magaña et  al. (2012). 
Around 20 CMIP-3 AOGCMs and four emission scenarios were down-
scaled, and indicated an ensemble mean warming of around 3.5 °C in 
northwest Mexico and about 3 °C in northeast Mexico by the end of the 
twenty-first century under the A2 emission scenario.

 Precipitation

Downscaling precipitation regimes is considerably more challenging than 
thermal regimes due to the greater spatial heterogeneity in precipitation, 
and the need to accurately simulate two key components—the probabil-
ity of any precipitation and the amount of precipitation on a “wet” day. 
For impact studies (and particularly water availability in some Western 
watersheds), an additional key consideration is the phase of the hydrome-
teors (Hay et al. 2011; Shepherd et al. 2010). Despite these challenges, 
most studies indicate a high degree of value-added in both ESD and 
dynamical downscaling of precipitation variables compared to output 
from parent AOGCMs (Maraun et al. 2010).

Schoof et al. (2010) used ESD to analyze possible changes in the fre-
quency and intensity of precipitation at 963 stations across the contigu-
ous US based on predictors derived from output of 10 CMIP3 AOGCMs 
driven by the A2 SRES emission scenario. The ESD method used first-
order Markov chains to simulate precipitation occurrence, the gamma 
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probability distribution to quantify wet-day amount, and regionally spe-
cific large-scale predictors drawn from a suite that included: specific 
humidity, temperature and flow components at 700 and 500 hPa, and 
sea-level pressure. The results indicate that stations that are characterized 
by projected increases in seasonal total precipitation typically exhibit 
increased precipitation intensities. Conversely, those stations for which 
the future scenarios indicate negative changes in precipitation totals typi-
cally have projections characterized by large changes in small precipita-
tion intensities with relatively little change in large events. This suggests 
that intense precipitation events are likely to either maintain their current 
frequency or increase in frequency regardless of the sign of changes in 
total precipitation. This tendency towards increased magnitude of high 
intensity events even in regions with declining overall precipitation 
receipt is consistent with historical tendencies in precipitation regimes 
(Groisman et al. 1999; Pryor et al. 2009). The projections developed by 
Schoof et  al. (2010) from each individual AOGCM and each station 
exhibit a high degree of variability, but the ensemble average projections 
synthesized across all AOGCMs and all stations within six regions 
(Figs. 8.2 and 8.3) indicate:

 (a) The largest total precipitation increases during the cold season 
(defined as NDJFM) are projected to occur in the Northwest and 
Northeast regions. These increases derive largely from projected 
increases in precipitation intensity, although the Northeast region is 
also projected to experience moderate increases in cold season pre-
cipitation occurrence. Large decreases (with an area average magni-
tude of  – 15% for mid-twenty-first century) in cold season 
precipitation are projected for the Southwest, due to a large decrease 
in precipitation occurrence, which more than offsets projected mod-
erate increases in wet-day precipitation intensity. Cold season 
 projections for the Northern Plains indicate moderate precipitation 
decreases due to reductions in precipitation frequency.

 (b) For the majority of the contiguous US, drier warm season (defined as 
MJJAS) conditions are projected, due largely to decreases in precipi-
tation frequency (of up to 30% by mid-century in the Northwest, 
Southern Plains, and Southeast). Warm season total precipitation is 
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projected to decline by up to 40% by 2081–2100 in the Southeast 
and southern Plain states. Only the Northeast and Midwest are pro-
jected to experience area averaged increases in total warm season pre-
cipitation. In the Midwest, this is principally due to an increase in 
the magnitude of intense events. In the Northeast region, increases in 
large precipitation events are coupled with increases in precipitation 
occurrence.

While the finding of increased cold season precipitation over the 
Northeast is in accord with a prior regional analysis, the changes in the 
warm season are in contrast to an earlier analysis by (Hayhoe et al. 2007). 
In the work by Hayhoe et al. (2007), the ESD applied involved mapping 
of probability density functions for monthly and daily precipitation and 

Fig. 8.2 Change in total precipitation (expressed in %) at 936 stations in (a and 
b) cold season (NDJFM) and (c and d) warm season (MJJAS) and for 2046–2065 or 
2081–2100 relative to 1961–2000 derived from statistical downscaling of 10 
AOGCMs (BCCR-BCM2, CCCMA-CGCM3, CNRM-CM3, CSIRO-MK3, GFDL-CM2, 
GISS-Model E-R, IPSL-CM4, MIUB-ECHO, MPI-ECHAM5, and MRI-CGCM2) (Schoof 
et al. 2010)
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temperature onto gridded historical observations. The results indicated 
winter (DJF) precipitation increases of 6–16% (where the range repre-
sents the variation between three different SRES emissions scenarios) by 
2035–2064 relative to 1961–1990, and little or no change in summer 
(JJA) precipitation totals. In a separate ESD analysis for the Great Lakes 
region (specifically Michigan and Illinois) which used the same approach 
as that by Hayhoe et al. (2007) and an asynchronous quantile regression 
methodology applied to three AOGCMs from the CMIP3 archive, 
Hayhoe et al. (2010) found that annual precipitation was within a few 
percent of historical values, but was generally higher at the end of the 
twenty-first century (by up to 20%) relative to the end of the twentieth 
century. The cold season results mostly indicated increased precipitation 

Fig. 8.3 Regional histograms for the ensemble mean difference in seasonal pre-
cipitation 2046–2065 v 1961–2000 at each station based on downscaling of 10 
AOGCMs (BCCR-BCM2, CCCMA-CGCM3, CNRM-CM3, CSIRO-MK3, GFDL-CM2, 
GISS-Model E-R, IPSL-CM4, MIUB-ECHO, MPI-ECHAM5, and MRI-CGCM2) (Schoof 
et al. 2010). The upper panels show the results for the warm season (MJJAS), and 
the lower panel shows results for the cool season (NDJAM). The frequency denotes 
the percentage of stations in a given region that show a ratio of a given magni-
tude. If the Fraction of the historical value is 1 the historical and future periods 
have equal precipitation totals
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consistent with the findings of Hayhoe et al. (2007) and Schoof et al. 
(2010), while projections for the summer typically indicated zero or 
small magnitude declines in precipitation accumulation. The high spatial 
variability in the response in warm season precipitation evident for the 
Great Plains and Midwest as shown in Figs. 8.2 and 8.3 is consistent, at 
least in part, with other downscaling analyses that have indicated 
enhanced precipitation during the spring transition months, coupled 
with drying of the summer proper (Patricola and Cook 2013; Pryor et al. 
2013) (see further discussion below).

The projected increases in precipitation in the Pacific Northwest are 
also consistent with simple downscaling applied to 10 CMIP3 AOGCMs 
(Salathé 2006). Salathé (2006) suggested that the projected increase in 
precipitation might be causally linked to simulated changes in the large- 
scale storm track increasing orographic enhancement of precipitation. 
Gutzler and Robbins (2011) used a simple ESD based on projected linear 
trends in temperature or precipitation from 18 CMIP3 AOGCMs (A1B 
SRES) superimposed onto the interannual variability as observed during 
the twentieth century to examine scenarios of possible drought statistics 
in the western US. The results indicated declines in precipitation totals 
(2076–2100 relative to 1976–2000) over much of California, Arizona, 
southern Nevada, and Texas, and increased precipitation projections 
north of those states. These findings are consistent with the scenarios 
developed by Schoof et al. (2010) in terms of sign of change but are of 
lesser magnitude. While the changes in precipitation receipt derived by 
Gutzler and Robbins (2011) are relatively modest, when the temperature 
and precipitation projections are used to derive estimates of future Palmer 
drought severity index scenarios they found a marked increase “in the 
severity and duration of twenty-first century drought (defined in terms of 
a twentieth century baseline), and the spatial scale of future droughts 
expands to cover much of the West” (Gutzler and Robbins 2011).

Increased drought probability and intensity was also projected for 
Mexico in Montero-Martínez and Pérez-Lopez (2008) and Magaña et al. 
(2012), where annual rainfall is projected to decrease by 10–20% by 
2040–2069 under the A1B and A2 emission scenarios. Most of the 
downscaled models agree on the sign of change, but uncertainty is high 
because of the strong dependence on tropical cyclones as a water source 
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for much of the region. However, the changes in temperature, precipita-
tion, and the variability of precipitation in these projections place north-
ern Mexico in a state of semi-permanent moderate meteorological 
drought after the 2050s given the A2 scenario.

Comparatively few analyses have focused on development of precipita-
tion scenarios for the Hawaiian Islands. One circulation-based ESD 
applied to six AOGCMs drawn from the CMIP3 archive indicated con-
siderable divergence in projections based in part on the simulation of the 
trade winds by the parent AOGCM. Nevertheless, the study concluded 
“the most likely scenario for Hawaii is a 5%–10% reduction of the wet 
season precipitation and a 5% increase during the dry season” by the end 
of the twenty-first century (Timm and Diaz 2009).

 Extreme Events

The economies and ecosystems of North America tend to be much more 
sensitive to extremes than to average conditions, and thus the impacts of 
climate change are likely to be disproportionately dictated by changes in 
the magnitude, frequency or characteristics of rare (but high magnitude) 
events. Accordingly, several ESD techniques (e.g., SWG and probabilistic 
approaches) have been applied to analysis of possible changes in extreme 
conditions (Pryor and Barthelmie 2010; Qian et al. 2008). In one exam-
ple, projections of annual and growing season climate extremes were 
derived using an SWG and output from four CMIP3 generation 
AOGCMs forced with the A2 SRES for sites across Canada (Qian et al. 
2010). All AOGCMs indicated a warmer future in both direct output 
and SWG derived local scenarios, and downscaled 50-year return period 
temperatures increased by up to 4 °C in 2041–2070 relative to 1961–1990. 
Consistent with other research on possible changes in precipitation 
regimes over Canada (Choi et al. 2009), potential changes in the 50-year 
return period daily precipitation for the mid-twenty-first century down-
scaled from each AOGCM were almost uniformly positive and increased 
by up to 25% from values during 1961–1990. Analysis of the downscal-
ing results versus use of direct AOGCM output indicated (i) application 
of the SWG reduced bias in extreme metrics during the baseline period, 
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[Harmon R. Holcomb] climate change signals in the SWG localized pro-
jections differed markedly from the direct AOGCM output, and [Harmon 
R. Holcomb] uncertainty in future climate projected from the four differ-
ent AOGCMs is a major contributor to overall analysis uncertainty (Qian 
et al. 2010).

Relatively few downscaling analyses have explicitly addressed heat 
waves, but one case study for Chicago found seven-day periods with tem-
peratures in excess of 32.2  °C had a return period of two years in the 
historical period but an occurrence rate of over 1.8  in any year by 
2070–2099 (Hayhoe et al. 2010). One ESD study based on output from 
HadCM3 examined the occurrence of heat waves in Mexicali, Mexico, 
using a temperature threshold of 44 °C and the statistical downscaling 
model (SDSM, which is a hybrid of regression analysis and SWG). The 
results indicate that the frequency of heat days, which has increased by 
over a factor of two during the last four decades, is projected to increase 
by 2.1–2.4, 3.4–3.6, and 4.0–5.1 times by 2020s, 2050s, and 2080s, 
respectively relative to the average for 1961–1990 based on the B2 and 
A2 SRES (Garcia Cueto et al. 2010). Other ESD analyses of heat-wave 
intensity have included the additional influence on apparent temperature 
of humidity, and have indicated apparent temperature and hence heat 
stress in the Midwest increased across all SRES scenarios considered, with 
the 90th percentile apparent temperature increasing by between 3 °C and 
6 °C between 1961–1990 and 2081–2100 (Schoof 2012). This tendency 
toward intensification of thermal extremes is also manifest in the 
NARCCAP RCM simulations. For example, the number of days in the 
Chicago region each year with temperatures in excess of 32.2 °C (90 °F) 
is doubled by the mid-century based on an eight-member ensemble mean 
(Pryor et al. 2013).

A comprehensive ESD analysis of wintertime (DJFM) 20-year return 
period precipitation amounts has been performed from 4128 stations 
across North America and output from the Canadian Centre for Climate 
Modeling and Analysis version 3.1 AOGCM in combination with a 
downscaling method that employs circulation-based analysis and applica-
tion of Generalized Extreme Value distributions. The results indicate that 
the current 20-year return period daily precipitation amount will be 
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observed with higher frequency in the future (2050–2099) across almost 
the entire study domain (with the exception of northern Alberta and 
southern Mexico), with largest magnitude increases in southern and cen-
tral US (Wang and Zhang 2008). This is again consistent with other 
scenarios of intense precipitation that are suggestive of a continuation of 
tendencies toward intensification of extreme events that have been found 
in the historical record (see Chap. 2).

8.4  Dynamical Downscaling

 Methods

Dynamical downscaling refers to the production of high-resolution cli-
mate information using models that are dynamically and physically 
based. In this way, they are similar to coupled atmosphere-ocean general 
circulation models (AOGCMs) and limited area models used for weather 
research and forecasting. Unlike AOGCMs, which have, in recent past, 
produced simulations with a spatial resolution of 100 km or more, meth-
ods for dynamical downscaling often produce simulations at 10–50 km 
or less. Differences like these in resolution are illustrated through terrain 
height fields in the western US in Figs. 8.4 and 8.5.

Four methods of dynamical downscaling exist: nested regional cli-
mate modeling, stretched grid global modeling, high-resolution simu-
lation using atmosphere-only GCMs (AGCMs), and coarse resolution 
AOGCM modeling with high-resolution orography. Given its current 
popularity and establishment as a useful tool, our technique overview 
and climate- change results summary will focus mainly on nested 
regional climate modeling. Also, because a full methodological descrip-
tion is outside the scope of this book, only a brief overview of the 
modeling techniques will be given. The reader is referred to 
Rummukainen (2010) for a more in- depth, but general, overview and 
to Giorgi et al. (2001), Laprise (2008), and Warner (2011) for more 
technical descriptions, overviews, and reviews of common dynamical 
downscaling sensitivities.
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 Nested Regional Climate Modeling

Nested regional climate modeling refers to the production of high- 
resolution climate information using limited area models (LAMs)/ RCMs 
over any given location of interest. RCMs require lateral and lower 
boundary condition forcing from some source at a time frequency of 
around 3–6 hours. The source is often referred to as the driver, parent, or 
forcing model or data set. Variables used from the parent include tem-
perature, moisture, winds, pressure/geopotential height, sea-surface tem-
perature (SST), sea ice, and soil moisture and temperature.

Fig. 8.5 Terrain height (m) for model grid cells at four different horizontal reso-
lutions. Paths for the transects shown in Fig. 8.4 are given in the lower right panel. 
AOGCM transect paths are represented by the pink line, while the 2-km and 
10-km RCM paths are given by the solid black line, and the 50-km RCM path is 
represented by the dashed gray line. Differences in the paths are a result of dif-
ferences in map projections and grid cell sizes
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Simulations are typically started in advance of the period when infor-
mation is desired. This is to allow for spin-up of the variables inside of the 
RCM domain, that is, to allow them to obtain equilibrium after initial-
ization. While atmospheric fields spin-up within a day or two, fields such 
as deep soil moisture may require a year or more to reach equilibrium 
(Christensen et  al. 2001; Cosgrove et  al. 2003; de Elía et  al 2002). 
Spin-up periods should not be used in climate analysis.

To start, “perfect” boundary conditions are often used to drive an 
RCM. They are derived from an observational analysis or reanalysis and 
allow for the determination of any systematic biases in an RCM. This 
step also allows an RCM to be compared directly to observations during 
the simulation period, as opposed to only comparing it against long-term 
climate statistics, as any given day in an RCM should match a given day 
in reality with this experimental setup.

For climate change projections, boundary conditions are often derived 
from AOGCM simulations of baseline/historical climate and future cli-
mate. The climate change projections are taken as the difference between 
these two simulations. AOGCM-forced RCM simulations are subject to 
inheriting biases present in the AOGCMs (e.g., Noguer et al. 1998); this 
bias adds to an RCM’s systematic bias, and users of RCM projections 
should remain conscious of this. In some cases, reanalyses have been 
modified to reflect potential future conditions (e.g., Patricola and Cook 
2010; Rasmussen et  al. 2011). This does help reduce inherited GCM 
bias, assuming bias is linear and constant current-to-future, but there is 
no best practice method established for this technique yet, and it is not 
the norm—most RCM studies use AOGCM output for boundary condi-
tions directly.

Multiple nesting may be used in an RCM (i.e., a nest with an even 
finer resolution may occur within a limited area domain). This may be 
used to avoid large jumps in resolution between the parent and the 
RCM, to create a larger, main RCM domain to avoid placing boundar-
ies of the desired nest in problematic locations with little extra compu-
tational cost, and/or to simply obtain higher resolution information 
over a specific region. This technique is used, for example, in Hall et al. 
(2012), where an 18-km parent domain and then a 6-km nest with an 
interior 2-km nest are used to better resolve the region encompassing 
Los Angeles County.
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Generally, information calculated in an RCM is not passed back to the 
parent. This is referred to as one-way nesting. Two-way nesting, where 
there is feedback between an RCM and its driver is not common yet and 
is more complicated. Examples of two-way nesting are available in Lorenz 
and Jacob (2005), Inatsu and Kimoto (2009), and Chen et al. (2010).

In some studies, nudging techniques are applied in an RCM to keep 
the large-scale flow inside the RCM domain from diverging from the 
solution of its parent by “nudging” it back every few hours. Divergence 
in the large-scale fields is not always desirable, but it is not uncommon in 
large domains. While nudging can reduce drift and produce better simu-
lations in some cases (especially when driven by a reanalysis, for example, 
Lo et  al. 2008), it can cause damping of precipitation extremes, other 
small-scale features, and upscale feedbacks to the larger scale (Radu et al. 
2008; Alexandru et  al. 2009; Rummukainen 2010; Cha et  al. 2011). 
Damping of extremes may not always be detrimental, however, and may 
produce a more realistic outcome (e.g., Otte et al. 2012).

It behooves the users of RCM information to know which physical 
processes are included in the models they choose. For instance, not all 
regional models contain lake models, or in some, using one is optional. It 
is currently common for RCMs to set surface temperatures over resolved 
lakes using interpolated values from the nearest ocean points. This prac-
tice allows for lake surface temperatures that are more realistic than if the 
temperature was set using surrounding land points, but this practice may 
negatively impact the simulated climate near large lakes. Likewise, not all 
RCMs include the formation of lake and sea ice, or they contain crude 
representations for it. Prudence is necessary, therefore, when using infor-
mation from a given RCM in a specific locality.

Some of the limited area atmospheric modeling systems that have been 
adapted or developed for regional climate use and have been used over 
North America are listed below. Extensive references exist for each, but 
only a few relevant references are provided.

• The Canadian Regional Climate Model (CRCM, Caya and Laprise 
1999; Laprise et al. 2003; Laprise 2008)

• The NCEP Eta Model (Janic 1994; Xue et al. 2007)
• The fifth-generation Pennsylvania State University-NCAR Mesoscale 

Model (MM5, Grell et al. 1993)
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• Providing Regional Climates for Impacts Studies (PRECIS)/HadRM, 
the Met Office Hadley Centre Regional Climate Model (Jones et al. 
2004)

• The International Centre for Theoretical Physics (ICTP) Regional 
Climate Model (RegCM, Giorgi et al. 1993a, b; Pal et al. 2007)

• The Regional Spectral Model (RSM), originally developed at the 
National Centers for Environmental Prediction (Juang et al. 1997)

• The Regional Atmospheric Modeling System (RAMS, Pielke et  al. 
1992; Cotton et al. 2003; Miguez-Macho et al. 2005)

• The Weather Research and Forecasting model (WRF, Skamarock et al. 
2005)

 High-Resolution AGCMs

In high-resolution AGCMs (HR-AGCM), simulations are completed 
globally, not over a limited domain, with the atmospheric model compo-
nent of an AOGCM (e.g., Cubasch et al. 1995; May and Roeckner 2001; 
Duffy et al. 2003; Govindasamy et al. 2003; Déqué et al. 2005; Wehner 
et al. 2010). As global models, lateral boundary conditions (LBCs) are 
not necessary; these models are forced by surface boundary conditions, 
that is, SSTs and sea ice from reanalysis or AOGCMs.

HR-AGCM simulations are often referred to as “time-slice” simula-
tions since only part of the coarser resolution fully transient (i.e., con-
tinuous long-term) simulation from the parent AOGCM is often 
downscaled. Completing time-slice simulations, as opposed to full tran-
sient simulations, is often necessary as this type of dynamical downscal-
ing is more computationally expensive given the global domain. 
HR-AGCMs do have an advantage over RCMs in not having LBC issues. 
Plus, HR-AGCMs allow for feedback of resolved smaller-scale atmo-
spheric processes from one region of the world to another.

 Stretched Grid AGCMs

Stretched grid AGCMs (SG-AGCM), or variable resolution AGCMs, are 
similar to HR-AGCMs in that they both run globally, but SG-AGCM 
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use high-resolution over chosen areas of interest only, and then transition 
to a coarser grid over the rest of the globe (e.g., Côté et al. 1998; Fox- 
Rabinovitz et al. 2006; McGregor and Dix 2008; Skamarock et al. 2010, 
2011). In this way, they are less computationally expensive than 
HR-AGCMs. They have the same benefits as HR-AGCMs in terms of 
the lack of LBC issues and allowance of global feedback, but problems 
could develop in the high-to-coarse resolution transition areas, particu-
larly if chosen parameterizations do not work well across multiple resolu-
tions. An example of a stretched grid, illustrating one configuration of 
the Voronoi hexagonal mesh used by the Model for Predication Across 
Scales (MPAS; Skamarock et al. 2012), is given in Fig. 8.6.

 High-Resolution Orography Within a Coarse Resolution 
AOGCM

Parameterizing high-resolution orographic forcing within a coarse resolu-
tion model is another method used to obtain improved regional detail in 
climate simulations. In this method, the impacts of sub-grid scale oro-

Fig. 8.6 An MPAS Voronoi hexagonal mesh centered over North America, config-
ured with 10,242 grid cells with an 85-km horizontal resolution in the fine-mesh 
region and a 650-km resolution in the coarsest region. (Fig. 10 from Skamarock 
et al. 2012)
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graphic precipitation, vegetation, and lakes, for instance, can be calcu-
lated on sub-grid scale elevation bands to provide enhanced regional 
detail in chosen variables (Leung and Ghan 1998; Ghan and Shippert 
2006, Ghan et al. 2006). This methodology is not just applied in coarse 
AOGCMs, but may also be used to provide further detail in RCMs 
(Leung and Ghan 1999a, b; Lei and Yaocun 2007).

 Skill and Uncertainties

Skill in reproducing historical climate is often used to infer which models 
might perform best in simulating future climate. However, while accu-
rately portraying historical climate might give one more confidence in 
the model, it does not necessarily mean that the model will have skill in 
projecting future climate. How to differentiate models by skill to com-
bine their projections is a current topic of debate (Knutti et al. 2010). 
However, one is likely to give little credit to a model that cannot produce 
a realistic simulation of observed climate.

As a result, there are many examples demonstrating the skill of dynam-
ically downscaled simulations in reproducing historical climate in the 
published literature, particularly skill over that of GCMs, and mainly 
focused on increased skill in simulating precipitation and temperature 
and their extremes. Over North America, the demonstration of skill in 
dynamical downscaling started with the RCM study of Dickinson et al. 
(1989). Recent studies include, but are not limited to: Caldwell et  al. 
(2009; for California), Castro et al. (2007; for the US and Mexico with a 
focus on the North American Monsoon System), Cocke et al. (2007; for 
the Southeast US), Evans et  al. (2005; a multiple model example for 
Kansas), Fox-Rabinovitz et al. (2008; on the stretched grid model inter-
comparison project), Jiao and Caya (2006; for North American summer 
precipitation), Lucas-Picher et al. (2013; in North American Coordinated 
Regional Climate Downscaling Experiment (CORDEX) simulations), 
Martínez-Castro et al. (2006; an RCM sensitivity study for the Caribbean), 
Martynov et  al. (2013; in North American CORDEX simulations), 
Rauscher et  al. (2008; for Meso-American Drought), and Rupp et  al. 
(2007; an impact study example of an RCM used with an ecosystem 
model in the Yukon River Basin).

 L.O. Mearns et al.



 227

Quantifying skill, however, is not one and the same with quantifying 
uncertainty. There are several basic sources of uncertainty (e.g., Yohe and 
Oppenheimer 2011) in the projection of climate change, such as uncer-
tainty in emission scenarios. These are reviewed in a regional modeling 
context in Foley (2010). Some important sources of uncertainty that are 
specific to dynamical downscaling include: the LBCs, model formula-
tion, effects of natural variability when simulations are short, regional 
feedbacks, and validation when simulations are at a higher temporal or 
spatial resolution than available observations and/or where observations 
are sparse. Uncertainties specific to AOGCMs are also often relevant in 
AGCMs. The remainder of this section will focus on uncertainties that 
are specific to dynamical downscaling, focusing on RCMs.

RCM skill in reproducing historical climate when driven by reanalysis 
is usually higher than when driven by a GCM. This uncertainty from 
lateral and lower boundary conditions can be summarized as the “garbage 
in/garbage out problem.” With regional climate models, errors in a driv-
ing GCM are inherited by an RCM and combine with the systematic 
errors in the RCM, increasing the uncertainty in the simulation output. 
Downscaling a GCM that has an inadequate representation of large-scale 
flow, for example, may well be a futile effort. The use of observed 
 conditions or reanalyses as a driver can also be a source of uncertainty for 
similar reasons—slight differences in the driving conditions can change 
the solution (e.g., de Elía et al. (2008) examine the impact of using two 
different reanalyses as part of their uncertainty analysis). One methodol-
ogy that has been developed to test for RCM response to LBC errors and 
verify that RCMs can well reproduce small-scale climate statistics is 
known as a “Big-Brother/Little-Brother Experiment.” Results from this 
type of experiment can be found in Denis et  al. (2002), Antic et  al. 
(2004), Dimitrijevic and Laprise (2005), and Diaconescu et al. (2007).

Lateral boundary conditions, in terms of their placement and treat-
ment, can also cause uncertainty. Domain size and boundary placement 
can impact simulation outcome (Vannitsem and Chomé 2005; Rauscher 
et al. 2006; Leduc and Laprise 2009; Separovic et al. 2011). Similarly, 
RCM formulation can be a source of uncertainty. Certain types of 
regional analysis may be more uncertain than others if processes that are 
important to a specific region’s climate are not included. For example, if 
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the use of irrigation over time in a small region has not remained con-
stant, that region’s climate has likely been impacted by that change, and 
this process is likely not included in an RCM unless it has been run spe-
cifically with that in mind. Other similar examples can be found in 
Pitman et al. (2010).

Neglecting feedbacks from an RCM to its parent also provides a source 
of uncertainty. Smaller-scale regional processes that impact other regions 
of the globe or grow upscale to impact large-scale circulation will not be 
allowed to feed back to the global scale when they are resolved with a 
finer grid in an RCM. In variable resolution global models, this could 
also be problematic, if two regions are important to one another’s cli-
mate, but only one is benefiting from the finer mesh.

Uncertainty due to internal model variability is also present in RCMs, 
but is different than that in AOGCMs, HR-AGCMs, SG-AGCMs, or 
GCMs with high-resolution orography. While in any variety of GCM, 
two runs started with slightly different initial conditions (ICs) are bound 
to diverge after about two weeks, two RCMs started with perturbed ICs, 
but with the same driving LBCs, will remain correlated throughout their 
simulation, because of the shared LBCs (e.g., de ElÍa et  al. 2002). 
However, because we are modeling a chaotic system, a single RCM 
ensemble with perturbed ICs and one driver will still provide an array of 
solutions, the degree of divergence of which can vary as a function of 
season, domain size, field of interest, and geographical location (e.g., 
Giorgi and Bi 2000; Christensen et  al. 2001; Caya and Biner 2004; 
Alexandru et  al. 2007; de Elía et  al. 2008; Lucas-Picher et  al. 2008). 
Similarly, RCMs can produce projections that are unlike or even opposite 
in sign to their driving GCMs due to a combination of factors, including 
differing parameterizations and resolutions (e.g., Han and Roads 2004; 
Pan et al. 2004; Liang et al. 2006; Bukovsky and Karoly 2011).

Ensembles using different RCMs driven by different GCMs, or ensem-
bles using other dynamical downscaling methods allow for the assess-
ment of some of the uncertainty in the projections referred to here. 
Multi-model ensembles give a sense of the uncertainty due to model for-
mulation. One advantage to using an ensemble of relatively indepen-
dent/different models is that they allow for different representations of 
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feedbacks within the climate system, something that is not possible in 
statistical downscaling. Feedbacks in clouds, for example, are a large 
uncertainty in climate change projections. Having different microphysi-
cal parameterizations combined with other differences in model formula-
tion will allow for differing magnitudes of cloud feedbacks to temperature 
and other variables given the different treatment between the models. 
This allows for some of the uncertainty surrounding this aspect of climate 
change projections to be better encompassed as well.

Furthermore, an RCM ensemble that includes different drivers allows 
for a better estimate of the uncertainty due to the LBCs, and multiple 
realizations of a model facilitate the estimation of the internal variability. 
One large dynamical downscaling project that aims to aid in the charac-
terization uncertainty in projections of future climate over North America 
is discussed below.

 Review of Results over North America

Independent dynamical downscaling studies over North America have 
heavily focused on the western US to date. This is due to the desire for 
improved model performance over this topographically  complex and 
water stressed region. Current published studies do not cover all regions 
of North America. However, we will review select regions, chosen based 
on the availability of existing publications, focusing on those since the 
IPCC AR4 (i.e., those based on the CMIP3 generation of AOGCMs).

More studies with greater regional breadth are expected as a result of 
the NARCCAP (Mearns et  al. 2009), and we will start our review by 
providing a condensed version of some basic NARCCAP climate change 
results for the continent.

The results from this entire section are heavily based on RCMs. 
Other methods of dynamical downscaling used for climate change pro-
jection are not as common over North America. Since SG-AGCM are 
still in the development and testing phase, climate change simulations 
are not yet the norm. While HR-AGCMs and high-resolution orogra-
phy AOGCMs are more established methodologically, they are still not 
as widely used.
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 North American Regional Climate Change Assessment 
Program (NARCCAP) Results

The NARCCAP is providing an ensemble of 50-km resolution RCM 
simulations covering most of North America to facilitate climate change 
projections for use in impacts research and the investigation of uncertain-
ties in regional scale projections of future climate. Six different RCMs are 
being used to dynamically downscale four different CMIP3-era AOGCMs 
and one reanalysis. Twelve combinations/projections are being provided 
out of the possible 24. Two 50-km HR-AGCM time-slice simulations are 
also being provided by NARCCAP, the AGCMs representing the atmo-
spheric component of two of the AOGCMs being downscaled in the 
program. Projections for the future are made using the SRES A2 emis-
sion scenario, and simulations cover the period from 2041 to 2070. 
Historical period simulations cover 1971–2000 (for the AOGCM-driven 
simulations) and 1981–2004 (for the reanalysis-driven simulations). 
More detailed information on NARCCAP may be found in Mearns et al. 
(2009, 2012), or at www.narccap.ucar.edu. Simulations with a North 
American domain (and also Arctic and Meso-American domains) dynam-
ically downscaling CMIP5 AOGCMs are also being produced as a part 
of CORDEX (Coordinated Regional Climate Downscaling Experiment, 
Giorgi et al. 2009), and will be useful for additional analyses over North 
America in the future.

We provide here an overview of seasonal-mean changes derived from 
the ensemble of NARCCAP simulations. Numerous, independent pub-
lications have documented other aspects of North American climate 
change, as projected by this ensemble. A few are listed in Mearns et al. 
(2013a) and in the next section, but it is outside the scope of this section 
to summarize all NARCCAP-related publications.

At the time of this writing, 11 AOGCM-forced RCM simulations 
and two HR-AGCM simulations were available for analysis (Mearns 
et al. 2012). The ensemble means discussed below are composed of the 
CRCM driven by the Canadian Global Climate Model3.1 (CGCM3.1) 
and the Community Climate System Model version 3 (CCSM3), the 
Experimental Climate Prediction Center (ECPC) Regional Spectral 
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Model (RSM) driven by the GFDL CM 2.1, the HadRM3 driven by 
the UKMO HadCM3 and the GFDL CM 2.1, the MM5 driven by the 
CCSM3 and HadCM3, the Regional Climate Model Version 
3(RegCM3) driven by the CGCM3.1 and by the GFDL CM 2.1, the 
WRF driven by the CCSM3 and the CGCM3, and the two AGCM 
time slices from the GFDL (AM2.1) and CCSM 3.0 (CAM3) atmo-
spheric model components.

The ensemble mean 2-m temperature change projected for mid- 
century from 13 NARCCAP simulations indicates that the greatest 
 magnitude changes will take place in winter over Canada (Fig. 8.7). 
Projections for a 2 °C or greater temperature increase in winter by mid-
century (2041–2069) cover most of the continent. Overall, projected 
temperature changes for spring are lowest, but larger changes are found 
over the Rocky Mountains, especially from the Four Corners region 
southward into Mexico. Projected changes in summer are largest over 
the US, but with an ensemble mean change of over 3  °C in many 
places.

Fig. 8.7 11 RCM + 2 HR-AGCM ensemble mean 2-m temperature change from 
1971–1999 to 2041–2069 for December–January (DJF), March–May (MAM), June–
August (JJA), and September–November (SON)
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Figure 8.8 shows the ensemble mean precipitation change and the 
number of models that project an increase in precipitation by mid- 
century. Overall, the simulations indicate more precipitation in the 
north, and less in the south, with the dividing line shifting by season 
throughout the US. There is perfect to near-perfect model agreement on 
an increase in precipitation in Canada in fall and winter of above 10% on 

Fig. 8.8 Left column: 11 RCM + 2 HR-AGCM ensemble mean precipitation change 
from 1971–1999 to 2041–2069. Right column: The number of simulations (out of 
13) that project an increase in precipitation

 L.O. Mearns et al.



 233

average (Fig. 8.8), with larger increases in the northern territories. The 
same is true for winter in the Northeast US and Great Lakes region. In 
the Southeast and Central US there is less agreement on the projection of 
precipitation, particularly in Fall–Spring, where the model mean comes 
out with an increase in precipitation, but with less agreement on the 
overall direction of the change compared to other regions. These regions 
are near the switch in the direction of the projection in the shoulder sea-
sons, particularly, so less agreement is expected.

The multi-model mean projects drying for southwestern North 
America in all seasons, though for the southwest US in winter and the 
region in general in fall, this is not clearly agreed upon. A decrease in 
precipitation of at least 10% is projected with strong agreement for 
southwestern North America in spring.

The least agreement overall is found in summer through the center of 
the continent. This is no surprise, as precipitation in summer is not as 
dynamically forced as in other seasons. However, the simulations do proj-
ect a decrease in precipitation over most of southern North America. 
Where the ensemble mean projects a decrease of 10% or more, for exam-
ple, the central/southern Plains, northwestern Mexico, and most of the 
US west, there is often strong model agreement on the drying.

These results are similar to those found in the CMIP3 suite of simula-
tions for winter (as well as to the four GCMs that drove the NARCCAP 
RCMs (Mearns et al. 2013b)), but in summer, the NARCCAP RCMs 
altogether indicate a greater decrease in precipitation across the US from 
the Northwest through the central and southern Plains, and eastward 
toward the Appalachians, as discussed in Mearns et  al. (2013b). The 
causal processes behind this deeper drying are not yet known.

 Summary of Other Projections in the Published Literature

As a point of departure for the discussion in this section, it is worth men-
tioning that projections derived from dynamical downscaling were not 
heavily relied upon in the IPCC AR4, perhaps because of their relative 
scarcity at the time. RCM results in Chap. 13 of the IPCC AR4 WG1 
report (“Regional Climate Projections,” Christensen et  al. 2007) are 
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 generally referred to in the context of evaluating RCM skill, and the 
CMIP3 model suite was relied upon for projections of mean precipita-
tion and temperature. RCM simulations play the greatest role in the dis-
cussion of temperature and precipitation extremes in Christensen et al. 
(2007), but are mostly limited to extremes in the western US, where the 
bulk of North American RCM studies have been carried out to date. 
Since the IPCC AR4 was prepared, many more studies applying dynami-
cal downscaling over North America have been published and are sum-
marized below. Given the distinct national and/or regional isolation of 
most dynamical downscaling studies, this section has been organized by 
nation and region as well.

United States

Using the WRF model with a 30-km horizontal resolution, driven by the 
CCSM 3.0, Bukovsky and Karoly (2011) projected an approximately 
18% decrease in average May–August precipitation for the central US 
for the end of the century (e.g., the 2090s) using the A2 emission sce-
nario, a change opposite in sign to that given by the CCSM 3.0, but in 
better agreement with other CMIP3 AOGCM projections. This was 
accompanied by an increase in the number of consecutive dry six-hour 
periods (and days), but an increase in the intensity of precipitation, and 
an increase in the magnitude and frequency of extreme precipitation 
events. Gutowski et al. (2008) also projected an increase in the magni-
tude of extreme precipitation in this region, specifically the Upper 
Mississippi River Basin (UMRB), but for the cold season. Gutowski 
et al. 2008 used the RegCM2 at 50-km driven by the HadCM2 using an 
equivalent CO2 increase of 1% per year after 1990 (the IS92a scenario). 
The results of Bukovsky and Karoly (2011) for average precipitation are 
not consistent with the mid-century results of Jha et al. (2004) for the 
UMRB. Jha et al. used the same RCM/GCM/emission scenario/resolu-
tion combination as Gutowski et al. (2008). The projections from this 
realization indicated an increase in annual mean precipitation of about 
21%, with an increase in every month but November for this basin. 
Combined with the Soil and Water Assessment Tool (SWAT) hydrologic 
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model, these results project a 50% increase in annual mean UMRB 
streamflow. Using the same emission scenario (IS92a) with two versions 
of the CRCM at 45-km forced by the CGCM2; however, Sushama et al. 
(2006) indicated a decrease in annual average precipitation over the 
Mississippi River basin by mid-century. Compounded with a significant 
decrease in snow cover and an increase in evaporation, this yielded a 
decrease in flow in the Mississippi River.

Hayhoe et al. (2008) produced dynamical and statistical projections 
for the Northeast US. They present RCM results from the MM5 driven 
by the PCM given the A1FI and B1 SRES scenarios for early, mid, and 
late century. This model study indicates increases in daily maximum 
temperature of over 3 °C by late century in the northern part of this 
region, and a doubling of the number of days per year above the 1990 
90th percentile temperature. Hayhoe et al. (2008) also projected mixed 
changes in average precipitation and precipitation intensity, depending 
upon the location within the Northeast US. For example, in Maine, 
they found that statistical downscaling resulted in precipitation 
decreases of about 100  mm, whereas the regional model projected 
increases of about 100 mm. Decreases in intensity and mean rainfall 
were found for the northern part, with increases in both in the south-
ern portion. Rawlins et al. (2012), using NARCCAP simulations, show 
a significant increase in temperature in the Northeast (2–3 °C), a sig-
nificant increase in winter precipitation, and changes generally still 
within natural variability by mid-century in other seasons, though a 
significant increase in precipitation is projected in spring in the central 
Northeast, and a significant decrease in the southern part of this region 
in summer.

Studies in the western US are often concerned with changes in snow-
fall, snowpack, and snowmelt. All RCM climate change studies predict 
warming for the West in all seasons. Warming is strongest at high eleva-
tions due to a snow-albedo feedback, particularly in regions where snow 
is transitioning to rain more frequently and/or the average melting level 
is moving upwards (e.g., Snyder and Sloan 2005, for the Sierra Nevada 
Mountains; Duffy et al. 2006, in one of four simulations for the western 
US; Salathé et al. 2008, forthe US Pacific Northwest; Wi et al. 2012, for 
the Colorado River Basin (CRB)). Gao et al. (2011), using six NARCCAP 
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RCMs, show that the magnitude of the warming in the RCMs is less 
than in their driving GCMs for the CRB headwaters, indicating that, in 
some cases at high elevation, rivers may be less susceptible to a warming 
climate in the RCMs than the GCMs. Dynamically downscaled projec-
tions in Hall et al. (2012) for Los Angeles County illustrate the detail 
one may gain in projections at very high-resolution. Their 2-km nested 
WRF simulations exhibit clear differences between coastal and inland 
warming, with larger warming by 1–2 °F inland and at higher eleva-
tions, as shown in Fig. 8.9. The strongest warming in the Los Angeles 
region is found over inland desert in summer and fall. Temperature 
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extremes are not as extensively covered in the literature; however, in 
summer, more hot days and extreme hot days are also expected in some 
regions (e.g., Sacramento Valley, southern CA, and Nevada: Pan et al. 
2010).

In the West, there is also an overall consensus that there will be an 
increasing fraction of precipitation falling as rain instead of snow in the 
winter (e.g., Leung et al. 2004). The direction of change for precipitation 
varies, however, based on sub-region, season, RCM, and study. For exam-
ple, Leung et  al. (2004) project no significant change in precipitation 
except for a drying trend in summer for the West; little consistency is 
indicated in the direction of change in the multi-model ensembles of 
Duffy et al. (2006) and Dominguez et al. (2012); Pan et al. (2010) proj-
ects an increase in winter precipitation, but a decrease in summer for 
California and Nevada; Wi et al. (2012) show an insignificant increase in 
winter precipitation over the CRB, but Rasmussen et al. (2011) have a 
cool season (November–May) increase of 26% over their full CRB 
domain; Gao et  al. (2011) project a decrease in summer precipitation 
over the CRB from their six-member ensemble, however; Snyder and 
Sloan (2005) show little change in total precipitation in the Sierra 
Nevada; and inconsistency is present between RCMs in Salathé et  al. 
(2010) in Washington State, but more fall precipitation is possible in 
Washington and the Pacific Northwest, particularly along the windward 
side of the mountains (Salathé et al. 2008, 2010).

Regardless of the direction or magnitude of change in average precipi-
tation, increase in the intensity of future extreme cool season precipita-
tion for the West is more uniformly projected (e.g., Leung et al. 2004; 
Rosenberg et al. 2010; Salathé et al. 2010 (including Vancouver Island 
and the British Columbia coastal range), and Dominguez et al. 2012).

Canada

Sushama et al. (2007), using the CRCM at 45-km driven by the CGCM3 
with an A2 SRES scenario, investigated the impacts of climate change on 
North American permafrost zones. The majority of Canada is covered by 
some fraction of Tundra, categorized by Sushama et  al. as isolated, 
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 sporadic, discontinuous, or continuous tundra, moving Northward with 
 category, generally. Significant increases in near-surface soil temperature 
were indicated in all four zones, with a 4–6 °C increase in the continuous 
permafrost by mid-century (2041–2070). An increase in precipitation 
was also projected in all zones in all months, with a 15–20% increase in 
annual average precipitation by mid-century. However, in all but the 
continuous permafrost zone, a decrease in snow-water-equivalent was 
projected. A decrease in frozen soil content from the warming combined 
with the increase in precipitation could lead to intensification of the 
hydrological cycle, and this was indicated for the isolated permafrost 
zone.

With the same model combination as above, but using the IS92a emis-
sion scenario, Sushama et al. (2006) projected a 2–4% increase in annual 
average precipitation and an increase in annual average runoff in the 
Mackenzie, Yukon, and Fraser River basins by mid-century. These basins 
were also projected to see a significant decrease in snow cover, a related 
attenuated and earlier snowmelt peak, but increased fall, winter, and 
spring streamflow.

The increase in precipitation seen in the above two studies was also 
projected in Bresson and Laprise (2011).

Mailhot et al. (2007) and Mladjic et al. (2011) examined changes in 
extreme precipitation, and both project an increase in the magnitude of 
extreme events. In Mailhot et al. (2007), with a model set up similar to 
the Sushama et al. studies above, May–October return periods for annual 
maximum rainfall depths were halved for two-hour and six-hour events 
and decreased by 1/3 for 12–24-hour duration events by mid-century for 
southern Quebec. The extreme events in Mailhot et al. (2007) were more 
likely to come from more localized convective weather systems than pre-
viously. Using the NARCCAP suite of model simulations, Mailhot et al. 
(2012) projected large increases in annual maximum rainfall depth in the 
mid-latitude, inland, and Great Lakes regions in all examined return 
periods and durations by mid-century. Similarly, Mladjic et  al. (2011) 
used a 10-member CRCM ensemble driven by the CGCM3 with the A2 
SRES scenario to show an increase in the magnitude of extreme precipi-
tation events of varying duration for Canada.
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Mexico and Island Nations of the Caribbean Sea

Fewer dynamically downscaled projections exist for Mexico and the 
Caribbean than other parts of North America. A PRECIS simulation by 
Karmalkar et al. (2011) at an approximately 25-km resolution projects 
that Mexico will experience a warming of 3–4  °C by the end of the 
twenty-first century, with warming greater than or near 4 °C in the wet 
season and over the Yucatan Peninsula, and an amplified warming at ele-
vation as well. This result is similar to that made in Pérez-Pérez et  al. 
(2007), where a 22-km AGCM simulation projected a 3–4 °C increase in 
temperature by the end of the twenty-first century, mainly over north-
western Mexico. Over the Caribbean, a 50-km PRECIS simulation by 
Campbell et  al. (2011) projects warming of 1–5  °C, with the greatest 
warming over land, particularly over the largest islands. Precipitation 
projections from these two studies generally agree with the CMIP3 
AOGCM ensemble average presented in Christensen et al. (2007). For 
Mexico and the Caribbean, significant drying, outside of natural vari-
ability, is projected for the wet season. Precipitation decreases of around 
30–40% are projected for eastern and southern Mexico and the Yucatan 
Peninsula, and decreases of 25–50% around the Caribbean basin. 
Rauscher et al. (2011) present potential explanations for this drying. A 
split pattern of precipitation change is indicated in Campbell et al. (2011) 
for the dry season, with the northern Caribbean (above 22 °N) seeing up 
to a 75% increase in precipitation through an increase in the intensity of 
precipitation and a decreased number of dry days and the opposite 
(around 50% less precipitation) in the southern Caribbean.

Hurricanes constitute one of the most important meteorological haz-
ards and sources of moisture for the coastal region of Mexico, Central 
America, the islands of the Caribbean, and even the southwestern US 
(Englehart and Douglas 2001; Larson et al. 2005; Ritchie et al. 2011). 
Therefore, changes in tropical cyclone trajectory, frequency, and intensity 
may have a large influence on projections of precipitation over Mexico 
and the Caribbean Islands. However, dynamical downscaling is not 
always successful in reproducing precipitation associated with tropical 
cyclone activity over the tropical Americas because of fatal biases in 
 driving AOGCM boundary conditions and regional model resolution 
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and configuration. Common problems include tropical cyclones that are 
too weak and/or too few (e.g., Karmalkar et  al. 2011; Knutson et  al. 
2008).

Knutson et al. (2008), using an 18-km resolution RCM framework 
developed for downscaling Atlantic hurricane activity, suggest that tropi-
cal cyclone frequency over the tropical Atlantic will decrease, while rain-
fall rates increase. However, Bender et  al. (2010), using the GFDL 
hurricane model with a grid spacing of 8 km, project a decrease in the 
overall frequency of Atlantic hurricanes, but a near doubling of Category 
4 and 5 storms, categories not well captured in Knutson et al. (2008). 
Although it is likely that precipitation rates associated with tropical 
cyclones will increase (Knutson et al. 2010), it is not clear to what extent 
this, combined with a change in the frequency of tropical cyclones, is 
responsible for projected changes in wet season precipitation over Mexico 
and the Caribbean. It is clear that more work needs to be done in this 
region, accounting for changes in tropical cyclone activity and their inter-
annual and multidecadal variability (Goldenberg et al. 2001; Pérez-Pérez 
et al. 2007).

 Discussion of Dynamical Downscaling Results

Despite the plethora of regional modeling studies completed over North 
America, it remains difficult to make definitive statements about climate 
change over North America from dynamically downscaled simulations, 
outside of perhaps the US West and Great Plains regions. In the West, for 
example, enhanced warming at higher elevations due to the snow- albedo 
feedback, changes in the timing of snow melt, and the increase in the 
contribution of rain instead of snow to seasonal precipitation totals are 
consistently reproduced projections from RCMs in most of this region. 
This difficulty is due to the lack of overlap of the studies and absence of a 
broad range of modeling uncertainties. Many studies are local-to-regional 
in scale, and do not use a variety of emission scenarios, AOGCMs, or 
RCMs. It is infrequent that the climate changes from dynamically down-
scaled simulations are compared to those from their parent GCMs. 
Similarly, when analysis focuses on temperature and/or precipitation, too 
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seldom are attempts made to more completely explain differences in veri-
fication and differences in climate changes seen between RCM and parent 
AOGCM through a thorough analysis of causal atmospheric processes. It 
is also rare to find studies that try to go beyond verifying the performance 
of their dynamical downscaling approach, to showing that they do or do 
not add value to the projections from their coarser resolution parents, a 
subject that will be discussed more in Sect. 8.6.

8.5  Comparison Among Methods and Shared 
Uncertainties

Numerous comparisons of downscaling methods have been performed in 
the past couple of decades. The early studies focused on comparison of 
regional climate model simulations and regression-based statistical down-
scaling approaches (see, e.g., Giorgi et al. 2001). The overarching conclu-
sions were that for the present climate both techniques had similar skill; 
for future climate projections, the two techniques had important 
 differences. No conclusions regarding the relative credibility of the differ-
ent techniques were established in these early works. However, it was 
pointed out that statistical techniques can “go wrong” based on the choice 
of predictors, since those predictors with high explanatory power for the 
present climate could exclude predictors important for conditions under 
the changed climate (Giorgi et al. 2001). The reader is directed to Giorgi 
et al. (2001) and Christensen et al. (2007) for more details on these ear-
lier comparisons. In this section, we concern ourselves with work pub-
lished primarily since the 2007 IPCC Reports.

The relative skill of ESD versus dynamical downscaling approaches 
and hybrids thereof is highly dependent on the specific variable under 
consideration, the location, and the specific ESD and RCM applied. 
Examples of comparative analyses include: Haylock et  al. (2006); 
Landman et al. (2009); Schoof et al. (2009); and Wood et al. (2004). In 
general, intensive studies of the performance of ESD relative to  dynamical 
approaches reveal a similar level of skill (e.g., Lim et al. 2007). See the 
recent review of Maraun et al. (2010) for a summary of evaluation meth-
ods and metrics.
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In a comparison of cold season precipitation with a five-month lead 
time, output from a seven-member ensemble RCM suite exhibited simi-
lar performance in terms of correlation with observations in the topo-
graphically complex western US with values derived from interpolation 
downscaling using Bias Correction and Spatial Disaggregation (BCSD) 
but generally outperformed statistical downscaling using a Bayesian 
merging technique (Yoon et  al. 2012). The overall hindcast skill 
(1982–2003) is relatively poor and spatially variable. But the skill of the 
downscaling methods is generally greater than that of the of the driving 
global forecast model, as measured by precipitation anomaly correlation 
coefficients relative to independent observations (Yoon et al. 2012).

A statistical downscaling model (Statistical DownScaling Model 6 
Version 4.2) was better able to capture the observed climatology of 
extreme precipitation at 15 stations distributed across the Northeastern 
US than output from the Hadley Centre regional climate model when 
each was driven with output from the HadCM3 Global Climate Model 
(Tryhorn and DeGaetano 2011). When applied in a climate projection 
mode (2041–2060 relative to 1981–2000), HadRM3 indicated much 
larger magnitude increases in extreme precipitation (return periods of 2, 
50, and 100  years) than were derived using SDSM (Tryhorn and 
DeGaetano 2011). For example, in one location, the RCM projected 
much higher changes in 100-year events (29%) compared to that of the 
SDSM statistical technique (7%). However, there was considerable site- 
to- site variability in the degree of agreement with extreme values derived 
from observed data, and this result is to some extent specific to the par-
ticular RCM used.

Another study comparing the CLIGEN stochastic weather generator 
(which produces daily estimates of precipitation and other weather vari-
ables for a single geographic point, using monthly parameters (means, 
SDs, skewness, etc.) derived from the historic measurements), SDSM 
(with bias correction applied), and the Canadian RCM (both with and 
without bias correction) driven by reanalysis data found that the season-
ality of precipitation over Quebec was better simulated by CRCM and 
SDSM than by the stochastic weather generator. The uncertainty in the 
climate change signal resulting from the application of the various down-
scaling techniques to the GCM output contained almost equal 
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 contributions from that deriving from the downscaling method and that 
deriving from the GCM (Chen et al. 2011b).

The various uncertainties relevant to statistical and dynamical down-
scaling are discussed above in Sects. 8.3.2 and 8.4.2. Several of these are 
directly inherited from the uncertainties surrounding projections of cli-
mate change via global climate models (see Chap. 6) and thus are com-
mon to the different downscaling approaches. But, as discussed, additional 
uncertainties arise specific to the particular downscaling context.

Recent attempts have been made to attribute the relative uncertainty 
across the different sources of uncertainty (for global models, see Hawkins 
and Sutton 2011) including the downscaling method. A good example of 
such work is Li et al. (2012), in which the projection uncertainty in high- 
resolution temperatures was decomposed into that deriving from (i) sta-
tistical downscaling, [Harmon R.  Holcomb] choice of regional climate 
model, [Harmon R. Holcomb] choice of AOGCM, (iv) internal climate 
variability, and (v) linear and non-linear interactions (Fig. 8.10). Hence, 
they examine both statistical and dynamical downscaling. Their results 
indicate that downscaling the AOGCM using the RCM dominates 
uncertainty in high-resolution temperature projections for short lead 
times, but by the end of the century (i)-[Harmon R. Holcomb] have com-
parable contributions to the total uncertainty.

8.6  Research Issues and Future Needs

 Added Value

One of the most important issues is that of added value, which is the 
additional knowledge about the climate (current and future) gained from 
applying an RCM or any other downscaling method. Many articles refer 
to the added value of RCMs and claim to have demonstrated this, but in 
reviewing the many articles about RCMs (over North America) it is dif-
ficult to determine if added value has actually been established (Feser 
et al. 2011). Of course, this is partially a function of what metric is used 
to define added value. For example, Kanamitsu and de Haan (2011) 
developed an added value index (AVI) based on a characteristic spatial 
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distribution of skill rather than average values for regional models and 
applied this to downscaled seasonal forecasts. Di Luca et al. (2012) used 
variance decomposition techniques to develop a potential added value 
index (POV). Many papers rely mainly on decreased biases in mean sea-
sonal temperature or precipitation and improved spatial and temporal 
correlations of same with observations to measure added value (e.g., 
Prömmel et al. 2010; Racherla et al. 2012).
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AOGCM, internal variability simulated by the AOGCM, and interactions terms 
combined, respectively (From Li et al. 2012, Fig. 6)

 L.O. Mearns et al.



 245

Castro et al. (2005) noted that RCMs add value by resolving small- 
scale features but not on the larger scale. Di Luca et al. (2013) demon-
strate, using a subset of the NARCCAP temperature results, that the 
RCMs have low potential to add value over coarser models, but that one 
area where value is added is along coastlines. However, for precipitation, 
the POV is more distinct, particularly over fine time scales (e.g., three 
hourly), during the warm season months, and over complex topography 
in all seasons (Di Luca et al. 2012). Racherla et al. (2012) demonstrated 
some added value in simulations with very near-term climatic change 
(based on the GISS Class E global model, and the WRF RCM) compar-
ing different current period decades (1970s vs. 1990s–2000s) with and 
without analysis-nudging in the RCM, and examined seasonal tempera-
ture and precipitation over North America. They found that only with 
nudging did the downscaled simulations improve the reproduction of the 
near-term climate change, and then only slightly. Feser et  al. (2011) 
 demonstrated that RCMs add value for some variables in some locations 
(e.g., temperature along coasts) but not others (e.g., sea-level pressure 
over the oceans). (See Prömmel et al. (2010) and Feser et al. (2011) for 
reviews of other efforts).

There has been relatively little research on the ability of RCMs to cap-
ture near-surface wind climates. However, analyses of wind speeds from 
the NARCCAP suite provide clear indication of added value in applying 
RCMs relative to the driving AOGCM (Pryor et al. 2012a), and there is 
some indication that adopting a non-hydrostatic formulation even at 
these spatial scales does “improve” model simulations of extreme wind 
speeds (Pryor et al. 2012b).

Ultimately the evidence for added value of RCMs is mixed at this 
point, and seems to vary based on variable investigated, metrics used, the 
temporal scale, season, and region. There is, however, mounting evidence 
of added value in topographically complex regions and coastlines as well 
as for certain types of extremes (e.g., daily precipitation).

Added value is also discussed somewhat in ESD, but much less fre-
quently than in the context of RCM evaluation. Multivariate Adapted 
Constructed Analogs [MacArthur and Wilson] were demonstrated to 
exhibit skill above direct interpolation for temperature, humidity, wind 
speed, and precipitation over the western US (Abatzoglou and Brown 

 Downscaling of Climate Information 



246 

2012). An analysis of statistical downscaling for stream-flow in Quebec 
found added value (relative to use of direct model output) in precipita-
tion occurrence and amount by statistical downscaling propagated 
through to enhanced flow forecasts relative to results generated by a 
hydrologic model conditioned on the raw output from a numerical 
weather prediction model (Muluye 2011).

In all of these cases, however, model (statistical or dynamical) perfor-
mance vis á vis observations has been the key component of establishing 
added value. While it is obvious that this is a necessary condition for 
establishing added value, it may not be a sufficient condition. Racherla 
et al. (2012) performed an interesting experiment that broke out of this 
mode by viewing models’ performance regarding observed climate 
change. Their conclusions, however, regarding limited added value are 
hampered by, among other things, lack of statistical tests to determine if 
these very near-term changes rise above the noise of natural variability.

We suggest that more process-based analyses of the effect of biases/
errors in the current period on how the model responds under changed 
forcing (e.g., increased GHGs) are also necessary. One can have poor 
validation results in some aspects (e.g., mean temperature bias) of an 
RCM simulation but still find its current and future climate simulations 
credible based on careful process level analyses. The scale of the evalua-
tion is an important factor in this context: at what scale should there be 
added value? There has been no full exploration of this condition, and we 
consider this a very important research need (see Bukovsky et al. 2013 for 
an effort in the right direction). Moreover, a thorough review of what 
sensibly constitutes “added value” needs to be performed.

 High-Resolution AOGCMs Versus Downscaling

As the spatial resolution of fully coupled AOGCMs and more advanced 
Earth System Models (ESMs) continues to increase, another important 
issue is the future for various downscaling techniques. It has been pre-
dicted that ESMs will be running for at least 100-year transients at 10 km 
within 10 years (NAS 2012). This condition will certainly affect how and 
in what contexts downscaling will be used. However, given that RCM 
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simulations at 2 km are currently being produced (e.g., Rasmussen et al. 
2011; Hall et al. 2012), certainly for the foreseeable future various down-
scaling techniques will remain useful tools. It is abundantly clear that 
certain important phenomena (e.g., tropical cyclones) will require very 
high resolutions, and it will certainly be to scientists’ and society’s benefit 
to understand these phenomena better under conditions of climate 
change. Statistical downscaling to point locations obviously would also 
remain relevant.

Whether we consider very high-resolution AOGCM simulations or 
downscaling approaches, selection of appropriate techniques to verify 
simulations at such high resolution becomes more and more problem-
atic. New statistical and data mining efforts are needed to produce data 
sets that are up to the task of high-resolution validation.

 More Complete and Balanced Exploration 
of Uncertainty

In various sections of this chapter, certain types of uncertainty relevant to 
downscaling are focused on as opposed to others. For example, while 
there are comparisons of statistical and dynamical downscaling (see Sect. 
8.4.1), these have not been very systematic, and any conclusions drawn 
from them have been very limited. Much progress could be made in this 
arena by increasing coordination among projects, and/or producing inte-
grated programs to begin with. The NOAA Climate Prediction and 
Projection Platform (NCPP) is on target to more systematically explore 
multiple uncertainties including different downscaling methods (Barsugli 
et al. 2013).

The uncertainties that have been most typically explored are those con-
cerned with emissions/concentration trajectories, different AOGCMs, 
and different downscaling models (e.g., Schoof et al. 2010; Mearns et al. 
2013b; Hall et al. 2012). While these have been useful explorations, most 
remain incomplete, and the effects of these uncertainties on downstream 
impacts models remain even more unclear. We need to more systemati-
cally examine these uncertainties and evaluate possible shortcuts for com-
plete exploration (e.g., Hall et al. 2012).
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The uncertainty of internal variability in simulations with GCMs and 
how this would translate into uncertainties in statistical and dynamical 
downscaling has been woefully neglected. Evidence from Deser et  al. 
(2010, 2012) indicates that the uncertainty in GCMs due to internal 
variability has been underestimated in transient simulations of current/
future projections of climate change. While uncertainty in realizations of 
RCMs is limited due to the commonality of the LBCs, the uncertainty 
from different realizations of global models providing different LBCs and 
what that effect would be has not been investigated. Statistical downscal-
ing using large-scale variables from multiple realizations of global models 
has also not been fully explored.

8.7  Key Findings

We have presented an overview of the common methods of downscaling 
global climate models to simulate long-term current climate and future 
climate change. We have reviewed: the major features of these different 
methods, the information about future climate change over North 
America based on the application of these methods, and the literature 
comparing these different methods over North America. Finally, we have 
presented key issues and suggestions for future research.

The key findings from this chapter are the following:

• On a large region level, the climate changes projected by downscaling 
techniques are not dissimilar from those produced by global models. 
However, there is mounting evidence that downscaling does provide 
additional information—added value—beyond that of the driving 
large-scale models in topographically complex regions and coastal 
areas as well as for certain types of extremes (e.g., daily precipitation).

• Comparisons of the methods (e.g., statistical downscaling vs. dynami-
cal downscaling) indicate that they often result in different climate 
changes. For example, in the northeast US one study found that statis-
tical downscaling resulted in precipitation decreases of about 100 mm, 
whereas a regional model projected increases of about 100  mm. 
Similarly, in a study of precipitation extremes in the Northeast, an 
RCM projected much higher changes in 100-year events (29%) com-
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pared to that of the SDSM statistical technique (7%). However, most 
of the literature does not make evaluative comparisons of the methods. 
Most comparisons do not embrace a wide variety of methods or the 
whole domain of North America. Lack of uniformity of experiments 
makes intercomparisons difficult.

• Critical research needs to include much more attention to where, why, 
and when different methods would be most useful, which methods 
add value, which do not, and the future use of downscaling versus 
high-resolution AOGCMs.

• Commonalities in downscaled projections of temperature include: 
clear tendencies towards increased temperatures particularly in winter, 
increased duration of the growing (or frost-free) season and an increase 
in the frequency with which extreme temperatures will be observed. It 
should be noted, however, that these broad-scale general tendencies 
are the same as found in AOGCM results (see Chap. 6), but the mag-
nitudes of change vary across different downscaling techniques and 
different sub-regions.

• An increasing consensus is also appearing with respect to precipitation 
regimes. For example, recent dynamical and statistical downscaling 
over North America indicates evidence for “wetting” of the northern 
Pacific Northwest in winter (e.g., about 10% increase, although some-
what less in the NARCCAP suite) and drying of large areas within the 
continental interior in summer. Again, however, these broad-scale 
results are also seen in global models (Chap. 6), but the magnitudes of 
change vary across different downscaling techniques. For example, in 
the most complete program using different AOGCMs to drive differ-
ent RCMs over most of North America (NARCCAP), it was found 
that changes in precipitation were more extreme (decreases in summer, 
increases in winter) compared to the GCMs that drove the RCMs. In 
the Central Plains, for example, mean decreases from the CMIP3 
models were in the range of 5–10% but 10–20% from the NARCCAP 
RCMs.

• Much of the downscaling analyses conducted to date have focused on 
changes in temperature and precipitation regimes. However, there is a 
need to expand the suite of variables to include others, such as extreme 
wind speeds, to meet the requirements of climate change adaptation 
researchers.
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• The uncertainties explored with respect to future climate and various 
downscaling methods have not been well balanced. Typically, different 
AOGCMs are downscaled, but less attention is paid to different down-
scaling techniques, emissions/concentrations scenarios, and internal 
variability. Broader exploration of the various uncertainties is 
warranted.

References

Abatzoglou, John T., and Timothy J. Brown. 2012. A Comparison of Statistical 
Downscaling Methods Suited for Wildfire Applications. International Journal 
of Climatology 32 (5): 772–780.

Alexandru, Adelina, Ramon de Elia, and René Laprise. 2007. Internal Variability 
in Regional Climate Downscaling at the Seasonal Scale. Monthly Weather 
Review 135 (9): 3221–3238.

Alexandru, Adelina, Ramon De Elia, René Laprise, Leo Separovic, and Sébastien 
Biner. 2009. Sensitivity Study of Regional Climate Model Simulations to 
Large-Scale Nudging Parameters. Monthly Weather Review 137 (5): 
1666–1686.

Antic, S., R. Laprise, B. Denis, and R. De Elía. 2004. Testing the Downscaling 
Ability of a One-Way Nested Regional Climate Model in Regions of Complex 
Topography. Climate Dynamics 23: 473–493.

Barsugli, Joseph J., Galina Guentchev, Radley M.  Horton, Andrew Wood, 
Linda O.  Mearns, Xin-Zhong Liang, Julie A.  Winkler, et  al. 2013. The 
Practitioner’s Dilemma: How to Assess the Credibility of Downscaled 
Climate Projections. Eos, Transactions American Geophysical Union. https://
doi.org/10.1002/2013EO460005/full.

Bender, Morris A., Thomas R. Knutson, Robert E. Tuleya, Joseph J.  Sirutis, 
Gabriel A. Vecchi, Stephen T. Garner, and Isaac M. Held. 2010. Modeled 
Impact of Anthropogenic Warming on the Frequency of Intense Atlantic 
Hurricanes. Science 327 (5964): 454–458.

Benestad, Rasmus E., Inger Hanssen-Bauer, and Deliang Chen. 2008. Empirical- 
Statistical Downscaling. Hackensack: World Scientific Publishing Co Inc.

Bresson, Raphaël, and René Laprise. 2011. Scale-Decomposed Atmospheric 
Water Budget over North America as Simulated by the Canadian Regional 
Climate Model for Current and Future Climates. Climate Dynamics 36 
(1–2): 365–384.

 L.O. Mearns et al.

https://doi.org/https://doi.org/10.1002/2013EO460005/full
https://doi.org/https://doi.org/10.1002/2013EO460005/full


 251

Bukovsky, Melissa S., and David J. Karoly. 2011. A Regional Modeling Study of 
Climate Change Impacts on Warm-Season Precipitation in the Central 
United States. Journal of Climate 24 (7): 1985–2002.

Bukovsky, Melissa S., David J. Gochis, and Linda O. Mearns. 2013. Towards 
Assessing NARCCAP Regional Climate Model Credibility for the North 
American Monsoon: Current Climate Simulations. Journal of Climate 26 
(22): 8802–8826. https://doi.org/10.1175/JCLI-D-12-00538.1.

Caldwell, Peter, Hung-Neng S. Chin, David C. Bader, and Govindasamy Bala. 
2009. Evaluation of a WRF Dynamical Downscaling Simulation over 
California. Climatic Change 95 (3): 499–521.

Campbell, Jayaka D., Michael A.  Taylor, Tannecia S.  Stephenson, Rhodene 
A. Watson, and Felicia S. Whyte. 2011. Future Climate of the Caribbean from a 
Regional Climate Model. International Journal of Climatology 31 (12): 1866–1878.

Cañón, Julio, Francina Domínguez, and Juan B. Valdés. 2011. Downscaling 
Climate Variability Associated with Quasi-Periodic Climate Signals: A New 
Statistical Approach Using MSSA. Journal of Hydrology 398 (1): 65–75.

Carter, T. R., M. L. Parry, and H. Harasawa. 1994. IPCC Technical Guidelines 
for Assessing Climate Change Impacts and Adaptations. London: Department 
of Geography, University College London.

Castro, Christopher L., Roger A.  Pielke, and Giovanni Leoncini. 2005. 
Dynamical Downscaling: Assessment of Value Retained and Added Using 
the Regional Atmospheric Modeling System (RAMS). Journal of Geophysical 
Research: Atmospheres 110: 1–21.

Castro, Christopher L., Roger A.  Pielke Sr., and Jimmy O.  Adegoke. 2007. 
Investigation of the Summer Climate of the Contiguous United States and 
Mexico Using the Regional Atmospheric Modeling System (RAMS). Part I: 
Model Climatology (1950–2002). Journal of Climate 20 (15): 3844–3865.

Caya, Daniel, and Sébastien Biner. 2004. Internal Variability of RCM 
Simulations over an Annual Cycle. Climate Dynamics 22 (1): 33–46.

Caya, Daniel, and Rene Laprise. 1999. A Semi-Implicit Semi-Lagrangian 
Regional Climate Model: The Canadian RCM. Monthly Weather Review 127 
(3): 341–362.

Cha, Dong-Hyun, Chun-Sil Jin, Dong-Kyou Lee, and Ying-Hwa Kuo. 2011. 
Impact of Intermittent Spectral Nudging on Regional Climate Simulation 
Using Weather Research and Forecasting Model. Journal of Geophysical 
Research: Atmospheres 116: 1–11.

Chen, W., Z. Jiang, L. Li, and P. Yiou. 2010. Simulation of Regional Climate 
Change Under the IPCC A2 Scenario in Southeast China. Climate Dynamics 
36: 491–507.

 Downscaling of Climate Information 

https://doi.org/https://doi.org/10.1175/JCLI-D-12-00538.1


252 

Chen, Jie, François P.  Brissette, and Robert Leconte. 2011a. Uncertainty of 
Downscaling Method in Quantifying the Impact of Climate Change on 
Hydrology. Journal of Hydrology 401 (3): 190–202.

Chen, Weilin, Zhihong Jiang, Laurent Li, and Pascal Yiou. 2011b. Simulation 
of Regional Climate Change under the IPCC A2 Scenario in Southeast 
China. Climate Dynamics 36 (3–4): 491–507.

Choi, Woonsup, Peter F. Rasmussen, Adam R. Moore, and Sung Joon Kim. 
2009. Simulating Streamflow Response to Climate Scenarios in Central 
Canada Using a Simple Statistical Downscaling Method. Climate Research 40 
(1): 89–102.

Christensen, O.B., M.A. Gaertner, J.A. Prego, and J. Polcher. 2001. Internal 
Variability of Regional Climate Models. Climate Dynamics 17 (11): 
875–887.

Christensen, Jens Hesselbjerg, Bruce Hewitson, Aristita Busuioc, Anthony 
Chen, Xuejie Gao, R.  Held, et  al. 2007. Chapter 11: Regional Climate 
Projections. In Climate Change, 2007: The Physical Science Basis. Contribution 
of Working Group I to the Fourth Assessment Report of the Intergovernmental 
Panel on Climate Change, ed. S. Solomon, D. Qin, M. Manning, Z. Chen, 
M.  Marquis, K.B.  Averyt, M.  Tignor, and H.L.  Miller. Cambridge/New 
York: Cambridge University Press.

Cocke, Steven, T.E. LaRow, and D.W. Shin. 2007. Seasonal Rainfall Predictions 
over the Southeast United States Using the Florida State University Nested 
Regional Spectral Model. Journal of Geophysical Research: Atmospheres 112: 
1–14.

Cosgrove, B.A., et al. 2003. Land Surface Model Spin-Up Behavior in the North 
American Land Data Assimilation System (NLDAS): GEWEX Continental- 
Scale International Project, Part 3 (GCIP3). Journal of Geophysical Research 
108 (D22). https://doi.org/10.1029/2002JD003316.

Côté, Jean, Sylvie Gravel, André Méthot, Alain Patoine, Michel Roch, and 
Andrew Staniforth. 1998. The Operational CMC–MRB Global 
Environmental Multiscale (GEM) Model. Part I: Design Considerations and 
Formulation. Monthly Weather Review 126 (6): 1373–1395.

Cotton, William R., R.A. Pielke Sr., R.L. Walko, G.E. Liston, C.J. Tremback, 
H. Jiang, R.L. McAnelly, et al. 2003. RAMS 2001: Current Status and Future 
Directions. Meteorology and Atmospheric Physics 82 (1): 5–29.

Cubasch, U., J. Waszkewitz, G. Hegerl, and J. Perlwitz. 1995. Regional Climate 
Changes as Simulated in Time-Slice Experiments. Climatic Change 31 (2–4): 
273–304.

 L.O. Mearns et al.

https://doi.org/https://doi.org/10.1029/2002JD003316


 253

Cueto, Rafael O.  García, Adalberto Tejeda Martínez, and Ernesto Jáuregui 
Ostos. 2010. Heat Waves and Heat Days in an Arid City in the Northwest of 
Mexico: Current Trends and in Climate Change Scenarios. International 
Journal of Biometeorology 54 (4): 335–345.

de Elia, Ramón, René Laprise, and Bertrand Denis. 2002. Forecasting Skill 
Limits of Nested, Limited-Area Models: A Perfect-Model Approach. Monthly 
Weather Review 130 (8): 2006–2023.

de Elía, Ramón, Daniel Caya, Hélène Côté, Anne Frigon, Sébastien Biner, 
Michel Giguère, Dominique Paquin, Richard Harvey, and David Plummer. 
2008. Evaluation of Uncertainties in the CRCM-Simulated North American 
Climate. Climate Dynamics 30 (2–3): 113–132.

Denis, Bertrand, René Laprise, Daniel Caya, and J. Côté. 2002. Downscaling 
Ability of One-Way Nested Regional Climate Models: The Big-Brother 
Experiment. Climate Dynamics 18 (8): 627–646.

Déqué, M., R.G. Jones, M. Wild, F. Giorgi, J.H. Christensen, D.C. Hassell, 
P.L. Vidale, et al. 2005. Global High Resolution vs. Regional Climate Model 
Climate Change Scenarios over Europe: Quantifying Confidence Level from 
PRUDENCE Results. Climate Dynamics 25: 653–670.

Deser, Clara, Adam Phillips, Vincent Bourdette, and Haiyan Teng. 2010. 
Uncertainty in Climate Change Projections: The Role of Internal Variability. 
Climate Dynamics. https://doi.org/10.1007/s00382-010-0977-x.

Deser, Clara, Reto Knutti, Susan Solomon, and Adam S.  Phillips. 2012. 
Communication of the Role of Natural Variability in Future North American 
Climate. Nature Climate Change 2 (11): 775–779.

Di Luca, Alejandro, Ramón de Elía, and René Laprise. 2012. Potential for 
Added Value in Precipitation Simulated by High-Resolution Nested 
Regional Climate Models and Observations. Climate Dynamics 38 (5–6): 
1229–1247.

———. 2013. Potential for Added Value in Temperature Simulated by High- 
Resolution Nested RCMs in Present Climate and in the Climate Change 
Signal. Climate Dynamics 40 (1–2): 443–464.

Diaconescu, Emilia Paula, René Laprise, and Laxmi Sushama. 2007. The Impact 
of Lateral Boundary Data Errors on the Simulated Climate of a Nested 
Regional Climate Model. Climate Dynamics 28 (4): 333–350.

Dibike, Y.B., P. Gachon, A. St-Hilaire, T.B.M.J. Ouarda, and Van T.-V. Nguyen. 
2008. Uncertainty Analysis of Statistically Downscaled Temperature and 
Precipitation Regimes in Northern Canada. Theoretical and Applied 
Climatology 91 (1): 149–170.

 Downscaling of Climate Information 

https://doi.org/https://doi.org/10.1007/s00382-010-0977-x


254 

Dickinson, Robert E., Ronald M. Errico, Filippo Giorgi, and Gary T. Bates. 
1989. A Regional Climate Model for the Western United States. Climatic 
Change 15 (3): 383–422.

Dimitrijevic, Milena, and René Laprise. 2005. Validation of the Nesting 
Technique in a Regional Climate Model and Sensitivity Tests to the Resolution 
of the Lateral Boundary Conditions during Summer. Climate Dynamics 25 
(6): 555–580.

Dominguez, Francina, E.  Rivera, D.P.  Lettenmaier, and C.L.  Castro. 2012. 
Changes in Winter Precipitation Extremes for the Western United States 
Under a Warmer Climate as Simulated by Regional Climate Models. 
Geophysical Research Letters 39 (5): 1–7.

Duffy, P.B., B. Govindasamy, J.P. Iorio, J. Milovich, K.R. Sperber, K.E. Taylor, 
M.F. Wehner, and S.L. Thompson. 2003. High-Resolution Simulations of 
Global Climate, Part 1: Present Climate. Climate Dynamics 21 (5–6): 
371–390.

Duffy, P.B., R.W. Arritt, J. Coquard, William Gutowski, J. Han, J. Iorio, Jongil 
Kim, L.-R. Leung, J. Roads, and E. Zeledon. 2006. Simulations of Present 
and Future Climates in the Western United States with Four Nested Regional 
Climate Models. Journal of Climate 19 (6): 873–895.

Englehart, Phil J., and Arthur V. Douglas. 2001. The Role of Eastern North 
Pacific Tropical Storms in the Rainfall Climatology of Western Mexico. 
International Journal of Climatology 21 (11): 1357–1370.

Evans, Jason P., Robert J. Oglesby, and William M. Lapenta. 2005. Time Series 
Analysis of Regional Climate Model Performance. Journal of Geophysical 
Research: Atmospheres 110: 1–23.

Feser, Frauke, Burkhardt Rockel, Hans von Storch, Jörg Winterfeldt, and 
Matthias Zahn. 2011. Regional Climate Models Add Value to Global Model 
Data: A Review and Selected Examples. Bulletin of the American Meteorological 
Society 92 (9): 1181–1192. https://doi.org/10.1175/2011BAMS3061.1.

Foley, A.M. 2010. Uncertainty in Regional Climate Modeling: A Review. 
Progress in Physical Geography 34: 647–670.

Fowler, H.J., S. Blenkinsop, and C. Tebaldi. 2007. Linking Climate Change 
Modelling to Impacts Studies: Recent Advances in Downscaling Techniques 
for Hydrological Modelling. International Journal of Climatology 27 (12): 
1547–1578. https://doi.org/10.1002/joc.1556.

Fox-Rabinovitz, Michael, Jean Côté, Bernard Dugas, Michel Déqué, and 
John L.  McGregor. 2006. Variable Resolution General Circulation 
Models: Stretched-Grid Model Intercomparison Project (SGMIP). 
Journal of Geophysical Research: Atmospheres 111 (D16). https://doi.
org/10.1029/2005JD006520.

 L.O. Mearns et al.

https://doi.org/https://doi.org/10.1175/2011BAMS3061.1
https://doi.org/https://doi.org/10.1002/joc.1556
https://doi.org/10.1029/2005JD006520
https://doi.org/10.1029/2005JD006520


 255

Fox-Rabinovitz, Michael, Jean Cote, Bernard Dugas, Michel Deque, John 
L.  McGregor, and A.  Belochitski. 2008. Stretched-Grid Model 
Intercomparison Project: Decadal Regional Climate Simulations with 
Enhanced Variable and Uniform-Resolution GCMs. Meteorology and 
Atmospheric Physics 100 (1): 159–177.

Franco, Guido, and Alan H. Sanstad. 2008. Climate Change and Electricity 
Demand in California. Climatic Change 87: 139–151.

Gao, Yanhong, Julie A. Vano, Chunmei Zhu, and Dennis P. Lettenmaier. 2011. 
Evaluating Climate Change over the Colorado River Basin Using Regional 
Climate Models. Journal of Geophysical Research: Atmospheres 116: 1–20.

Gates, W.  Lawrence. 1985. The Use of General Circulation Models in the 
Analysis of the Ecosystem Impacts of Climatic Change. Climatic Change 7 
(3): 267–284.

Ghan, Steven J., and Timothy Shippert. 2006. Physically Based Global 
Downscaling: Climate Change Projections for a Full Century. Journal of 
Climate 19 (9): 1589–1604.

Ghan, Steven J., Timothy Shippert, and Jared Fox. 2006. Physically Based Global 
Downscaling: Regional Evaluation. Journal of Climate 19 (3): 429–445.

Giorgi, F., and L.O. Mearns. 1991. Approaches to the Simulation of Regional 
Climate Change: A Review. Reviews of Geophysics 29: 191–216.

Giorgi, F., and L.O. Mearns. 1999. Regional Climate Modeling Revisited: An 
Introduction to the Special Issue. Journal of Geophysical Research 104 (D6): 
6335–6352.

Giorgi, Filippo, Maria Rosaria Marinucci, and Gary T.  Bates. 1993a. 
Development of a Second-Generation Regional Climate Model (RegCM2). 
Part I: Boundary-Layer and Radiative Transfer Processes. Monthly Weather 
Review 121 (10): 2794–2813.

Giorgi, Filippo, Maria Rosaria Marinucci, Gary T.  Bates, and Gerardo De 
Canio. 1993b. Development of a Second-Generation Regional Climate 
Model (RegCM2). Part II: Convective Processes and Assimilation of Lateral 
Boundary Conditions. Monthly Weather Review 121 (10): 2814–2832.

Giorgi, Filippo, Bruce Hewitson, J. Christensen, Michael Hulme, Hans Von 
Storch, Penny Whetton, R. Jones, et al. 2001. Regional Climate Information—
Evaluation and Projections. The Scientific Basis, Contribution of Working 
Group I to the Third Assessment Report of the IPCC 1: 739–768.

Giorgi, Filippo, Colin Jones, Ghassem R. Asrar, et al. 2009. Addressing Climate 
Information Needs at the Regional Level: The CORDEX Framework. World 
Meteorological Organization (WMO) Bulletin 58 (3): 175–183.

Giorgi, F., and X. Bi. 2000. A Study of Internal Variability of a Regional Climate 
Model. Journal of Geophysical Research 105: 503–521.

 Downscaling of Climate Information 



256 

Goldenberg, Stanley B., Christopher W. Landsea, Alberto M. Mestas-Nuñez, 
and William M.  Gray. 2001. The Recent Increase in Atlantic Hurricane 
Activity: Causes and Implications. Science 293 (5529): 474–479.

Govindasamy, Balasubramanian, Philip B. Duffy, and Jeremy Coquard. 2003. 
High-Resolution Simulations of Global Climate, Part 2: Effects of Increased 
Greenhouse Cases. Climate Dynamics 21 (5–6): 391–404.

Grell, Georg A., Jimy Dudhia, and David R. Stauffer. 1993. A Description of 
the Fifth-Generation Penn State/NCAR Mesoscale Model (MM5). NCAR 
Tech NCAR/TN-398  (1A): 107.

Groisman, Pavel Ya, Thomas R. Karl, David R. Easterling, Richard W. Knight, 
Paul F. Jamason, Kevin J. Hennessy, et al. 1999. Changes in the Probability 
of Heavy Precipitation: Important Indicators of Climatic Change. Climatic 
Change 42 (1): 243–283.

Gutmann, Ethan, Tom Pruitt, Martyn P. Clark, Levi Brekke, Jeffrey R. Arnold, 
David A.  Raff, and Roy M.  Rasmussen. 2013. Submitted 2014. An 
Intercomparison of Statistical Downscaling Methods Used for Water Resource 
Assessments in the United States. Water Resources Research 50 (9): 7167–7186.

Gutowski, William J., Stephanie S. Willis, Jason C. Patton, Benjamin R.J. Schwedler, 
Raymond W. Arritt, and Eugene S. Takle. 2008. Changes in Extreme, Cold-
Season Synoptic Precipitation Events Under Global Warming. Geophysical 
Research Letters 35 (20). https://doi.org/10.1029/2008GL035516/full.

Gutzler, David S., and Tessia O.  Robbins. 2011. Climate Variability and 
Projected Change in the Western United States: Regional Downscaling and 
Drought Statistics. Climate Dynamics 37 (5–6): 835–849.

Hall, Alex, Fengpeng Sun, Daniel Walton, Scott Capps, Qu Xin, Hsin-Yuan 
Huang, Neil Berg, et  al. 2012. Mid-Century Warming in the Los Angeles 
Region-Part I of the ‘Climate Change in the Los Angeles Region’ Projec, 47. Los 
Angeles: UCLA and LARC.

Han, Jongil, and John O. Roads. 2004. US Climate Sensitivity Simulated with 
the NCEP Regional Spectral Model. Climatic Change 62 (1): 115–154.

Harpham, Colin, and Robert L. Wilby. 2005. Multi-Site Downscaling of Heavy 
Daily Precipitation Occurrence and Amounts. Journal of Hydrology 312 (1): 
235–255.

Hawkins, Ed, and Rowan Sutton. 2011. The Potential to Narrow Uncertainty 
in Projections of Regional Precipitation Change. Climate Dynamics 37 (1–2): 
407–418. https://doi.org/10.1007/s00382-010-0810-6.

Hay, Lauren E., Steven L.  Markstrom, and Christian Ward-Garrison. 2011. 
Watershed-Scale Response to Climate Change Through the Twenty-First 
Century for Selected Basins Across the United States. Earth Interactions 15 
(17): 1–37. https://doi.org/10.1175/2010ei370.1.

 L.O. Mearns et al.

https://doi.org/https://doi.org/10.1029/2008GL035516/full
https://doi.org/https://doi.org/10.1007/s00382-010-0810-6
https://doi.org/https://doi.org/10.1175/2010ei370.1


 257

Hayhoe, Katharine, Daniel Cayan, Christopher B. Field, Peter C. Frumhoff, 
Edwin P. Maurer, Norman L. Miller, Susanne C. Moser, et al. 2004. Emissions 
Pathways, Climate Change, and Impacts on California. Proceedings of the 
National Academy of Sciences of the United States of America 101 (34): 
12422–12427. https://doi.org/10.1073/pnas.0404500101.

Hayhoe, Katharine, Cameron P. Wake, Thomas G. Huntington, Lifeng Luo, 
Mark D. Schwartz, Justin Sheffield, Eric Wood, et al. 2007. Past and Future 
Changes in Climate and Hydrological Indicators in the US Northeast. 
Climate Dynamics 28 (4): 381–407.

Hayhoe, Katharine, Cameron Wake, Bruce Anderson, Xin-Zhong Liang, Edwin 
Maurer, Jinhong Zhu, James Bradbury, Art DeGaetano, Anne Marie Stoner, 
and Donald Wuebbles. 2008. Regional Climate Change Projections for the 
Northeast USA. Mitigation and Adaptation Strategies for Global Change 13 
(5–6): 425–436.

Hayhoe, Katharine, Jeff VanDorn, I.I.  Thomas Croley, Nicole Schlegal, and 
Donald Wuebbles. 2010. Regional Climate Change Projections for Chicago 
and the US Great Lakes. RES 36 (2 SI): 7–21. https://doi.org/10.1016/j.
jglr.2010.03.012.

Haylock, Malcolm R., Gavin C. Cawley, Colin Harpham, Rob L. Wilby, and 
Clare M. Goodess. 2006. Downscaling Heavy Precipitation over the United 
Kingdom: A Comparison of Dynamical and Statistical Methods and Their 
Future Scenarios. International Journal of Climatology 26 (10): 1397–1415. 
https://doi.org/10.1002/joc.1318.

Horton, Radley, Vivien Gornitz, Malcolm Bowman, and Reginald Blake. 2010. 
Climate Observations and Projections. Annals of the New York Academy of 
Sciences 1196 (1): 41–62.

Inatsu, Masaru, and Masahide Kimoto. 2009. A Scale Interaction Study on East 
Asian Cyclogenesis Using a General Circulation Model Coupled with an 
Interactively Nested Regional Model. Monthly Weather Review 137 (9): 
2851–2868.

Janjić, Zaviša I. 1994. The Step-Mountain Eta Coordinate Model: Further 
Developments of the Convection, Viscous Sublayer, and Turbulence Closure 
Schemes. Monthly Weather Review 122 (5): 927–945.

Jha, Manoj, Zaitao Pan, Eugene S. Takle, and Gu Roy. 2004. Impacts of Climate 
Change on Streamflow in the Upper Mississippi River Basin: A Regional 
Climate Model Perspective. Journal of Geophysical Research: Atmospheres 109 
(D9). https://doi.org/10.1029/2003JD003686.

Jiao, Yanjun, and Daniel Caya. 2006. An Investigation of Summer Precipitation 
Simulated by the Canadian Regional Climate Model. Monthly Weather 
Review 134 (3): 919–932.

 Downscaling of Climate Information 

https://doi.org/https://doi.org/10.1073/pnas.0404500101
https://doi.org/https://doi.org/10.1016/j.jglr.2010.03.012
https://doi.org/https://doi.org/10.1016/j.jglr.2010.03.012
https://doi.org/https://doi.org/10.1002/joc.1318
https://doi.org/10.1029/2003JD003686


258 

Johnson, T.E., J.B. Butcher, A. Parker, and C.P. Weaver. 2012. Investigating the 
Sensitivity of US Streamflow and Water Quality to Climate Change: US EPA 
Global Change Research Program’s 20 Watersheds Project. Journal of Water 
Resources Planning and Management 138 (5): 453–464.

Jones, R.G., D.C.  Hassell, D.  Hudson, S.S.  Wilson, G.J.  Jenkins, and 
J.F.B.  Mitchell. 2004. Workbook on Generating High Resolution Climate 
Change Scenarios Using PRECIS. New York: UNDP.

Juang, Hann-Ming Henry, Song-You Hong, and Masao Kanamitsu. 1997. The 
NCEP Regional Spectral Model: An Update. Bulletin of the American 
Meteorological Society 78 (10): 2125–2143.

Kanamitsu, Masao, and Laurel DeHaan. 2011. The Added Value Index: A New 
Metric to Quantify the Added Value of Regional Models. Journal of 
Geophysical Research: Atmospheres 116 (D11). https://doi.org/10.1029/ 
2011JD015597.

Karmalkar, Ambarish V., Raymond S. Bradley, and Henry F. Diaz. 2011. Climate 
Change in Central America and Mexico: Regional Climate Model Validation 
and Climate Change Projections. Climate Dynamics 37 (3–4): 605–629.

Katz, Richard W., Marc B.  Parlange, and Claudia Tebaldi. 2003. Stochastic 
Modeling of the Effects of Large-Scale Circulation on Daily Weather in the 
Southeastern US. In Issues in the Impacts of Climate Variability and Change on 
Agriculture, 189–216. Dordrecht: Springer.

Khan, Mohammad Sajjad, Paulin Coulibaly, and Yonas Dibike. 2006. 
Uncertainty Analysis of Statistical Downscaling Methods. Journal of Hydrology 
319 (1): 357–382. https://doi.org/10.1016/j.jhydrol.2005.06.035.

Knutson, Thomas R., Joseph J. Sirutis, Stephen T. Garner, Gabriel A. Vecchi, 
and Isaac M.  Held. 2008. Simulated Reduction in Atlantic Hurricane 
Frequency under Twenty-First-Century Warming Conditions. Nature 
Geoscience 1 (6): 359–364.

Knutson, Thomas R., John L. McBride, Johnny Chan, Kerry Emanuel, Greg 
Holland, Chris Landsea, Isaac Held, James P. Kossin, A.K. Srivastava, and 
Masato Sugi. 2010. Tropical Cyclones and Climate Change. Nature Geoscience 
3 (3): 157–163.

Knutti, R., G. Abramowitz, M. Collins, V. Eyring, P.J. Gleckler, B. Hewitson, 
et al. 2010. Good Practice Guidance Paper on Assessing and Combining 
Multi Model Climate Projections. In Meeting Report of the Intergovernmental 
Panel on Climate Change Expert Meeting on Assessing and Combining Multi 
Model Climate Projections, ed. T.F.  Stocker, D.  Qin, G.-K.  Plattner, 
M.  Tignor, and P.M.  Midgley. Bern: IPCC Working Group I Technical 
Support Unit.

 L.O. Mearns et al.

https://doi.org/10.1029/2011JD015597
https://doi.org/10.1029/2011JD015597
https://doi.org/https://doi.org/10.1016/j.jhydrol.2005.06.035


 259

Kunkel, Kenneth E., David R.  Easterling, Kenneth Hubbard, and Kelly 
Redmond. 2004. Temporal Variations in Frost-Free Season in the United 
States: 1895–2000. Geophysical Research Letters 31 (3.) https://doi:03210.01
029/02003GL018624.

Landman, Willem A., Mary-Jane Kgatuke, Maluta Mbedzi, Asmerom Beraki, 
Anna Bartman, and Annelise du Piesanie. 2009. Performance Comparison of 
Some Dynamical and Empirical Downscaling Methods for South Africa 
from a Seasonal Climate Modelling Perspective. International Journal of 
Climatology 29 (11): 1535–1549. https://doi.org/10.1002/joc.1766.

Laprise, René. 2008. Regional Climate Modelling. Journal of Computational 
Physics 227 (7): 3641–3666.

Laprise, René, Daniel Caya, Anne Frigon, and Dominique Paquin. 2003. 
Current and Perturbed Climate as Simulated by the Second-Generation 
Canadian Regional Climate Model (CRCM-II) over Northwestern North 
America. Climate Dynamics 21 (5–6): 405–421.

Larson, Joshua, Yaping Zhou, and R. Wayne Higgins. 2005. Characteristics of 
Landfalling Tropical Cyclones in the United States and Mexico: Climatology 
and Interannual Variability. Journal of Climate 18 (8): 1247–1262.

Lawler, Joshua J., Sarah L. Shafer, Denis White, Peter Kareiva, Edwin P. Maurer, 
Andrew R.  Blaustein, and Patrick J.  Bartlein. 2009. Projected Climate- 
Induced Faunal Change in the Western Hemisphere. Ecology 90 (3): 588–597.

Leduc, Martin, and René Laprise. 2009. Regional Climate Model Sensitivity to 
Domain Size. Climate Dynamics 32 (6): 833–854.

Lei, F., and Z.  Yaocun. 2007. Impacts of the Thermal Effects of Sub-Grid 
Orography on the Heavy Rainfall Events Along the Yangtze River Valley in 
1991. Advances in Atmospheric Sciences 24: 881–892.

Leung, Lai R., and Steven J. Ghan. 1998. Parameterizing Subgrid Orographic 
Precipitation and Surface Cover in Climate Models. Monthly Weather Review 
126 (12): 3271–3291.

Leung, L.R., and S.J.  Ghan. 1999a. Pacific Northwest Climate Sensitivity 
Simulated by a Regional Climate Model Driven by a GCM.  Part II: 2$\
times$ CO2 Simulations. Journal of Climate 12 (7): 2031–2053.

Leung, Lai R., and Steven J. Ghan. 1999b. Pacific Northwest Climate Sensitivity 
Simulated by a Regional Climate Model Driven by a GCM. Part I: Control 
Simulations. Journal of Climate 12 (7): 2010–2030.

Leung, L. Ruby, Yun Qian, Xindi Bian, Warren M. Washington, Jongil Han, 
and John O.  Roads. 2004. Mid-Century Ensemble Regional Climate 
Change Scenarios for the Western United States. Climatic Change 62 (1): 
75–113.

 Downscaling of Climate Information 

https://doi.org/https://doi:03210.01029/02003GL018624
https://doi.org/https://doi:03210.01029/02003GL018624
https://doi.org/10.1002/joc.1766


260 

Li, Xiangshang, and David J.  Sailor. 2000. Application of Tree-Structured 
Regression for Regional Precipitation Prediction Using General Circulation 
Model Output. Climate Research 16: 17–30.

Li, Guilong, Xuebin Zhang, Francis Zwiers, and Qiuzi H.  Wen. 2012. 
Quantification of Uncertainty in High-Resolution Temperature Scenarios for 
North America. Journal of Climate 25 (9): 3373–3389.

Liang, Xin-Zhong, Jianping Pan, Jinhong Zhu, Kenneth E.  Kunkel, Julian 
X.L. Wang, and Aiguo Dai. 2006. Regional Climate Model Downscaling of 
the US Summer Climate and Future Change. Journal of Geophysical Research: 
Atmospheres 111 (D10). https://doi.org/10.1029/2005JD006685.

Lim, Young-Kwon, D.W. Shin, Steven Cocke, T.E. LaRow, Justin T. Schoof, 
James J. O’Brien, and Eric P. Chassignet. 2007. Dynamically and Statistically 
Downscaled Seasonal Simulations of Maximum Surface Air Temperature 
over the Southeastern United States. Journal of Geophysical Research: 
Atmospheres 112 (D24). https://doi.org/10.1029/2007jd008764.

Liverman, D.M., W.H. Terjung, J.T. Hayes, and L.O. Mearns. 1986. Climatic 
Change and Grain Corn Yields in the North American Great Plains. Climatic 
Change 9 (3): 327–347.

Lo, J.C.F., Z.L. Yang, and R.A. Pielke. 2008. Assessment of Three Dynamical 
Climate Downscaling Methods Using the Weather Research and Forecasting 
(WRF) Model. Journal of Geophysical Research: Atmospheres 113 (D9).

Lorenz, Philip, and Daniela Jacob. 2005. Influence of Regional Scale Information 
on the Global Circulation: A Two-Way Nesting Climate Simulation. 
Geophysical Research Letters 32 (18). https://doi.org/10.1029/2005GL02335.

Lucas-Picher, Philippe, Daniel Caya, Sebastien Biner, and Rene Laprise. 2008. 
Quantification of the Lateral Boundary Forcing of a Regional Climate 
Model Using an Aging Tracer. Monthly Weather Review 136 (12): 4980–4996.

Lucas-Picher, Philippe, Samuel Somot, Michel Déqué, Bertrand Decharme, and 
Antoinette Alias. 2013. Evaluation of the Regional Climate Model ALADIN 
to Simulate the Climate over North America in the CORDEX Framework. 
Climate Dynamics 41 (5–6): 1117–1137.

Magana, Victor, David Zermeño, and Carolina Neri. 2012. Climate Change 
Scenarios and Potential Impacts on Water Availability in Northern Mexico. 
Climate Research 51 (2): 171–184.

Mailhot, Alain, Sophie Duchesne, Daniel Caya, and Guillaume Talbot. 2007. 
Assessment of Future Change in Intensity–Duration–Frequency (IDF) 
Curves for Southern Quebec Using the Canadian Regional Climate Model 
(CRCM). Journal of Hydrology 347 (1): 197–210.

 L.O. Mearns et al.

https://doi.org/10.1029/2005JD006685
https://doi.org/10.1029/2007jd008764
https://doi.org/10.1029/2005GL02335


 261

Mailhot, Alain, Ian Beauregard, Guillaume Talbot, Daniel Caya, and Sébastien 
Biner. 2012. Future Changes in Intense Precipitation over Canada Assessed 
from Multi-Model NARCCAP Ensemble Simulations. International Journal 
of Climatology 32 (8): 1151–1163.

Manning, L.J., J.W. Hall, H.J. Fowler, C.G. Kilsby, and C. Tebaldi. 2009. Using 
Probabilistic Climate Change Information from a Multimodel Ensemble for 
Water Resources Assessment. Water Resources Research 45 (11). https://doi.
org/10.1029/2007wr006674.

Maraun, Douglas, F.  Wetterhall, A.M.  Ireson, R.E.  Chandler, E.J.  Kendon, 
M.  Widmann, S.  Brienen, et  al. 2010. Precipitation Downscaling under 
Climate Change: Recent Developments to Bridge the Gap Between 
Dynamical Models and the End User. Reviews of Geophysics 48 (3). https://
doi.org/10.1029/2009rg000314.

Martínez-Castro, D., R.  Porfirio da Rocha, A.  Bezanilla-Morlot, L.  Alvarez- 
Escudero, J.P.  Reyes-Fernández, Y.  Silva-Vidal, and R.W.  Arritt. 2006. 
Sensitivity Studies of the RegCM3 Simulation of Summer Precipitation, 
Temperature and Local Wind Field in the Caribbean Region. Theoretical and 
Applied Climatology 86 (1): 5–22.

Martynov, Andrey, René Laprise, Laxmi Sushama, Katja Winger, L. Šeparović, 
and B. Dugas. 2013. Reanalysis-Driven Climate Simulation over CORDEX 
North America Domain Using the Canadian Regional Climate Model, Version 
5: Model Performance Evaluation. Climate Dynamics 41 (11–12): 2973–3005.

Maurer, E.P., and H.G. Hidalgo. 2008. Utility of Daily vs. Monthly Large-Scale 
Climate Data: An Intercomparison of Two Statistical Downscaling Methods. 
Hydrology and Earth System Sciences 12 (2): 551–563.

Maurer, Edwin P., Levi Brekke, Tom Pruitt, and Philip P. Duffy. 2007. Fine- 
Resolution Climate Projections Enhance Regional Climate Change Impact 
Studies. Eos 88 (47): 504.

May, W., and E. Roeckner. 2001. A Time Slice-Experiment with the EC HAM4 
AGCM at High Resolution: The Impact of Horizontal Resolution on Annual 
Mean Climate Change. Climate Dynamics 17: 407–420.

McGregor, J.L., and M.R.  Dix. 2008. An Updated Description of the 
Conformal-Cubic Atmospheric Model. In High Resolution Simulation of the 
Atmosphere and Ocean, eds. K Hamilton, W Ohfuchi, 51–76. Springer, New 
York.

Mearns, L.O., M. Hulme, T.R. Carter, R. Leemans, M. Lal, and P. Whetton. 
2001. Climate Scenario Development (Chapter 13). In Climate Change 
2001: The Scientific Basis, Contribution of Working Group I to the Third 
Assessment Report of the IPCC, ed. J.T. Houghton et al., 583–638. Cambridge: 
Cambridge University Press.

 Downscaling of Climate Information 

https://doi.org/10.1029/2007wr006674
https://doi.org/10.1029/2007wr006674
https://doi.org/10.1029/2009rg000314
https://doi.org/10.1029/2009rg000314


262 

Mearns, L.O., G.  Carbone, E.  Tsvetsinskaya, R.  Adams, B.  McCarl, and 
R. Doherty. 2003. The Uncertainty of Spatial Scale of Climate Scenarios in 
Integrated Assessments: An Example from Agriculture. Integrated Assessment 
4 (4): 225–235.

Mearns, L.O., W.J.  Gutowski, R.  Jones, L.-Y.  Leung, S.  McGinnis, 
A.M.B. Nunes, et al. 2009. A Regional Climate Change Assessment Program 
for North America. Eos 90: 311–312.

Mearns, L.O., R. Arritt, S. Biner, M.S. Bukovsky, S. McGinnis, S. Sain, et al. 
2012. The North American Regional Climate Change Assessment Program: 
Overview of Phase I Results. Bulletin of the American Meteorological Society 
93: 1337–1362.

Mearns, L.O., R. Leung, R. Arritt, S. Biner, M. Bukovsky, D. Caya, J. Correia, 
W. Gutowski, R. Jones, Y. Qian, L. Sloan, and G. Takle. 2013a. Response to 
R. Pielke, Sr. Commentary on Mearns et al. 2012. Bulletin of the American 
Meteorological Society 94: 1077–1078.

Mearns, L.O., S. Sain, R. Leung, M. Bukovsky, et al. 2013b. Climate Change 
Projections of the North American Regional Climate Change Assessment 
Program (NARCCAP). Climatic Change Letters. https://doi.org/10.1007/
s10584-013-0831-3.

Miguez-Macho, G., G.L. Stenchikov, and A. Robock. 2005. Regional Climate 
Simulations Over North America: Interaction of Local Processes with 
Improved Large-Scale Flow. Journal of Climate 18: 1227–1246.

Mladjic, B., L. Sushama, M.N. Khaliq, R. Laprise, D. Caya, and R. Roy. 2011. 
Canadian RCM Projected Changes to Extreme Precipitation Characteristics 
Over Canada. Journal of Climate 24: 2565–2584.

Montero-Martínez, M., and J.L. Pérez-López. 2008. Regionalización de proyec-
ciones climáticas en México de precipitación y temperatura en superficie 
usando el método REA para el siglo XXI. In Efectos del Cambio Climático en 
los Recursos Hídricos de México, ed. P. Martínez and A. Aguilar, vol. 2, 11–21. 
Jiutepec: Instituto Mexicano de Tecnología del Agua.

Muluye, G.Y. 2011. Implications of Medium-Range Numerical Weather Model 
Output in Hydrologic Applications: Assessment of Skill and Economic 
Value. Journal of Hydrology 400 (3–4): 448–464.

NAS. 2012. A National Strategy for Advancing Climate Modeling. Washington, 
DC: National Academies Press.

Noguer, M., R.G. Jones, and J.M. Murphy. 1998. Sources of Systematic Errors 
in the Climatology of a Nested Regional Climate Model (RCM) Over 
Europe. Climate Dynamics 14: 691–712.

 L.O. Mearns et al.

https://doi.org/10.1007/s10584-013-0831-3
https://doi.org/10.1007/s10584-013-0831-3


 263

Otte, T.L., C.G.  Nolte, M.J.  Otte, and J.H.  Bowden. 2012. Does Nudging 
Squelch the Extremes in Regional Climate Modeling? Journal of Climate 25: 
7046–7066.

Pal, J.S., F.  Giorgi, X.  Bi, N.  Elguindi, F.  Solmon, S.  Rauscher, X.  Gao, 
R. Francisco, A. Zakey, J. Winter, M. Ashfaq, et al. 2007. Regional Climate 
Modeling for the Developing World—The ICTP RegCM3 and RegCNET. 
Bulletin of the American Meteorological Society 88: 1395–1409.

Patricola, C.M., and K.H. Cook. 2010. Northern African Climate at the End of 
the Twentyfirst Century: Integrated Application of Regional and Global 
Climate Models. Climate Dynamics 35: 193–212.

Patricola, C.M., and K.H.  Cook. 2013. Mid-Twenty-First Century Warm 
Season Climate Change in the Central United States. Part 1: Regional and 
Global Model Predictions. Climate Dynamics 40: 551–568.

Pan, Z., R.W.  Arritt, E.S.  Takle, W.J.  Gutkowski Jr., C.J.  Anderson, and 
M.  Segal. 2004. Altered Hydrologic Feedback in a Warming Climate 
Introduces a “Warming Hole”. Geophysical Research Letters 31: L17109. 
https://doi.org/10.1029/2004GL020528.

Pan, L.-L., S.-H. Chen, D. Cayan, M.-Y. Lin, Q. Hart, M.-H. Zhang, et al. 
2010. Influences of Climate Change on California and Nevada Regions 
Revealed by a High-Resolution Dynamical Downscaling Study. Climate 
Dynamics. https://doi.org/10.1007/s00382-010-0961-5.

Payne, J.T., A.W.  Wood, A.F.  Hamlet, R.N.  Palmer, and D.P.  Lettenmaier. 
2004. Mitigating the Effects of Climate Change on the Water Resources of 
the Columbia River Basin. Climatic Change 62: 233–256.

Pérez-Pérez, E., M.  Méndez, and V.  Magaña. 2007. High Spatial Resolution 
Climate Change Scenarios for Mexico Based on Experiments Conducted 
with the Earth Simulator. In Visualizing Future Climate in Latin America: 
Results from the Application of the Earth Simulator, W. Vergara (Coordinator). 
Latin America and Caribbean Region Sustainable Development Working 
Paper 30, the World Bank, p. 90.

Pielke, R.A., W.R. Cotton, R.L. Walko, C.J. Trembeck, W.A. Lyons, L.D. Grasso, 
M.E.  Nicholls, M.D.  Moran, D.A.  Wesley, T.J.  Lee, and J.H.  Copeland. 
1992. A Comprehensive Meteorological Modeling System? RAMS. 
Meteorology and Atmospheric Physics 49: 65–78.

Pitman, A.J., A. Arneth, and L. Ganzeveld. 2010. Regionalizing Global Climate 
Models. International Journal of Climatology. https://doi.org/10.1002/
joc.2279.

 Downscaling of Climate Information 

https://doi.org/10.1029/2004GL020528
https://doi.org/10.1007/s00382-010-0961-5
https://doi.org/10.1002/joc.2279
https://doi.org/10.1002/joc.2279


264 

Prömmel, K., B. Geyer, J.M. Jones, and M. Widmann. 2010. Evaluation of the 
Skill and Added Value of a Reanalysis-Driven Regional Simulation for Alpine 
Temperature. International Journal of Climatology 30: 760–773.

Pryor, S.C., and J.T. Schoof. 2010. Importance of the SRES in Projections of 
Climate Change Impacts on Near-Surface Wind Regimes. Meteorologische 
Zeitschrift 19 (3): 267–274.

Pryor, S.C., J.T.  Schoof, and R.J.  Barthelmie. 2006. Winds of Change: 
Projections of Near-Surface Winds Under Climate Change Scenarios. 
Geophysical Research Letters 33: L11702. https://doi.org/10.1029/ 
2006GL026000.

Pryor, S.C., J.A. Howe, and K.E. Kunkel. 2009. How Spatially Coherent and 
Statistically Robust Are Temporal Changes in Extreme Precipitation in the 
Contiguous USA? International Journal of Climatology 29 (1): 31–45. https://
doi.org/10.1002/joc.1696.

Pryor, S.C., and R.J.  Barthelmie. 2010. Climate Change Impacts on Wind 
Energy: A Review. Renewable and Sustainable Energy Reviews 14: 430–437.

Pryor, S.C., R.J.  Barthelmie, and J.T.  Schoof. 2012a. Past and Future Wind 
Climates Over the Contiguous USA Based on the NARCCAP Model Suite. 
Journal of Geophysical Research 117: D19119. https://doi.org/10.1029/ 
2012JD017449.

Pryor, S.C., G. Nikulin, and C. Jones. 2012b. Influence of Spatial Resolution on 
Regional Climate Model Derived Wind Climates. Journal of Geophysical 
Research 117: D03117. https://doi.org/10.1029/2011JD016822.

Pryor, S.C., R.J. Barthelmie, and J.T. Schoof. 2013. High-Resolution Projections of 
Climate- Related Risks for the Midwestern USA. Climate Research 56: 61–79.

Qian, B., S. Gameda, and H. Hayhoe. 2008. Performance of Stochastic Weather 
Generators LARS-WG and AAFC-WG for Reproducing Daily Extremes of 
Diverse Canadian Climates. Climate Research 37 (1): 17–33. https://doi.
org/10.3354/cr00755.

Qian, B.D., S. Gameda, R. de Jong, P. Falloon, and J. Gornall. 2010. Comparing 
Scenarios of Canadian Daily Climate Extremes Derived Using a Weather 
Generator. Climate Research 41 (2): 131–149. https://doi.org/10.3354/
cr00845.

Racherla, P.N., D.T. Shindell, and G.S. Faluvegi. 2012. The Added Value to 
Global Model Projections of Climate Change by Dynamical Downscaling: A 
Case Study Over the Continental US Using the GISS-ModelE2 and WRF 
Model. Journal of Geophysical Research 117:D20118, pp. 3015–3048.

 L.O. Mearns et al.

https://doi.org/10.1029/2006GL026000
https://doi.org/10.1029/2006GL026000
https://doi.org/10.1002/joc.1696
https://doi.org/10.1002/joc.1696
https://doi.org/10.1029/2012JD017449
https://doi.org/10.1029/2012JD017449
https://doi.org/10.1029/2011JD016822
https://doi.org/10.3354/cr00755
https://doi.org/10.3354/cr00755
https://doi.org/10.3354/cr00845
https://doi.org/10.3354/cr00845


 265

Radu, R., M.  Déqué, and S.  Somot. 2008. Spectral Nudging in a Spectral 
Regional Climate Model. Tellus 60: 898–910.

Rasmussen, R., C. Liu, K.  Ikeda, D. Gochis, D. Yates, F. Chen, M. Tewari, 
M.  Barlage, J.  Dudhia, W.  Yu, K.  Miller, et  al. 2011. High Resolution 
Coupled Climate-Runoff Simulations of Seasonal Snowfall Over Colorado: 
A Process Study of Current and Warmer Climate. Journal of Climate 24: 
3015–3048.

Rauscher, S.A., A. Seth, J.-H. Qian, and S.J. Camargo. 2006. Domain Choice 
in an Experimental Nested Modeling Prediction System for South America. 
Theoretical and Applied Climatology 86: 229–246.

Rauscher, S.A., F. Giorgi, N.S. Diffenbaugh, and A. Seth. 2008. Extension and 
Intensification of the Meso-American Mid-Summer Drought in the Twenty-
First Century. Climate Dynamics. https://doi.org/10.1007/s0038-007-0359-1.

Rauscher, S.A., F. Kucharski, and D.B. Enfield. 2011. The Role of Regional SST 
Warming Variations in the Drying of Meso-America in Future Climate 
Projections. Journal of Climate 24: 2003–2016.

Rawlins, M.A., R.S.  Bradley, and H.F.  Diaz. 2012. Assessment of Regional 
Climate Model Simulation Estimates Over the Northeast United States. 
Journal of Geophysical Research 117: D23112. https://doi.org/10.1029/ 
2012JD018137.

Ritchie, E.A., K.M. Wood, D.S. Gutzler, and S.R. White. 2011. The Influence 
of Eastern Pacific Tropical Cyclone Remnants on the Southwestern United 
States. Monthly Weather Review 139: 192–210. https://doi.org/10.1175/201
0MWR3389.1.

Rosenberg, E.A., P.W. Keys, D.B. Booth, D. Hartley, J. Burkey, A.C. Steinemann, 
et al. 2010. Precipitation Extremes and the Impacts of Climate Change on 
Stormwater Infrastructure in Washington State. Climatic Change 102: 
319–349.

Rosenzweig, C. 1985. Potential CO2-Induced Climate Effects on North 
American Wheatproducing Regions. Climatic Change 7: 367–389. https://
doi.org/10.1007/BF00139053.

Rummukainen, M. 2010. State-of-the-Art with Regional Climate Models. 
WIRE Advanced Review 1 (1): 82–96.

Rupp, T.S., X.  Chen, M.  Olson, and A.D.  McGuire. 2007. Sensitivity of 
Simulated Boreal Fire Dynamics to Uncertainties in Climate Drivers. Earth 
Interactions 11 (3): 1–21.

Salathé, E.P. 2006. Influences of a Shift in North Pacific Storm Tracks on 
Western North American Precipitation Under Global Warming. Geophysical 
Research Letters 33 (19). https://doi.org/10.1029/2006gl026882.

 Downscaling of Climate Information 

https://doi.org/10.1007/s0038-007-0359-1
https://doi.org/10.1029/2012JD018137
https://doi.org/10.1029/2012JD018137
https://doi.org/10.1175/2010MWR3389.1
https://doi.org/10.1175/2010MWR3389.1
https://doi.org/10.1007/BF00139053
https://doi.org/10.1007/BF00139053
https://doi.org/10.1029/2006gl026882


266 

Salathé, E.P., Jr., R. Steed, C.F. Mass, and P.H. Zahn. 2008. A High-Resolution 
Climate Model for the US Pacific Northwest: Mesoscale Feedbacks and Local 
Responses to Climate Change. Journal of Climate 21: 5708–5726.

Salathé, E.P., Jr., L.R. Leung, Y. Qian, and Y. Zhang. 2010. Regional Climate 
Model Projections for the State of Washington. Climatic Change 102: 51–75.

Schoof, J.T. 2009. Historical and Projected Changes in the Length of the Frost-
Free Season. In Understanding Climate Change: Climate Variability, 
Predictability and Change in the Midwestern United States, ed. S.C.  Pryor, 
42–54. Bloomington: Indiana University Press.

Schoof, J.T. 2012. Historical and Projected Changes in Human Heat Stress in 
the Midwestern USA.  In Understanding Climate Change: Climate Change 
Impacts, Risks, Vulnerability and Adaptation in the Midwestern United States, 
ed. S.C. Pryor, 146–156. Bloomington: Indiana University Press.

Schoof, J.T., and S.C. Pryor. 2001. Downscaling Temperature and Precipitation: 
A Comparison of Regression-Based Methods and Artificial Neural Networks. 
International Journal of Climatology 21: 773–790.

Schoof, J.T., and S.C.  Pryor. 2008. On the Proper Order of Markov Chain 
Model for Daily Precipitation Occurrence in the Contiguous United States. 
Journal of Applied Meteorology and Climatology 47: 2477–2486.

Schoof, J.T., S.C. Pryor, and S.M. Robeson. 2007. Downscaling Daily Maximum 
and Minimum Temperatures in the Midwestern USA: A Hybrid Empirical 
Approach. International Journal of Climatology 27 (4): 439–454. https://doi.
org/10.1002/joc.1412.

Schoof, J.T., S.C.  Pryor, and J.  Suprenant. 2010. Development of Daily 
Precipitation Projections for the United States Based on Probabilistic 
Downscaling. Journal of Geophysical Research 115 (D13). https://doi.
org/10.1029/2009JD013030.

Schoof, J.T., D.W. Shin, S. Cocke, T.E. LaRow, Y.K. Lim, and J.J. O’Brien. 
2009. Dynamically and Statistically Downscaled Seasonal Temperature and 
Precipitation Hindcast Ensembles for the Southeastern USA. International 
Journal of Climatology 29 (2): 243–257. https://doi.org/10.1002/joc.1717.

Semenov, M.A., R.J.  Brooks, E.M.  Barrow, and C.W.  Richardson. 1998. 
Comparison of the WGEN and LARS-WG Stochastic Weather Generators 
for Diverse Climates. Climate Research 10 (2): 95–107.

Separovic, L., R. de Elía, and R. Laprise. 2011. Impact of Spectral Nudging and 
Domain Size in Studies of RCM Response to Parameter Modification. 
Climate Dynamics. https://doi.org/10.1007/s00382-011-1072-7.

Shepherd, A., K.M. Gill, and S.B. Rood. 2010. Climate Change and Future 
Flows of Rocky Mountain Rivers: Converging Forecasts from Empirical 

 L.O. Mearns et al.

https://doi.org/10.1002/joc.1412
https://doi.org/10.1002/joc.1412
https://doi.org/10.1029/2009JD013030
https://doi.org/10.1029/2009JD013030
https://doi.org/10.1002/joc.1717
https://doi.org/10.1007/s00382-011-1072-7


 267

Trend Projection and Down-Scaled Global Circulation Modelling. 
Hydrological Processes 24 (26): 3864–3877. https://doi.org/10.1002/
hyp.7818.

Sheridan, S.C., and C.C.  Lee. 2010. Synoptic Climatology and the General 
Circulation Model. Progress in Physical Geography 34 (1): 101–109. https://
doi.org/10.1177/0309133309357012.

Skamarock, W.C., J.B. Klemp, J. Dudhia, D.O. Gill, D.M. Barker, W. Wang, 
and et al. 2005. A Description of the Advanced Research WRF Version 2. In 
NCAR Technical Note NCAR/TN-468 + STR.

Skamarock, W.C., J.B.  Klemp, M.  Duda, L.  Fowler, and S-H.  Park. 2010. 
Global Nonhydrostatic Modeling Using Voronoi Meshes: The MPAS Model. 
In Proceedings of the ECMWF Workshop on Nonhydrostatic Modelling, 
European Center for Medium Range Forecasting, Reading, 8–10 Nov 2010. 
http://www.ecmwf.int/newsevents/meetings/workshops/2010/Non_hydro-
static_Modelling/presentations/Skamarock.pdf

Skamarock, W.C., J.B. Klemp, M.G. Duda, L.D. Fowler, and S.-H. Park. 2012. 
A Multiscale Nonhydrostatic Atmospheric Model Using Centroidal Voronoi 
Tessellations and C-Grid Staggering. Monthly Weather Review 140: 
3090–3105.

Snyder, M.A., and L.C.  Sloan. 2005. Transient Future Climate Over the 
Western United States Using a Regional Climate Model. Earth Interactions 
9: 1–21.

Solomon, S., ed. 2007. Climate Change 2007-the Physical Science Basis: Working 
Group I Contribution to the Fourth Assessment Report of the IPCC. Vol. 4. 
Cambridge: Cambridge University Press.

Spak, S., T.  Holloway, B.  Lynn, and R.  Goldberg. 2007. A Comparison of 
Statistical and Dynamical Downscaling for Surface Temperature in North 
America. Journal of Geophysical Research-Atmospheres 112 (D8). https://doi.
org/10.1029/2005jd006712.

Stoll, S., H.J.H. Franssen, M. Butts, and W. Kinzelbach. 2011. Analysis of the 
Impact of Climate Change on Groundwater Related Hydrological Fluxes: A 
Multi-Model Approach Including Different Downscaling Methods. 
Hydrology and Earth System Sciences 15 (1): 21–38. https://doi.org/10.5194/
hess-15-21-2011.

Sushama, L., R. Laprise, D. Caya, A. Frigon, and M. Slivitzky. 2006. Canadian 
RCM Projected Climate Change Signal and Its Sensitivity to Model Errors. 
International Journal of Climatology 26: 2141–2159.

Sushama, L., R. Laprise, D. Caya, D. Versghy, and M. Allard. 2007. An RCM 
Projection of Soil Thermal and Moisture Regimes for North American 

 Downscaling of Climate Information 

https://doi.org/10.1002/hyp.7818
https://doi.org/10.1002/hyp.7818
https://doi.org/10.1177/0309133309357012
https://doi.org/10.1177/0309133309357012
http://www.ecmwf.int/newsevents/meetings/workshops/2010/Non_hydrostatic_Modelling/presentations/Skamarock.pdf
http://www.ecmwf.int/newsevents/meetings/workshops/2010/Non_hydrostatic_Modelling/presentations/Skamarock.pdf
https://doi.org/10.1029/2005jd006712
https://doi.org/10.1029/2005jd006712
https://doi.org/10.5194/hess-15-21-2011
https://doi.org/10.5194/hess-15-21-2011


268 

Permafrost Zones. Geophysical Research Letters 34: L20711. https://doi.
org/10.1029/2007GL031385.

Timm, O., and H.F.  Diaz. 2009. Synoptic-Statistical Approach to Regional 
Downscaling of IPCC Twentyfirst-Century Climate Projections: Seasonal 
Rainfall Over the Hawaiian Islands. Journal of Climate 22 (16): 4261–4280. 
https://doi.org/10.1175/2009jcli2833.1.

Tryhorn, L., and A.  DeGaetano. 2011. A Comparison of Techniques for 
Downscaling Extreme Precipitation Over the Northeastern United States. 
International Journal of Climatology 31 (13): 1975–1989.

Vannitsem, S., and F.  Chomé. 2005. One-Way Nested Regional Climate 
Simulations and Domain Size. Journal of Climate 18: 229–233.

Vrac, M., M.  Stein, and K.  Hayhoe. 2007. Statistical Downscaling of 
Precipitation Through Nonhomogeneous Stochastic Weather Typing. 
Climate Research 34: 169–184. https://doi.org/10.3354/cr00696.

Wang, J.F., and X.B.  Zhang. 2008. Downscaling and Projection of Winter 
Extreme Daily Precipitation Over North America. Journal of Climate 21 (5): 
923–937. https://doi.org/10.1175/2007jcli1671.1.

Warner, T.T. 2011. Numerical Weather and Climate Prediction. Cambridge, UK: 
Cambridge University Press.

Wehner, M.F., G. Bala, P. Duffy, A.A. Mirin, and R. Romano. 2010. Towards 
Direct Simulation of Future Tropical Cyclone Statistics in a High-Resolution 
Global Atmospheric Model. Advances in Meteorology. https://doi.
org/10.1155/2010/915303.

Wetterhall, F., F.  Pappenberger, Y.  He, J.  Freer, and H.L.  Cloke. 2012. 
Conditioning Model Output Statistics of Regional Climate Model 
Precipitation on Circulation Patterns. Nonlinear Processes in Geophysics 19 (6): 
623–633.

White, M.R. 1985. Characterization of Information Requirements for Studies of 
CO2 Effects: Water Resources, Agriculture, Fisheris, Forests, and Human Health. 
Washington, DC: US Department of Energy, Office of Energy Research. 
DOE/ER-0236.

Wi, Sungwook, Francina Dominguez, Matej Durcik, Juan Valdes, Henry 
F. Diaz, and Christopher L. Castro. 2012. Climate Change Projection of 
Snowfall in the Colorado River Basin Using Dynamical Downscaling. 
Water Resources Research 48 (5): W05504. https://doi.org/10.1029/ 
2011WR010674.

Wilby, R.L., and H.J.  Fowler. 2012. Regional Climate Downscaling. In 
Modelling the Impact of Climate Change on Water Resources, ed. C.F. Fung, 
A. Lopez, and M. New, 34–85. Chichester: Wiley-Blackwell.

 L.O. Mearns et al.

https://doi.org/10.1029/2007GL031385
https://doi.org/10.1029/2007GL031385
https://doi.org/10.1175/2009jcli2833.1
https://doi.org/10.3354/cr00696
https://doi.org/10.1175/2007jcli1671.1
https://doi.org/10.1155/2010/915303
https://doi.org/10.1155/2010/915303
https://doi.org/10.1029/2011WR010674
https://doi.org/10.1029/2011WR010674


 269

Wilby, R.L., and T.M.L. Wigley. 1997. Downscaling General Circulation Model 
Output: A Review of Methods and Limitations. Progress in Physical Geography 
21: 530–548.

Wilby, R.L., and T.M.L.  Wigley. 2000. Precipitation Predictors for 
Downscaling: Observed and General Circulation Model Relationships. 
International Journal of Climatology 20: 641–661. https://doi.org/10.1002/
(SICI)1097-0088(200005)20:6<641::AID-JOC501>3.3.CO;2-T.

Wilby, R.L., J.  Troni, Y.  Biot, L.  Tedd, B.C.  Hewitson, D.M.  Smith, and 
R.T. Sutton. 2009. A Review of Climate Risk Information for Adaptation 
and Development Planning. International Journal of Climatology 29: 
1193–1215. https://doi.org/10.1002/joc.1839.

Wilks, D.S. 2012. Stochastic Weather Generators for Climate-Change 
Downscaling, Part II: Multivariable and Spatially Coherent Multisite 
Downscaling. Wiley Interdisciplinary Reviews: Climate Change 3 (3): 
267–278.

Wood, A.W., E.P. Maurer, A. Kumar, and D.P. Lettenmaier. 2002. Long Range 
Experimental Hydrologic Forecasting for the Eastern United States. Journal 
of Geophysical Research 107 (D20): ACL6.1–ACL6.15.

Wood, A.W., L.R. Leung, V. Sridhar, and D.P. Lettenmaier. 2004. Hydrologic 
Implications of Dynamical and Statistical Approaches to Downscaling 
Climate Model Outputs. Climatic Change 62 (1–3): 189–216.

Xue, Y., R. Vasic, Z. Janjic, F. Mesinger, and K.E. Mitchell. 2007. Assessment of 
Dynamic Downscaling of the Continental US Regional Climate Using the 
Eta/SSiB Regional Climate Model. Journal of Climate 20: 4172–4193.

Yohe, G., and M.  Oppenheimer. 2011. Evaluation, Characterization, and 
Communication of Uncertainty by the Intergovernmental Panel on Climate 
Change—An Introductory Essay. Climatic Change 108 (4): 629.

Yoon, J.-H., L.R. Leung, and J. Correia Jr. 2012. Comparison of Dynamically 
and Statistically Downscaled Seasonal Climate Forecasts for the Cold Season 
Over the United States. Journal of Geophysical Research-Atmospheres 117 
(D21). https://doi.org/10.1029/2012JD017650.

 Downscaling of Climate Information 

https://doi.org/10.1002/(SICI)1097-0088(200005)20:6<641::AID-JOC501>3.3.CO;2-T
https://doi.org/10.1002/(SICI)1097-0088(200005)20:6<641::AID-JOC501>3.3.CO;2-T
https://doi.org/10.1002/joc.1839
https://doi.org/10.1029/2012JD017650


Part II
Uncertainties and Robustness



273© The Author(s) 2018
E.A. Lloyd, E. Winsberg (eds.), Climate Modelling,  
https://doi.org/10.1007/978-3-319-65058-6_9

9
The Significance of Robust Climate 

Projections

Wendy S. Parker

9.1  Introduction

There is now a broad scientific consensus—underwritten by a substan-
tial and growing body of evidence—that Earth’s climate has warmed 
significantly over the last century, that increased atmospheric concentra-
tions of greenhouse gases due to human activities are a major cause of 
this warming, and that Earth’s climate will be still warmer by the end of 
the twenty- first century (Solomon et al. 2007; IPCC 2013). Less clear 
are the quantitative details, especially regarding future climate change. 
How much will Earth’s average surface temperature increase by the end 
of the twenty-first century if greenhouse gas concentrations continue 
rising as they have in recent decades? Under that scenario, will the cen-
tral United States experience much drier summers as the century unfolds? 
What will climatic conditions in various locales be like late in the 
twenty-first century if instead greenhouse gas concentrations are stabi-
lized at 450 ppm?
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Current scientific understanding suggests that answers to questions like 
these, about long-term changes in global and regional climate, may 
depend on the details of complex interactions among many climate sys-
tem processes—details that cannot be tracked without the help of com-
puter simulation models. Numerous simulation models have been 
developed, differing in their spatiotemporal resolution, the range of cli-
mate system processes that they take into account, and the ways in which 
they represent those processes. When collections—or ensembles—of these 
models are used to simulate future climate, it sometimes happens that the 
models all (or nearly all) agree regarding some interesting predictive 
hypothesis.1 For instance, two dozen state-of-the-art climate models 
might agree that, under a particular greenhouse gas emission scenario, 
Earth’s average surface temperature in the 2090s would be more than 2 °C 
warmer than it was in the 1890s.2 These agreed-upon or robust findings 
are sometimes highlighted in papers and reports on climate change, but 
what exactly is their significance?3 For instance, are they likely to be true?

Such questions have sparked debate before, outside of the context of 
climate prediction. Orzack and Sober (1993) argued that the derivation 
of a result from multiple models (i.e. robustness) does not on its own 
constitute evidence that the agreed-upon result is true. They attributed 
the opposite view to Levins (1966), who, in his discussion of robustness 
in modeling in biology, had concluded that “our truth is the intersection 
of independent lies” (p. 20). In response, Levins (1993) and Weisberg 
(2006) did not dispute that robustness alone does not warrant inferences 
about real-world systems but emphasized that in practice such inferences 
are made in light of robustness plus empirical considerations. Weisberg 
(2006) also offered a more detailed account of robustness analysis—the 
procedure (or family of procedures) that investigates whether a result is 
derivable from each of a set of carefully chosen models. His account 
makes clear that the goal of robustness analysis is sometimes the identifi-
cation of causes of phenomena, rather than the advance prediction of 
their occurrence. Recently, Lloyd (2010, 2015) has applied and expanded 
Weisberg’s account in the context of climate modeling; she argues that 
robustness analysis here supports the conclusion that twentieth-century 
global warming was caused at least in part by increased greenhouse gas 
concentrations.
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The present chapter returns the focus to the predictive use of models; 
it is concerned not with the causes of already observed phenomena but 
with the future occurrence (or not) of phenomena/events predicted by a 
set of models. More specifically, it is concerned with the conditions under 
which robustness should influence our expectations about the occurrence 
of such phenomena/events. The aim is to identify some of these condi-
tions and to consider whether they are met in the context of ensemble 
climate prediction today. In doing so, the chapter further articulates the 
sort of empirical background knowledge that (as the aforementioned 
authors have in different ways suggested) is needed for robust predictive 
modeling results to take on special epistemic significance.

Section 9.2 gives a brief introduction to ensemble climate prediction, 
explaining how and why multiple models are used to investigate future 
climate change. The next three sections investigate the prospects for infer-
ring from robust modeling results, and from robust climate modeling 
results in particular, that:

• an agreed-upon predictive hypothesis H is likely to be true (Sect. 9.3);
• significantly increased confidence in H is warranted (Sect. 9.4);
• the security of a claim to have evidence for H is enhanced (Sect. 9.5).

The findings for climate modeling are disappointing. When today’s cli-
mate models agree that an interesting hypothesis about future climate 
change is true, it cannot be inferred—via the arguments considered here 
anyway—that the hypothesis is likely to be true, nor that scientists’ con-
fidence in the hypothesis should be significantly increased, nor that a 
claim to have evidence for the hypothesis is now more secure. In closing, 
Sect. 9.6 reflects upon these findings and suggests that the prospects may 
be brighter in some other modeling contexts.

9.2  Ensemble Climate Prediction

A computer simulation model is a computer-implemented set of instruc-
tions for repeatedly solving a set of equations in order to produce a repre-
sentation of the temporal evolution of selected properties of a target 
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system. In the case of global climate modeling, the target system is Earth’s 
climate system—encompassing the atmosphere, oceans, sea ice, and land 
surface—and the equations are ones that describe in an approximate way 
the local rate of change of temperature, wind speed, humidity, and other 
quantities of interest in response to myriad processes at work in the system. 
When it comes to formulating such equations, considerable uncertainty 
remains for several reasons. Although a theory of large-scale atmospheric 
dynamics (grounded in fluid dynamics) has long been in place and pro-
vides the foundation for some parts of today’s climate models, some other 
important climate system processes are less well understood. In addition, 
for processes that are believed to influence climate in important ways but 
that occur on scales finer than those resolved in today’s models (i.e. on 
spatial scales smaller than ~100 km in the horizontal and/or on time scales 
shorter than ~½ hour), rough representations in terms of larger-scale vari-
ables must be developed, and it is rarely obvious how this can best be done. 
The upshot is that multiple climate models, which differ in various ways in 
their equations and in the methods used to estimate solutions to them, are 
nevertheless judged to have approximately equal prima facie plausibility as 
tools for projecting future climate change (Parker 2006).4 Indeed, even 
after examining how well these different models simulate past and present 
climate, it is often unclear which would be best for a given predictive task.5

Given this uncertainty, how should climate scientists proceed? If it is 
unclear which of several models will turn out to give the best projection 
in a particular case, then it would be unwise to select just one of the mod-
els and rely on its projection, unless all of the models are expected to be 
so accurate that any would be good enough. Since the latter cannot be 
expected of today’s climate models, ensemble studies present a better 
option. These studies involve running each of several climate models (or 
model versions) with the same (or similar) initial conditions and under 
the same (or similar) future emission scenarios (see e.g. Stainforth et al. 
2005; Tebaldi et  al. 2005; Murphy et  al. 2007). Ensemble studies 
acknowledge that there is uncertainty about how to represent the climate 
system; they explore how much this uncertainty matters when it comes 
to predictions of interest.

There are two main types of ensemble climate prediction study today. 
Multi-model ensemble studies produce simulations of future climate using 
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models that differ in a number of ways—in the form of some of their 
equations, in some of their parameter values, and often in their spatio-
temporal resolution, their solution algorithms, and their computing plat-
forms as well. A typical multi-model study requires the participation of 
research groups at various modeling centers around the world, each run-
ning their in-house models on local supercomputers, and delivers a total 
of a few dozen simulations of future climate under a given emission sce-
nario (see e.g. Meehl et al. 2007; Collins et al. 2013). Perturbed-physics 
ensemble studies employ multiple versions of a single climate model whose 
best parameter values remain uncertain. The model is run repeatedly, 
leaving the structure of its equations unchanged, but allowing its uncer-
tain parameters to take different values on each run. The selection of 
these parameter values can be made using formal sampling methods or in 
more informal ways; usually values are chosen from a range identified by 
expert judgment. A single perturbed physics study may produce a large 
number of simulations of future climate, depending on how computa-
tionally intensive it is to run a single simulation. Studies carried out by 
the climateprediction.net project, for example, relied on donated idle 
processing time on ordinary home computers to produce thousands of 
simulations using different versions of a relatively complex climate model 
(Stainforth et al. 2005; BBC 2010).

The discussion that follows will focus on results from multi-model 
ensemble studies. This is because perturbed-physics studies typically 
explore such a broad range of parameter values that they deliver a very 
wide range of results—so wide that the results are not in unanimous (or 
even near unanimous) agreement regarding interesting predictive 
hypotheses. It tends to be multi-model ensemble studies, rather, in 
which such agreement occurs. For instance, the Fourth Assessment 
Report of the Intergovernmental Panel on Climate Change presented 
the result of a multi-model study that investigated a “high” emission 
scenario using 17 state-of-the-art climate models; each of the models 
indicated that, by 2050, global mean surface temperature would be 
between 1 °C and 2 °C warmer than during the period 1980–1999 (see 
Meehl et  al. 2007, 763).6 Likewise, virtually all of the models agreed 
that, under a “medium” emission scenario, summer rainfall in east Africa 
would be greater in the late twenty-first century than it was in the late 
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twentieth century (Christensen et  al. 2007, 869). The question is 
whether agreed-upon multi-model results like these have special epis-
temic significance and, if so, what that significance is.

9.3  Robustness and Truth

Are robust projections from today’s multi-model ensembles likely to be 
true? More generally, under what conditions can an inference from robust-
ness to likely truth be justified? Consider the following argument, inspired 
by the discussions of Orzack and Sober (1993) and Woodward (2006):

 (1a) It is likely that one model in this collection is true.
 (1b) Each of the models in this collection entails hypothesis H.

∴ It is likely that H.

While its logic is unobjectionable, this argument seems mostly inappli-
cable in science. Insofar as a scientific model can be identified with a 
complex hypothesis about the workings of a target system, there is usually 
good reason to believe that such a hypothesis is (strictly) false, since most 
scientific models are known from the outset to involve idealizations, sim-
plifications, and/or outright fictions. So (1a) will rarely hold.7

But models that incorporate false assumptions might nevertheless be 
expected to produce simulations that indicate correctly regarding various 
hypotheses of interest.8 Thus a similar argument with greater potential 
for applicability is as follows:

 (2a) It is likely that at least one simulation in this collection indicates 
correctly regarding H.

 (2b) Each of the simulations in this collection indicates the truth of H.
∴ It is likely that H.

The question is then whether there is good reason to think that (2a) holds 
for interesting hypotheses about future climate change that today’s multi- 
model ensembles indicate to be true. At least two approaches to justifying 
(2a) might be pursued.
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A first approach would focus on the extent to which the collection of 
models samples current uncertainty about how to represent the climate 
system (for purposes of accurately predicting the quantity of interest). If 
it samples enough of this representational uncertainty, or samples it in 
the right way, this could justify (2a). But such a claim about sampling 
cannot be made for today’s multi-model ensembles, which are “ensembles 
of opportunity”—assembled from existing climate models and “not 
designed to span an uncertainty range” (Knutti et al. 2008, 2653; see also 
Tebaldi and Knutti 2007; Meehl et al. 2007). Indeed, when it comes to 
discerning the truth/falsity of quantitative hypotheses about long-term 
climate change, climate scientists today are not in a position to specify a 
small set of models that can be expected to include at least one whose 
projections are highly accurate. In part, this is because it remains unclear 
whether processes and feedbacks that will significantly shape long-term 
climate change have been overlooked (so-called “unknown unknowns”). 
But it also reflects the challenge of anticipating how recognized simplifi-
cations, approximations, and omissions will impact the accuracy of pre-
dictions produced by complex, nonlinear models for forcing conditions 
unlike those previously experienced (see also Parker 2009).

A second approach to justifying (2a) would view an ensemble as a tool 
for indicating the truth/falsity of hypotheses of a particular sort, of which 
the predictive hypothesis H is an instance; the ensemble’s past reliability 
with respect to H-type hypotheses would be cited as evidence that it is 
likely that at least one of its simulations is indicating correctly regarding 
this particular H.9 Assuming that H concerns the value of a given vari-
able, this is tantamount to arguing that it is likely that the range of values 
spanned by the ensemble’s predictions will either include the true value 
of that variable or else come within some specified distance of that value. 
For instance, consider H: Under this emission scenario, global mean sur-
face temperature (GMST) for the period 2080–2089 would be between 
1.5  °C and 2.0  °C warmer than GMST for the period 1980–1989. 
Suppose that all of the climate models in an ensemble indicate the truth 
of this hypothesis and, specifically, that their predicted changes all fall 
between 1.6  °C and 1.9  °C. Then (2a) will hold if it is likely that the 
range of predictions delivered by the ensemble will either include the true 
temperature change or else come within 0.1 °C of doing so.
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But there is no good evidence that today’s ensembles reliably “capture 
truth” in this way—or come close enough to capturing it—for predictive 
variables that interest scientists and decision makers.10 Today’s climate 
models (and ensembles) have a minimal track record of performance; 
they are virtually untested when it comes to long-term prediction tasks 
(we have to wait a long time to see if even a single prediction is borne 
out), and the relevance of their performance on past data is difficult to 
determine, for at least three reasons. First, those data are for greenhouse 
gas levels quite different from the future levels of interest. Second, for 
some variables, the models have already been tuned to the available obser-
vational data, either directly or indirectly.11 Third, for some variables, the 
available data come in the form of reanalysis datasets, which are produced 
by synthesizing traditional observations with results from weather fore-
casting models; the latter share various simplifying assumptions with cli-
mate models.12

Thus, unless some other justification for (2a) can be found, the argu-
ment presented above from robustness to likely truth remains out of 
reach for interesting hypotheses about future climate change.13

9.4  Robustness and Confidence

Even when an argument from robustness to the likely truth of an agreed- 
upon predictive hypothesis cannot be given, it might be possible to argue 
that robustness warrants significantly increased confidence in the hypoth-
esis. Indeed, an analysis by Pirtle et  al. (2010) suggests that climate 
 scientists often do assume that agreement warrants this. In this section, 
three general approaches to arguing from robustness to significantly 
increased confidence are identified. Each runs into problems in the con-
text of ensemble climate prediction.

 A Bayesian Perspective

Within a standard Bayesian framework, one’s confidence (or degree of 
belief ) in a hypothesis H is the subjective probability that one assigns to 
H, and Bayes’ Theorem provides a rule for updating that assignment in 
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light of new evidence e. According to the rule, one’s new probability 
assignment, p(H|e), should be set as follows: p(H|e) = p(H)×p(e|H)/p(e), 
where p(H) is one’s probability assignment for H prior to obtaining e, 
p(e|H) is the probability that one assigns to e under the assumption that 
H is true, and p(e) is the probability that one assigned to e before actually 
encountering e. Given this updating rule, confidence in H should increase 
in light of evidence e if and only if p(e|H) > p(e|~H).14 That is, e will 
increase confidence in H if and only if the occurrence of e is more prob-
able if H is true than if H is false. Similarly, e will significantly increase 
confidence in H if and only if the occurrence of e is substantially more 
probable if H is true than if H is false, i.e. if and only if p(e|H) >> p(e|~H), 
where what counts as “significant” and “substantial” is context-relative.

So a Bayesian argument from robustness to significantly increased con-
fidence in an interesting predictive hypothesis H might go as follows:

 (3a) e warrants significantly increased confidence in H if p(e|H) >> 
p(e|~H).

 (3b) e obtains, where e = all of the models in this ensemble indicate H to 
be true.

 (3c) p(e|H) >> p(e|~H).
∴ Significantly increased confidence in H is warranted.

The argument has a valid form. But are its premises true in the case of 
ensemble climate prediction?

(3a) is part and parcel of the Bayesian framework, as just discussed. 
(3b) is simply a statement of robustness/agreement. (3c) is where the real 
action of the argument will be in any particular case and also where the 
potential weakness of this Bayesian approach becomes clear. For (3c) con-
cerns the subjective probability assignments of a particular epistemic 
agent, and if those assignments do not reflect substantial evidence, then 
the move from robustness to increased confidence in H could come very 
cheaply. If the argument above is to have much persuasive force, (3c) 
should have some substantive justification.

Once again, at least two justificatory approaches are possible, analo-
gous to those discussed for (2a). First, it might be argued that, given the 
conditions under which the individual models in the ensemble can be 
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expected to err—inferred from information about how the models are 
constructed, such as the sorts of idealizations that they include—the 
models are substantially more likely to agree that H is true when it is true 
than when it is false. A performance-based justification, by contrast, 
might demonstrate that, in a large set of trials up to now, ensemble mem-
bers agreed that H-type hypotheses were true much more often when 
those hypotheses were in fact true than when they were in fact false.

Unfortunately, neither sort of justification is readily supplied in ensem-
ble climate prediction today, for reasons already mentioned in Sect. 9.3. 
Current understanding of the climate system and of the limitations of 
today’s models is not extensive enough to warrant precise-enough conclu-
sions about the conditions under (and the extent to which) the models 
can be expected to err. And there is no large set of trials of the relevant 
sort to point to, no significant track record of performance in making 
long-term predictions. Moreover, there are reasons to worry that simula-
tions from today’s state-of-the-art climate models might not so infre-
quently agree that a predictive hypothesis of interest is true even though 
it is false.15 There are climate system features and processes—some recog-
nized and perhaps some not—that are not represented in any of today’s 
models. In addition, when it comes to features and processes that are 
represented, different models sometimes make use of similar idealizations 
and simplifications. And errors in simulations of past climate produced 
by today’s models have already been found to display some significant 
correlation (see e.g. Knutti et al. 2010; Pennell and Reichler 2011). Thus, 
in general, the possibility should be taken seriously that a given instance 
of robustness in ensemble climate prediction is, as Nancy Cartwright 
once put it, “an artifact of the kind of assumptions we are in the habit of 
employing” (1991, 154).16

Perhaps with additional reflection and analysis, persuasive arguments 
for p(e|H) >> p(e|~H) can be developed in some cases, but at present such 
arguments are not readily available.

 Condorcet’s Jury Theorem

Another possible approach draws on Cordorcet’s Jury Theorem. According 
to the traditional version of this Theorem, if each of n > 1 voters has the 
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same probability p  >  0.5 of voting correctly regarding which of two 
options is “better” (on some criterion) and if the votes are statistically 
independent, then the probability that at least a majority of voters will 
choose the “better” option exceeds p and, moreover, exceeds p to a greater 
extent with increasing n (see e.g. Ladha 1995). Treating the indications of 
individual simulations regarding the truth of a predictive hypothesis as 
votes, an argument from robustness to increased confidence might be 
made as follows17:

 (4a) The indications from these simulations are statistically indepen-
dent, and each simulation has the same probability p > 0.5 of giving 
the correct indication regarding H.18

 (4b) All of the simulations in this collection indicate that H is true.
 (4c) If (4a) and (4b), then increased confidence in H (beyond the  

confidence had in light of just one simulation indicating H) is 
warranted.
∴ Increased confidence in H is warranted.

When it comes to ensemble climate prediction, the most obvious dif-
ficulties with this argument arise in connection with (4a). First, while 
including a model in an ensemble study aimed to discern the truth/falsity 
of a particular predictive hypothesis would presumably imply a belief that 
p > 0.5 for that model, in many cases (i.e. for many predictive hypotheses 
of interest) the basis for such a belief may not be very strong, for reasons 
already discussed. In addition, the assumption of independence is clearly 
questionable. In traditional applications of Cordorcet’s Jury Theorem, 
independence is assumed to require that voters do not confer with one 
another, do not base their votes on shared information, do not have simi-
lar training and experience, and are not influenced by opinion leaders 
(see Ladha 1995, 354). How independence should be evaluated in the 
context of climate modeling is still a matter of some discussion (see e.g. 
Abramowitz 2010; Pirtle et  al. 2010). But many modeling groups do 
have similar training and experience, and predictions from today’s cli-
mate models clearly are based on substantial shared information, includ-
ing but not limited to previously published predictions, which may 
influence modeling groups as they develop and fine-tune their models 

 The Significance of Robust Climate Projections 



284 

(see also Tebaldi and Knutti 2007, 2067–8). Moreover, as noted above, 
recent investigations have found that errors in simulations of past and 
present climate produced by today’s state-of-the-art climate models show 
significant correlation (see Knutti et al. 2010; Pennell and Reichler 2011).

There are generalizations of Condorcet’s Jury Theorem that have more 
relaxed assumptions about the competence of voters (e.g. Owen et al. 
1989) or that allow certain kinds of dependence among votes (e.g. 
Ladha 1992, 1995). For instance, while still assuming that voters have 
the same probability p > 0.5 of voting correctly, Ladha (1992) argues 
that the probability that the majority vote is correct exceeds p if the aver-
age correlation among the voters’ choices remains small enough. Perhaps 
these generalized versions of the Theorem hold some promise when it 
comes to developing a sound argument from robust climate modeling 
results to significantly increased confidence in agreed-upon predictive 
hypotheses.19 But once again, such arguments will require information 
that is not easy to come by, such as information about how reliably 
today’s models indicate correctly the truth/falsity of hypotheses of a rel-
evant class.

 A Sampling-Based Perspective

Although it is commonly assumed that ensemble studies somehow 
involve sampling, it is not obvious how a sampling-based argument from 
robust model predictions to significantly increased confidence might best 
be constructed. What follows is one good-faith attempt.

Let q be a set of criteria that can be used to rate any given model’s per-
ceived quality as a tool for correctly indicating the truth/falsity of some 
particular predictive hypothesis H. Assume that today’s scientists con-
struct this quality metric q in light of current scientific understanding 
and computing power—it might take into account whether a model 
includes particular physical assumptions, how it performs in simulating 
the behavior of the target system up to now, its spatiotemporal resolu-
tion, and so on. Let MB be the collection of all models, whether already 
constructed by scientists or not, whose score on q would exceed some 
chosen threshold; the models in MB have features such that they are con-
sidered to be, at present, the best models for the predictive purposes at 
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hand. Then the following argument from robustness to increased confi-
dence might be given20:

 (5a) In the absence of other overriding evidence, confidence in predic-
tive hypothesis H should

equal f, the fraction of models in MB whose simulations indicate 
that H is true.

 (5b) If all of the simulations produced by models in a random sample 
from MB are found to agree in

indicating that H is true, then an increase in the current estimate of 
f—and correspondingly an increase in confidence in H—is 
warranted.

 (5c) This collection of models is a random sample from MB.
 (5d) The simulations produced by models in this collection all indicate 

that H is true.
∴ Increased confidence in H is warranted.

Compared to previous arguments, the logic of this one is less tight. 
While a number of concerns about the argument might be raised, in the 
context of ensemble climate prediction the most obvious problem is (5c), 
which asserts that some particular ensemble of today’s models is a ran-
dom sample from MB. This suggests that the scope of some MB has been 
identified—that scientists have some sense of the space of models that it 
encompasses—and that a randomizing procedure was employed when 
selecting today’s models from MB. But this is not so.

As noted in Sect. 9.3, today’s multi-model ensembles are widely 
acknowledged to be ensembles of opportunity; any “sampling” by which 
they are assembled “is neither systematic nor random” (Tebaldi and 
Knutti 2007, 2068). In fact, according to some climate scientists, “it is 
not clear how to define a space of possible model configurations of which 
[today’s multi-model ensemble] members are a sample” (Murphy et al. 
2007, 1995; see also Parker 2010). Given present uncertainty about how 
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to represent the climate system, any reasonable quality metric that today’s 
climate scientists might specify would allow that many climate models 
that differ significantly (in their construction) from today’s models would 
qualify for inclusion in MB. Given the shared history of today’s models, it 
may well be that they differ from one another much less than random 
samples from MB typically would, which in turn might make them biased 
estimators of f.21

To sum up, various arguments from robustness to significantly 
increased confidence in an agreed-upon predictive hypothesis of interest 
are possible, but none of the arguments considered above is readily appli-
cable in the context of ensemble climate prediction today. Arguments 
invoking a Bayesian perspective or a generalized version of the Cordorcet 
Jury Theorem show some promise, but further information is needed 
before these arguments can be advanced in a way that is persuasive.

9.5  Robustness and Security

A third view regarding the significance of robustness can be found in 
work by Kent Staley (2004). He sets aside the question of whether 
robustness can increase the strength of evidence for a hypothesis and 
instead focuses on the security of evidence claims—the degree to which 
an evidence claim is immune to defeat when there is a failure of one or 
more auxiliary assumptions relied upon in reaching it (ibid., 468). 
Staley argues that robust test results can increase the security of evi-
dence claims in several ways, one of which will be developed in greater 
detail here.22

Suppose that in light of the results of some test procedure, such as a 
laboratory experiment or a computer simulation, scientists arrive at an 
evidence claim, E: “We have evidence of at least strength S for hypothesis 
H.” The strength S might be expressed qualitatively (e.g. weak, strong, 
conclusive) or perhaps quantitatively.23 In order to arrive at E, the scien-
tists rely on a set of auxiliary assumptions, A, which includes assump-
tions about the test procedure (e.g. that the apparatus involved did not 
malfunction, that the test procedure is of a moderately reliable kind, 
etc.). These auxiliary assumptions are ones that the scientists believe to 
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be true.24 If any one of the assumptions turns out to be mistaken, the 
inference from the results of the test procedure to E will need to be 
reconsidered. Now suppose the scientists conduct a second test of H, and 
the results of the second test, in conjunction with a set of auxiliary 
assumptions, A’, lead the scientists to the same evidence claim E. That is, 
as with the first test results, the scientists consider the second test results 
to provide evidence of at least strength S for hypothesis H. Then as long 
as A’ is at least partially logically independent of A—that is, as long as there 
is at least one assumption in A such that, even if that assumption is false, 
all assumptions in A’ could still be true—then the security of the scien-
tists’ evidence claim E will be enhanced, since in effect they will have 
discovered that there is a “back-up route” to E that might remain intact 
even if their original inference to E turns out to involve a mistaken 
assumption (see also Staley 2004, 474–475).25

A version of this argument that might be applied to members of a set 
of modeling results (e.g. to each ensemble member in turn) is as 
follows:

 (6a) A modeling result rn enhances the security of an evidence claim E if:

 (i). E is derivable from each of modeling results r1…rn−1, respec-
tively, in conjunction with sets of auxiliary assumptions A1…
An−1, respectively;

 (ii). E is derivable from rn in conjunction with some set of auxiliary 
assumptions, An; and

 (iii). An is partially logically independent of each of A1…An−1.

 (6b) (i)–(iii) are met in this case.
∴The security of E is enhanced by rn.

If (6a) is accepted as an analysis of the minimal conditions for increasing 
security, then the question is whether (i)–(iii) are met in ensemble cli-
mate prediction today.26

Working backwards, it seems that (iii) often is met. In reaching an 
evidence claim E from any given simulation result, climate scientists will 
make use of a number of auxiliary assumptions. Assuming that these 
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concern the appropriateness of the model’s physical assumptions and 
numerical solution techniques, the absence of significant programming 
errors, the reliability of the computing platform on which the model is 
run, etc., then the sets of auxiliary assumptions used in conjunction with 
different simulation results can be expected to differ from one another in 
various ways, since the models producing the simulations will not all 
reflect the same assumptions about the climate system, will not all be run 
on the same computing platform, and so on. It seems clear that each set 
of auxiliary assumptions will be at least partially logically independent of 
each of the other sets.

For (i) and (ii), the situation is less clear. In practice, it is often assumed 
that results from different state-of-the-art climate models each constitute 
weak (positive) evidence regarding the truth/falsity of interesting predic-
tive hypotheses. (Only together might they provide strong evidence.) 
This suggests that, when results from these climate models agree that 
predictive hypothesis H is true, climate scientists might conclude on the 
basis of each result, in conjunction with various auxiliary assumptions, 
that E: There is weak evidence for H.

Unfortunately, it is not clear that the key underlying assumption—
that each simulation result has positive evidential relevance—can be 
given solid justification.27 The reasons are by now familiar: uncertainty 
about the importance of various climate system processes, constraints on 
model construction due to limited computing power, relatively few 
opportunities to test climate model performance, and difficulty in inter-
preting the significance of model-data fit in cases where comparisons can 
be made. While it is true that today’s state-of-the-art climate models are 
constructed using an extensive body of knowledge about the climate sys-
tem and that they generally deliver projections of future climate that are 
(from a subjective point of view) quite plausible in light of current scien-
tific understanding, their individual reliability in indicating the truth/
falsity of quantitative predictive hypotheses of the sort that interest today’s 
scientists and decision makers remains significantly uncertain; indeed, it 
is in part because of this uncertainty that the move to ensembles is made 
in the first place (see Sect. 9.2).28 Thus, it appears that even claims of 
enhanced security do not come easily in the context of ensemble climate 
prediction today.
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9.6  Concluding Remarks

The foregoing analysis revealed that, while there are conditions under 
which robust predictive modeling results have special epistemic signifi-
cance, scientists generally are not in a position to argue that those condi-
tions are met in the context of present-day climate modeling. Typically, 
when today’s climate models are in agreement that an interesting hypoth-
esis about future climate is true, it cannot be inferred—via the arguments 
considered here anyway—that the hypothesis is likely to be true, nor that 
confidence in the hypothesis should be significantly increased, nor that a 
claim to have evidence for the hypothesis is now more secure. This is 
disappointing.

Nevertheless, the analysis did reveal goals for the construction and 
evaluation of ensembles—whether in the study of climate change or in 
any other context—such that robust results will have desired epistemic 
significance. One goal, for instance, is the identification of a collection or 
space of models that can be expected to include at least one model that is 
adequate for indicating the truth/falsity of the hypothesis of interest; 
sampling from this collection (in order to construct the ensemble) should 
then be exhaustive, if possible, or else aimed to produce maximally differ-
ent results. In other cases, when ensembles are not carefully constructed 
in this way, the goal might be to obtain extensive error statistics regarding 
the past performance of the ensemble in indicating the truth/falsity of 
hypotheses of the relevant sort; this in turn will require careful consider-
ation of which hypotheses are relevant.

When it comes to ensemble climate prediction, the prospects for reach-
ing these goals in the near future seem dim. Certainly, the design of multi-
model ensemble studies could be improved, aiming to better sample 
recognized uncertainty about how to adequately represent the climate sys-
tem for a given predictive task, but the specification and deployment of 
ensembles that can (with justification) be expected to include adequate 
models—while still giving robust results—seems likely to remain beyond 
scientific understanding for some time. Likewise, in the near term it will be 
difficult to obtain desired error statistics for climate ensembles, given the 
long-term nature of the predictions of interest, the limited time span for 
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which reliable observational data are available, the lack of comprehensive-
ness of these data (leading to reanalysis), and the practice of tuning.29

That said, prospects seem substantially brighter in some other predic-
tive modeling contexts. For instance, when it comes to hypotheses about 
the next opportunities to see solar eclipses from various locations on 
Earth, today’s physicists might well have sufficient background knowl-
edge to design ensembles that can be expected to include at least one 
model that is adequate for predicting the eclipse occurrence with desired 
accuracy. Likewise, today’s weather forecasters might collect extensive 
error statistics on the performance of ensemble weather forecasting sys-
tems, providing good evidence that p(e|H) >> p(e|~H) for quantitative 
hypotheses about next-day high temperatures in a given locale. In cases 
like these, robust model predictions may well have special epistemic 
significance.
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Notes

1. By an interesting predictive hypothesis, I mean a hypothesis about the 
future that scientists (i) do not already consider very likely to be true or 
very likely to be false and (ii) consider a priority for further investigation. 
In climate science today, these are typically, but not always, quantitative 
hypotheses about changes in global or regional climate on the timescale 
of several decades to centuries.

2. When does an ensemble agree that a hypothesis is true? Assume that the 
values of model variables can be translated into statements regarding 
target system properties. Then a simulation indicates the truth (falsity) 
of some hypothesis H about a target system if its statements about the 
target system entail that H is true (false). For example, if H says that 
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temperature will increase by between 1 °C and 1.5 °C, and each of the 
simulations in an ensemble indicates an increase between 1.2  °C and 
1.4 °C, then each of those simulations indicates the truth of H and the 
ensemble is in agreement that H is true.

3. I take agreement among modeling results to be synonymous with robust-
ness, as is common in the climate modeling literature. Some authors 
define robustness differently (see e.g. Pirtle et al. 2010).

4. Projections are predictions of what would happen under specified sce-
narios in which greenhouse gases and other climate forcing factors evolve 
in particular ways.

5. In part, this is because it is difficult to determine what a model’s perfor-
mance in simulating past and present climate indicates about its accu-
racy in predicting various quantities of interest (see Randall et al. 2007; 
Gleckler et al. 2008; Parker 2009).

6. More precisely, average results for individual models were in agreement 
regarding the hypothesis; some models were run more than once with 
different initial conditions, and only average results for each model were 
shown in the main body of the report.

7. Woodward (2006) notes the limited applicability of a related analysis.
8. A simulation indicates correctly regarding a hypothesis H if it indicates 

the correct truth value for H.
9. So, while we might not know which member(s) of the ensemble will indi-

cate correctly regarding a given H, we have evidence that there is usually 
at least one such member in the ensemble.

10. The “capturing truth” terminology is taken from Judd et  al. (2007), 
which includes a related technical definition of the “bounding box” of an 
ensemble.

11. Tuning a climate model involves making ad hoc changes to its parameter 
values or to the form of its equations in order to improve the fit between 
the model’s output and observational data.

12. See Edwards (1999, 2010) and Parker (2016), for non-technical discus-
sions of reanalysis datasets.

13. It is important to recall the definition of “interesting hypotheses” given 
in Fn. 1. The conclusion here is fully compatible with there being some 
hypotheses about future climate that scientists can, with justification, 
consider likely to be true. The expectation that global climate will con-
tinue to warm, for instance, is grounded not just in agreement among 
predictions from complex climate models, but also in basic understanding 
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of physical processes, theoretical analysis, observational data, and results 
from simpler models.

14. Here I assume that p(H) takes a value between zero and one, i.e. it is not 
known to be certainly true or certainly false. From the updating rule, we 
see that p(H|e)  >  p(H) iff p(e|H)/p(e)  >  1. But p(e|H)/p(e)  >  1 iff 
p(e) < p(e|H). When is p(e) < p(e|H)? By the law of total probability, 
 p(e) = p(e|H)×p(H) + p(e|~H)×p(~H). Since p(H) + p(~H) = 1, p(e) is in 
effect a weighted average of p(e|H) and p(e|~H); it takes a value between 
p(e|H) and p(e|~H). So p(e) will be smaller than p(e|H) iff 
p(e|H) > p(e|~H). So p(H|e) > p(H) iff p(e|H) > p(e|~H).

15. The reasons given here are also discussed by Tebaldi and Knutti (2007).
16. Wimsatt (2007) discusses a case in biology in which an apparently robust 

modeling result turned out to be grounded in erroneous assumptions 
shared by the models. See also Orzack and Sober (1993, 539).

17. For the sake of simplicity, the argument given here targets increased con-
fidence, rather than significantly increased confidence. It is relatively 
easy to imagine how an analogous argument for significantly increased 
confidence might be given, once what counts as “significant” is defined 
in the case of interest.

18. Note that from this it follows that p(e|H) > p(e|~H), so a Bayesian argu-
ment from robustness to increased confidence (similar to that of Sect. 
9.4.1) could also be made.

19. Odenbaugh (2012) considers how a relaxed version of the Condorcet 
Jury Theorem might be used to analyze the significance of scientific con-
sensus (among experts, rather than models) regarding the existence and 
causes of global climate change.

20. See Footnote 17.
21. This is assuming that f can be defined for MB; this issue is not addressed 

here. If f cannot be defined, then (5a) is also problematic.
22. The present analysis expands upon the insightful but brief discussion 

given by Staley (2004, 474–475).
23. Important questions about how the strength of evidence is defined and 

determined remain to be addressed; for the sake of discussion, it is 
assumed here that some reasonable and coherent analysis can be given.

24. In fact, scientists may only believe that these assumptions are close enough 
to being true. For the sake of simplicity, this is ignored in the discussion 
above; including it would complicate but not undermine the argument.

25. The mathematical logician typically uses a somewhat different notion of 
logical independence.
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26. Security can be enhanced more or less. Ceteris paribus, the closer the sets 
of auxiliary assumptions come to being fully logically independent of 
one another, the more security is enhanced. A set of assumptions A’ is 
fully logically independent of another set A if every assumption in A is 
such that, if that assumption is false, all of the assumptions in A’ could 
still be true. Security is also enhanced more, ceteris paribus, to the extent 
that it is not only possible that all of the assumptions in A’ could be true 
even while some assumption in A is false, but likely that all of the 
assumptions in A’ will be true if some assumption in A is false. For sim-
plicity, the discussion above does not consider this quantitative aspect of 
enhanced security.

27. Note that even if results from each climate model in an ensemble do 
have positive evidential relevance, this is not necessarily enough for the 
argument of Sect. 4.1 to work. That argument also depends upon the 
correlations among erroneous indications from the models, and even 
models that individually are more reliable than chance may nevertheless 
be more likely to agree in indicating that H is true when in fact it is false 
than when in fact it is true. Thanks to Dan Steel for reminding me to 
attend to connections between the discussion here and in Sect. 4.1.

28. The claim here is not that individual modeling results have negative evi-
dential relevance, but that their evidential status (with regard to interest-
ing hypotheses about long-term climate change) is largely unknown.

29. Of course, it does not follow that climate policy decisions should be put 
on hold. Expectations of a warmer world are well founded; the challenge 
is rather to make sensible decisions despite remaining uncertainties 
about the details of future climate change.
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10
Building Trust, Removing Doubt? 
Robustness Analysis and Climate 

Modeling

Jay Odenbaugh

10.1  Introduction

In this chapter, I first provide a conceptual framework for thinking about 
model building and evaluation and apply this framework to climate 
modeling and in particular to global circulation models (GCM).1 After 
considering in detail the question of what makes models independent, I 
turn to model robustness. Insofar as we are in doubt regarding our mod-
el’s idealizations and thus in doubt regarding their predictions, robustness 
analysis can remove those doubts by showing when idealizations are irrel-
evant. Thirdly, I consider a dilemma for robustness analysis; namely, it 
leads to either an infinite regress of idealizations or a complete removal of 
idealizations. A response to the dilemma is given defending a form of 
epistemic contextualism and by drawing a distinction between relative 
and absolute robustness.
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10.2  A Philosophical Sketch of Climate Model 
Building and Evaluation

As we are often told, weather and climate are distinct. Weather, on the 
one hand, concerns the state of the atmosphere and ocean at a given 
moment in time. On the other, climate concerns statistical properties 
regarding these states such as average temperature, average precipitation, 
and average humidity along with other properties of weather variability. 
Climate is the causal product of several interacting systems, including the 
atmosphere, ocean, land surfaces, sea and land ice, and the biosphere.2 In 
a Laplacean universe, climate scientists might hope for a climate theory 
in which all of the causal processes are truly represented and for any time 
t, an exactly correct prediction of the climate at t could be given. That is, 
we might strive for a true exact representation of atmospheric circulation, 
ocean circulation, heat balances, cloud cover, the uptake and release of 
CO2 by biological systems, and so on. However, no such theory is forth-
coming; we uncertainly and imprecisely study aspects of our climate. For 
example, we separately study the physical climate system, which includes 
weather, El Niño, North Atlantic Oscillation, monsoon variations, 
droughts, floods, ice ages, and so forth; environmental chemistry, includ-
ing the ozone hole, air pollution, aerosol formation, and so on; biosphere, 
which includes the atmosphere’s evolution, the production of oxygen, the 
carbon cycle, and so on. In addition, we do study some of the linkages 
between these different systems.

In sum, our climate theories are models (Odenbaugh 2005). The term 
“model” is typically used to denote abstract and idealized representa-
tions. Abstractions are representations in which only some of the prop-
erties of the phenomena are represented. Idealizations are representations 
that falsely or inaccurately represent the properties they include.3 The 
representational vehicles may be mathematical, graphical, or even 
“physical.” In this chapter, I suppose that a model consists of a set of 
propositions some of which are idealized. Moreover, I will talk of a 
model’s assumptions consisting in scientists taking a certain attitude 
towards them; namely, they assume or suppose them for the purposes of 
explanation, prediction, and intervention (Callendar and Cohen 2006; 
Sorensen 2012).4
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So, some climate scientists build models. What do these models con-
sist in? To begin, climate modelers suppose we have a grid of points over 
the Earth and which are spaced at say 100 km in the horizontal and 1 km 
in the vertical (with 20 such vertical levels). At each point, a GCM speci-
fies the values of a variety of variables, including pressure, temperature, 
humidity, wind velocity, and so on. The “fineness” of the spacing of the 
grid points is largely determined by computational power and available 
data. However, given some initial state of the climate, how do you fore-
cast or project what the climate will be?

Numerical climate models include several basic equations.5 First, we 
have the horizontal momentum equations, known as Newton’s second 
law of motion or the Navier-Stokes equations of motion, representing 
the horizontal acceleration of a volume of air resulting from the 
Coriolis force balanced by the horizontal pressure gradient and fric-
tion. In addition, we have the vertical velocity equation that represents 
the balance between vertical pressure gradient and gravity. Second, we 
have an equation of state that for the atmosphere (there is a distinct 
equation for the ocean that depends on temperature, salinity, and 
pressure). This is known as the ideal gas law. Third, we have the ther-
modynamic energy equations that are for the ocean and air. Finally, we 
have the continuity equation (conservation of mass). Of course, in 
order to initialize a GCM we must input data that are collected from 
surface observations, from ships and buoys, from radiosonde balloons 
and satellites.

Lastly, there are assumptions that vary across models, including what 
forcing agents are present (e.g. GHG, aerosols), and “parameterizations.” 
Parameterizations involve providing representations of sub-grid processes 
such as moist processes (e.g. evaporation, condensation, formation and 
dispersal of clouds), absorption, emission, reflection of solar and thermal 
radiation, convective processes, and friction, heat and water vapor at the 
surface. Much of climate uncertainty concerns these sub-grid processes. 
GCM are very complex since we must solve these equations at every grid 
point for each time step.

So far, we have considered model building but now we consider 
model evaluation. Following the work of philosopher Elisabeth Lloyd, 
model evaluation involves several different components: (a) there is 
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goodness- of- fit, (b) testing independent assumptions of models, (c) 
variety of evidence, and (d) robustness analysis (Lloyd 1994, 2010, 
2015).6

Considering (a), Lloyd writes,

The most obvious way to support a claim of the form ‘this natural system 
is described by the model’ is to demonstrate the simple matching of some 
part of the model with some part of the natural system being described 
(1994, 146)

As one example of goodness-of-fit, climate scientists have evaluated their 
GCM by examining predictions and data including the volcanic activity 
of Mt. Pinatubo (see IPCC AR4 2007 for evaluation of many other 
GCM predictions). Here we have the predicted and observed changes in 
global land and ocean sea surface air temperature after Mt. Pinatubo 
erupted (Fig. 10.1).

As we can see, the GCM reproduces the cooling effect of the volcanic 
eruption. For GCMs, goodness-of-fit is complicated for at least three 
reasons. First, not every fit between data and model is confirmatory. For 
example, if we test a model against data used to initialize the model—to 
“tune” it—then it is not surprising that the model fits the data. Hence, 

Fig. 10.1 A comparison of GCM and Mt. Pinatubo (From Houghton 2009, 123)
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we must test our models against distinct data sets, which raises important 
questions about when data sets are distinct.7 Second, it can be very diffi-
cult to determine what statistical measure of fit to use since there are 
many and they often involve substantive empirical and philosophical 
assumptions. Third, GCM are typically evaluated as ensembles; a group 
of models are simulated with different scenarios and they are evaluated as 
a group against data (Parker 2006, 2010; Lenhard and Winsberg 2010).

Lloyd argues that goodness-of-fit is not enough in evaluating our mod-
els. In addition to considering its “input-output profile,” we must also 
“look under the hood” (Hausman 2008). Indeed, we must consider the 
different assumptions our models make. She writes,

Numerous assumptions are made in the construction of any model. These 
include assumptions about which factors influence the changes in the sys-
tem, what the ranges for the parameters are, and what the mathematical 
form of the laws is. Many of these assumptions have potential empirical 
content.... [W]hen empirical claims are then made about this model, the 
assumptions may have empirical significance. (1994, 147)

Model assumptions include the choice of state variables, choice of param-
eters and whether they take constant values or are random variables, and 
the laws of succession or coexistence and whether they are continuous or 
discrete, deterministic, or stochastic.8 Clearly one can determine the val-
ues of the state variables and not test the assumptions of the model. 
Imagine we have two models that correctly predict that a state variable 
takes the same determinate value at some time t. Absent any other evi-
dence, we cannot justifiably choose between the models. The evidence we 
have is consistent with the first’s assumptions being true and the second’s 
false, vice versa, and both being false. In some cases, however, we can test 
the assumptions of a model. Consider a simple example, the exponential 
growth model dN/dt = rN. One assumption of the model is that there is 
no intraspecific competition occurring in a population of a species. 
Biologists can sometimes determine that individuals of the same species 
compete. With regard to GCM, we must evaluate the laws postulated 
regarding the relations between variables and parameters. Climate scien-
tists have done this insofar as they have tested assumptions of GCM such 
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as the Navier-Stokes equations, ideal gas law, and various parameteriza-
tions. However, we still need an explication of what testing independent 
assumptions means. This is a difficult topic and is crucial for understand-
ing model robustness.

One might construe independent assumptions as assumptions that are 
independent in the traditional statistical sense (Lloyd 1994, 149). On 
this interpretation, events E1 and E2 are independent if and only if 
P(E2|E1) = P(E2) × P(E1). Or, if we are talking about random variables X 
and Y, with cumulative distribution functions FX=(x) and FY(Y) and prob-
ability densities fX(x) and fY(y), then X and Y are independent if and only 
if the combined random variable (X, Y) has a joint cumulative distribu-
tion function FX,Y(x, y) = FX(x)FY(y) (or a joint density fX,Y(x, y) = fX(x)fY(y)). 
Assumptions, or specifically their constituent propositions, are statisti-
cally independent insofar as the events or random variables they describe 
are independent. Insofar as our model assumptions do not concern 
experimental setups for events or random variables, I will construe mod-
els with independent assumptions as ones with logically independent 
assumptions.

Suppose we have a model with an assumption A1 and another with 
assumption A2 where A1 does not entail A2 or vice versa. For example, 
insofar as the Navier-Stokes equations are logically independent of the 
ideal gas law, then evidence for the one is independent of the other. 
Suppose we have a model with assumption A1 and another with assump-
tion A2 and further suppose that A1 entails A2 but not conversely. If we 
test A2 and determine that it is false, then we have tested A1 and have 
determined it to be false. However, the converse need not follow. We 
could determine that A1 is false and yet A2 be true. For example, our 
equation of state for the ocean is such that density is a function of tem-
perature, salinity, and pressure, or ρ = ℘(T, S, P). We can characterize a 
coefficient of thermal expansion eT which is the percent decrease in den-
sity per degree of temperature increase. If we have a small change in tem-
perature and density relative to our reference values T0 and ρ0 and where 
salinity is not changing, we can linearly approximate the above function 
ρ = ρ0[1 − eT(T − T0)] (Neelin 2010, 77–78). If it turns out our assump-
tion that ρ is a function of temperature, salinity, and pressure is incorrect, 
then so must be the linear approximation for ρ. However, the linear 
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approximation can be false when the assumption that ρ is a function of 
temperature, salinity, and pressure is true. So, even when we do not have 
well-defined experimental setups, it is reasonable to construe the notion 
of independently testing the assumptions of a model as shorthand for the 
testing of logically independent assumptions. If two or more assumptions 
are not logically independent of one another and we cannot properly 
interpret them as statistically independent, then we cannot test them 
independently of one another.

Incidentally, the testing of independent assumptions is related to but 
distinct from the notion of “ad hocness.” Theories or models generally 
only make predictions when coupled with auxiliary hypotheses. An aux-
iliary hypothesis is considered ad hoc if it cannot be tested independently 
of the theory under consideration. For example, in the nineteenth cen-
tury, Newtonian mechanics had successfully accounted for the orbits of 
most of the known planets in our solar system. However, there was one 
particularly difficult case, Uranus. Uranus’ orbit was not as predicted by 
Newtonian mechanics. Astronomers concluded that either Newtonian 
mechanics was incorrect or they had made some mistake in the applica-
tion of these laws. John Adams and Urbain Leverrier proposed that there 
was an unobserved planet of a certain size and distance beyond Uranus 
and they subsequently computed its expected orbit. They found that the 
orbit of Uranus was as Newtonian mechanics predicts when coupled with 
the additional auxiliary hypothesis. Eventually the unobserved planet, 
Neptune, was observed and Newtonian mechanics was credited with the 
success. The auxiliary hypothesis, “There is a planet of a certain size and 
at a certain location which gives rise to certain perturbations in Uranus’ 
orbit,” was not ad hoc since one could test it independently of Newton’s 
law of gravitation and laws of motion. Eventually, one could use a tele-
scope to detect Neptune. Ad hocness concerns dependent auxiliary 
assumptions outside and not inside our model.

Lloyd has argued that (c)—variety of evidence—is critical for model 
evaluation. Variety comes in, well, varieties and so we will consider two 
types. First, ideally, we would like our model’s goodness-of-fit profile to 
be determined through a variety of data sets. For example, if a GCM 
fits Mt. Pinatubo data, tide gauge data, and average surface tempera-
tures, then it is better confirmed than if it fit any one or two of these 
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data sets. Ideally, we would like not just different tokens of the same 
data type (e. g. different fits to volcano data) but tokens of different 
data types (e. g. different fits to volcano data, tide gauge data, etc.). 
Prima facie then, a model that fits a greater number of data types is 
more confirmed than one that fits fewer. Second, a model that has evi-
dence for more independent assumptions is more confirmed than one 
that has evidence for fewer independent assumptions. I now turn to (d) 
model robustness.

10.3  Model Robustness

One way in which we can understand the epistemic significance of 
robustness is to consider how it can be used to answer a very simple ques-
tion.9 Suppose one says of a model, “Why accept this model even if its 
predictions are confirmed; we already know that it is false?” Robustness 
analysis equips us to reply, “Those idealizations don’t matter; they are 
harmless since our model would make the same prediction without 
them.” In what follows, I will articulate an account of model robustness 
due to the work of Richard Levins (1966), William Wimsatt (2007), 
Michael Weisberg (2006), mine (2011), and Elisabeth Lloyd (2010)—
what we might term the “LWWOL” approach (Lloyd 2015).

Consider a family M of models; M is a model type. Each member Mi 
of M is divided into two non-empty subsets of assumptions Ai.10 The first 
subset consists in the shared assumptions retained in each model of M. 
Since we are considering GCM, the most important shared component 
is the assumption of greenhouse gas forcing, GHG. The complement of 
the shared assumptions consists in those that vary between models, which 
includes parameterizations such as cloud formation and ocean mixing. 
We then have our predictions concerning the values of variables and 
parameters. One such important variable in GCM is average surface tem-
perature T.11 Finally, let us say that two models with are distinct just in 
case they contain statistically or logically independent assumptions. Last, 
let us define a notion of robustness with regard to GCM. Consider a set 
of models M = {M1, M2,…,Mn} where each model is composed of GHG 
and at least one distinct Ai.
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A prediction T is robust over M if for each Mi ∈ M, Mi entails T; other-
wise, it is fragile.

I focus on deductive entailment for simplicity, but we could provide 
probabilistic relations between T and Mi as well. Lloyd (2015) defines 
“robustness” differently than I do here. On her view, a prediction is robust 
when there is independent evidence for T, Ai for i = 1, 2,…, n (though 
we are unsure which is correct), and GHG (Lloyd 2015, 64). Her defini-
tion is logically stronger than the one offered here. If a result is robustness 
on her proposal, it, along with the other parts of the model, are con-
firmed whereas on the one I offered, that is left open.

Robustness can be given a causal gloss as well. Suppose we compare 
two models Mi and Mj where the former has an assumption that a causal 
factor C is present while the other lacks this assumption (or has the that 
C is absent, or takes zero as its value, etc.). Thus, C is causally relevant to 
T if T is fragile over M = {Mi, Mj}, and C is causally irrelevant to T if T is 
robust over M = {Mi, Mj} when i ≠ j. That is, C is causally irrelevant to T 
if adding or removing C from our model does not alter whether T is 
implied. Likewise, C is causally relevant to T if adding or removing C to 
our model does alter whether our model implies T. Of course, robustness 
analysis alone does not carry causal implications but can when appropri-
ate causal information is included. Note that this is precisely what adding 
GHG to our GCM does. We cannot accurately account for increases in 
average surface temperature if we include only natural forcings in our 
GCM (Randall et al. 2007, 600).

By way of a summary then, when we consider a family of models in 
which its assumptions are divided into disjoint subsets of shared assump-
tions and assumptions that vary across models, we can determine whether 
a prediction is robust or not. If it is, then we can respond to our skeptic’s 
question.

Question: Why accept T since it depends on a false assumption?
Answer: T does not depend; it is robust.

If we are to apply this approach to GCM, then we have to articulate the 
components of M in climate science and so we turn to this issue.
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In a GCM, our family has a core consisting in the following: Navier- 
Stokes equations of motion, hydrostatic equation, continuity equation, 
thermodynamic energy equation, equations of state, and specifically 
greenhouse gas forcings.12 However, there are a variety of assumptions 
that differ across models, including forcing agents, parameterizations, 
and grid type. We can see how GCMs vary by consider the following 
tables composed by Pirtle, et al. (2010) from Randall (2007, 597–599) 
(Tables 10.1 and 10.2).

Let’s consider an example of model similarity and dissimilarity from 
the Hadley Centre with UKMO-HadCM3 and UKMO-HadGEM. Both 
models share the same GHG forcings but differ in other ways. For exam-
ple, they differ with regard to aerosol forcings, atmospheric resolution, 
atmospheric layers, ocean resolution, ocean layers, and grid type. 
However, to conduct a robustness analysis, we need to find common 
predictions across models. Are there such predictions?

There are common predictions across these models (IPCC AR4 2007, 
687). Consider the following:

T: Average surface temperatures have increased over the twentieth 
century.

We can see that this prediction is robust over models that include 
GHG forcing; specifically, 14 models simulated 58 times predict it. 
However, it is fragile with respect to models that include only natural 
forcings; specifically five models simulated 19 times fail to reproduce it 
(Fig. 10.2).

If one was suspicious of T because of an idealization with regard to 
forcings, atmospheric resolution, atmospheric layers, ocean resolution, 
ocean layers, or grid type, can one remove the doubt regarding those 
idealizations with robustness analyses?

If one requires that the models be exactly the same save one difference 
in Ai, then UKMO-HadCM3 and UKMO-HadGEM would not be sus-
ceptible to such a robustness analysis. In addition to differences with 
regard to atmospheric and oceanic layers, atmospheric and oceanic 
 resolution, and grid type, these two model families differ with respect to 
forcings including aerosols but also land use. That is, there is no single 
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assumption by which they differ. Consider a different example—the 
Beijing Climate Center’s BCC-CM1 and the National Center for 
Atmospheric Research’s PCM. They are exactly the same with respect to 
forcings save one, land use. Thus, one could use a robustness analysis with 
regard to this pair and T to remove doubts regarding models or parame-
terizations regarding land use. Unfortunately, even this example has a few 
differences with regard to non-forcing assumptions. Hence, if one is to 
relieve doubts regarding some model idealization and one requires a 
robustness analysis be done between two models that are the same except 
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Fig. 10.2 Average surface temperatures compared with GCM with anthropocen-
tric and natural forcing and with GCM with only natural forcing (From Randall 
et al. 2007)
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with regard to that idealization, then climate modelers have work to do. 
However, this is work that they can do.

Though I think this is a reasonable explication of robustness and how 
it can be used to deal with worries concerning idealizations, there is a 
substantial worry that needs to be considered.

10.4  Contextualism and Two Types 
of Robustness Analysis

Suppose our skeptic objects to the above-mentioned robustness analysis 
as follows. In some cases, we replace an idealized assumption with another 
assumption and show the alternative model makes the same prediction. 
However, why should this robustness analysis relieve my worry when you 
have replaced one idealization with another idealization? We can articu-
late the argument in the format offered above as follows. Suppose for a 
prediction T and idealization Ai such that our member M of M with Ai 
entails P, we substitute Aj such that M with Aj entails P. We are also sup-
posing the M of M differ only with regard to Ai and Aj. Hence, our wor-
ries regarding Ai are relieved by replacing it with Aj. However, Aj is 
idealized or it is true. If it is an idealization, then we must find another 
idealization Ak to replace it with such that it when conjoined with M 
implies T. As we can see this continues ad infinitum unless we can find 
an assumption that is true and when conjoined with M entails T. If we 
further assume idealization is inescapable as suggestion in §2, then it we 
cannot remove our skeptic’s doubts by robustness analysis.

One response to the regress argument is what I will term a “contextual-
ist” response. Epistemological contextualists often claim that whether 
one knows or is justified in believing a proposition depends on what 
standards are at work.13 For example, Keith DeRose has suggested this 
with his bank thought experiment (DeRose 1992). Suppose a husband 
and wife are deciding whether to deposit a check on Friday or Saturday. 
She says that she knows that the bank is open on Saturday because she 
visited it two weeks ago and it was open until noon. Let’s also suppose it 
will be open on Saturday. DeRose suggests we would claim the wife 

 J. Odenbaugh
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knows the bank is open on Saturday provided nothing of grave signifi-
cance would occur if it in fact it wasn’t. However, if we suppose that it is 
a matter of grave importance that the check is deposited before Monday, 
then most of us would deny that the wife knows the bank is open on 
Saturday. One diagnosis of the conviction that she has knowledge in the 
one case but not the other is that there is a shift in epistemic standards.

So, our skeptic might be worried about a specific idealization, a spe-
cific set of idealizations, or idealization per se. As with DeRose’s example, 
our skeptic about GCM raises the epistemic bar far higher than the skep-
tic regarding grid size. Thus, when conducting robustness analysis, we 
must distinguish between relative versus absolute robustness analyses. If 
we are worried about a specific idealized assumption, then we can remove 
this worry by replacing it with another assumption, which in conjunc-
tion with the substantial core implies this prediction. In this instance, it 
does not matter whether the replacing assumption is an idealization pro-
vided that the skeptic is not worried about it. For lack of a better term, I 
call this “relative” robustness analysis. Suppose however that our skeptic 
is not worried about just this idealization but any idealization per se. For 
example, insofar as the ideal gas law is idealized, our skeptic would worry 
about it too. The only way to remove this worry is to show that there is 
some true assumption when conjoined with the substantial core implies 
the prediction. I will call this the “absolute” robustness analysis. Thus, if 
we are worried about idealizations per se, we must perform absolute 
robustness analyses and if we are worried only about some idealizations 
and not others, then relative robustness analyses will do the trick. The 
regress argument thus assumes that if there is some idealized assumption 
Ai when coupled with M entails T that we doubt, then we will have 
doubts regarding any other idealized assumption Aj which similarly pre-
dicts T when conjoined with M. An epistemic contextualist would not 
accept this supposition.

We can be more precise in diagnosing the error in the regress argu-
ment. Consider the following inference schema:

 1. (M & Ai) → T
 2. (M & Ai)
 3. ∴ T

 Building Trust, Removing Doubt? Robustness Analysis... 
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Let’s consider a climate modeler and our model skeptic. Suppose both are 
justified in believing (1). Suppose that our climate modeler and model 
skeptic believe with justification that M but both doubt Ai. Since our 
climate modeler is not suspicious of idealizations per se but only this one, 
we can remove their doubt by replacing it with Aj and conducting the 
subsequent robustness analysis. However, this is not so with regard to our 
model skeptic since nothing short of a true assumption will resolve their 
doubt; that is, we need an absolute robustness analysis. In sum, the epis-
temic contextualist suggests our climate modeler is justified in believing 
T on the basis of her justification that (1), their justification that M, and 
a relative robustness analysis that replaces Ai with Aj. Our model skeptic 
is not justified in believing that T since unlike our modeler the relative 
robustness analysis does not remove their doubt.

One might object to the above epistemic contextualism by noting 
that different epistemic communities may have different standards in 
operation, but this is merely a sociological fact without normative sig-
nificance. If invariantism is true, then our climate modeler, though 
operating with less exacting standards, is simply not justified in his 
belief that T.14 One way of responding to this objection is by consider-
ing what contextual factors affect the epistemic status of claims. 
Philosopher Michael Williams (1996, 2001) has done much to explore 
these factors and we should consider some of what he says. First, there 
is what he terms intelligibility constraints. In order for doubt to even 
make sense, we must be entitled to believe some propositions as true. 
As Williams puts this point, “To be intelligible at all – and not just to 
be reasonable  – questioning may need a lot of stage-setting” (2001, 
160). Second, there are methodological constraints that require that cer-
tain doubts be excluded so that certain questions can be asked and 
answered. Those propositions that are exempted from doubt are the 
result of methodological necessities. For example, if one doubts whether 
the Earth existed five minutes ago, then one cannot engage in paleocli-
matology. Or, if one wants to inquire into complex systems such as the 
Earth’s climate, one must abstract and idealize.15 Third, there are eco-
nomic necessities. If we require that very unlikely errors should be ruled 
out, then our standards will be very high with regard to knowledge and 
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justification of certain propositions. However, if the benefits are great 
and it costs little, then our standards will be relaxed.16

As a matter of fact, I take it that climate scientists are not worried 
about all the idealizations present in their models. For example, though 
the background physical core of their models is idealized, I take it that it 
is sufficiently well tested to be immune to serious doubt. Put differently, 
if Ai is false, then P(Ai)  =  0 and thus P(M & Ai|T)  =  0 given Bayes 
Theorem. Confirmation of our idealized models cannot even get off the 
ground. However, given the contextual standards as work, it is sometimes 
warranted to regard idealizations as “true enough” (Elgin 2004; Teller 
2001). That is, Pr(Ai) ≠ 0; assigning a zero prior probability would be 
unreasonable, and confirmation is possible. Note as well, this alleviates 
our having to alleviate worries about idealizations in a Millian manner 
(i.e. replacing the doubted assumptions one at a time with nothing else 
changed). Insofar as all of Ai are true enough—have non-zero probabili-
ties—our models can be confirmed by varieties of evidence (Lloyd 2009).

However, it is surely correct that idealizations specific to GCMs do 
raise serious worries and thus when we can perform relative robustness 
analyses they should ameliorate the skeptic’s worries. In addition, given 
intelligibility and methodological constraints, we cannot pursue ques-
tions of interest in the sciences if we do not allow for idealization. Model 
building presupposes that we idealize. I am reminded of something the 
pragmatist Charles Sander Peirce wrote, “Let us not pretend to doubt in 
philosophy what we do not doubt in our hearts.”

10.5  Conclusion

In this chapter, first I provided a framework in which to understand 
model building and evaluation including that of GCM. Second, I offered 
an explication of model robustness and applied to climate modeling. 
Third, I considered an objection to the above account of robustness cen-
tering on the epistemic status of idealization arguing that a form of epis-
temic contextualism could turn back the objection and is independently 
plausible.
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Notes

1. Climate scientists refer to general circulation models as “GCM”; how-
ever, when a model includes atmospheric and oceanic components, they 
are referred to as “AOGCM.” For simplicity, I will refer to all such mod-
els as “GCM.”

2. For a useful survey of the relevant processes, see Neelin (2010), chapter 2.
3. It is worth noting that not every abstraction is an idealization or every 

idealization an abstraction. For example, a representation might not 
include all of the causal variables but say only true things about the ones 
it includes. Likewise, a representation might not omit any causally rele-
vant variable but distort what is says about them.

4. On the semantic view of theories, philosophers of science assume that 
models are abstract objects such relational structures, phase spaces, and 
so on. Here I assume they are propositions (though not propositions 
axiomatically arranged per the received view of theories). Of course, any-
thing I say here can be understood in one’s preferred view of theories and 
propositions.

5. For a useful discussion, see Neelin (2010), chapter 3.
6. I have argued that models also serve as heuristics for certain purposes 

(Odenbaugh 2005). That is, untested or disconfirmed models are used 
to explore possibilities, serve as simple baselines, and provide conceptual 
frameworks. Climate models of course can do this as well—for example, 
see the simple layer model in Archer (2012), chapter 2. However here I 
am concerned with model evaluation in the narrow sense, i.e. confirma-
tion and disconfirmation.

7. For example, if one collects data from a system at a time and then a week 
later, are these different data sets? Presumably questions like this will 
partially depend on the questions one is asking.

8. The philosophical status of laws such as the conversation of mass and the 
ideal gas law is of course controversial. However, when modelers use the 
term “law,” we need not assume that they mean what philosophers do, 
e.g. natural necessities or relations between universals.

9. My approach to model robustness is largely inspired by the work of 
William Wimsatt (2007) and has been developed in Odenbaugh (2011) 
and Alexandrova and Odenbaugh (2011). Additionally, Michael Strevens 
(2008), Michael Weisberg (2006), Jim Woodward (2006) have provided 
important analyses. With regard to climate modeling and robustness 
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analysis, I have been especially influenced by Elisabeth Lloyd (2010, 
2015). For an interesting overview of model robustness in the context of 
climate modeling, see Wendy Parker (2011). Parker considers a variety 
of explications of model robustness; however, I would argue that the 
account of model robustness and the queries to which it is put is not 
found in her analysis and thus avoids her worries.

10. Strictly speaking, Mi will be sub-types of M since they will be 
unspecified.

11. With regard to GCM, our prediction will not be a point prediction; 
rather, it will be that some variable takes a value in some range. Or, it will 
be a configuration of such variables such that say average surface tem-
perature is increasing over some set of times.

12. In effect, a set of subsidiary models (or model types) becomes a single 
model (or model type). Note that this means that whether a given 
assumption or set of them are ad hoc can change through time.

13. Epistemological contextualism is classified as substantive or semantic 
where the former concerns whether one knows or is justified in believing 
a proposition with respect to varying standards whereas the latter con-
cerns whether “knowing” or “justification” is context-sensitive. Here I 
am only concerned with substantive epistemological contextualism.

14. Invariantism is simply the claim that correct epistemic standards do not 
change with context.

15. Williams argues that these types of constraints are not merely practical or 
due to relaxed standards but are the result of the “logic of inquiry.”

16. If ethical or political costs of global climate change filter into model 
evaluation, then these norms can influence how skeptical we are (see 
Biddle and Winsberg 2010). For example, if we are reluctant to bear 
economic burdens through carbon taxes, then we may hold GCM to 
high standards. Alternately, if we are very worried about climate impacts 
on developing nations and future generations, we may want to err on the 
side of causation. In effect, our model skepticism becomes ethically and 
politically infused (see Odenbaugh 2010).
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11
Climate Model Confirmation: 

From Philosophy to Predicting Climate 
in the Real World

Reto Knutti

11.1  What Is a Climate Model, and Why Do 
We Need One?

As scientific problems get more complex and computers get faster, 
numerical models are getting ubiquitous. The reasons often cited for 
using models are that it is too complicated, time-consuming, impossible, 
or dangerous to do a real-world experiment. With the global climate, all 
of these criteria apply, although we are of course performing a very large 
and potentially dangerous and costly experiment by increasing atmo-
spheric greenhouse gas concentrations to levels unprecedented in nearly 
a million years, changing land use, rerouting rivers and extracting ground-
water, and polluting oceans and atmosphere. The difference is that it is 
not very controlled and coordinated, everything changes at the same 
time, and the experiment may be largely irreversible on human timescales 
(Solomon et al. 2009). A proper scientific experiment, however, should 
ideally be reproducible, multiple experiments should be possible to test 
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different hypotheses, and only one boundary condition should be 
changed at a time. A numerical model is useful here because it can be run 
multiple times (and often cheaply) to understand how the response 
changes for different boundary conditions or model configurations. It is 
through this process of “digging into” the problem that scientists learn 
about the behavior of the model, and ultimately the target system. Rather 
than doing one single experiment, we learn by sequentially and system-
atically testing different hypotheses or processes, comparing to data, and 
by changing the model to understand its behavior. But of course, the 
model remains a model, and we have to make inferences from what we 
learn from the model to the real world.

The above comments apply to many environmental situations where 
models are used. In this chapter, I will focus on models that attempt to 
represent the global climate system. They describe the atmosphere, ocean, 
sea ice, and land processes, and are based on fundamental principles of 
physics like conservation of energy, mass, and angular momentum. Apart 
from these well-established laws, there are, for example, small-scale or 
biological processes which have to be described in simplified and aggre-
gated ways. Combined with initial conditions and boundary conditions, 
this system of equations is solved numerically on a spatial grid and the 
state of the climate is integrated forward in time on high-performance 
computers (Mueller 2010). Such models are used to understand pro-
cesses, simulate the past climate, and predict the future.

11.2  Why Are Models Uncertain?

It is tempting to answer that this question makes no sense, because a 
model is not uncertain. It is also not wrong. A model, if properly speci-
fied, is a series of equations, assumptions, boundary and initial condi-
tions, and if properly solved numerically produces deterministic results. 
In other words, the same model run twice on the identical hard- and 
software will produce bit-for-bit identical results, and therefore it is not 
uncertain. The exception may be where random numbers are used, but 
for the same sequence of random numbers, the result should still be iden-
tical. When people say a model is uncertain, they mean either how much 
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the results of the model vary as alternative plausible choices in the model 
are tested, or more commonly, how well the model represents the real 
world for the purpose in question. For the second, it may be more appro-
priate to call this “system representation uncertainty” to highlight that it 
is the relationship between the model and reality that is unclear, that is, 
how relevant or representative the model is to learn about the features of 
interest in reality. Models are representations of something else, and it is 
this representation uncertainty that I will explore in this chapter.

Predictions of various models are biased compared to the actual out-
come of the target system for several reasons. The Earth climate system is 
influenced by essentially everything out there, from the flap of a butterfly 
wing to the gravitational field of Jupiter. It covers spatial processes from 
micrometers and fractions of seconds for cloud processes to thousands of 
kilometers and millions of years for the ocean circulation and movement 
of continents. There are various ways to categorize the different factors 
affecting the model results, but a straightforward separation of uncer-
tainty is into model structural error, numerical approximations, parame-
terizations, natural variability due to initial conditions, emission scenario, 
boundary conditions, and observational data uncertainty.

First, the structure of the model differs from reality in that the model 
can only describe a subset of the components and interactions that exist. 
All models are incomplete, but that is often misinterpreted as being 
“wrong.” It is the very purpose of a model to describe a simplified and 
reduced form of that open system, a form that can be “experimented” 
with in a controlled way. Every model of the Earth has to draw a line 
somewhere and ignore certain components, scales, or interactions. Most 
models used for predicting the climate of the next century, for example, 
do not contain an interactive description of ice sheets, and continents are 
assumed to be fixed, because those parts are assumed not to vary strongly 
over that period.

Second, the equations for climate models cannot be solved analytically. 
To solve them numerically the Earth has to be divided into finite grid 
cells with typical dimensions of tens to hundreds of kilometers for global 
models. Solving equations on a grid introduces numerical inaccuracies 
due to the coarse grid and the limited precision with which the computer 
handles numbers (Mueller 2010). That however is rarely the dominating 
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problem. It is the fact that many relevant processes happen on scales 
much smaller than the grid scale. Resolution of a few kilometers is 
required to explicitly simulate atmospheric convection, and realistic 
cloud properties only emerge with resolutions of meters. A doubling of 
the horizontal resolution increases the computational cost by about an 
order of magnitude. So even if computing speeds continue to increase as 
they did in the past, it will be many decades for global models to reach 
resolutions of meters.

Third, the limited resolution implies that many small-scale processes 
have to be parameterized. A parameterization is a description of the effect 
of small-scale processes in terms of the available large-scale quantities, 
without actually resolving the processes (McFarlane 2011). 
Parameterizations are needed in cases where the actual processes are well 
known but too complex to simulate, or if their effect is observed but the 
underlying laws are not sufficiently well understood at the scales resolved, 
or both. For example, tides and small-scale mixing dissipate large amounts 
of energy in the ocean, and are parameterized as a diffusion or advection 
term in coarse resolution models (Knutti et al. 2000). Such parameteriza-
tions are often termed “closures” because they close the energy or water 
cycle on the small scale. The smaller the resolution, the more of those 
small-scale processes can be simulated explicitly, and the fewer parame-
terizations are needed. Important parameterizations in global models 
include cloud microphysics, the boundary layer, radiation, and atmo-
spheric convection. Other parameterizations include the growth of 
plants, often described as plant functional types, that is, relationships that 
express how well a plant grows as a function of temperature, moisture, 
light, and maybe other conditions. In contrast to small-scale mixing 
where computational cost is the limiting factor, a parameterization of a 
plant or animal species is limited by understanding. There is simply no 
fundamental equation to describe how a tree grows. Some parameteriza-
tions start with a functional form based on or inspired by physical laws; 
for example, diffusion for any small-scale mixing through advection and 
turbulence, with the parameters chosen to match certain observed fields. 
Others like the plant functional types are largely empirical fits to data. In 
other words, a parameterization is largely a practical computational sim-
plification, or an empirical description of a poorly known effect. Some 
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are optional, for example, vegetation could simply be assumed to be con-
stant, whereas other closure schemes are critical. The choice of the param-
eter value for a given model structure (including the form of 
parameterizations) is connected to the first two issues discussed above. 
Whether a parameterization is needed or not depends on the model 
structure and resolution. The optimal value for a parameterization also 
depends on resolution.

The fourth main source of uncertainty is natural variability, the fact 
that weather is unpredictable on timescales beyond a few days. The cli-
matological mean state (or the probability of all states) is largely predict-
able over several decades, but on shorter timescales natural variability 
associated with ocean atmosphere interaction and atmospheric circula-
tion (i.e., essentially weather) can be large (Deser et  al. 2012a, b;  
Fischer et  al. 2013; Knutti and Sedláček 2013; Mahlstein et  al. 2011, 
2012), and is largely unpredictable. Uncertainty due to natural variability 
arises from the fact that the initial conditions for the model are not 
exactly known. But even if they were, the model would deviate from real-
ity because of simplifications made in the structure, resolution, and 
parameterizations.

The fifth source of uncertainty for climate prediction are the scenarios, 
assumptions on future population, energy use, air pollution, land use, 
and policies (Moss et al. 2010). Such factors do not follow any laws of 
nature, and are often thought of as choices humanity can make. Model 
results are therefore often presented as projections, that is, changes in 
climate conditional on a specific scenario of human decisions (reflected 
in energy use, etc.).

Finally, boundary conditions like the bathymetry of the ocean or the 
solar constant are not perfectly known. Observations are also uncertain, 
but those usually do not enter the model (except in data assimilation) but 
are used to develop and evaluate the model.

The first three, the choices in the model structure, resolution, and 
parameterizations, together represent the epistemic uncertainty. They are 
the core of the representational uncertainty in the model, and for each 
purpose in questions we need to ask whether these simplifications are 
appropriate. They reflect missing, incomplete, or imprecise knowledge 
and technical limitations that at least in principle can be improved. 
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Natural variability and human behavior are uncertainties that are inher-
ent in the system. But conceptually they are different in that variability is 
truly unpredictable beyond on timescales of decades and longer, whereas 
the choice of a pathway for humanity is a choice we make.

The contribution of the different sources of uncertainty to uncertainty 
in predictions depends on the variable and scale (temporal and spatial) 
(Masson and Knutti 2011b). The contributions also change over time 
with natural variability being approximately constant in absolute terms, 
but decreasing in relative terms as the forced climate change signal (with 
its uncertainty) emerges from variability (Hawkins and Sutton 2009, 
2011; Knutti and Sedláček 2013; Mahlstein et al. 2011, 2012). Other 
separations are possible, but for many purposes the separation of model 
structure, numerical approximation, parameterization and parameters, 
natural variability, and emission scenarios are adequate.

11.3  Why Do We Need More than One 
Climate Model?

Different purposes require different types of models. Simple models are 
used to explore many scenarios and for probabilistic projections 
(Meinshausen et al. 2009; Rogelj et al. 2012), intermediate complexity 
models are often used for paleoclimate simulations that extend over thou-
sands of years (Claussen et al. 2002), and high-resolution ocean atmo-
sphere models are used to simulate climate change over the twentieth and 
twenty-first centuries. But even for a particular question and set of pro-
cesses, different models exist. Strictly they are incompatible; they cannot 
be true at the same time. But they are usually seen as complementary, 
because they represent different plausible (although not necessarily 
equally plausible) approximations to the target system, given some com-
putational constraints, limited and uncertain observations, and incom-
plete understanding of all processes (Knutti 2008a; Parker 2006). The 
hope is that we learn more from an ensemble of models than from a sin-
gle model. For example, there are several ways to parameterize atmo-
spheric convection, and no scheme is clearly superior to the others for all 
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climatic states, and parameters are not well constrained. As a result, the 
most recent Coupled Model Intercomparison Projection Phase 5 
(CMIP5) (Taylor et al. 2012) included more than 40 models, although 
some of those are largely duplicates of others, and the set of models can-
not be interpreted as necessarily being a representative sample of the 
uncertainty (see below).

11.4  Model Evaluation, Confirmation, 
Robustness, and Variety of Evidence

A model can never be proven to be correct or true in a strict sense, that is, 
as a complete and accurate representation of the real world (Oreskes et al. 
1994). But that does not ask the right question for a model. Instead, 
confirmation is better thought of as a gradual process in building up con-
fidence. But what exactly are we confirming? Are we accumulating confi-
dence in the model itself, or its adequacy for purpose for a specific 
prediction, or its relationship to the target system for some purpose?

The common way to evaluate a model is to compare in a quantitative 
way the fit of modeling results to observed data (Flato et al. 2013; Gleckler 
et al. 2008; Jun et al. 2008; Knutti 2008a, b; Schaller et al. 2011). The 
climate modeling community mostly uses the term “evaluation”, whereas 
hydrologists often use “validation”, but in practice they mean essentially 
the same. Successful instances of model fit are often uncritically inter-
preted as confirming the model, but they really are “model performance 
metrics”, that is, numbers that quantify the agreement between simulated 
and observed data, and it remains to be discussed what they imply for 
“model quality” for a purpose (Huber et al. 2011; Knutti et al. 2010a, b). 
Instances of fit could be the result of compensating biases, or overfitting, 
or could simply be unimportant if the evaluated quantity is unrelated to 
the prediction of interest. Instances of misfit could result from the fact 
that the model simulates a different quantity than that observed or from 
biases in observations, or of different processes in models and 
observations.
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Lloyd (2010) argues that “a model with many instances of fit is much 
better supported and has a higher probability under a preferred confirma-
tion function than a model with only one or two instances,” and that 
multiple instances of fit of distinct variables provides “stronger evidence 
for a model than either one of the instances considered individually”. This 
“variety of evidence” argument is largely a Bayesian interpretation of 
increasing the probability for a hypothesis being correct by accumulating 
independent data. She also refers to “variety of evidence” when discussing 
Weisberg (2006), who, in the context of robustness analysis, states that 
“if a sufficiently heterogeneous set of models for a phenomenon all have 
the common structure, then it is very likely that the real-world phenom-
enon has a corresponding causal structure. This would allow us to infer 
that when we observe the robust property in a real system, then it is likely 
that the core structure is present and that it is giving rise to the property”. 
Weisberg (2006) refers to a “corresponding causal structure,” Lloyd 
(2009) to “common core (causal) structure”, and “evidence for the  
model” (Lloyd 2010). At first sight, they both appear to argue for support 
of the model itself, or core parts of it (see Fig. 11.1a). But Lloyd (2010) 
on another instance clarifies that by saying: “I will use the shorthand of 
‘models’ being confirmed, instead of ‘theoretical hypotheses using the 
models’ being confirmed, and will often leave off the purposes.”

For a physicist, the model in a narrow sense can be just a mathematical 
construct of rules, and boundary conditions, or in practice a compiled 
program based on thousands of lines of code. In this case, it fundamen-
tally cannot and does not need to be confirmed. If the model in a wider 
sense is a representation of the target system, then it is an interpreted 
mathematical structure, where at least some terms in the model are sup-
posed to represent (or map to) particular features of the world. In this 
case, we confirm the hypothesis that the world has a similar causal struc-
ture in certain respects.

The actual core of the model is a set of bytes in the computer versus air 
and water moving in the atmosphere, so there is no material similarity. 
What could be confirmed is either the prediction of a model (i.e., the 
numerical result generated by the model) or that the model structure 
resembles a target system in some particular respect. But in practice, even 
confirming such core relationships is difficult, as it would require us to 
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build a set of models with the same causal core relationship and vary 
everything around it, which is practically impossible. We cannot exclude 
that all models have a similar simplification that cause a certain behavior. 
In fact some features are known to be similarly wrong in most if not all 
models (e.g., the simulations of the Innertropical Convergence Zone 
[ITCZ]), so the argument of robustness, although used often (Fischer 
and Knutti 2013; Knutti and Sedláček 2013), needs to be made carefully 
because of common structural biases and model dependencies (Knutti 
et al. 2013; Parker 2011, 2013; Pirtle et al. 2010).

Parker (2009a) stresses that we do not provide support for a model as 
such, but for its adequacy for a particular purpose. Testing adequacy for 
purpose for a forecast is straightforward in the case of repeated  verification 

Fig. 11.1 (Top) A model of the climate with the sun (S*), clouds (C*), a lake (L*), 
and trees (T*) that takes some boundary conditions (B*) and forcing (F*) to pre-
dict several quantities ((P1*, P2*), bottom) the corresponding target system, with 
the main difference that it includes more that the model (e.g., mountains (M)) 
and only some parts are observed (P1) but not others (P2). The question is whether 
we confirm (a) the model (equation, structure), (b) its prediction, (c) the relation-
ship between the two, or a combination, e.g., the model structure being suffi-
ciently similar to the target such that P1* is an adequate estimate of P1
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of simulation results. If we predict tomorrow’s weather for several decades, 
and if the prediction repeatedly matches what actually happened within 
the desired accuracy in certain quantities (usually defined as skill scores), 
then we have good evidence that the model is adequate for predicting 
tomorrow’s weather (as measured by the defined scores, and under the 
assumption that tomorrow’s weather is predictable in the same way as it 
was in the past). But Parker (2009a) argues that we can also confirm (i.e., 
support, but not guarantee to be true) the claim that the model is ade-
quate for making skillful predictions of that sort in a broader range of 
cases that have not yet been checked.

In most cases, we do not have the option of repeated verification of 
simulation results, or in fact no verification at all. We may have a predic-
tion for the typical seasonal cycle in temperature at different grid points 
(prediction P1, see Fig. 11.1) that we can evaluate with observations, but 
we want to predict sea ice cover in the year 2100 (prediction P2, see 
Fig. 11.1), for which there are no observations. So what we need is an 
argument that success on P1 supports the hypothesis that it will be suc-
cessful on P2. Parker (2009a) discusses many of the difficulties in finding 
the criteria that would ensure adequacy for purpose, and understanding 
the relevant processes that determine P1 and P2 is one of them. I argue 
here that process understanding is the primary route to determine ade-
quacy for purpose, and will flesh this out more in the following.

Before we start, we need to define what we mean by what is adequate. 
For some questions, no model will be adequate. A weaker form would be 
to demonstrate skillfulness, which could be defined as the model provid-
ing more information than one would have had without the model. 
Skillfulness would imply there is a benefit of using the model informa-
tion, but it may still not be adequate given certain standards. For exam-
ple, cell phone tracking information is skillful in that it hints to a person 
being somewhere at a given point in time, but it is inadequate for the 
purpose of declaring a person responsible for a murder, whereas DNA of 
a suspect found on a dead body may be sufficiently adequate for that 
purpose. But let’s assume that for a given purpose, we can define the cri-
teria for adequacy; for example, we need a forecast of global temperature 
for the year 2050 with an uncertainty less than 0.5 °C.
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Because there is no direct evaluation of the forecast, the key is the simi-
larity of the relevant processes. I argue what we try to confirm is that for 
the particular purpose of interest, (1) the relevant quantitative relationships 
or interaction between different parts or variables that emerge from the inner 
structure of the model are sufficiently similar to those in the target system, (2) 
they will remain so over time and beyond the range where data is available 
for evaluation, and (3) no important part or interaction, either known or 
unknown, is missing.

This is the core argument in its general form, and it deserves a more 
detailed discussion. The first point, the similarity of the relationship, 
means that that “things behave the same way”: a change in quantity or 
component A corresponds or leads to a change in B that sufficiently 
closely matches reality (see Fig. 11.1). Material similarity is irrelevant; 
that is, whether the computer is built from the same material as the 
target system is unimportant. Whether the model actually resolves the 
processes connecting A and B is also not relevant, except that if it does 
not, then point 2 becomes more questionable (see below). So the 
model is not “similar” to the target in the sense that the parameteriza-
tion might not resemble anything in the real world, but it may be 
considered similar in its structure because its parts and behavior are 
similar. The argument is usually based on both the parts and the inter-
actions. For example, a model could have several pools of carbon with 
different reservoir sizes corresponding to soil, leaves, stems, and so on, 
and fluxes representing certain processes that connect them and 
exchange carbon, like photosynthesis or respiration. Even though 
these carbon pools are massive oversimplifications of the real world, 
they reflect that there are different reservoirs that interact in different 
ways.

The second point is important because we can directly test the model 
for adequacy in predicting P1, but we actually want to know P2 (see 
Fig. 11.1). Therefore, the relationship between P1 and P2 needs to be 
correctly captured beyond the range of both the variables and time where 
they can directly be tested with observations. Note that the relationship 
can change; for example, the sea ice albedo feedback (snow and ice melt-
ing leading to darker surface, lower reflectance, stronger warming, and 
amplified melting) changes in magnitude as the area with snow and ice 

 Climate Model Confirmation: From Philosophy to Predicting... 



336 

decreases in the future, but we need to argue that it changes in the model 
and the target in a similar way based on our understanding of the pro-
cesses and how they are implemented. The argument about the relation-
ships emerging from the inner structure is trying to address this point. If 
the inner structure is a polynomial fit, a neural network, or some other 
statistical tool, then there is little reason to be confident that relationships 
hold beyond the range where the model is trained and evaluated. They 
may hold over time but not once the model is applied outside the range 
of values where it was calibrated. Statistical methods are very powerful at 
capturing patterns from data, but are often poor at extrapolation. If the 
core structure (i.e., the correspondence of components like reservoirs of 
carbon, water masses, and variables) has similarities to the real world, and 
the interactions are described as (or approximated from) known and well- 
understood physical principles (conservation laws, chemical reactions, 
scaling arguments…), then those are likely to hold over a wide range of 
parameters and climate states, even if the fit to data gets worse. Scientists 
often prefer approximations based on basic principles over statistical fits. 
Even if the latter may show better predictions for P1, their relationship to 
P2 is less clear. Note that many approximations are fine within a range 
(e.g., linearizations for small perturbations) but eventually fail, a behavior 
known even for aspects that we would consider as fundamental laws (e.g., 
gravity, where Newton’s law get inappropriate for very small scales). 
Criteria for confidence in a relationship often include that the response 
to a small perturbation (e.g., within the observed warming over the last 
decades) fits with observations, and the response to extreme perturba-
tions is physically plausible (e.g., the snow albedo feedback vanishes 
when no snow is left).

Point 3 is the question whether we have sufficient understanding of 
what processes are relevant for the question at hand, and how well those 
are described in the model. Some processes may not be well observed 
(e.g., ice sheets before about 1990), some may be observed but poorly 
understood (e.g., some ecosystems), and some may be quite well under-
stood but are too hard to compute (fluid dynamics on small scales, the 
mixing effect of which needs to parameterized). We need to argue that 
those processes not represented in the model are not relevant to the 
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 question at hand, and that we can quantify the effect of those that are 
poorly represented or understood.

One may argue that this argument about process understanding sim-
ply shifts the problem to confirming individual processes which one 
might consider a submodel. Of course, similar questions arise, but the 
hope is that individual processes are easier to evaluate because they only 
work on certain scales, because they are more closely linked to a small 
number of physical, chemical, or biological processes, and because they 
can more easily be constrained by observations. For example, photosyn-
thesis and its dependence on various parameters like temperature and 
humidity could be measured in a greenhouse under controlled condi-
tions, and for various types of plants.

Parker (2009b) argues that “in a computer simulation study, then, sci-
entists learn first and foremost about the behavior of the programmed 
computer; from that behavior, taking various features of it to represent 
features of some target system, they hope to infer something of interest 
about the target system.” This is close to the argument made here in the 
sense that we try to infer the behavior of the real world from a simpler 
model. But while strictly correct, I argue that we do not want to learn 
about the behavior of the computer, but about our model. The computer 
is just a stupid (but fast) machine that calculates what we could do in our 
head based on the assumptions and equations that we wrote down, if we 
were fast enough. The computer is made of some material of course, but 
in contrast to Parker (2009b), I consider this as a purely practical and 
irrelevant nuisance, and I think about computer simulations more like 
thought experiments in that we are exploring the consequences of 
assumptions, represented in the form of a model. The computer intro-
duces numerical errors, but in practice, this is rarely the dominant uncer-
tainty, and given enough resources, it can be minimized if needed. It is an 
imperfection in much the same way as any measurement in a material 
experiment is imperfect. We should not ignore it but if needed we can 
minimize it. We can learn from computer simulations, but they do not 
generate new knowledge in the sense that all the information is already 
put into the system, pre-specified as rules. But the knowledge may only 
be implicit, so we do generate knowledge in the sense that we become 
aware of it. By changing the rules of the model, we can learn about the 
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system (either the model or the target), but the simulation does not tell 
us the rules. The most we can tell is which set of rules is consistent with 
aspects of the observed behavior in the real system, that is, which set of 
rules is adequate to describe some aspect of a real system (and in that 
sense, the computer can inspire us to discover some relationships). To 
support this, we could build a simple model in which two quantities are 
linearly related, and we would not need a computer to solve it and make 
a prediction. Conceptually, I would argue, there is no difference to a 
complex climate model. We need an equation, some data to calibrate the 
model, and some boundary or initial conditions, and we learn about con-
sistency of our model with reality. The fact that the complex model needs 
a computer is mostly a practical nuisance.

11.5  Simplicity Versus Complexity, 
and the Purpose of Models

A large number of models of different types and complexity exist, from 
simple box models to full three-dimensional general circulation models 
(GCMs) that describe the atmosphere, ocean, ice, and land (Claussen 
et al. 2002). The tendency, in most cases, is to make them more compli-
cated as time progresses. The assumption, often implicit, is that the model 
will get more realistic by adding more “stuff” to address shortcomings, 
and eventually that its behavior will converge to the real target system. 
The model, once it describes everything, would become purpose-inde-
pendent. In reality, we often realize that the model may get more realistic 
in terms of matching observed data, but less useful to provide insight; it 
gets too expensive to operate, too tedious to maintain, and there are too 
many things happening at the same time so that the scientific under-
standing is limited.

Held (2005) argues that climate modelers have not been very success-
ful in building hierarchies of models to trace certain behavior across dif-
ferent types of models. He suggests that if we managed, like the biologists, 
to define the “E. coli or Drosophila melanogaster of climate models”, that 
is, archetypes of models used by many, we may be better positioned to 
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understand their most fundamental limitations. Along similar lines, 
Stevens and Bony (2013) argue for “a deeper understanding and better 
representation of the coupling between water and circulation, rather than 
a more expansive representation of the Earth System”. Simplicity implies 
that most of the behavior is explained by a basic process or physical law 
that is well understood, and that can be traced to parts or processes in the 
model, or even the governing equations. Many complex systems are gov-
erned by simple relationships on the large scale (Held 2005, 2014). 
Economic models for example often are highly idealized. We may not 
believe the exact numbers they produce, but they tell us something about 
the emerging behavior of a few core assumptions. The quote “models are 
for insight, not numbers” captures this well. At the opposite end of the 
spectrum, for some purposes we may not know which processes are most 
relevant, either because our understanding is insufficient, or because they 
interact in nonlinear ways, or exhibit threshold behavior. We hope that if 
we describe all processes and parts separately in sufficient detail and accu-
rately, then the emerging behavior of the model, the sum of all parts, 
should reflect reality. Rather than arguing about what is relevant and 
needs to be evaluated, the underlying assumption is one of convergence 
of the model behavior to the real world. Unfortunately, this strategy often 
fails. Models are stubborn and do their own thing; the complexity 
becomes overwhelming. The model may get more realistic in some aspect, 
but with every addition the degrees of freedom get larger, and other limi-
tations become apparent.

I don’t think a case can be made for whether simpler or more complex 
models are more useful, except that each is useful for some purposes but 
not others, but the purpose discussion often gets lost. But I do think in 
the battle between simple, targeted, and selective representation on one 
hand and completeness on the other hand, the climate modeling com-
munity is pushing too far toward the latter. We build, use, and present 
complex models as if they were reality (Lahsen 2005), and forget (or at 
least are not explicit about the fact) that they are just tools that reflect 
parts of a real system. Depending on those parts, they are more or less 
useful to answer specific questions. Predictions of the climate in 2050 
may require a full-blown Earth system model with as many processes 
represented as possible, but our insight into processes and uncertainties 
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may improve more with E. coli climate models. If we complain that a 
simple model has failed, then in fact we have failed to remember that sci-
ence and models are targeted toward certain questions, and that we may 
have considered the wrong set of processes. Understanding model failures 
may provide more insight than an infinite amount of output of the most 
complex and expensive model we can build.

11.6  Why Do We Believe Models?

Sometimes we are tempted to believe what the models’ simulations are 
saying is true for the real world (Lahsen 2005), but of course we should 
not without carefully evaluating the model first. We can believe what the 
model is predicting in the model world, because it follows from the rules 
that we specified, but believing that this also applies to the target system 
requires the similarity of the relationships in model and target system as 
described above.

There are various ways to accumulate support for these relationships. 
One is to focus on processes and feedbacks, one at the time, test whether 
they match between model and reality where they can be evaluated with 
observations, and provide an argument that this will hold beyond the 
range tested (Bony et al. 2006). If all processes are tested successfully that 
way, then the assumption is that the model as a whole will hold as well. 
We could provocatively call this the nerd’s approach. The difficulty here 
is that the interaction between processes can be subtle, complex, and 
nonlinear, such that inevitable small biases in one process will propagate 
into large biases of the whole system. It is common that when different 
components of a model are put together (e.g., the ocean, atmosphere, 
and sea ice), they perform worse than they did when tested individually. 
The other problem is that there are so many parts to the model that it 
needs a large number of nerds. Because they often do not talk to each 
other, and none of them understands and cares about the sum of all parts 
(called the “love factor” by Bjorn Stevens), again the overall performance 
is not guaranteed. Therefore, the model as a whole needs to be evaluated 
as well. There is no question that our understanding of many relevant 
processes in the climate system has greatly improved over the last decades, 
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and that the representation of those processes in models is much more 
comprehensive than it used to be. Earlier models, for example, treated 
the land surface as fixed, whereas now there are very detailed process 
descriptions of land atmosphere coupling, hydrology, vegetation dynam-
ics, carbon and nitrogen cycles, all the way to urban models embedded in 
climate models. The question is whether the skill of models as a whole has 
improved as much as our understanding of the parts.

Another approach is that of “brute force applied statistician,” who 
with the help of a massive computing infrastructure will attempt to 
increase complexity and resolution of the model and perform an exhaus-
tive evaluation on all possible data, hoping that the model will converge 
to reality. The assumption, broadly speaking, is that if the model matches 
all the data, then the underlying structure must be correct, because it is 
implausibly unlikely to get such a good match by chance or for the wrong 
reason if the amount of data is much larger than the degrees of freedom 
in the model. The problems are that this is technically challenging and 
computationally expensive. It is fundamentally impossible to argue that 
we will fully converge due to limited observations, natural variability in 
the observations, and a lack of observations for the actual prediction. We 
may converge on the things we observed, but not on the prediction if 
there are no observations that tell us enough about some processes that 
matter. There may be a process that only matters in the future (e.g., meth-
ane hydrates on the ocean ground), so the model could match almost 
perfectly for the things observed but still be biased for the prediction. The 
kinds of model evaluation routinely performed are to compare the clima-
tological mean state of the model with observations (e.g., the monthly 
rainfall at each location) (Gleckler et al. 2008; Reichler and Kim 2008), 
the variability (e.g., the magnitude and time evolution of the El Niño 
Southern Oscillation in the tropical Pacific) (van Oldenborgh et  al. 
2005), the trends observed over the industrial period (e.g., the decline of 
Arctic sea ice) (Stroeve et al. 2007, 2012), or the response of the model 
to specific events like large volcanic eruptions (Boer et al. 2007; Gleckler 
et al. 2006; Soden et al. 2002; Trenberth and Dai 2007). With each gen-
eration, models continue to better represent the mean climate state and 
variability (Knutti et al. 2013; Reichler and Kim 2008), and the amount 
and quality of data improves as well.
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Another comparison to data is by looking at climate states before the 
industrial period (e.g., the climate response to solar variations in the 
Holocene, or the climate of the last ice age, or periods even further back; 
Braconnot et al. 2012; Hargreaves and Annan 2009; Lean et al. 1995; 
Lean 2010). The advantages are that those provide partly independent 
information not used in model development, and that the climatic differ-
ences are large relative to today. Limitations are that the relevant pro-
cesses might be different (e.g., ice sheets can be assumed constant for the 
next decades, but not for an ice age), and that the boundary conditions 
(radiative forcing) and the data (e.g., sea surface temperature) are limited 
in time and space and derived from proxy data, which introduces large 
uncertainties in what “reality” was.

A third approach is to find so-called emerging constraints, that is, to 
find clear relationships between observables (P1) and predictions (P2) 
across a wide range of models. If we have data to constrain P1 sufficiently 
well, then that provides a constraint on the prediction P2 through the 
relationship found, if we think we have the processes explaining the rela-
tionship roughly right in the model. For example, past sea ice trends 
relate strongly to future sea ice trends (Boé et al. 2009; Mahlstein and 
Knutti 2012), seasonal albedo feedbacks relate to long-term albedo feed-
backs (Hall and Qu 2006), short-term relationships between tropical 
temperature and CO2 growth rates constrain the long-term feedbacks 
(Cox et al. 2013), and some climatological features relate to feedbacks 
and climate sensitivity (Fasullo and Trenberth 2012; Huber et al. 2011; 
Sherwood et al. 2014). One could call this the “pragmatic ignoramus” 
approach, because a priori there is no process understanding needed if 
the relationship is strong enough. But such relationships may appear by 
chance and because of structural similarity of models, or they may only 
hold for certain classes of models but not others (Caldwell et al. 2014; 
DelSole and Shukla 2009; Masson and Knutti 2013). They are only pow-
erful if we understand why the relationships appear, and if we can argue 
that the underlying processes are well understood and represented in the 
models.

A mix of two and three above are methods of detection and attribu-
tion, which use a combination of models and statistics to extract an 
emerging signal or pattern of change that can be attributed to a specific 
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cause. For example, models are run separately with greenhouse gases only 
over the historical period, and then again with natural forcings, and with 
aerosols. Because the temperature response to the total forcing (i.e., all 
factors) can be approximated as the sum of the response to the individual 
responses, this provides a way to estimate the warming attributable to 
greenhouse gases alone in the past decades (Stott et al. 2000). The global 
energy budget provides another way to estimate the contributions of 
warming by individual forcings (Huber and Knutti 2012). The total 
warming over the twentieth century can be reproduced with a variety of 
model parameters due to compensating effects of stronger aerosol forcing 
with higher feedbacks and climate sensitivity (Kiehl 2007; Knutti 2008b; 
Knutti and Hegerl 2008), and does not provide a strong constraint on 
future warming. The past warming attributable to greenhouse gases, 
however, is closely related to the warming attributable to greenhouse 
gases in the future in every model. Therefore, the individual warming 
contributions from different forcings can serve as a better emerging con-
straint (Allen et al. 2000; Frame et al. 2006; Knutti et al. 2002; Rogelj 
et al. 2012; Stott and Kettleborough 2002). The causal relationships are 
clearer in such cases, but additional steps are needed to separate the signal 
attributable to specific drivers from other variations.

We also have to recognize that there are very few pieces of actual raw 
observations that can be used for model evaluation. Most measurements 
have to be processed in various ways, aggregated over time and space, and 
calibrated between instruments. In some cases, the instrument, for exam-
ple, a satellite, measures reflectance of a wavelength, from which we infer 
a temperature. All of those steps rely on models in one way or the other. 
Some reanalysis data is even produced by a weather model that assimi-
lates observations, and is thus an interpolated dataset with biases that 
may be similar to those in climate models. So there is a spectrum between 
the actual data that is measured, and the model, and they meet some-
where, but the transition is gradual.

Finally, there is the philosopher who will think hard about the model 
but not touch it, and hope for the best. Of course, none of the above is 
meant in a depreciatory way. The different methods are not exclusive and 
none is superior to the others, and it is only by fruitful interaction that 
we can provide support that the models are telling us something useful 

 Climate Model Confirmation: From Philosophy to Predicting... 



344 

about the real world, and where the limitations are from both a concep-
tual and a practical point of view.

11.7  Model Calibration

Model calibration or tuning is unavoidable in climate models. Certain 
parameters in the model have no analogue in reality and must be chosen 
(with bounds of course) to maximize agreement with data. In many cases, 
it is not the parameter itself that is constrained, but the effect of the 
parameterization on the overall simulation. Calibration is common in 
simple models but has rarely been discussed publicly for complex models. 
Some argue that tuning undermines the credibility of models, because it 
could result in the model getting the right effect for the wrong reason, a 
point raised a few years ago when compensating biases in climate sensi-
tivity and radiative forcing was found across climate models (Kiehl, 2007; 
Knutti 2008b). From a Bayesian point of view, however, calibration is a 
natural way to obtain a prediction given some observations available. 
Observed warming trends or mean climate are used routinely in simple 
models and scaling methods (Knutti et  al. 2002; Meinshausen et  al. 
2009; Rogelj et al. 2012: Rowlands et al. 2012; Stott and Kettleborough 
2002), or methods that weight models a posteriori (Smith et al. 2009; 
Tebaldi et  al. 2004, 2005). The important points are that we need to 
make sure the constraints are sufficiently strong to be informative, that 
the degrees of freedom in the model are small compared to the amount 
of data to avoid overfitting, and that we do not use the agreement of 
model and data where calibration has occurred as evidence for model 
quality or adequacy for predictive purposes (it is of course evidence for 
the model to be adequate for fitting the data, but that is not our primary 
purpose). Model agreement in this case tells us little about the model 
having the correct structure, only that the model is consistent with data. 
But one should not misinterpret this as the models having no predictive 
power. If we can make a case that there are no other equally consistent 
models to explain the data, then the models are powerful in explaining 
the past, and likely in predicting the future through some emerging con-
straints. This is the idea underlying the detection and attribution work, 
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and its relation to predicting future warming (Allen et  al. 2000; Stott 
et al. 2013; Stott and Kettleborough 2002).

There are some methodological questions that have not been explored 
much so far. For example, it seems justified to calibrate a sea ice param-
eter to get a good representation of a sea ice model when forced with 
observed ocean and atmosphere boundary conditions. But once the sea 
ice model is coupled to the ocean and atmosphere model, its performance 
will be worse because the ocean and atmosphere models are providing 
biased boundary conditions. Is it acceptable then to change the sea ice 
parameter to correct for those? Many would argue it is, because we are 
still calibrating the same quantity, just in a different environment. But is 
it acceptable to change the sea ice parameter to improve the overall global 
climate model (including ENSO maybe) even if it makes the sea ice 
agreement worse? Some would argue this is not justified, because it pro-
duces the right effect for the wrong reason, which undermines the credi-
bility of the model as a reliable representation of the target, but others 
would argue that it is justified because it improves the model overall. 
Despite some philosophical work (Lenhard and Winsberg 2010), this 
question of balance between evaluating the performance of the whole 
model versus small parts has not received much attention in the climate 
community.

In practice, the computational cost and complexity of GCMs prevent 
extensive and systematic parameter calibration in a coupled model, except 
to some degree in distributed setups (Rowlands et al. 2012). Model eval-
uation on the other hand is comparably cheap and does feed back into 
model development. A senior colleague put it this way: “I am obviously 
not advocating trying to tune and tweak to reproduce exactly what hap-
pened in the past. I am sure we would not be able to do that anyway. 
Models are stubborn about what they want to do. I am suggesting that we 
should not ignore important changes that have happened in the past but 
are not simulated in the models.” It would be strange to argue that mod-
els are not tuned at all, because we value models more if they seem to be 
“right” even without extensive or explicit tuning; to an extent, we may 
have tuned them unconsciously during the development process, since 
some of the past data are known to us during the process. It is important 
for the modeling community to discuss model calibration and document 
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it (Mauritsen et al. 2012), as this is part of the process of understanding 
why the models behave the way they do. It is also important to clarify 
many misconceptions about model tuning by those unfamiliar with 
model development.

11.8  Challenges

Models are evaluated extensively against data (Flato et al. 2013), but even 
such assessments are largely silent about what those instances of fit or 
misfit to data imply. The main difficulty is that model evaluation must be 
specific to the purpose. The purpose determines which processes matter, 
on what spatial and temporal scales, and it is therefore difficult to make 
general statements about implications regarding skill or adequacy. How 
to weight different pieces of agreement or mismatch is subject to debate, 
and it is this translation of model performance metrics into model quality 
for a purpose where we struggle (Knutti 2008a; Knutti et  al. 2010a; 
Parker 2009a). Ultimately, we do not want to measure fit to observations 
(P1* matching P1) but evaluate relationships, the internal covariance 
structure of the models. We need to make sure the models do the right 
thing for the right reason, because we want to use them beyond the range 
they have been evaluated. We have greatest confidence in models where 
we understand the processes behind the results, and where we can argue 
that models represent them well enough.

The same difficulty about defining model quality implies that it is not 
obvious to decide which models in an ensemble are better and should be 
given more weight, if any (Knutti et  al. 2010a, b; Tebaldi and Knutti 
2007). Overfitting to observations has been shown to actually decrease 
skill, in particular when there are very few models (Weigel et al. 2010). 
Strong emerging constraints are quite rare, and do not always hold across 
structurally different models (Knutti et  al. 2006, 2010b; Masson and 
Knutti 2013; Sanderson 2013). One possible explanation of this is that 
we have essentially used more of the available data to evaluate and con-
strain models already, and thus the data provides no further constraint 
either because its uncertainty is too large, or because structural model 
issues are the limiting factor (Sanderson and Knutti 2012). In Bayesian 
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words, the ensemble is already conditional on the observations, and the 
data therefore cannot constrain it further.

On the level of an ensemble of models, there are at least three open 
questions. The first relates to the interpretation of the ensemble in a sta-
tistical sense. The fact that the average of simulation results from several 
models often agrees better with observations than any single model 
(Gleckler et  al. 2008; Knutti et  al. 2010b; Reichler and Kim 2008; 
Sanderson and Knutti 2012) may suggest that models are randomly dis-
tributed around the truth such that the errors cancel when averaging. 
This “truth plus error” interpretation conveniently implies that projec-
tions get ever more certain with more models (Knutti et al. 2010b; Lopez 
et al. 2006; Tebaldi et al. 2004), but at least in the limit of a very large 
number of models it is not defensible. The “truth plus error” interpreta-
tion is equivalent to say that we care about the uncertainty in the model 
mean response. The alternative interpretation is that reality is “indistin-
guishable” from the set of models; that is, every model realization is an 
equally plausible future (Annan and Hargreaves 2011), in which case the 
uncertainty does not depend on the number of models. Reality may be 
more complicated than picking one of the two, because an ensemble may 
change its characteristics over time. The compensation of errors is indeed 
more pronounced than expected by chance in CMIP5 (i.e., there is an 
element of “truth plus error”), yet the “indistinguishable” interpretation 
is clearly preferred for the future (Sanderson and Knutti 2012).

The second issue is the number of independent models is quite small. 
Of course, all models are dependent in the sense that they describe the 
same system and use the same basic equations. However, some models 
also use the same parameterization, or make similar simplifications, that 
is, are similarly “wrong”. In some cases, they even share code, or in the 
extreme case a model can be submitted several times to an intercompari-
son with just minor changes (e.g., resolution, or fixed vs. interactive 
chemistry). Such model similarity is clear not only from knowing the 
code, but from analyzing the simulated climate (Knutti et  al.  2013; 
Masson and Knutti 2011a; Pennell and Reichler 2011). The sharing of 
code and ideas is not a problem, but if it is not considered then the 
ensemble will be biased toward duplicate models. It may also artificially 
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increase significance in correlations in emerging constraints (Caldwell 
et al. 2014).

The third issue is that model intercomparisons are based on a set of 
models that is sampled neither systematically nor randomly. It is often 
called an ensemble of opportunity, and cannot a priori be interpreted as 
the kind of sample from which a statistician would usefully estimate 
uncertainty, in much the same way as the response of 30 people riding in 
the same train car cannot be interpreted as the public’s opinion on any 
topic. The ensemble may be too wide (i.e., not reflecting our actual belief 
about the uncertainty) if some models are performing badly, or too nar-
row if all models are missing certain processes. An ensemble that is too 
wide can be narrowed more easily by observational constraints, but an 
ensemble that is overconfident would require extrapolation beyond the 
range of models, which is harder (e.g., if all models are ignoring the effect 
of methane hydrates, it is very difficult to say anything about it). It turns 
out that at least for some quantities, the range across models is probably 
not too far off from an assessed uncertainty (Collins et  al. 2013), but 
given the issues listed above, it gets increasingly difficult to justify the 
view of model democracy for future climate projections (Knutti 2010).

Finally, on decadal timescales the natural variability associated with 
ocean atmosphere interaction and atmospheric circulation is large, in 
particular for variables of the water cycle (Deser et al. 2012a, b; Fischer 
et  al. 2013; Knutti and Sedláček 2013; Mahlstein et  al. 2011, 2012). 
These largely unpredictable deviations from an underlying anthropogenic 
change pose a major challenge for model evaluation, for estimating model 
robustness, and for near term projections (Knutti and Sedláček 2013; 
Schaller et al. 2011; Sedláček and Knutti 2014; Tebaldi et al. 2011).

11.9  Conclusions

Numerical models are often seen as inferior to “real data” from experi-
ments, or even discarded as useless by construction. The quote “Garbage 
in, garbage out”, which refers to the fact that computers can quickly 
produce large amounts of erroneous or irrelevant data, captures that well. 
However, that view misses the fact that all predictions and most  inferences 
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about data are based on some form of a model. The model may be as 
trivial as a linear relationship as an underlying theory or assumption, but 
it is still a model, that is, a representation of some features of the real 
world as its intended target system. To put any numbers into context, to 
turn numbers into insight, we need to assume some conceptual or 
numerical model. In my view, the fact that the more complex models 
need a computer is only a practical nuisance.

Computer models do not have a life on their own. It is not the model 
that is wrong, or the computer that does something crazy; it is our 
assumptions and theories that may not be adequate for the purpose we 
use them, or the way we instruct the computer to solve the equations. 
Models as such are not good or bad, right or wrong, or uncertain; they 
are just better or worse in representing certain aspects of reality, and thus 
more or less useful and relevant to inform us about reality for a certain 
purpose. I argue that we do not confirm the model itself in a narrow 
sense, nor its prediction, because the model is what it is, and the predic-
tion is an inevitable consequence from it. We try to confirm that the 
relationship between the model and the target system is sufficiently 
straightforward and understood that the model serves as a representation 
of the target, such that the insight from the model can be used to infer 
something about the target system, e.g., that the model is adequate to 
within a specified uncertainty range to make a statement about the target 
for a specific purpose. Uncertainty is inevitable because all models are 
idealizations, and the uncertainty range is determined by a form of uncer-
tainty propagation of the known structural limitations of the models, 
parameter uncertainties, and data uncertainties in the prediction and 
inherent variability in the natural and social systems. In practice, such 
uncertainty analysis is hard. The propagation of uncertainty may be non-
linear and complex. If only the input were uncertain, it may be possible 
to apply uncertainty propagation through the model, but the model 
structure, that is, the propagation itself, is also not fully known.

So looking ahead into a world with ever-increasing amounts of data 
and computational power, how should we allocate our resources? To 
quantify uncertainty, should we have massive numbers of simulations 
with perturbed parameters to explore all possible outcomes of future cli-
mate? Should we have more groups developing models independently, or 
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should we rather combine our efforts into developing fewer but “better” 
models? Should we increase resolution, or include more processes? Should 
we even abandon the idea of developing only one model in an institution 
and build different ones, some for scientific insight and others for predic-
tion, where the latter would strictly focus on predictive skill for a particu-
lar purpose? And is there even agreement about the purpose before we 
build those models? What is the value of trying to have more detailed 
spatial information versus reducing the uncertainties in large-scale 
changes? How do we value robustness if agreement may be partly due to 
shared biases? Model spread in the latest ensemble has decreased where 
observations are available but not for future projections, so we converge 
on observations where we have them but not elsewhere (Knutti and 
Sedláček 2013). The same effect can be seen on the range of equilibrium 
climate sensitivity, which is almost unchanged in at least three decades 
(Knutti and Hegerl 2008). Do we have more confidence in newer models 
even if there are persistent biases? And even if the uncertainties in projec-
tions remain the same? One might argue that we do, since we trust the 
inner workings and relationships more if the models describe more of the 
relevant processes in a more physical way. In Donald Rumsfeld’s words, 
one may argue, we have converted some of the “unknown unknowns” to 
“known unknowns,” so we may be more certain that the uncertainties in 
the models truly reflect our understanding, data, and ability to synthesize 
that in models (Knutti and Sedláček 2013).

I leave many of the above questions unanswered. They have challenged 
us for many years and will continue to do so. In most cases they boil to 
down to understanding what matters to define skill, that is, how to link 
performance metrics of model agreement with data on one hand to qual-
ity metrics on the other hand, which tell us whether the model is ade-
quate to tell us something about the real world. So inevitably, the answers 
will be specific to the questions, and will require us to make arguments 
that in one way or the other are based on process understanding and how 
that understanding is reflected in the model. In some cases, the model 
may be fine to inform decisions. In others, we may realize that the model 
is not informative, and we should be able to say so. Or we may realize 
that the information is not required if the question is framed differently 
(Dessai and Hulme 2004; Lempert 2013). In any case, I believe that the 
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critical debates about the actual value of models for various purposes and 
their uncertainties in informing us about the real world do not happen 
often enough, although admittedly they have started in various places 
(Curry and Webster 2011; Dessai and Hulme 2004; Held 2014; Knutti 
2008a, 2010; Knutti et al. 2010a, b; Knutti and Sedláček 2013; Lloyd 
2010; Mearns 2010; Parker 2006, 2009a, b; Smith 2002; Weisberg 
2006).

Progress in simulating climate in a single model has been slower than 
many have hoped, but at least it can clearly be demonstrated for present- 
day mean climate and for individual processes (Flato et al. 2013; Knutti 
et al. 2013). How to interpret and use the results of a model for future 
changes, and how to use ensembles of models for decision-making, is far 
less obvious. It requires more than the next numerical algorithm or data-
set; it requires overcoming the gap between the climate modeling com-
munity and other fields, including social sciences, and in the end 
decision-making about climate adaptation and mitigation. There is no 
argument against looking at models, and indeed models already provide 
a wealth of large-scale information that we trust. But there may be an 
argument not to use the information for making decisions for some more 
complex phenomena when we conclude that the models are not captur-
ing the relevant processes adequately. Uncertainties in predicting future 
climate are likely to persist for some time, and waiting for the perfect 
prediction will not be the best strategy. In this respect, climate change is 
not different from many other aspects in daily life where decisions need 
to be made based on incomplete knowledge and uncertainties need to be 
managed.
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12
Uncertainty in Climate Science 

and Climate Policy

Jonathan Rougier and Michel Crucifix

12.1  Introduction

This chapter, written by a statistician and a climate scientist, describes our 
view of the gap that exists between current practice in mainstream cli-
mate science, and the practical needs of policymakers charged with 
exploring possible interventions in the context of climate change. By 
‘mainstream’ we mean the type of climate science that dominates in uni-
versities and research centres, which we will term ‘academic’ climate sci-
ence, in contrast to ‘policy’ climate science; aspects of this distinction will 
become clearer in what follows.

In a nutshell, we do not think that academic climate science equips 
climate scientists to be as helpful as they might be, when involved in 
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 climate policy assessment. Partly, we attribute this to an over-investment 
in high-resolution climate simulators, and partly to a culture that is 
uncomfortable with the inherently subjective nature of climate 
uncertainty.

In Sect. 12.2, we discuss current practice in academic climate science, 
in relation to the needs of policymakers. Section 12.3 addresses the appar-
ently common misconception (among climate scientists) that uncertainty 
is something ‘out there’ to be quantified, much like the strength of merid-
ional overturning circulation. Section 12.4, the heart of the chapter, 
addresses the core needs of the policymaker and focuses on three stric-
tures for the climate scientist wanting to help her: answer the question, 
own the judgement, and be coherent. Section 12.5 concludes with a brief 
reflection.

We have taken the opportunity in this chapter to be a little more 
polemical than we might be in an academic paper, and maybe a little 
more exuberant in our expressions. We have also ignored the technical 
details of practical climate science, something we are both involved in day 
to day, choosing instead to look at the larger picture. We believe that our 
observations are valid more widely than just with regard to climate sci-
ence; for example, many of them would apply with little modification in 
many areas of natural hazards and in radiological or ecotoxicological risk 
assessment (Rougier et al. 2013). But they seem most pertinent in climate 
science, which outstrips the other areas in terms of funding. For example, 
the UK’s Natural Environment Research Council (NERC), whose vision 
is to ‘advance knowledge and understanding of the Earth and its environ-
ments to help secure a sustainable future for the planet and its people’, 
allocates 40% of its science budget to climate science and earth system 
science (NERC Annual Report and Accounts 2010–11, p. 40).

12.2  Different Modes of Climate Science

For our purposes, the telling feature of climate science is that it gained 
much of its momentum in the era before climate change became a press-
ing societal concern. Consequently, when policymakers turned to climate 
science for advice, they encountered a well-developed academic field 
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whose focus was more towards explanation than prediction. Explanation, 
in this context, is verifying that observable regularities in the climate sys-
tem are emergent properties of the basic physics. Largely this is through 
the interplay between observation and dynamical climate simulation. As 
the resolution of climate simulators increases, more observed regularities 
fall into the ‘explained’ category. The El Niño Southern Oscillation 
(ENSO) is getting closer to falling into this category, for example 
(Guilyardi et al. 2009).

Thus, for investment, the dominant vector in academic climate sci-
ence has been to improve the spatial and temporal resolution of the 
solvers in climate simulators. Supporting evidence can be found in 
meteorology. It is argued that one of the contributory factors to mea-
surable improvements in weather forecasting over the last 30 years is 
higher-resolution solvers, although the quantification of this is con-
founded by simultaneous improvements in understanding the physics, 
in the amount of data available for calibration, and in techniques for 
data assimilation (Kalnay 2002, ch. 1). Setting these confounders aside, 
it seems natural to assert that higher-resolution solvers will lead to bet-
ter climate simulators. And indeed, we would not deny this, but we 
would also question whether in fact it is resolution that is limiting the 
fidelity of climate simulators.

The reason that we are suspicious of arguments about climate founded 
on experiences in meteorology is the presence of biological and chemical 
processes in the earth system that operate on climate policy but not 
weather timescales. We believe that the acknowledgement of biogeo-
chemistry as a full part of the climate system distinguishes the true cli-
mate scientist from the converted meteorologist. Our lack of understanding 
of climate’s critical ecosystems mocks the precision with which we can 
write down and approximate the Navier-Stokes equations. The problem 
is, though, that putting ecosystems into a climate simulator is a huge 
challenge, and progress is difficult to quantify. It introduces more uncer-
tain parameters, and, by replacing prescribed fields with time-evolving 
fields, it can actually make the performance of the simulator worse, until 
tuning is successfully completed (and there is no guarantee of success). 
Newman (2011) provides a short and readable account of the difficulties 
of biology, in comparison to physics.
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On the other hand, spending money on higher-resolution solvers 
requires fewer parameterisations of sub-grid-scale processes, and so 
reduces the challenge of tuning. This activity has a well-documented 
provenance, and a clear motivation within a coherent science plan. And 
we cannot resist pointing out another immediate benefit: one can show 
the funder a more realistic-looking ocean simulation (‘now at 0.5° resolu-
tion!’)—although in fact resolutions as high as 0.1° do not fool experi-
enced oceanographers. But while this push to higher resolutions is natural 
for meteorology, with its forecast horizon measured in days, for climate 
we fear that it blurs the distinction between what one can simulate and 
what one ought to simulate for policy purposes.

So how might the investment be directed differently? For climate pol-
icy, it is necessary to enumerate what might happen under different cli-
mate interventions: do nothing, monetise carbon, regulation for 
contraction and convergence, geo-engineering, and so on. And each of 
these interventions must be evaluated for a range of scenarios that cap-
ture future uncertainty about technology, economics, and demographics. 
For each pair of intervention and scenario, there is a range of possible 
outcomes, which represent our uncertainty about future climate. 
Uncertainty here is ‘total uncertainty’: only the intervention and the sce-
nario are specified—the policymaker does not have the luxury of being 
able to pick and choose which uncertainties are incorporated and which 
are ignored.

Internal variability, part of the natural variability of the climate system, 
can be estimated from high-resolution simulators, but it is only a tiny 
part of total uncertainty. Over centurial scales, it is negligible compared 
to our combined uncertainty of the behaviour of the ice-sheets, and the 
marine and terrestrial biosphere. This uncertainty can be assessed with 
the assistance of climate simulators, if it is possible to run them repeat-
edly under different configurations of the simulator parameters and mod-
ules, where these configurations attempt to span the range of 
not-implausible climate system behaviours. To construct a tableau such 
as the one in Fig.  12.1 will require a minimum of 4 × 3 × 100 × 90  
model- years of simulation, say, 120,000 model-years, including spin-up. 
The 100 is the number of different simulator configurations that might 
be tried, and the 90 is the number of years until 2100. Of course, 100 is 
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woefully small for the number of configurations. There are more than 
100 uncertain parameters in a high-resolution climate simulator (Murphy 
et al. 2004). Admittedly only some of these will turn out to be important 
but we cannot rule out interactions among the parameters. There is a 
well-developed statistical field for this type of analysis; see, for example, 
Santner et al. (2003).

Note that this is a designed experiment, deliberately constructed to be 
informative about uncertainty. It is completely different from assembling 

In
te
rv
en

tio
ns

Scenarios

Do nothing

Monetise carbon

Regulation

Geo−engineering

Business
as usual

High pop−
ulation growth

Technology
bails us out

0K +5K 0K +5K 0K +5K

0K +5K 0K +5K 0K +5K

0K +5K 0K +5K 0K +5K

0K +5K 0K +5K 0K +5K

Fig. 12.1 Policy tableau, showing the effect of different possible interventions 
under different scenarios. These frequency histograms might in this case measure 
simulated global warming by 2100 under different not-implausible simulator con-
figurations, but more generally they would measure losses, inferred from simu-
lated distributions for weather in 2100. Please note that these histograms are 
completely fictitious!
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an ad hoc collection of simulator runs, such as the CMIP3 or CMIP5 
multimodel ensembles, in the same way that a carefully stratified sample 
of 100 people is far more informative about a population than simply 
selecting the next 100 people that pass a particular lamp post. In the 
absence of designed experiments, though, climate scientists who want to 
assess uncertainty will have to use the ad hoc ensemble. The various types 
and uses of currently available ensembles of climate simulator runs are 
reviewed in Parker (2010) and Murphy et al. (2011).

So what is the status of these policy-relevant designed experiments? 
Current ‘IPCC class’ simulators (with a solver resolution of about 1°) run 
at about 100 model-years per month of wall-clock time. So starting now, 
an experiment to assess uncertainty in 2100 for policy purposes will be 
finished in about 100 years, if it is performed at one research centre. But 
this might be reduced to 10 years if the runs were shared out across all 
centres, or even less factoring in faster computers and no increase in reso-
lution. Thus, these IPCC class simulators could be very helpful for assess-
ing uncertainty and supporting policymakers, but this requires a cap on 
solver resolution, and careful coordination across research centres. In 
contrast, the current uncoordinated approach, with its apparent commit-
ment to spending CPU cycles on a few runs of high-resolution climate 
simulators, will force climate scientists in 2020 to base their future cli-
mate assessments on ad hoc ensembles.

12.3  The Nature of Uncertainty About 
Climate

In this chapter, we confine our discussion of climate uncertainty quan-
tification to the assessment of probabilities. There are, of course, several 
interpretations of probability. L.J. Savage wrote of ‘dozens’ of different 
interpretations of probability (Savage 1954, p. 2), and he focused on 
three main strands: the Objective (or Frequentist), the Personalistic, 
and the Necessary. This tripartite classification is widely accepted among 
statisticians, and discussed, with embellishments, in the initial chapters 
of Walley (1991) and Lad (1996). Not to be outdone, Hájek (2012) 
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notes that philosophers of probability now have six leading interpreta-
tions of probability.

Of all of these interpretations, however, we contend that only the 
Personalistic interpretation can capture the ‘total uncertainty’ inherent in 
the assessment of climate policy. Our uncertainty about future climate is 
predominantly epistemic uncertainty—the uncertainty that follows from 
limitations in knowledge and resources. The hallmark of epistemic uncer-
tainty is that it could, in principle, be reduced with further introspection, 
or further experiments. As one of the key drivers of research investment 
in climate science is to reduce uncertainty, this epistemic interpretation 
of ‘total uncertainty’ must be uncontentious. It rules out the Objective 
(classical, frequency, propensity) interpretation, and leaves us with 
Personalistic and Necessary (also termed logical) interpretations.

The Necessary interpretation asserts that there are principles of reason-
ing that extend Boolean logic to uncertainty, and that these principles are 
in fact the calculus of probability and Bayesian conditioning. This inter-
pretation is formally attractive, but invokes additional principles to ‘fill 
in’ those initial probabilities that are mandated by conditioning—which 
are generally referred to as ‘prior’ probabilities in a Bayesian context. 
These are to be based on self-evident properties of the inference, such as 
symmetries. Examples are discussed in Jaynes (2003); see, for example, 
his elegant resolution of Bertrand’s problem (sec. 12.4.4). However, it is 
hard to know how one might discover and apply these properties in an 
assessment of, say, the maximum height of the water in the Thames 
Estuary in 2100. Thus, starting with Frank Ramsey, and finding eloquent 
champions in Bruno de Finetti and L.J.  Savage, among others, the 
Personalistic interpretation has provided an operational subjective defini-
tion of probability, in terms of betting rates (see, e.g., Ramsey 1931; de 
Finetti 1964; Savage 1954; Savage et al. 1962). De Finetti’s late writings 
are both subtle and discursive; Lad (1996) attempts to corral them.

Not everyone will find the Personalistic definition of probability com-
pelling. But at least it provides a very clear answer to the question, ‘What 
do You mean when You state that Pr(A) = p?’ A brief answer is that, if 
betting for a small amount of money, such as £1, You would be agreeable 
to staking up to £p in a gamble to receive £1 if A turns out to be true and 
nothing if A turns out to be false. There are other operationalisations as 
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well, which are very similar but not psychologically equivalent; see, for 
example, the discussion in Goldstein and Wooff (2007, sec. 2.2). Our 
view is that an operationalisation of Personalistic probability is highly 
desirable, and a useful thing to fall back on, but not in itself the yardstick 
by which all probabilities are assessed. But, if someone provides a proba-
bility p for a proposition A, it might be a good idea to ask him if he would 
be prepared to bet £p on A being true: the answer could be very 
revealing.

However, many physical scientists seem to be very uncomfortable with 
the twin notions that uncertainty is subjective (i.e., it is a property of the 
mind), and that probabilities are expressions of personal inclinations to 
act in certain ways. At least part of the problem concerns the use of the 
word ‘subjective’, about which the first author has written before (Rougier 
2007, sec. 2). This word is clearly inflammatory. We suggest that some 
scientists have confused the Mertonian scientific norm of ‘disinterested-
ness’ with the notion of ‘objectivity’, and then taken subjectivity to be the 
antithesis of objectivity, and thus to be avoided at all costs. L.J. Savage 
was sensitive to this confusion and hence favoured ‘Personalistic’. De 
Finetti strongly favoured ‘subjective’, about which Jeffrey (2004, p. 76, 
footnote 1) commented on ‘the lifelong pleasure that de Finetti found in 
being seen to give the finger to the establishment’.

Confusion about ‘subjectivity’ is just a digression, though. What is 
abundantly clear is that climate scientists are not ready to accept that 
climate uncertainties are Personalistic. Their every reference to ‘the uncer-
tainty’ commits an error which the physicist E.T. Jaynes called the ‘mind 
projection fallacy’:

an almost universal tendency to disguise epistemological statements by 
putting them into a grammatical form which suggests to the unwary an 
ontological statement. To interpret the first kind of statement in the onto-
logical sense is to assert that one’s own private thoughts and sensations are 
realities existing externally in Nature. (Jaynes 2003, p. 22)

Jaynes is an example of a physicist who embraced the essential subjectiv-
ity of uncertainty: he advocated the Necessary interpretation, plus the 
additional principle of maximising Shannon entropy to extend limited 
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judgements to probabilities. Paris (1994) provides a detailed assessment 
of the properties of this entropy-maximising approach, among others.

One very stealthy manifestation of the Mind Projection Fallacy is 
the substitution of ‘assumptions’ for ‘judgements’ when discussing 
uncertainty. Assumptions typically refer to simplifications we assert 
about the system itself. It is perfectly acceptable to assume that, for 
example, the hydrostatic approximation holds: this is a statement that 
actual ocean behaves a lot like a slightly different ocean that is much 
simpler to analyse. You cannot assume, though, that the maximum 
water level in the Thames Estuary in 2100 has a Gaussian distribu-
tion. Instead, You may judge it appropriate to represent Your uncer-
tainty about the maximum water level with a Gaussian distribution. 
This is rather wordy, unfortunately, which is perhaps why it is so easy 
to lapse in this way.

Consider the uncertainty assessment guidelines for the forthcoming 
IPCC report (Mastrandrea et al. 2010). Nowhere in the guidelines was it 
thought necessary to define ‘probability’. Either the authors of the guide-
lines were not aware that this concept was amenable to several different 
interpretations, or that they were aware of this, and decided against 
bringing it out into the open. One can imagine, for example, that an 
opening statement of the form ‘In the context of climate prediction, 
probability is an expression of subjective uncertainty and it can be quan-
tified with reference to a subject’s betting behaviour’ would have caused 
great consternation—so much the better!

We can hardly suppose that the omission of a definition for the key 
concept in such an important and high-profile document was made in 
ignorance. And yet the mind projection fallacy is in evidence throughout. 
It looks as though the authors have deliberately chosen not to acknowl-
edge the essential subjectivity of climate uncertainty, and to suppress lin-
guistic usage that would indicate otherwise. This should be termed 
‘monster denial’ in the taxonomy of Curry and Webster (2011). Choosing 
not to rock the boat is convenient for academic climate scientists. But it 
makes life difficult for policymakers, who are tasked with turning uncer-
tainties into actions. For policymakers, the meaning of ‘Pr(A) = p’ is of 
paramount importance, and they need to know if ten different climate 
scientists mean it ten different ways.
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12.4  The Risk Manager’s Point of View

In any discussion of uncertainty and policy, it is helpful to label the key 
players (Smith 2010, ch. 1). Conventionally, the person who selects the 
intervention is the risk manager, who represents a particular set of stake-
holders. These stakeholders, who are funding the risk manager, and will 
also fund the intervention that she selects, will appoint an auditor, whom 
the risk manager must satisfy. This framework, of a risk manager who 
must satisfy an auditor, is a simple way to abstract from the complexities 
of any particular decision. It emphasises that the risk manager is an agent 
who must defend her selection, and this has important consequences for 
the way in which she acts.

The risk manager is surely uncertain about future climate, and its 
implications. For concreteness, suppose that her concern is about the 
maximum height of water in the Thames Estuary in the year 2100. If 
asked, she might say, ‘Really, I’ve no idea, perhaps not lower than today’s 
value, and not more than two metres higher’. But she is not obliged to 
make such an assessment in isolation: she can consult an expert. Put sim-
ply, her expert is someone whose judgements she accepts as her own (see 
Lad 1996, sec. 6.3 for a discussion). So one task of the risk manager is to 
select her expert, and she must do this in such a way that the auditor is 
satisfied with the selection process, and with the elicitation process. When 
seen from the other side, it follows that scientists who want to be involved 
in climate policy are competing with each other to be selected as one of 
the risk manager’s experts. Therefore, they must demonstrate their grasp 
of the risk manager’s needs. Likewise for climate scientists who are com-
peting for policy-tagged funding.

We highlight the following three risk managers’ needs, as posing par-
ticular challenges for academic climate scientists.

12.5  Answer the Question

As already discussed, the risk manager needs an assessment of ‘total 
uncertainty’. It can be difficult for the climate scientist to assess his total 
uncertainty about future climate because of academic climate science’s 
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focus on consuming CPU cycles in higher-resolution solvers, rather than 
designed replications across alternative not-implausible configurations of 
simulator parameters and modules. This leaves the willing-to-engage cli-
mate scientist ill-equipped to answer questions about ranges for future 
climate values, because he has nothing other than intuition to guide him 
on the consequence of the limitations in our knowledge. Unfortunately, 
his intuition may be tentative at best when reasoning about a dynamical 
system as complex as the climate system, on centurial timescales.

In this case, the climate scientist may end up specifying very wide 
intervals which, although honest, do not advance the risk manager 
because they swamp any ‘treatment effect’ that might arise from different 
choices of intervention. This honest climate scientist may well be passed 
over in favour of other experts who advertise their smaller uncertainty as 
a putative measure of their superior expertise. This type of competition is 
extensively discussed in Tetlock (2005), in the context of political and 
economic forecasting, and the parallels with climate forecasting seem 
very strong.

How to make the uncertainties smaller? One way is to qualify them 
with conditions. If these conditions are specified in the question, then of 
course this is fine. If the risk manager, for example, wants to know about 
the height of the water in the Thames Estuary under the ‘Technology 
bails us out’ scenario, then in it goes. But everything else is suspect. 
Sometimes the qualification is overt; for example, one hears ‘assuming 
that the simulator is correct’ quite frequently in verbal presentations, or 
perceives the presenter sliding into this mindset. This is so obviously a 
fallacy that he might as well have said ‘assuming that the currency of the 
US is the jam doughnut’. The risk manager would be justified in treating 
such an assessment as meaningless. After all, if the climate scientist is not 
himself prepared to assess the limitations of the simulator, then what 
hope is there for the risk manager?

As Tetlock (2005) documents, though, often the qualifications are 
implicit, and only ever appear at the point where the judgement has been 
shown to be wrong, for example, ‘Well, of course I was assuming that the 
simulator was correct’. The risk manager is not going to be able to winkle 
out all of these implicit conditions at the start of the process, but other 
climate scientists might be able to. Thus the elicitation process must be 

 Uncertainty in Climate Science and Climate Policy 



372 

very carefully structured to ensure that, by the time that the experts finally 
deliver their probabilities, as many as possible of the implicit qualifica-
tions have been exposed and undone. This usually involves a carefully 
facilitated group elicitation, typically extending over several days. 
Interestingly, Tetlock did not use group elicitations in his study, but they 
are standard in environmental science areas such as natural hazards; see, 
for example, Cooke and Goossens (2000), Aspinall (2010), or Aspinall 
and Cooke (2013).

Scientists working in climate, and philosophers too we expect, often 
receive requests to complete online surveys about future climate. These 
surveys are desperately flawed by responses missing ‘not at random’. But 
even were they not, their results ought to be treated with great circum-
spection, given the experience in natural hazards of how much difference 
a careful group elicitation can make, in comparing experts’ probabilities 
at the start and at the finish of the process.

12.6  Own the Judgement

This is in fact another type of qualification, where the climate scientist 
does not present his own judgement, but someone else’s. A classic exam-
ple would be ‘according to the recent IPCC report’. As far as the climate 
scientist is concerned, these qualified uncertainty assessments are 
consequence- free, and they ought to be judged by the risk manager as 
worthless, since nothing is staked.

The IPCC reports are valuable sources of information, but no one 
owns the judgements in them. Only a very naive risk manager would take 
the IPCC assessment reports as their expert, rather than consulting a 
climate scientist, who had read the reports, and also knew about the cul-
ture of climate science, and about the IPCC process. This is not to 
 denigrate the IPCC, but simply to be appropriately realistic about its 
sociological and political complexities, in the face of the very practical 
needs of the risk manager. These complexities are well-recognised, and a 
decision by the risk manager to adopt the IPCC reports as her expert can 
hardly be blame-free. As a marketing ploy, the decision to buy IBM 
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 computers was said to be blame-free in the 1970s and 80s: ‘nobody ever 
got fired for buying IBM equipment’—how hollow that sounds now!

The challenge with owning the judgement in climate science is the 
complexity of the science itself. There are three main avenues for develop-
ing quantitative insights about future climate: (i) computer simulation, 
(ii) contemporary data collected mainly from field stations, ocean sondes, 
and satellites, but also slightly older data from ships’ logbooks, and (iii) 
palaeoclimate reconstruction from archives such as ice and sediment 
cores, speleothems, boreholes, and tree rings. Each of these is a massive 
exercise in its own right, involving large teams of people, large amounts 
of equipment, and substantial numerical processing. Judgements about 
future climate at high spatial and temporal resolution come mainly from 
computer simulation, but one must not forget that these simulators have 
been tuned and critiqued against contemporary data and, increasingly, 
palaeoclimate reconstructions.

Wherever there is a high degree of scientific complexity, there is a large 
opportunity for human error. With computer simulation, an often- 
overlooked opportunity for error is the wrapping of the computational 
core for a specific task; for example, performing a time-slice experiment 
for the Mid-Holocene at a particular combination of simulator parame-
ter values. Whereas the computational core of the simulator is used time 
and again, and one might hope that large errors will have been picked up 
and corrected and committed back to the repository, the wrapper is often 
used only once. It tends to be poorly documented, often existing as a 
loose collection of scripts which are passed around from one scientist to 
another. It is easy to load the wrong initialisation file or boundary file, 
and also easy to extract the wrong summary values from the gigabytes of 
simulator output. ‘Easy’ in this case equates to ‘if you have done an exper-
iment like this, you will be aware of at least one mistake that you made, 
spotted, and corrected’. The correction of this type of mistake can take 
weeks of effort, as it is tracked backwards from the alarming simulator 
output to its source in the underlying code.

At the other end of the modelling spectrum, there are phenomenologi-
cal models of low-dimensional properties of climate and its impacts. See, 
for example, Crucifix (2012), who surveys dynamical models of glacial 
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cycles, or Lorenz et al. (2012), who study the welfare value of reducing 
uncertainty, notably in the presence of a climate tipping point. There are 
several advantages to such models. First, they are small enough to be 
coded by the scientist himself, and can be carefully checked for code 
errors. Thus the scientist can himself be fairly sure that the interesting 
result from his simulator is not an artefact of a mistake in the program-
ming. Second, they are often tractable enough to permit a formal analysis 
of their properties. For example, they might be qualitatively classified by 
type, or explicitly optimised, or might include intentional agents who 
perform sequences of optimisations (such as risk managers). Third, they 
are quick enough to execute that they can be run for millions of model-
years. Hence, the scientist can use replications to assimilate measure-
ments (including tuning the parameters) and to assess uncertainty, both 
within a statistical framework (e.g., using the sequential approach of 
Andrieu et al. 2010).

Of course, ‘big modellers’ will be scornful of the limited physics (biol-
ogy, chemistry, economics, etc.) that these phenomenological models 
contain, although they must be somewhat chastened by the inability of 
their simulators to conclusively outperform simple statistical procedures 
in tasks such as ENSO prediction (Barnston et al. 2012). But the real 
issue is one of ownership. A single climate scientist cannot own an arte-
fact as complex as a large-scale climate simulator, and it is very hard for 
him to make a quantitative assessment of the uncertainty that is engen-
dered by its limitations. We advocate spending resources on designed 
experiments to support the climate scientist in this assessment, but we 
also note that a scientist can own a phenomenological model, and the 
judgements that follow from its use.

12.7  Be Coherent

Tetlock (2005, p. 7) has a similar requirement. In this context, ‘coherent’ 
has a technical meaning, which is to say, ‘don’t make egregious mistakes 
in probabilistic reasoning’. This needs to be said, because it is more hon-
oured in the breach than the observance.

 J. Rougier and M. Crucifix



 375

For example, Gigerenzer (2003) provides a vivid account of how doctors, 
who ought to be good at uncertainty assessment, often struggle with even 
elementary probability calculations, and how this compromises the notion 
of informed consent to medical procedures. As another example, the 
‘P -value fallacy’—inferring that the null hypothesis is false because the 
P -value is small—is endemic in applied statistics (see, e.g., Goodman 1999; 
Ioannidis 2005; Goodman and Greenand, 2007; Ioannidis, 2007). It is 
very similar to the Prosecutor’s fallacy in Law (see, e.g., Gigerenzer 2003, 
ch. 9). These fallacies serve to remind us that people are not very good when 
reasoning about uncertainty, and that they can easily be misled by fallacious 
arguments (that violate the probability calculus), sometimes intentionally.

Tetlock (2005, ch. 4) also notes another aspect of coherence, which is 
to appropriately update opinions in the light of new information. He 
emphasises the use of Bayes’s Theorem, and demonstrates that his experts 
did not make the full adjustment that was indicated by Bayesian condi-
tioning. While there are psychological explanations for under- adjustment, 
we would also note that the probability calculus and Bayesian condition-
ing is only a model for reasoning about uncertainty, and not the sine qua 
non.

Probabilistic inference owes its power to the unreasonable demands of 
its axioms, notably the need to quantify an additive (probability) measure 
on a sufficiently rich field of propositions. This point was very clearly 
expressed by Savage (1954, notably sec. 2.5), in his contrast between the 
small world in which one assesses probabilities and performs calculations, 
and the grand world in which one makes choices. He writes, ‘I am unable 
to formulate criteria for selecting these small worlds and indeed believe 
that their selection may be a matter of judgment and experience about 
which it is impossible to enunciate complete and sharply defined general 
principles . . . On the other hand it is an operation in which we all 
 necessarily have much experience, and one in which there is in practice 
considerable agreement’ (pp. 16–17).

A similar point is made by Howson and Urbach (2006, ch. 3), who 
defend precise probabilities as a model for reasoning against more com-
plex variants in terms of ‘the explanatory and informational dividends 
obtained from their use within simplifying models of uncertain inference’ 
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(p. 62, original emphasis). Howson and Urbach present an instructive 
analogy with deductive logic, whose poor representation of implication 
requires that we use it thoughtfully when reasoning about propositions 
that are either true or false (p. 72). Thus, in reasoning about uncertainty, 
grand world probabilities will be informed by small world calculations 
such as Bayesian conditioning, but need not be synonymous with them. 
The Temporal Sure Preference condition of Goldstein (1997) provides 
one way to connect these two worlds (see also Goldstein and Wooff 2007, 
sec. 3.5).

So, for climate scientists, and the risk managers they are hoping to 
impress, the moral of be coherent is that (i) it is very easy to make mistakes 
when reasoning about uncertainty, (ii) strict adherence to the rules of the 
probability calculus (and perhaps the assistance of a professional statisti-
cian) will minimise these, and (iii) although probability calculations are 
highly informative, no one should be overly impressed by an uncertainty 
assessment that is a precise implementation of fully probabilistic Bayesian 
conditioning—one would expect this to be simplistic.

12.8  Reflection

Suppose that you were one of a group of climate scientists, interested in 
playing an active role in climate policy, and able to meet the three stric-
tures outlined in the previous three sections in Sect. 12.4. You have all 
embraced subjective uncertainty, and have been summoned, willingly, 
to a carefully facilitated expert elicitation session. After two intense but 
interesting days, your 95% equi- tailed credible interval for the maxi-
mum height of water in the Thames Estuary in 2100 is 0.5–2.75 m 
higher than today. This is wider than your initial interval, as you came 
to realise, during the elicitation process, that there were uncertainties 
which you had not taken into account.

Suppose that this has recently happened, and you are reflecting on the 
process, and wondering what information might have made a large dif-
ference to your uncertainty assessment, and that of your fellow experts. 
In particular, you imagine being summoned back in the year 2020, to 
reassess your uncertainties in the light of eight years of climate science 
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progress. Would you be saying to yourself, ‘Yes, what I really need is an 
ad hoc ensemble of about 30 high-resolution simulator runs, slightly 
higher than today’s resolution’? Let’s hope so, because right now, that is 
what you are going to get.

But we think you would be saying, ‘What I need is a designed ensem-
ble, constructed to explore the range of possible climate outcomes, 
through systematically varying those features of the climate simulator 
that are currently ill-constrained, such as the simulator parameters, and 
by trying out alternative modules with qualitatively different characteris-
tics’. Obviously, you would prefer higher resolution to the current resolu-
tion, but you don’t see squeezing another 0.25° out of the solver as worth 
sacrificing all the potential for exploring uncertainty inherent in our lim-
ited knowledge of the earth system’s dynamics, and its critical ecosystems. 
We would like to see at least one of the large climate modelling centres 
commit to providing this information by 2020, on their current simula-
tor, operating at a resolution that permits hundreds of simulator runs per 
scenario (a resolution of about 2°, we hazard). Research funders have the 
power to make this happen, but for some reason they have not yet per-
ceived the need.
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Communicating Uncertainty 

to Policymakers: The Ineliminable Role 
of Values

Eric Winsberg

13.1  Introduction

Over the last several years, there has been an explosion of interest and 
attention devoted to the problem of Uncertainty Quantification (UQ) 
in climate science—that is, to giving quantitative estimates of the degree 
of uncertainty associated with the predictions of global and regional 
climate models. The technical challenges associated with this project are 
 formidable: the real data sets against which model runs are evaluated are 
large, patchy, and involve a healthy mixture of direct and proxy data; 
the computational models themselves are enormous, and hence the 
number of model instances that can be run is minuscule and sparsely 
distributed in the solution space that needs to be explored; the param-
eter space that we would like to sample is vast and multidimensional; 
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and the structural variation that exists amongst the existing set of mod-
els is substantial but poorly understood. Understandably, therefore, the 
statistical community that has engaged itself with this project has 
devoted itself primarily to overcoming some of these technical 
challenges.

So why is UQ so important in climate science? What goals are we try-
ing to meet with UQ, and are they likely to be met? Those who are inter-
ested in these questions might benefit from a close look at some of the 
recent philosophical literature on the role of social values in science. UQ, 
I suggest, is first and foremost a tool for communicating knowledge from 
experts to policymakers. Experts, in this case, climate scientists and cli-
mate modelers, have knowledge about the climate. In one sense, there-
fore, they are the people who ought to be considered best situated to 
make decisions about what we ought to do in matters related to climate. 
But in another sense, they are not.

Consider the fact that we often evaluate the wisdom of pursuing vari-
ous climate adaptation strategies, such as: how to manage the problem 
of glacial lake outburst floods, one of the many possible dangers of 
regional climate changes. These floods occur when a dam (consisting of 
glacier ice and a terminal moraine) containing a glacial lake fails. Should 
a local community threatened by a possible flood replace the terminal 
moraine with a concrete dam? The answer to this question depends in 
part on the likelihood of the glacier melting and the existing (natural) 
dam bursting, which climate scientists, who have the most expertise 
about the future of the local regional climate, would be in the best posi-
tion to address. It also surely depends, however, on the cost of building 
the dam, and on the likely damage that would ensue if the dam were to 
break. Just as much, it might depend on how the relevant stakeholders 
weigh the present costs against the future damages. And so while, on the 
one hand, we would like the people making the decision to have the 
most expertise possible, we also, on the other hand, want the decision to 
be made by people who represent our interests, whoever “we” might be. 
Making decisions about, for example, climate adaptation strategies, 
therefore, requires a mixture of the relevant expertise and the capacity to 
represent the values of the people on whose behalf one is making the 
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decision.1 But there is rarely any single group of people who obviously 
possess both of these properties.

UQ, as we will see in what follows, is in principle one way in which 
these different capacities can be kept separate. One clear motivation for 
solving the problems of UQ, in other words, is to maintain this division 
of labor between the epistemic and the normative—between the people 
who have the pure scientific expertise and the people with the legitimate 
ability to represent the values of the relevant stakeholders. And so if we 
want to understand where the need to produce quantitative estimates of 
uncertainty comes from, we need to delve into the role of social values in 
the administration of scientific expertise.

13.2  Science and Social Values

What do we mean, first of all, by “social values”? Social values, I take 
it, are the estimations of any agent or group of agents of what is impor-
tant and valuable—in the typical social and ethical senses—and of 
what is to be avoided, and to what degree. What value does one assign 
to economic growth, on the one hand, and to the degree to which we 
would like to avoid various environmental risks, on the other? In the 
language of decision theory, by social values we mean the various mar-
ginal utilities one assigns to events and outcomes. The point of the 
word “social” in “social values” is primarily to flag the difference 
between these values and what Ernan McMullin once called “epistemic 
values,” like simplicity, fruitfulness, and so forth (1983). But I do not 
want to beg any questions about whether or not values that are para-
digmatically ethical or social can or cannot or should or should not 
play important epistemic roles. So, I prefer not to use that vocabulary. 
I talk instead about social and ethical values when I am referring to 
things that are valued for paradigmatically social or ethical reasons. I 
do not carefully distinguish, in this chapter, between the social and the 
ethical.2

It is uncontroversial that social and ethical values play a role in sci-
ence. When we set constraints on experimentation, for example, or 
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when we decide which projects to pursue and which projects to ignore, 
these decisions uncontroversially reflect social values. But the philo-
sophically controversial question about social and ethical values is about 
the degree to which they are involved (or better put: the degree to which 
they are necessarily involved, or inevitably involved, and perhaps most 
importantly: uncorrectibly involved) in the appraisal of hypotheses or 
in reaching other conclusions that are internal to science, and that nec-
essarily also involves scientific expertise. This is the question, after all, 
of the degree to which the epistemic and the normative can be kept 
apart.

This is a question of some importance because we would like to believe 
that only experts should have a say in what we ought to believe about the 
natural world. But we also think that it is not experts, or at least not 
experts qua experts, who should get to say what is important to us, or 
what is valuable or has utility. Such a division of labor, however, is only 
possible to the extent that the appraisal of scientific hypotheses, and the 
consideration of other matters that require scientific expertise, can be car-
ried out in a manner that is free of the influence of social and ethical 
values.

Philosophers of science of various stripes have mounted a variety of 
arguments to the effect that the epistemic matter of appraising scien-
tific claims of various kinds cannot be kept free of social and ethical 
values. Here, we will be concerned only with one such line of argu-
ment—one that is closely connected to the issue of UQ—that goes 
back to the midcentury work of statistician C.  West Churchman 
(1949, 1953) and philosopher of science Richard Rudner (1953).3 
This line of argument is now frequently referred to as the argument 
from inductive risk. It was first articulated by Rudner in the following 
schematic form:

 1. The scientist qua scientist accepts or rejects hypotheses.
 2. No scientific hypothesis is ever completely (with 100% certainty) 

verified.
 3. The decision to either accept or reject a hypothesis depends upon 

whether the evidence is sufficiently strong.
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 4. Whether the evidence is sufficiently strong is “a function of the impor-
tance, in a typically ethical sense, of making a mistake in accepting or 
rejecting the hypothesis.”

 5. Therefore, the scientist qua scientist makes value judgments.

Rudner’s oft-repeated example compared two hypotheses: (1) that a 
toxic ingredient of a drug is not present in lethal quantity in some 
resource, (2) that a certain lot of machine stamped belt buckles is not 
defective. Rudner’s conclusion was that “how sure we need to be before 
we accept a hypothesis will depend upon how serious a mistake it would 
be” to accept it and have it turn out false (1953, p. 2). We can easily 
translate Rudner’s lesson into an example from climate science: consider 
a prediction that, given future emissions trends, a certain regional climate 
outcome will occur. Should we accept the hypothesis, say, that a particu-
lar glacial lake dam will burst in the next 50 years? Suppose that if we 
accept the hypothesis, we will replace the moraine with a concrete dam. 
But whether we want to build the dam will depend not only on our 
degree of evidence for the hypothesis, but also on how we would measure 
the severity of the consequences of building the dam, and having the 
glacier not melt, vs. not building the dam, and having the glacier melt. 
Rudner would have us conclude that as long as the evidence is not 100% 
conclusive, we cannot justifiably accept or reject the hypothesis without 
making reference to our social and ethical values.

The best-known reply to Rudner’s argument came from logician and 
decision theorist Richard Jeffrey (1956). Jeffrey argued that the first 
premise of Rudner’s argument—that it is the proper role of the scientist 
qua scientist to accept and reject hypotheses—is false. The proper role of 
scientists, he urged, is to assign probabilities to hypotheses with respect to 
the currently available evidence. Others—for example, policymakers—
can attach values or utilities to various possible outcomes or states of 
affairs and, in conjunction with the probabilities provided by scientists, 
decide how to act.

In providing this response to Rudner, Jeffrey was making it clear that 
an important purpose of probabilistic forecasts is to separate practice 
from theory and the normative from the epistemic, so that social values 
can be relegated entirely to the domain of practice, and cordoned off 
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from the domain of scientific expertise. If the scientist accepts or rejects a 
hypothesis, then Rudner has shown that normative considerations can-
not be excluded from that decision process. In contrast, if scientists don’t 
have to bring any normative considerations to bear when they assign 
probabilities to a hypothesis, then the normative considerations can be 
cordoned off. It should now be clear why I said at the beginning that UQ 
is first and foremost a tool for communicating knowledge from experts to 
policymakers. It is a tool for dividing our intellectual labor. If we were 
entirely comfortable simply letting experts qua experts decide for us how 
we should act, then we would not have such an acute need for UQ.

It is clear, however, that Jeffrey did not anticipate the difficulties that 
modern climate science would have with the task that he expected to be 
straightforward and value free, the assignment of probability with respect 
to the available evidence. There are many differences between the kinds 
of examples that Rudner and Jeffrey had in mind and the kinds of situa-
tions faced by climate scientists. For one, Rudner and Jeffrey discuss cases 
in which we need the probability of the truth or falsity of a single hypoth-
esis, but climate scientists generally are faced with having to assign prob-
ability distributions over a space of possible outcomes. I believe, however, 
that the most significant difference between the classic kind of inductive 
reasoning Jeffrey had in mind (in which the probabilities scientists are 
meant to offer are their subjective degrees of belief based on the available 
evidence) and the contemporary situation in climate science is the extent 
to which epistemic agency in climate science is distributed across a wide 
range of scientists and tools.

Here, I am pursuing a theme that is at the heart of much of my work 
on computationally intensive science (2010): that this new kind of sci-
ence requires of philosophers new ways of thinking about old epistemo-
logical issues. These kinds of claims can also be found in the work of 
Elisabeth Lloyd (in this volume and elsewhere, 2012, 2015), where she 
argues that recent developments in science require that we adopt what 
she calls “complex empiricism.”

I will return to the issue of how climate science differs from the kind 
of science envisioned by Jeffrey later (especially in Sect. 13.6), but for 
now, we should turn to what I would claim are typical efforts in climate 
science to deliver probabilistic forecasts and see how they fare with respect 
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to Jeffrey’s goal of using probabilities to divide labor between the epis-
temic and the normative.

13.3  Uncertainty in Climate Science

Where do probabilistic forecasts in climate science come from? We should 
begin with a discussion of the sources of uncertainty in climate models. 
There are two main sources that concern us here: structural model uncer-
tainty and parameter uncertainty. While the construction of climate mod-
els is guided by basic science—science in which we have a great deal of 
confidence—these models also incorporate a barrage of auxiliary assump-
tions, approximations, and parameterizations, all of which contribute to 
a degree of uncertainty about the predictions of these models. This source 
of uncertainty is often called “structural model uncertainty.”

Next, complex models involve large sets of parameters or aspects of the 
model that have to be quantified before the model can be used to run a 
simulation of a climate system. We are often highly uncertain about what 
the best value for many of these parameters is, and hence, even if we had 
at our disposal a model with ideal (or perfect) structure, we would still be 
uncertain about the behavior of the real system we are modeling, because 
the same model structure will make different predictions for different 
values of the parameters. Uncertainty from this source is called “param-
eter uncertainty.”4

Most efforts in contemporary climate science to measure these two 
sources of uncertainty focus on what one might call “sampling methods.” 
In practice, in large part because of the high computational cost of each 
model run, these methods are extremely technically sophisticated, but in 
principle they are rather straightforward.

I can best illustrate the idea of sampling methods with an example 
regarding parameter uncertainty: consider a simulation model with one 
parameter and several variables.5 If one had a data set against which to 
benchmark the model, one could assign a weighted score to each value of 
the parameter based on how well it retrodicted values of the variables in 
the available data set. Based on this score, one could then assign a prob-
ability to each value of the parameter. Crudely speaking, what we are 
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doing in an example like this is observing the frequency with which each 
value of the parameter is successful in replicating known data—how 
many of the variables does it get right? with how much accuracy? over 
what portion of the time history of the data set?—and then weighting the 
probability of the parameter taking this value in our distribution in pro-
portion to how well it had fared in those tests.

The case of structural model uncertainty is similar. The most common 
method of estimating the degree of structural uncertainties in the predic-
tions of climate models is a set of sampling methods called “ensemble 
methods,” which examine the degree of variation in the predictions of the 
existing set of climate models. By looking at the average prediction of the 
set of models and calculating their standard deviation, one can produce a 
probability distribution for every value that the models calculate.

13.4  Some Worries About the Standard 
Methods

There are reasons to doubt, however, that these simple methods for esti-
mating structural model uncertainty and parameter uncertainty are con-
ceptually coherent. Signs of this are visible in the results that have been 
produced. These signs have been particularly well noted by climate scien-
tists Claudia Tebaldi and Reto Knutti (2007). Tebaldi and Knutti have 
noted, in the first instance, that many studies founded on the same basic 
principles produce radically different probability distributions. One of 
their very illustrative charts shows a comparison of four different attempts 
to quantify the degree of uncertainty associated with the predictions of 
climate models for a variety of scenarios, regions, and predictive tasks. 
Tebaldi and Knutti note the wide range of the various estimates.

Beyond the graphical display of the wide variety of possible results one 
can get from ensemble averages, there are various statistical analyses one 
can perform on ensemble sample characteristics that cast doubt on their 
reliability for naïve statistical analysis. These are summarized in Tebaldi 
and Knutti. I quote their conclusions here:
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Recent coordinated efforts, in which numerous general circulation climate 
models have been run for a common set of experiments, have produced 
large data sets of projections of future climate for various scenarios. Those 
multimodel ensembles sample initial conditions, parameters, and struc-
tural uncertainties in the model design, and they have prompted a variety 
of approaches to quantifying uncertainty in future climate change … This 
study outlines the motivation for using multimodel ensembles and dis-
cusses various challenges in interpreting them. Among these challenges are 
that the number of models in these ensembles is usually small, their distri-
bution in the model or parameter space is unclear, and that extreme behav-
ior is often not sampled … While the multimodel average appears to still 
be useful in some situations, these results show that more quantitative 
methods to evaluate model performance are critical to maximize the value 
of climate change projections from global models. (2007, p. 2053)

Indeed, I would argue that there are four reasons to suspect that 
ensemble methods are not a conceptually coherent set of methods:

 1. Ensemble methods either assume that all models are equally good, or 
they assume that the set of available methods can be relatively 
weighted.

 2. Ensemble methods assume that, in some relevant respect, the set of 
available models represent something like a sample of independent 
draws from the space of possible model structures.

 3. Climate models have shared histories that are very hard to sort out.
 4. Climate modelers have a herd mentality about success.

I discuss each of these four reasons in what follows. But, first, consider 
a simple example that mirrors all four: suppose that you would like to 
know the length of a barn. You have one tape measure and many carpen-
ters. You decide that the best way to estimate the length of the barn is to 
send each carpenter out to measure the length and then take the average. 
There are four problems with this strategy. First, it assumes that each 
carpenter is equally good at measuring. But what if some of the carpen-
ters have been drinking on the job? Perhaps you could weight the degree 
to which their measurements play a role in the average in inverse propor-
tion to how much they have had to drink. But what if, in addition to 
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drinking, some have also been sniffing from the fuel tank? How do you 
weight these relative influences? Second, you are assuming that each car-
penter’s measurement is independently scattered around the real value. 
But why think this? What if there is a systematic error in their measure-
ments? Perhaps there is something wrong with the tape measure that 
systematically distorts them. Third (and relatedly), what if all the carpen-
ters went to the same carpentry school, and they were all taught the same 
faulty method for what to do when the barn is longer than the tape mea-
sure? And fourth, what if, before recording their value, each carpenter 
looks at the running average of the previous measurements, and if theirs 
deviates too much, they tweak it to keep from getting the reputation as a 
poor measurer?

All of these sorts of problems play a significant role—both individu-
ally, but especially jointly—in making ensemble statistical methods in 
climate science conceptually troubled. I will now discuss the role of each 
of them in climate science in detail:

 1. Ensemble methods either assume that all models are equally good, or they 
assume that the set of available methods can be relatively weighted.

If you are going to use an ensemble of climate models to produce a 
probability distribution, you ought to have some grounds for believing 
that all of them ought to be given equal weight in the ensemble. Failing 
that, you ought to have some principled way to weight them. But no such 
thing seems to exist. While there is widespread agreement among climate 
scientists that some models are better than others, quantifying this intu-
ition seems to be particularly difficult. It is not difficult to see why.

As Peter Gleckler et al. (2008) note, no single metric of success is likely 
to be useful for all applications. Their beautiful illustrations show the suc-
cess of various models for various prediction tasks. It is fairly clear that 
while there are some unambiguous flops on the list, there is no unam-
biguous winner, nor a clear way to rank them.

 2. Ensemble methods assume that, in some relevant respect, the set of avail-
able models represent something like a sample of independent draws from 
the space of possible model structures.
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This is surely the greatest problem with ensemble statistical methods. 
The average and standard deviation of a set of trials is only meaningful if 
those trials represent a random sample of independent draws from the 
relevant space—in this case, the space of possible model structures. Many 
commentators have noted that this assumption is not met by the set of 
climate models on the market. In fact, I would argue, it is not clear what 
this would even mean in this case. What, after all, is the space of possible 
model structures? And why would we want to sample randomly from 
this? After all, we want our models to be as physically realistic as possible, 
not random. Perhaps we are meant to assume, instead, that the existing 
models are randomly distributed around the ideal model, in some kind of 
normal distribution, on analogy to measurement theory. But modeling 
isn’t measurement, and so there is very little reason to think this assump-
tion holds.6

 3. Climate models have shared histories that are very hard to sort out.

Large clusters of the climate models on the market have shared histo-
ries, which is one reason for doubting that existing models are randomly 
distributed around an ideal model.7 Some of them share code. Scientists 
move from one lab to another and bring ideas with them. Various parts 
of climate models come from a common toolbox of techniques, and so 
forth. Worse still, we do not even have a systematic understanding of 
these interrelations. So, it is not just the fact that most current statistical 
ensemble methods are naive with respect to these effects; it’s also that it is 
far from obvious that we have the background knowledge we would need 
to eliminate this naïveté and therefore account for them statistically.

 4. Climate modelers have a herd mentality about success.

Most climate models are highly tunable with respect to some of their 
variables, and to the extent that no climate lab wants to be the oddball on 
the block, there is significant pressure to tune one’s model to the crowd. 
This kind of phenomenon has historical precedent.8 In 1939, Walter 
Shewhart published a chart of the history of measurement of the speed of 
light. The chart shows a steady convergence of measured values that is not 
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well explained by their actual success. Myles Allen puts the point like 
this: “If modeling groups, either consciously or by ‘natural selection,’ are 
tuning their flagship models to fit the same observations, spread of pre-
dictions becomes meaningless: eventually they will all converge to a 
delta-function” (2008).

13.5  The Inevitability of Values: Douglas 
contra Jeffrey

What should we make of all of these problems from the point of view of 
the Rudner–Jeffrey debate? This much should be clear: Jeffrey’s goal of 
separating the epistemic from the normative cannot be achieved using 
UQ based on statistical ensemble methods. But Heather Douglas’s (2000) 
discussion of the debate about science and values should have made this 
clear from the beginning.9

Douglas noted a flaw in Jeffrey’s response to Rudner: scientists often 
have to make methodological choices that do not lie on a continuum. 
Suppose I am investigating the hypothesis that substance X causes disease 
D in rats. I give an experimental group of rats a large dose of X and then 
perform biopsies to determine what percentage has disease D. How do I 
perform the biopsy? Suppose that there are two staining techniques I 
could use. One is more sensitive and the other is more specific—one 
produces more false positives and the other more false negatives. Which 
one should I choose? Douglas notes that which one I choose will depend 
on my inductive risk profile. To the extent that I weigh more heavily the 
consequences of saying that the hypothesis is false if it is in fact true, I will 
chose the stain with more false positives, and vice versa. But that, of 
course, depends on my social and ethical values. Social and ethical values 
therefore play an inevitable role in science.

Now, inevitability is always relative to some fixed set of background 
conditions, and the set of background conditions Douglas assumes 
include the use of something like classical statistical methods. If I have 
some predetermined level of confidence, alpha, say .05, then which stain-
ing method I use will raise or lower, respectively, the likelihood that the 
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hypothesis will be accepted. What if, on the other hand, all toxicologists 
were good Bayesians of the kind that Jeffrey almost surely had in mind? 
What is the argument that they could not use their expert judgment, hav-
ing chosen whatever staining method they like, to factor in the specificity 
and sensitivity of the method when they use the evidence they acquire to 
update their degrees of belief about the hypothesis? In principle, surely 
they could. By factoring the specificity and sensitivity of the method into 
their degrees of belief, they are essentially eliminating or “screening out” 
the influence of the social or ethical values that otherwise would have 
been present. And if they could do this, social and ethical values, at least 
the kind that normally play a role in the balance of inductive risks, would 
not have to play a role in their assessments of the probabilities.10 Let us 
call this the Bayesian response to the Douglas challenge (BRDC).

Back to climate science: another way to look at the problem with 
ensemble statistical methods is that they have no hope of skirting 
Douglas’s challenge and hence no hope of fulfilling their intended role—
to divide the epistemic from the normative. To the extent that we use 
sampling methods and ensemble averages, we are doomed to embed past 
methodological choices of climate modelers into our UQ. And, for just 
the reasons that Douglas highlights, along with some others, method-
ological choices often need to reflect judgments of social and ethical 
values.

There are at least two ways in which methodological choices in the 
construction of climate models will often ineliminably reflect value judg-
ments in the typically social or ethical sense.

 1. Model choices have reflected balances of inductive risk.
 2. Models have been optimized, over their history, to particular pur-

poses, and to particular metrics of success.

The first point should be obvious from our discussion of Douglas. 
When a climate modeler is confronted with a choice between two ways 
of solving a modeling problem, she may be aware that each choice strikes 
a different balance of inductive risks with respect to a problem that con-
cerns her at the time. Choosing which way to go, in such a circumstance, 
will have to reflect a value judgment. This will always be true so long as a 
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methodological choice between methods A and B are not epistemologi-
cally forced in the following sense: while option A can be justified on the 
grounds that it is less likely to predict, say, outcome O, than B is when O 
will not in fact occur, option B could also be preferred on the grounds 
that it is more likely to predict O if O will in fact occur. So, to return to 
our old example, if the central question is whether or not some glacial 
dam will burst, there will often be a modeling choice that will make it less 
likely to predict that the dam will burst when it fact it won’t, and a differ-
ent modeling choice that will make it less likely to predict that the dam 
won’t burst when in fact it will. In such a situation, neither choice will be 
“objectively correct,” since the correct choice will depend on which of the 
above two situations is deemed more undesirable.

As to the second point, when a modeler is confronted with a method-
ological choice, she will have to decide which metric of success to use 
when evaluating the likely success of the various possibilities. And it is 
hard to see how choosing a metric of success will not reflect a social or 
ethical value judgment, or possibly even a response to a political pressure, 
about which prediction task is more “important” (in a not purely epis-
temic sense.) Suppose choice A makes a model that looks better at match-
ing existing precipitation data, but choice B better matches temperature 
data. A modeler will need to decide which prediction task is more impor-
tant in order to decide which method of evaluation to use and that will 
influence the methodological choice she makes.

13.6  Three Features of Climate Models

The discussion thus far should make two things clear. First, ensemble 
sampling approaches to Uncertainty Quantification (UQ) are founded 
on conceptually shaky ground. Second, and perhaps more importantly, 
they do not enable UQ to fulfill its primary function, namely, to divide 
the epistemic from the normative in the way that Jeffrey expected proba-
bilistic forecasts to do. And they fail for just the reasons that Douglas has 
made perspicuous: because they ossify past methodological choices 
(which themselves can reflect balances of inductive risk and other social 
and ethical values) into “objective” probabilistic facts.
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This raises, of course, the possibility that climate UQ could respond to 
these challenges with something akin to the BRDC: by adopting a thor-
oughly Bayesian approach to quantifying probabilities. Recall the prob-
lem faced by Douglas’ hypothetical toxicologist. If she is looking for 
statistically significant evidence that substance X is causing disease D at 
some predetermined level of “statistical significance,” then a particular 
choice of staining method will either raise or lower the probability of 
finding that result. But if she has some prior probability for the hypoth-
esis, and updates it in response to the evidence acquired in the biopsies, 
then the choice of staining method needn’t influence those probabilities. 
Similarly, one might hope, the Bayesian climate scientist might avoid the 
fundamental problem of any approach founded on “objective” ensemble 
averaging: that past methodological choices become features of the 
ensemble and hence exert a pull on the estimated uncertainties.

Indeed, this approach has been endorsed by several commentators.11 
Unfortunately, the role of genuinely subjective Bayesian approaches to 
climate UQ has been primarily in theoretical discussions of what to do; 
they have not been widely drawn on to produce actual estimates that one 
sees published and that are delivered to policymakers. Here, I identify 
some of the difficulties that might explain why these methods are not 
used in the field. Genuinely Bayesian approaches to UQ in climate sci-
ence, in which the probabilities delivered reflect the expert judgment of 
climate scientists rather than observed frequencies of model outputs, face 
several difficulties. In particular, the difficulties arise as a consequence of 
three features of climate models: their massive size and complexity; the 
extent to which epistemic agency in climate modeling is distributed, in 
time and space, and across a wide range of individuals; and the degree to 
which methodological choices in climate models are generatively 
entrenched. Let me take each of these features in turn.

 Size and Complexity

Climate models are enormous and complex. Take one of the state-of-the- 
art American models, NOAA’s GFDL CM2.x. The computational model 
itself contains over a million lines of code. There are over a thousand 
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 different parameter options. It is said to feature modules that are “con-
stantly changing” and as well as hundreds of initialization files that con-
tain “incomplete documentation” (Dunne 2006, p. 00). It is also said to 
contain novel component modules written by over 100 different people. 
Just loading the input data into a simulation run takes over two hours. 
Using over 100 processors running in parallel, it takes weeks to produce 
one model run out to the year 2100 and months to reproduce thousands 
of years of paleoclimate (Dunne 2006). Storing the data from a state of 
the art global climate model (GCM) every five minutes can produce tens 
of terabytes per model year.

Another aspect of the models’ complexity is their extreme “fuzzy mod-
ularity” (Lenhard and Winsberg 2010). In general, a modern state-of- 
the-art climate model is a model with a theoretical core that is surrounded 
and supplemented by various submodels that themselves have grown into 
complex entities. Their overall interaction determines the dynamics—
and these interactions are themselves quite complex. The coupling of 
atmospheric and oceanic circulation models, for example, is recognized 
as one of the milestones of climate modeling (leading to so-called cou-
pled general circulation models). Both components had an independent 
modeling history, including an independent calibration of their respec-
tive model performance. Putting them together was a difficult task 
because the two submodels now interfered dynamically with each other.12

Today, atmospheric GCMs have lost their central place and given way 
to a deliberately modular architecture of coupled models that comprise a 
number of highly interactive submodels, like atmosphere, oceans, or ice 
cover. In this architecture, the single models act (ideally!) as interchange-
able modules.13 This marks a turn from a reliance on one physical core—
the fundamental equations of atmospheric circulation dynamics—to the 
development of a more networked picture of interacting models from 
different disciplines (see Küppers and Lenhard 2006).

In sum, climate models are made up of a variety of modules and sub-
models. There is a module for the general circulation of the atmosphere, 
a module for cloud formation, for the dynamics of sea and land ice, for 
effects of vegetation, and many more. Each of them, in turn, includes a 
mixture of principled science and parameterizations. And it is the inter-
action of these components that generates the overall observable  dynamics 
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in simulation runs. The results of these modules are not first gathered 
independently and then only after that synthesized. Rather, data are con-
tinuously exchanged between all modules during the runtime of the sim-
ulation.14 The overall dynamics of one global climate model is the complex 
result of the interaction of the modules—not the interaction of the results 
of the modules. This is why I modify the word “modularity” with the 
warning flag “fuzzy” when I talk about the modularity of climate models: 
due to interactivity and the phenomenon of “balance of approximations,” 
modularity does not break down a complex system into separately man-
ageable pieces.15

 Distributed Epistemic Agency

Climate models reflect the work of hundreds of researchers working in 
different physical locations and at different times. They combine incred-
ibly diverse kinds of expertise, including climatology, meteorology, atmo-
spheric dynamics, atmospheric physics, atmospheric chemistry, solar 
physics, historical climatology, geophysics, geochemistry, geology, soil 
science, oceanography, glaciology, paleoclimatology, ecology, biogeogra-
phy, biochemistry, computer science, mathematical and numerical mod-
eling, time series analysis, and so forth.

Epistemic agency in climate science is not only distributed across space 
(the science behind model modules comes from a variety of labs around 
the world) and domains of expertise but also across time. No state-of-the- 
art, coupled atmosphere-ocean GCM (AOGCM) is literally built from 
the ground up in one short surveyable unit of time. They are assemblages 
of methods, modules, parameterization schemes, initial data packages, 
bits of code, coupling schemes, and so forth that have been built, tested, 
evaluated, and credentialed over years or even decades of work by climate 
scientists, mathematicians, and computer scientists of all stripes.16

No single person, indeed no group of people in any one place, at one 
time, or from any one field of expertise, is in a position to speak authori-
tatively about any AOGCM in its entirety.17
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 Methodological Choices are Generatively Entrenched

In our (2010), Johannes Lenhard and I argued that complex climate 
models acquire an intrinsically historical character and show path- 
dependency. The choices that modelers and programmers make at one 
time about how to solve particular problems of implementation have 
effects on what options will be available for solving problems that arise at 
a later time. And they will have effects on what strategies will succeed and 
fail. This feature of climate models, indeed, has lead climate scientists 
such as Smith (2002) and Palmer (2001) to articulate the worry that dif-
ferences between models are concealed in code that cannot be closely 
investigated in practice.

Of course the modelers could—in principle—re-work the entire code. 
The point is, however, that in even moderately complex cases, this is not 
a viable option for practical reasons. At best, this would be far too tedious 
and time-consuming. Conceivably, we would not even know how to pro-
ceed. So in the end, each step in the model building process, and how 
successful it might be, could very well depend on the particular way pre-
vious steps were carried out—because the previous steps are unlikely to 
be completely disentangled and redone.

This is the sense in which modeling choices are generatively entrenched. 
Modeling choices that are made early in the model construction process 
have effects on the models at later times in unpredictable ways. And the 
success of modeling choices at later times depends in unpredictable ways 
on earlier modeling choices.

13.7  Summary

To summarize then, state-of-the-art global climate models are highly 
complex, they are the result of massively distributed epistemic labors, and 
they arise from a long chain of generatively entrenched methodological 
choices whose effects are epistemically inscrutable. These three features, I 
would now argue, make the BRDC very difficult to pull off with respect 
to climate science.
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13.8  The Failure of the BRDC in Climate 
Science

Recall how the BRDC is meant to go: Rudner argues that the scientist 
who accepts or rejects hypotheses has to make value judgments. Jeffrey 
replies that she should only assign probabilities to hypotheses on the basis 
of the available evidence, and, in so doing, avoid making value judg-
ments. Douglas argues that scientists make methodological choices, and 
that these choices will become embedded in the mix of elements that give 
rise to estimates of probabilities that come from classical, as opposed to 
Bayesian, statistics. Since those methodological choices will involve a bal-
ance of inductive risks, the scientist cannot avoid value judgments. The 
BRDC suggests that scientists avoid employing any deterministic algo-
rithm that will transmit methodological choices into probabilities (like 
employing a classical statistical hypothesis test in the toxicology case, or 
employing ensemble averages in the climate case), and should instead rely 
on their expert judgment to assess what the appropriate degree of belief 
in a hypothesis is given that a particular methodological choice is made 
and resultant evidence acquired. The probabilities such a scientist would 
offer should be the scientist’s subjective degree of belief, one that has been 
conditionalized on the available evidence.

Unfortunately, large groups of individuals, distributed across space 
and time, do not possess subjective degrees of belief. Subjective Bayesian 
probabilities need to be “owned” by one individual epistemic agent 
(Parker 2011), or, at the very least, by manageably small epistemic 
groups.18 But the three features of global climate models I have pointed 
to—that they are highly complex, are the result of massively distributed 
epistemic labors, and arise from a long chain of generatively entrenched 
methodological choices—make it seem implausible, at least to me, that 
any individual epistemic agent19 will ever be in good position to have a 
useful degree of expert judgment of the kind required to implement the 
BRDC.20 The BRDC precisely requires that one epistemic agent be capa-
ble of making an informed judgment about how every single method-
ological choice on which a climate model is built ought to influence his 
or her degree of belief in a hypothesis that he or she is evaluating with the 
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use of that model. But how can we expect any individual, or well-defined 
group of experts, to do this successfully when faced with massively com-
plex models, built over large expanses of space and time, and built on 
methodological choices that have become generatively entrenched, and 
hence epistemically inscrutable?

The argument thus far, then, can be summarized as follows. Climate 
science, and the construction of climate models, like almost all of science, 
is full of unforced methodological choices. And like in the rest of science, 
these choices often reflect priorities with respect to predictive power, and 
balances of inductive risk. There is nothing new here. It is plausible to 
suppose, moreover, that Jeffrey understood this to be a feature of much of 
science, and still believed, pace Douglas, that the subjective Bayesian had 
available a defense of value-free science: once the methodological choices 
are made, the scientists qua scientist can update her degree of belief in 
any relevant hypothesis in light of the evidence that comes from those 
methodological choices—and that updating can be free of the canoni-
cally social or ethical values that guided those methodological choices in 
the first place. Or at least, so a modern Jeffrien is entitled to maintain. So 
why is climate science different? It is different because of the size, com-
plexity, socially cooperative origin, and historical path dependency of cli-
mate modes. And it is different because climate experts, in light of the 
individually limited role that they play in the socially extended activity of 
building climate knowledge, can only arrive at posterior degrees of belief 
in ways that are fundamentally mediated by the complex models that 
they build. And they are incapable of sorting out the ways in which past 
methodological choices are influencing, through their entrenchment in 
the very models that mediate their inferences, the ways in which they 
could possibly arrive at those posterior degrees of belief. Their judgments 
about climate uncertainties, therefore, whether they come from “objec-
tive” ensemble methods, or from their subjective judgments, cannot be 
free from the social values that guide methodological choices everywhere 
in the sciences.
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13.9  Values in the Nooks and Crannies

At this point in the discussion, it might be natural for a reader to ask for 
a specific example of a social, political, or ethical value that has influenced 
a methodological choice in the history of climate modeling. It is easy to 
give a couple of potted examples. In previous work, I have focused on the 
extent to which climate models have been optimized, over their history, 
to particular purposes, and to particular metrics of success.21 I gave the 
example that, in the past, modelers had perhaps focused on the metric of 
successfully reproducing known data about global mean surface tempera-
ture, rather than other possible metrics. I speculated that they might have 
done so because of a social and political climate in which the concern was 
about “global warming,” a phrase that is now being supplanted by the 
phrase “anthropogenic climate change.”

But I now think it was a mistake to focus on particular historical claims 
about specific motives and choices. I want to focus instead on the fact 
that climate modeling involves literally thousands of unforced method-
ological choices.22 Many crucial processes are poorly understood, many 
compromises in the name of computational exigency need to be made, 
and so forth. All one needs to see is that, as in the case of the biopsy stain, 
no unforced methodological choice can be defended in a value vacuum. 
If one asks, “Why parameterize this process rather than try to resolve it 
on the grid?” or “Why use this method for modeling cloud formation?” 
it will rarely be the case that the answer can be “because that choice is 
objectively better than the alternative.” Rather, most choices will be bet-
ter in some respects and worse in other respects than their alternatives, 
and the preference for the one over the other will reflect the judgment 
that this or that respect is more important. Some choices will invariably 
increase the probability of finding a certain degree of climate variation, 
while its alternative will do the opposite—and so the choice that is made 
can be seen as reflecting a balance of inductive risks.

All we need to argue here is that many of the choices made by climate 
modelers had to have been unforced in the absence of a relevant set of 
values—that in retrospect, such choices could only be defended against 
some set of predictive preferences and some balance of inductive risks. In other 
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words, any rational reconstruction of the history of climate science would 
have to make mention of predictive preferences and inductive risks at 
pain of making most of these choices seem arbitrary. But what I want to 
be perfectly clear about here (in a way that I think I have not been in 
earlier work) is that I do not mean to attribute to the relevant actors these 
psychological motives, nor any particular specifiable or recoverable set of 
interests.23 I am not in the business of making historical, sociological, or 
psychological claims. I have no idea why individual agents made the 
choices that they made—and indeed it is part of my argument that these 
facts are mostly hidden from view. In fact, for many of the same reasons 
that these methodological choices are immune from the BRDC, they are 
also relatively opaque to us from a historical, philosophical and sociologi-
cal point of view. They are buried in the historical past under the com-
plexity, epistemic distributiveness, and generative entrenchment of 
climate models.

Some readers may find that this makes my claim about the value- 
ladenness of climate models insufficiently concrete to have any genuine 
bite. One might ask: “Where are the actual values?” Some readers, in 
other words, might be craving some details about how agents have been 
specifically motivated by genuine concrete ethical or political consider-
ations. They might be tempted to think that I have too abstractly identi-
fied the role of values here to be helpful. But this is to miss the dialectical 
structure of my point. The very features that make the BRDC implausi-
ble make this demand unsatisfiable. No help of the sort that “finds the 
hidden values” can be forthcoming on my account. The social, political, 
and ethical values that find their way into climate models cannot be 
recovered in bite-sized pieces.

Recall that we began this whole discussion with a desire to separate the 
epistemic from the normative. But we have now learned that, with respect 
to science that relies on models that are sufficiently complex, epistemi-
cally distributed, and generatively entrenched, it becomes increasingly 
difficult to tell a story that maintains that kind of distinction. And with-
out being able to provide a history that respects that distinction, there is 
no way to isolate the values that have been involved in the history of cli-
mate science.
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One consequence of the blurred distinction between the epistemic and 
the normative in our case is that the usual remarks philosophers often 
make about the value-ladenness of science do not apply here. Those who 
make the claim that science is value laden often follow up with the advice 
that scientists ought to be more self-conscious in their value choices and 
that they ought to ensure that their values reflect those of the people they 
serve. Or they suggest implementing some system for soliciting public 
opinions or determining public values and making that the basis for these 
determinations. But on the picture I am painting, neither of these options 
is really possible. The bits of value-ladenness lie in all the nooks and cran-
nies; they might very well have been opaque to the actors who put them 
there, and they are certainly opaque to those who stand at the end of the 
long, distributed, and path-dependent process of model construction. In 
the case of the biopsy stains I can say “consumer protection is always 
more important than corporate profits! Even in the absence of epistemo-
logically forcing considerations, the toxicologist should choose the stain 
on the left!” But in the climate case, the situation is quite different. We 
can of course ask for a climate science that does not reflect systematic 
biases, unlike one cynically paid for by the oil industry. But this demand 
for a science that reflects the “right values” cannot go “all the way down” 
into all those nooks and crannies. In those relevant respects, it becomes 
terribly hard to ask for a climate science that reflects “better” values.24

13.10  Conclusion

So what could Climate Science—its practitioners, its public consumers, 
and the policymakers who rely on it—do? One very sensible response to 
a state of affairs in which there is no principled and value-neutral way to 
assign a precise probability distribution to climate outcomes is to refrain 
from giving one—certainly from giving one that is derived in a simplistic 
way from the distribution of modeling results that come from the set of 
models on the market. This is what Wendy Parker has urged in response 
to some of my earlier work. Perhaps, she argues, what we have learned is 
that a probability density function over all the possible outcomes is too 
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detailed and precise a depiction. Perhaps what climate scientists ought to 
deliver to the public, and to policymakers, is something coarser.

In practice, coarser depictions of uncertainty are what we actually get from 
expert groups like the Intergovernmental Panel on Climate Change 
(IPCC). Even for GMST, IPCC uncertainty estimates reached on the basis 
of expert judgment assign only a portion of the probability mass and, 
moreover, in some cases assign it to a predictive range that extends signifi-
cantly beyond that delineated by predictions from today’s state-of-the-art 
models and/or by more formal probabilistic methods.25

She gives the following example from the IPCC report (see Fig. 13.1):
In Fig. 13.1, the gray bars give the ranges of values (for each emissions 

scenario), inside which the IPCC experts deemed that there was at least a 
66% chance that the actual value of global mean surface temperature 
would fall. As we can see, this range is significantly larger than any of the 
formal methods for calculating probability would give us. This reflects 
their judgment, as Parker puts it, that “today’s state-of-the-art models do 
not thoroughly or systematically sample existing uncertainty about how 
to adequately represent the climate system. More specifically, it reflects 
the judgment that these models are more likely to underestimate rather 
than overestimate changes in GMST and that, while they may well be off 
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by something like 50% in their projections for 2050, there is not a high 
probability that they are off by something like 500%” (Ibid., Parker).

I agree with Parker (and the IPCC!) that this is an excellent strategy. 
What I do not agree with is that it is a value-free strategy. Notice what 
Parker correctly notes is the justification for this report: that there is a 
(relatively) “high probability” that the models may be off by something 
like 50%, but a (relatively) “low probability” that they are off by some-
thing like 500%. I agree that these are the correct sorts of judgments to 
be making, but these are classic Rudnerian judgments—they reflect a 
balance of inductive risks. Deciding to omit some chunk of possibility 
space from covering a range of values because there is a sufficiently low 
(second order) probability that it belongs there is exactly the kind of 
judgment that Rudner was talking about—only elevated to the level of 
second order probabilities.26 It can only be made with a combined judg-
ment of the probability that the real value lies in that space, and of the 
moral, social, or political cost of being wrong. But this is exactly what the 
IPCC is doing when they leave off those tails on the grounds that they 
have a “low probability.” It is a logical possibility, after all, that one might 
make the judgment that, even though the probability that the models are 
off by 500% is extremely small, that the seriousness (“in the typically 
ethical sense”—Rudner) of neglecting that possibility and having it actu-
ally be the case would outweigh that very small probability.

I would like to emphasize that I am not criticizing the IPCC here. I 
agree with Parker that this is the correct thing to do in light of the present 
situation with climate models, and in light of the situation that is likely 
to exist under any practicable state of affairs. But I insist that it is not 
value free. It is only a slight twist on the classic Rudnerian decision to 
decide that the (second order) probability that less than 66% of the (first 
order) probability lies in the gray bar is sufficiently low to be safely 
ignored. To decide that second order probabilities are sufficiently low to 
be ignored is to choose a balance of inductive risks. It reflects a judgment 
that the risk of sticking their necks out further and being wrong is equally 
balanced by the risk of not sticking it out far enough. As long as there is 
no principled PDF to be offered, some amount of neck sticking is 
required. And how far out one should stick one’s neck is a classic balance 
of inductive risks.
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If one is uncomfortable with second order probabilities, there are other 
ways to interpret what the IPCC is doing. But none of them change the 
conclusion. It is clear that the IPCC cannot be perfectly confident that 
exactly 66% of the probability mass lies precisely in the grey bars. If they 
were perfectly confident of this, than they would have a principled pre-
cise first order probability—and this is what we have argued, above, they 
cannot have. But this means that could have made a more precise esti-
mate with less confidence, or a less precise estimate with more confi-
dence. And choosing the right balance of precision and confidence here 
is a value judgment.

Of course, when values enter into the picture in this kind of way—
when the experts at the IPCC make a determination about what kinds of 
minimum probabilities to report—the points I made earlier about the 
inscrutability of the values no longer apply. At this point in the process, 
one might even say that the values are being applied fairly self-consciously. 
And so vis-à-vis this part of the process, I think the ordinary lessons about 
the role of values in science (that scientists ought to be more self- conscious 
in their value choices, and that they ought to ensure that their values 
reflect those of the people they serve, etc.) do apply. And I have no reason 
to doubt that the IPCC does a reasonably good job of this. But we should 
not let this conceal the fact that the fundamental science on which IPCC 
bases its judgments (all the color-coded action inside the gray bars) con-
ceals, in all the ways I described in the last section, an opaque, inscrutable 
tapestry of values.
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Notes

1. Of course one might have worries about whether elected representatives 
generally represent the values of their constituents but that is the subject 
of a different discussion.

2. I variously use the expressions “social values,” “ethical values,” or “social 
and ethical values” which should not be read as flagging important phil-
osophical differences.

3. See also (Frank 1954; Neurath 1913; Douglas 2000; Howard 2006; 
Longino 1990, 1996, 2002; Kourany 2003a, b; Solomon 2001; Wilholt 
2009; Elliott 2011a, b).

4. Many discussions of UQ in climate science will also identify data uncer-
tainty. In evaluating a particular climate model, including both its structure 
and parameters, we compare the model’s output to real data. Climate mod-
elers, for example, often compare the outputs of their models to records of 
past climate. These records can come from actual meteorological observa-
tions or from proxy data—inferences about past climate drawn from such 
sources as tree rings and ice core samples. Both of these sources of data, 
however, are prone to error, and so we are uncertain about the precise 
nature of the past climate. This, in turn, has consequences for our knowl-
edge of the future climate. While data uncertainty is a significant source of 
uncertainty in climate modeling, I do not discuss this source of uncertainty 
here. For the purposes of this discussion, I make the crude assumption that 
the data against which climate models are evaluated are known with cer-
tainty. Notice, in any case, that data uncertainty is part of parameter uncer-
tainty and structural uncertainty, since it acts by affecting our ability to 
judge the accuracy of our parameters and our model structures.

5. A parameter for a model is an input that is fixed for all time, while a vari-
able takes a value that varies with time. A variable for a model is thus 
both an input for the model (the value the variable takes at some initial 
time) and an output (the value the variable takes at all subsequent times). 
A parameter is simply an input.

6. Some might argue that if we look at how the models perform on past 
data (for, say, mean global surface temperature), they often are distrib-
uted around the observations. But, first, these distributions do not dis-
play anything like random characteristics (i.e., normal distribution). 
And, second, this feature of one variable for past data (the data for which 
the models have been tuned) is a poor indicator that it might obtain for 
all variables and for future data.
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7. Masson and Knutti (2011) discuss this phenomenon and its effects on 
multimodel sampling, in detail.

8. Shewhart (1939).
9. Which, inter alia, did much to bring the issue of “inductive risk” back 

into focus for contemporary philosophy of science and epistemology.
10. Whether they would do so in fact is not what is at issue here. Surely that 

would depend on features of their psychology and of the institutional 
structures they inhabit, about which we would have to have a great deal 
more empirical evidence before we could decide. What is at stake here is 
whether their social and ethical values would necessarily play a role in 
properly conducted science.

11. See, for example, Goldstein and Rougier (2006).
12. For an account of the controversies around early coupling, see Shackley 

et al. (1999); for a brief history of modeling advances, see Weart (2010).
13. As, for example, in the earth system modeling framework. See, e.g., 

Dickenson et al. (2002).
14. Because data are being continuously exchanged one can accurately 

describe the models as parallel rather than serial in the sense discussed in 
Winsberg (2006).

15. “Balance of approximations” is a term introduced by Lambert and Boer 
(2001) to indicate that climate models sometimes succeed precisely 
because the errors introduced by two different approximations cancel 
each other out.

16. There has been a move, in recent years, to eliminate “legacy code” from 
climate models. Even though this may have been achieved in some mod-
els (this claim is sometimes made about CM2), it is worth noting that 
there is a large difference between coding a model from scratch and 
building it from scratch, that is, devising and sanctioning from scratch 
all of the elements of a model.

17. See Rougier and Crucifix, this volume.
18. I do not have the space to talk about what “manageably small” might 

mean here. But see our discussion of “catch and toss” group authorship 
in the work mentioned in the next note.

19. One might reasonably wonder whether, in principle, a group could be an 
epistemic agent. In fact, this is the subject of a forthcoming paper by 
Bryce Huebner, Rebecca Kukla, and me. I would argue here, however, 
and hope that we will argue in more detail in that paper, that the analytic 
impenetrability of the models made by the groups involved here is an 
obstacle to these groups being agents with subjective degrees of belief.
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20. One can think of the contribution to this volume by Rougier and 
Crucifix as a recognition of, and attempt to address, this problem: that 
complex climate models are too complex to help climate scientists 
develop subjective degrees of belief.

21. See especially Biddle and Winsberg (2009), and also Winsberg (2010, 
ch. 6).

22. Here, my point is very well supported by Elisabeth Lloyd’s contribution 
to this volume. Her chapter chronicles in detail a very nice example of 
the kind of unforced methodological choice I am talking about: the 
choice of how to calibrate the relevant satellite data. The way Lloyd tells 
the story, the process involved a whole host of data-processing decisions 
and choices. I am simply adding to Lloyd’s narrative the observation that 
each of the decisions and choices she chronicles can be understood as 
being underwritten by balances of inductive risk and prediction 
preferences.

23. One might complain that if the decisions do not reflect the explicit psy-
chological motives or interests of the scientist, then they do not have a 
systematic effect on the content of science, and are hence no different 
than the uncontroversial examples of social values I mentioned in the 
introduction (such as attaching greater value to AIDS research than to 
algebraic quantum field theory). But though the effect of the values in 
the climate case might not have a systematic effect on the content of sci-
ence, it is nonetheless an effect internal to science in a way that those 
other examples are not.

24. Again, Elisabeth Lloyd’s contribution to this volume illustrates this 
point.

25. This comes from Parker’s remarks at the 2011 meeting of the Eastern 
division of the American Philosophical Association during an author 
meets critic session for my (2010).

26. The probability that less than 66% of the probability mass lies inside the 
gray bar is a second order probability because it talks about the probabil-
ity of a probability.
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14
Modeling Climate Policies: The Social 

Cost of Carbon and Uncertainties 
in Climate Predictions

Mathias Frisch

14.1  Introduction

That anthropogenic climate change is occurring is a fact. It is scientifi-
cally well established that the average global temperature is increasing 
due to human influence and, in particular, due to the emission of green-
house gases. But how do we decide on an appropriate policy response to 
the climate problem? While it is extremely well established through 
multiple lines of evidence that anthropogenic climate change is occur-
ring, significant uncertainties remain concerning the question as to how 
precisely the climate system will be changing, especially on regional 
scales, and what precisely the effects of climate change on economic, 
social, and environmental systems will be. Thus, despite the fact that the 
basic mechanisms responsible for anthropogenic climate change are well 
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understood, climate change presents us with a decision problem under 
deep uncertainty: what is an appropriate decision procedure under 
uncertainty in a context in which some of the negative outcomes we 
have to consider amount to existential threats to social and environmen-
tal systems?

In this chapter, I will critically compare two prominent approaches to 
climate policy: the framework of expected utility theory used in attempts 
to calculate the social cost of carbon and the precautionary approach 
underlying the 2 °C and 1.5 °C goals of the Paris Agreement. I will also 
engage critically with influential arguments that point to existing uncer-
tainties and to problems with attempts to apply expected utility theory to 
climate change to argue that little or no action on climate change is 
needed. While I agree with some of the criticisms of the framework used 
to calculate the social cost of carbon, it does not follow that action on 
emissions reductions is not needed—quite to the contrary, precautionary 
considerations support much more urgent climate action than promi-
nent cost-benefit analysis recommend.

I will proceed as follows. The next section provides an overview of the 
two strategies I will discuss and of the argumentative landscape. Then I 
will discuss several key uncertainties of the coupled economy-climate 
models used in calculations of the social cost of carbon. These uncertain-
ties concern the climate sensitivity derived from sophisticated climate 
models (Sect. 14.3.1), the discount rate used in welfare models (Sect. 
14.3.2), and the damage function representing damage to the climate 
system due to climate change (Sect. 14.3.3). The fact that these uncer-
tainties are “deep” uncertainties that cannot be represented by precise 
probability distributions calls our ability to apply expected utility theory 
to the climate problem into question. In Sect. 14.4, I reconstruct and 
criticize decision strategies that some of the conservative critics of calcula-
tions of the social cost of carbon advocate. In their stead I argue for a 
precautionary approach. Yet significant questions remain. In particular, it 
is far from clear how to implement a precautionary strategy in a concrete 
decision principle that can be brought to bear on climate policy 
discussions.
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14.2  A Two-Pronged Approach to Climate 
Policy

The 21st Conference of the Parties of the United Nations Framework 
Convention on Climate Change in Paris in 2015 agreed to hold “the 
increase in the global average temperature to well below 2°C above pre- 
industrial levels and to pursue efforts to limit the temperature increase to 
1.5°C above pre-industrial levels, recognizing that this would signifi-
cantly reduce the risks and impacts of climate change” (Article 2(a)). The 
Paris temperature goals are motivated by broadly precautionary thinking. 
Temperature increases of 2 °C or more would take us outside of the tem-
perature band that we humans have experienced in our 200,000-year 
history (Jaeger et al. 2010). Moreover, there is evidence that many cli-
mate tipping points are located at around 2 °C above pre-industrial levels 
or slightly above 2 °C (Schellnhuber et al. 2016). Thus, limiting the tem-
perature increase to well below 2 °C promises significantly to reduce the 
risk of catastrophic climate change.

Yet, it is not easy to make precise a chain of reasoning that can scien-
tifically justify the temperature goals articulated in the Paris agreement. 
Indeed, the climate scientist Reto Knutti and coauthors write that “no 
scientific assessment ever defended or recommended a particular target” 
(Knutti et al. 2016). According to Knutti et al., the temperature target 
reflects a political consensus that takes into account scientific evidence 
but cannot be given a purely scientific rationale. Knutti et al. do not pres-
ent their discussion as criticism of the Paris target, yet others have criti-
cized the target for its purported lack of scientific foundation. The 
economist William Nordhaus said that “the scientific rationale for the 
2°C target is not really very scientific” and the philosopher, economist, 
and IPCC AR5 lead author John Broome said that the number has “just 
been pulled out of the air” (in an interview with the Sydney Morning 
Herald, 12. Oct 2013). Thus, significant questions concerning the justi-
fication of the Paris Agreement remain. Moreover as Knutti et al. make 
clear, these questions are not merely academic, since determining the sci-
entific rationale for the 2 °C target affects our understanding of that tar-
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get. Does the target, as some seem to believe, constitute a “guard rail” and 
safe upper limit or, does it rather, as Knutti et al. argue, constitute a partly 
politically motivated anchor for climate policies, with significant poten-
tial risks to the climate system existing even at lower temperatures?

Critics of the precautionary approach underlying the 2 °C target, such 
as Nordhaus or Broome, point to expected utility theory or cost-benefit 
calculations as providing an alternative framework that allows for a for-
mally more precise and mathematically well-founded assessment of differ-
ent climate mitigation policies. While a broadly precautionary approach is 
playing a large and perhaps dominant role in international climate nego-
tiations, cost-benefit calculations have been (and continue to be) influen-
tial as well and were an important component of the Obama administration’s 
approach to climate policy. The core idea of the latter framework is that 
an optimal climate policy is one that maximizes intergenerational expected 
utility, taking into account the costs of mitigation policies as well as their 
future benefit of preventing damages that would otherwise have resulted 
from future GHG emissions. That is, a cost- benefit framework evaluates 
climate policies by comparing its costs to present generations against its 
future benefits in preventing climate change. In the United States, cost-
benefit analyses are required by law for all regulatory actions and, since a 
2008 decision by the Ninth Circuit Court of Appeals, these analyses are 
also required to include a consideration of climate benefits.

In order to determine the climate benefits of rule making, the Obama 
White House put into place an Interagency Working Group (IWG), which 
was charged with providing quantitative estimates for the social cost of 
carbon (SCC) (Interagency Working Group on Social Cost of Carbon 
2010; 2013). The SCC is the cost associated with emitting an additional 
ton of carbon dioxide, or its equivalent, into the atmosphere. As the basis 
for its estimates the IWG used three prominent optimization integrated 
assessment models (IAMs), which practically implement an expected utility 
calculation by coupling a climate model with an economy model to calcu-
late the emissions path that maximizes intergenerational utility or welfare.

Thus, the Obama administration pursued a two-pronged strategy to the 
climate problem. On the one hand, it adopted a cost-benefit approach 
toward rule making; on the other hand, the United States actively 
 participated in the negotiations of the Paris agreement with its precaution-
ary framework. The two prongs, however, are in tension with each other 
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not only conceptually but also as far as their policy recommendations are 
concerned. The expected utility framework adopted by the IWG presup-
posed that climate science and economics provides us with probabilities for 
various outcomes, which allow us to calculate the outcomes’ expected utili-
ties. The precautionary framework underlying the Paris agreement, by con-
trast, assumes that such probabilities are not available but that this is no 
reason to postpone action. This disagreement on foundations is mirrored 
by a disagreement on policy recommendations. The Paris agreement effec-
tively commits its signatories to reduce carbon emissions to levels close to 
zero by mid century. The integrated assessment models considered by the 
IWG, by contrast, allow for much more modest reductions in emissions 
and, correspondingly, for much larger temperature increases as optimal.

However that may be, the Trump administration is moving quickly to 
dismantle both strategies. In an executive order signed March 28, 2017, 
Trump ordered a review of the Clean Power Plan, with the aim to “suspend, 
revise, or rescind” the Plan (Sec. 4a). He also called for a review of the social 
cost of carbon and ordered that the IWG be disbanded and all documents 
issued by the IWG pertaining to the calculations of the social cost of car-
bon “be withdrawn as no longer representative of governmental policy” 
(Sec. 5). And on June 1, 2017 Trump announced that the United States 
would withdraw from the Paris Agreement, claiming that “the Paris Accord 
is very unfair at the highest level to the United States.” (Trump, 2017)  
With his executive order, Trump is following the advice of Thomas Pyle, 
head of the Department of Energy transition team for President Trump’s 
administration, who has advocated that the use of the social cost of carbon 
in federal rulemaking be ended: “If the SCC were subjected to the latest 
science, it would certainly be much lower than what the Obama adminis-
tration has been using.”1 Pyle here echoes a criticism made by Robert 
Murphy, a senior economist at the Institute for Energy Research (IER), 
who in written testimony before the Senate Committee on Environment 
and Public Works has argued “that the ‘social cost of carbon’ is not an 
objective empirical feature of the world, but is rather a very malleable figure 
dependent on subjective modeling assumptions, and can be made large, 
small, or even negative depending on parameter choices” (Murphy 2013). 
The basic criticisms Murphy and others make of the IWG’s use of inte-
grated assessment models to calculate a social cost of carbon are, first, that 
scientific uncertainties are too large to permit any reliable estimate of the 
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SCC and, second, that some of the assumptions going into the construc-
tion of the models are normative assumptions and, hence, that any model 
output cannot serve as an objective basis for climate policy decisions.

The use of cost-benefit analysis in climate policy has also been criticized 
by people who cannot be accused of being climate-change deniers. Thus 
Jonathan Masur and Eric Posner (2011) argue that evaluating climate dam-
ages involves inherently normative and political questions, which cannot be 
adequately incorporated into a cost-benefit analysis. By contrast, Michael 
Greenstone and Cass Sunstein, two of the architects of the Interagency 
Working Group, have recently defended the use of the SCC in regulatory 
analysis in an OpEd in The New York Times on December 15, 2016. Citing 
the central estimate of the IWG as $35 per ton of carbon dioxide they main-
tain that “this figure plays a central role in the cost-benefit analyses that 
agencies use in deciding whether to issue regulations to limit greenhouse gas 
emissions” and that “without it, such regulations would have no quantifiable 
benefits. For this reason, the social cost of carbon can be seen as the linchpin 
of national climate policy” (Greenstone and Sunstein 2016). Others share 
the view of the importance of the SCC. Richard Revesz et al. have argued 
that while the IWG’s current estimates may underestimate the value of the 
SCC, these calculations are nevertheless useful for setting climate policy 
(Reversz et al. 2014). And the climate journalist Andrew Revkin wrote that 
“there’s probably no more consequential and contentious a target for the 
incoming administration [as far as climate and energy policies are concerned] 
than an arcane metric called the ‘social cost of carbon’” (Revkin 2017).

I want to argue here that Murphy’s criticism is to some extent correct: 
climate-economy models contain deep uncertainties and they partly rely 
on normative assumptions. First, many of the uncertainties in the values 
of central parameters of integrated assessment models and climate mod-
els more generally are so-called deep or Knightian uncertainties for which 
no reliable probability distributions are known. Given the available 
 evidence and the large uncertainties surrounding precise climate predic-
tions, any assessment of climate risks, of climate tipping points and of 
potential damages will need to rely on expert judgment. Such expert 
assessment will, of course, be informed by predictions derived from cli-
mate models and from different lines of evidence more broadly. But the 
uncertainties in these predictions are too large to allow us simply to read 
off policy-relevant forecasts from the models in the manner proposed by 
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the IWG. The IAMs on which the calculations of the SCC are based 
feign precision where none exists. But without precise probability distri-
butions no expected utility calculation is possible.

Second, some of the modeling assumptions—in particular those con-
cerning the economic effects of climate change—are either overtly or 
implicitly normative. Hence IAMs cannot provide value-neutral recom-
mendations as to which climate policy would maximize quantifiable or 
monetizable benefits. Moreover, some of the normatively loaded assump-
tions made in integrated assessment modeling have the consequence that 
potential harms to the populations most vulnerable to (and least respon-
sible for) climate change are effectively ignored.

Yet the conclusions that some of the models’ conservative critics want 
to draw do not follow. The models used by the IWG downplay uncer-
tainties by making what are arguably unjustifiably optimistic assump-
tions about the values of certain key parameters. But instead of trying to 
correct for this error by broadening the class of assumptions under inves-
tigation, conservative critics, such as Murphy and Pyle, reinforce the 
error further by cherry-picking predictions that lie at the optimistic end 
of the spectrum found in the peer-reviewed literature.

Thus, a proper accounting of the uncertainties in our knowledge of 
how climate and economic systems interact and of the moral challenges 
of climate change puts us exactly in the epistemic and moral situation to 
which the Paris temperature targets are a response: in a situation in which 
we face scientifically plausible catastrophic harms, a precautionary 
approach is warranted, as embodied in the 2 °C or 1.5 °C target. What is 
more, when many of these potential harms fall in the first instance upon 
the poorest populations and will do so as a result of our own activities, we 
have a moral duty to cease these activities and adopt policies that protect 
the most vulnerable from catastrophic harms.

14.3  Optimization Integrated Assessment 
Models

According to expected utility theory, we should adopt the climate policy 
that maximizes expected utility. Calculating the expected utility associ-
ated with a climate policy requires as inputs, first, the costs and benefits 
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of different policy choices, including the economic costs of mitigation 
measures as well as the future benefits of reductions in temperature 
increases, and, second, a probability distribution over costs and benefits. 
In practice, the maximization calculation is performed with the help of 
so-called “optimization integrated assessment models” (IAMs). These 
models couple an economic general equilibrium model to an extremely 
simplified climate model with the aim of representing the impacts of 
climate change on human welfare, the impact of changes in economic 
activity on GHG emissions, and the effect of mitigation measures on 
economic growth. The IWG considered three widely discussed IAMs in 
its calculation of the social cost of carbon: William Nordhaus’s DICE 
model (Nordhaus 2008), which is one of the earliest optimization IAMs 
and remains one of the most influential models; the PAGE model, which 
was used in the Stern Review (Stern 2007); and Richard Tol’s FUND 
model (Tol 2002a, b).

The two core components of optimization IAMs—a climate model 
and an economy model—are coupled through two different channels: 
economic activity is assumed to affect climate change through the emis-
sion of greenhouse gases (GHGs); and economic activity is modeled as 
being affected by climate change through a so-called “damage function.” 
Optimization IAMs are used to determine what the optimal emission 
abatement strategy would be by maximizing the present value of overall 
utility, which consists in an aggregate of utilities across time. Any such 
cross-temporal aggregation faces the problem as to what relative weight 
to assign to utilities at different times. It is common practice to discount 
future utilities with respect to the present. The choice of discount rates is 
one of the areas of criticism on which conservative critics focus. The IWG 
calculated values for the SCC for three different discount rates, 2.5%, 
3%, and 5%. The resulting values for the SCC, reported on the EPA 
website, are $56, $36, and $11.2 As is evident from these results, the 
choice of discount rate has a large influence on the value of the SCC. A 
large discount rate has the effect of minimizing the influence of costs or 
benefits far in the future on policy decisions today.

In what follows, I want to discuss three areas in which uncertainties 
arise—the calibration of an IAM’s climate model, the discount rate cho-
sen in the economy model, and the choice of damage function modeling 
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climate impacts. A full accounting would have to include many more 
uncertainties, but my discussion will serve to illustrate the general prob-
lem faced by treating climate change within the framework of expected 
utility theory.3

 Climate Sensitivity

The climate model of an IAM consists of a small number of equations 
with parameters, whose values need to be calibrated with the help of 
more complex climate models. One central parameter is the so-called 
“equilibrium climate sensitivity,” or ECS, which is defined as the equilib-
rium mean surface temperature response to a doubling in atmospheric 
CO2. The IPCC report (AR5) provides probability density functions for 
the value of ECS, which are derived from complex climate models or 
paleo-climate data (Intergovernmental Panel on Climate Change 2014, 
Fig. 10.20a – see Fig. 14.1).

Now the first thing to note is that climate scientists know a lot about 
the value of the climate sensitivity. According to the (AR5), “there is high 
confidence that ECS is extremely unlikely less than 1°C and medium confi-
dence that the ECS is likely between 1.5°C and 4.5°C and very unlikely 
greater than 6°C” (Intergovernmental Panel on Climate Change 2014, 
10.8.2). Thus, we know a range of values within which the climate sensi-
tivity is very likely to fall. The second thing to note is that the climate 
sensitivity is much better constrained on the lower end: it is reported to 
be, with high confidence, extremely unlikely to be less than 1 °C, but it is 
only very likely less than 6 °C and the latter statement is only made with 
medium confidence.4 The third thing to note is that even though we know 
a lot about the value of the climate sensitivity, what we know is not enough 
to perform a cost-benefit analysis or welfare maximization analysis. In 
order to calculate the optimal emissions policy, we would need to know 
either with certainty what the consequences of different emissions policies 
would be or (at least) the probabilities with which different consequences 
would occur. But in order to derive a single probability distribution for 
ECS, we would have to know what the probabilistic dependencies between 
the different models are from which the IPCC distributions for ECS are 
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derived. And these dependencies are unknown. Thus, despite the fact that 
we know quite a bit about the value of ECS, we are in a situation of deep 
or “Knightian” uncertainty with respect to its value—that is, not only is 
the precise value of ECS unknown, but we do not even have grounds for 
associating a specific probability distribution with ECS.

IAMs “solve” this problem by simply positing a probability distribu-
tion that is peaked at the center of the IPCC range but no formal justifi-
cation for this procedure is given. Moreover, the probability distributions 
posited by different IAMs are symmetric and ignore the possibility of 
extreme runaway climate change, which according to some models has a 
low but non-negligible probability of occurring. Some studies cited in 
(AR5) arrive at probability distributions for ECS with very “fat upper 
tails” that go to zero much more slowly than a normal distribution does 
and predict small but non-negligible probabilities for values of 6 °C or 
above for ECS. A study by the economist Martin Weitzmann (Weitzman 
2012) suggests that the fat upper tails of the distribution have a signifi-
cant effect on the optimal climate policy under uncertainty and that the 
expected size of the damages may be sensitive to the precise shape of the 
tails. But the shape of the tail of the distribution is even more difficult to 
determine than is its shape in the center, since by its very nature, there are 
many fewer climate model runs that are associated with tail events. The 
IAMs considered by the IWG simply ignore this complication by assum-
ing a symmetric, thin-tailed distribution: a normal distribution in the 
case of Nordhaus’s DICE and a triangular distribution (with no tails) in 
the case of the PAGE model. Hence, IAMs turn deep uncertainties into 
precise probabilities and do this in a manner that skews uncertainties 
towards less serious threats.

There is another problem with IAMs’ treatment of the climate sensitiv-
ity. Most of the probabilities for ECS summarized by the IPCC are 
derived within the framework of different climate models. The probabili-
ties are conditional only on those features of the climate system that are 
represented within a model but do not take into account any idealiza-
tions of the models or any factors that the models abstract away. That is, 
the IPCC probabilities for ECS are what one might call “model-based 
probabilities” and not yet decision-relevant probabilities. Sophisticated 
climate models offer an increasingly fine-grained representation of the 
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climate system and include more and more factors that are believed to be 
relevant to the overall state of the system. But many potentially impor-
tant factors are still omitted. These include melting of the Greenland and 
Antarctic ice sheets; melting of the permafrost and large-scale release of 
methane from Siberian methane clathrates; release of seabed methane; 
and the release of carbon stored in the soil as a result of warming. Now it 
turns out that the factors not represented in the models tend to be positive 
feedback factors that exacerbate the rate of warming and could result in 
“tipping point” behavior. Indeed, Previdi et  al. (2013) argue that ECS 
would be between 4 °C and 6 °C, if the ice sheet and vegetation albedo 
feedback were included. By contrast, climate scientists are not aware of 
large potential negative feedback factors that are left out in climate mod-
els. As Sir Nicholas Stern puts it, quoting Sir Brian Hoskins: climate 
models predict “the climate we get if we are very lucky” (Stern 2013, 
842). Decision-relevant probabilities would also have to take into account 
the probabilities of futures in which we might not be so lucky—but these 
are probabilities that we do not know.

That climate models only provide us with model-based probabilities is 
not a criticism of climate models. Since the omitted factors cannot yet be 
adequately modeled, it is reasonable to exclude them. It is also not a criti-
cism of integrated assessment models that take the values of their input 
parameters from climate models. Rather it is a criticism of the use of 
IAMs and climate models in climate policy discussions as directly offer-
ing us policy advice. The probabilities provided by climate models do not 
represent scientifically considered degrees of belief concerning future 
states of the climate system. Rather, they at best are probabilities under 
certain idealizing assumptions that we know to ignore significant climate 
risks. Moreover, there is no well-defined procedure for generating 
decision- relevant probabilities from the model-based probabilities, since 
there simply is not enough evidence that would allow us to tightly con-
strain probabilities for the various factors not included in the model. We 
simply do not know what the probabilistic risks associated with the omit-
ted factors are.

This is not to say that we have no knowledge concerning these risks, 
just as the fact that there is deep uncertainty concerning the value of the 
climate sensitivity does not imply we have no knowledge of what its value 
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may be. For example, there exists a variety of evidence, including paleo- 
evidence, for temperature bands in which different climate tipping points 
are likely to occur (see Schellnhuber et al. 2016). The question, however, 
is how best to represent this kind of knowledge and our different levels of 
confidence in various claims and what an appropriate decision procedure 
is in light of existing deep uncertainties.

Summing up this brief survey of the use of climate models in inte-
grated assessment modeling, I have pointed to two distinct problems. 
First, by ignoring uncertainties models feign precision where none can be 
had. Users of the models, such as the IWG, posit precise probability dis-
tributions for parameters, for which we at best have qualitatively weighted 
plausible ranges of values. Second, the probability distribution used in 
calculating the expected utility of various climate policies skew towards 
what in light of the existing evidence appear to be overly optimistic 
assumptions. Thus, the upper fat tails of model-based distributions are 
ignored, as is any adjustment of the model-based distributions to take 
into account positive feedbacks not modeled. Nordhaus justifies his 
choice of a normal distribution by saying that introducing a fat tailed “is 
highly speculative” (Nordhaus 2008, 106). But his own choice of distri-
bution is of course no less speculative and suggests the rather optimistic 
decision rule that in situations of deep uncertainty we are entitled to limit 
the choice of models to those that are mathematically tractable and con-
servative in their damage estimates.

This second problem, it is worth pointing out, extends far beyond the 
use of IAMs and plagues discussions of the 2 °C goal as well. The total 
carbon budget that in policy discussions has come to be commonly asso-
ciated with a 2 °C target, one trillion ton of CO2 emissions, is calculated 
with the help of climate models, which give only a 66% chance of tem-
peratures remaining within the target. This, it is important to emphasize, 
is a model-based probability. So even though the Paris target is best 
understood as being underwritten by broadly precautionary consider-
ations, using purely model-based probabilities, which arguably underes-
timate climate risks, and focusing on a carbon budget that even under the 
models’ idealized assumptions promises only a 66% probability of suc-
cess may strike one as mixing precaution with a strong dose of 
recklessness.
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 Modeling Welfare

The second core component of an IAM is an economy model with a wel-
fare function representing overall global welfare at a time. In principle, 
the concept of welfare equivalent consumption is meant to be very broad 
and include consumption and enjoyment of any good that we value, 
which includes goods that are not marketable and do not have a market 
price, such as, arguably, environmental goods and services. Thus, 
Nordhaus says: “Economic welfare should include everything that is of 
value to people, even if those things are not included in the market place” 
(Nordhaus 2008, 13). In practice, however, explicit claims to the con-
trary, non-marketable goods are simply ignored and welfare equivalent 
consumption is measured in terms of GDP.

To the extent that consumption of environmental services is included 
at all, the use of a single aggregate quantity of consumption as a measure 
of welfare implies that produced goods and environmental goods are 
treated as perfectly substitutable for each other (Sterner and Persson 
67–68). That is, it is assumed that the rate of exchange between environ-
mental and produced goods is not affected by the relative scarcity of 
goods of one type with respect to goods of the other and environmental 
damages can always be substituted for one-to-one by increases in material 
consumption. As Stephen Gardiner argues (Gardiner 2011), this assump-
tion has the disturbing consequence that overall welfare could continue 
to increase, even if humans were eventually forced to live under artificial 
domes due to the negative consequences of climate change, as long as 
increases in the consumption of produced goods are large enough to 
make up for the loss in environmental goods.

It is important to distinguish two distinct criticisms in this context. 
The first, discussed by Gardiner, is the claim that an enjoyment of the 
environment cannot be monetized at all. Thus, no matter how high the 
growth in GDP is in the dome world, the loss in non-monetary welfare 
cannot be made up for by consumption of produced goods. Monetizable 
and non-monetizable goods are incommensurable, one might hold. 
Defenders of expected utility theory can respond to this challenge by 
arguing that as a matter of fact we do reach policy decisions by compar-
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ing environmental and economic goods; thus these goods must be com-
mensurable in practice.

The second criticism grants that environmental and economic goods 
are commensurable, but maintains that it is unrealistic to assume that 
they will be perfectly substitutable with produced goods. More plausibly, 
we should expect that as environmental goods become scarcer their rela-
tive price would go up, which will result in an increased importance of 
these goods in the overall economy. Indeed, as Sterner and Persson (2008) 
have shown for Nordhaus’s DICE model, positing a two good economy 
with an environmental good that is not fully substitutable with an eco-
nomic good results in a much more stringent climate policy as optimum 
than if we assume only a single good.

As we have seen, some critics of the IWG’s calculation of the social cost 
of carbon criticize the IWG for appealing to value-laden assumptions. 
But both the question as to what goods to include in the welfare function 
and the question to what extent different goods are substitutable depend 
on our values. In asking what the costs and benefits of a given climate 
mitigation policy are, we are, of course, asking what the costs and benefits 
are for us. And, hence, any answer to that question essentially depends on 
what we value. Thus, determining what the optimal climate policy is, is 
ineliminably also a normative issue. One might reply that the task of 
regulatory analysis is more narrowly defined as that of calculating the 
economic costs and benefits of governmental rule making. But that does 
not avoid but merely postpones the need for a more comprehensive 
examination of potential impacts of climate policy on human welfare 
broadly understood and the question as to how we value different impacts.

Thus, it is no criticism of IAMs that they contain normative assump-
tions. Instead we should ask, first, if a model’s normative presuppositions 
are made as explicit as is possible, and, second, whether a model’s norma-
tive assumptions are the ones we ought to share.

 Future Discounting

If we want an IAM to answer the question whether the costs associated 
with present-day mitigation measures are justified by their future bene-
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fits, the model has to aggregate welfare or utility across different times. 
Any such cross-temporal aggregation faces the problem what relative 
weight to assign to utilities at different times. It is common practice to 
discount future utilities with respect to the present. But what is the cor-
rect discount rate to use? There is widespread disagreement in the litera-
ture not only on what choice of discount rate is appropriate but even on 
what the proper methodology for choosing a discount rate ought to be. 
What makes matters worse is, as we have seen, that predictions derived 
from IAMs are extremely sensitive to the choice of discount rate. Thus, 
the stark disagreement on optimal abatement measures between 
Nordhaus’s DICE model and the PAGE model used in the Stern Review 
is to a significant extent due to the large difference in the presupposed 
discount rates between the two models: 5.5% in Nordhaus’s case as 
opposed to 1.5% in the Stern Review. Indeed, it is often claimed (not 
entirely correctly) that whether an IAM recommends modest or stringent 
abatement measures is largely determined by the choice of discount rate.

There exists a large literature on the problem of future discounting. 
Here I want to focus on only one issue that highlights both how large the 
uncertainties affecting cost-benefit analyses are and also the normative 
consequences of certain modeling assumptions. One prominent source 
of disagreement is over the issue whether determining the discount rate is 
a normative or descriptive question (see, e.g., Posner and Weisbach 2010). 
Advocates of a descriptive approach argue that the discount rate reflects 
the opportunity costs of an investment and therefore can be determined 
empirically by examining existing rates of return on investments. 
Advocates of the normative approach hold that the discount rate depends 
on ethical judgments concerning our obligations toward the future. Yet, 
as Fleurbaey and Zuber (2012) have argued, the two sides of the debate 
aim at different targets.6

It is a normative question what our ethical obligations toward the 
future are. Comparing different rates of return on investment can only 
tell us whether a given investment is an efficient way of transferring 
wealth to the future, but it does not tell us that we should invest for the 
future. One might reply that expected utility theory answers this ques-
tion for us: we should invest for the future, if that results in an increase in 
overall cross-temporal utility or welfare. But making this calculation pre-
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supposes that we can compare and aggregate welfare across time. And this 
is what the discount rate allows us to do by enabling us to calculate the 
net present value of cross-temporal welfare.

There are two normative issues that affect the net present value of wel-
fare at some time other than the present. The first issue is whether present 
welfare should be valued more highly just because it occurs in the pres-
ent. How we decide this issue, is reflected in the choice of the so-called 
“pure rate of social time preference,” which determines to what extent we 
take present welfare to possess an intrinsically higher value than welfare 
at other times. If we adopt a temporally egalitarian view, according to 
which welfare or utility is not valued higher just simply because of the 
time at which it exists, the pure rate of social time preference would be 
equal to zero.

The second normative issue concerns the shape of the utility function. 
It is common to adopt the law of diminishing marginal utility and assume 
that marginal utility declines. Thus, the discount rate is partly a measure 
of our (not inherently intertemporal) inequality aversion.

The two normative issues need to be distinguished from the descriptiv-
ists’ concern. Once we have decided on normative grounds what our debt 
to the future ought to be, we can consider, for a given investment, what 
its opportunity costs will be, and thus ask whether a given policy or proj-
ect provides us with the most efficient means are for transferring wealth 
from the present to the future. Here, comparison with market rates mat-
ter. That is, within the framework of expected utility theory, the discount 
rate (including the measure of inequality aversion) tells us whether and 
how much we should invest for the future. Market rates then tell us what 
the most efficient investment is. As Fleurbaey and Zuber point out, if we 
are only considering different investments with the same time profile, 
then there is no need to appeal to discount rates in this second step, since 
we can directly compare the different rates of return. However, if we con-
sider investments with different time profiles—for example, shorter-term 
market investments with investments into a climate policy with very 
long-term benefits—we need to compute the net present value of the dif-
ferent investments to be able to compare their overall values.

If we set the pure rate of social time preference equal to zero, as many 
philosophers and economists argue we should,7 the choice of discount 
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rate is an expression of inequality aversion. Standard IAMs consider a 
representative consumer at each time and consider the wealth transferred 
between representative consumers at different times. If we assume posi-
tive worldwide economic growth, then we are justified to discount future 
welfare simply because the future will be richer than we are today. But as 
Fleurbaey and Zuber (2012) show, this assumption changes dramatically, 
if we adopt a slightly more complex model that allows for different popu-
lations at each time with different levels of wealth. In a model that 
includes the transfer of wealth between different populations at different 
times (with different discount rates depending on the relative wealth of 
the respective populations), the overall discount rate will, in the long run, 
be mathematically dominated by the discount rate governing the transfer 
from worst-off populations in the present to worst-off populations in the 
future.

The effect of this is that discount rates may very well be negative. If the 
costs of a climate policy are carried by the high emitters of greenhouse 
gases, who also tend to be among the most affluent, and the beneficiaries 
include many of the future poor (as will arguably be the case), then such 
a policy should be evaluated with a negative discount rate. What is more, 
if we make the not implausible assumption that there will be climate 
change losers among the poorest populations, wealth transfer from the 
present poor to the future poor will be transfer from a comparatively 
richer population to even poorer populations in the future. Thus, even a 
climate policy that asks the present-day poor to contribute to mitigation 
costs could have a negative discount rate, as long as there are climate 
change losers among the presently poor populations. And this will be so 
even if we assume that global welfare will increase overall and, hence, that 
more highly idealized IAMs, which only posit a single representative con-
sumer at each time, will posit a positive future discount rate.

As the IWG’s analysis shows, the choice of discount rate has a large 
effect on the optimal climate policy and on the social cost of carbon. 
Moreover, since the choice of discount rate is a measure of inequality 
aversion (and also a measure of the degree of pure time preference for the 
present), it reflects ethical assumptions. In this sense, then, the criticism 
by the IER economist Murphy is correct: the overall SCC is “a very mal-
leable figure dependent on subjective modeling assumptions, and can be 
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made large, small, or even negative depending on parameter choices.” 
The choice of discount rate does not purely represent non-normative 
facts. Yet Murphy’s characterization of the discount rate as a subjective 
modeling assumption makes it appear as if the choice was arbitrary. But 
that does not follow. Just as we can hope that our choice of climate 
parameters represent the climate system adequately (in a given context 
and for a given purpose), so we can hope that the normative parameters 
adequately represent either our actual normative preferences or the pref-
erences we ought to have.

In fact, the problem with the IWG’s calculation of the social cost of 
carbon is not, as Murphy charges, that it is based on moral or ethical 
assumptions. The climate problem is a moral problem just as much as it 
is a scientific problem and any adequate discussion of climate policy has 
to engage with the moral challenges raised by climate change. Rather the 
problem is that some of the modeling choices and even the choice of 
modeling framework, first, imply normative assumptions that are not 
made explicit and, second, restrict the type of ethical considerations that 
can be brought to bear on our policy choice.

By modeling each generation in terms of a single representative con-
sumer standard IAMs ignore inequalities among each generation with 
significant consequences for the choice of discount rate. But the problem 
runs deeper than that. Not only do standard IAMs ignore wealth inequal-
ities among each generation, but the utilitarian framework within which 
the IGW’s calculation is performed is blind to considerations of justice 
and harm, which arguably are at the core of the moral problem posed by 
climate change.

There are strong intuitions, I take it, that Fleurbaey and Zuber’s result 
gets at something important: a model allowing for different contempora-
neous populations with an overall discount rate that is dominated by that 
between the worst-off at different times seems to get something right. I 
want to submit that this intuition has less to do with the fact that the 
model takes inequality aversion more comprehensively into account than 
models with a single representative consumer do. Rather, the intuitive 
appeal of the result lies in the fact that it ends up favoring those who both 
are the most threatened by climate change and are the least responsible 
for climate change. Fleurbaey and Zuber themselves hint at this when 

 Modeling Climate Policies: The Social Cost of Carbon... 



432 

they support their analysis by saying that “mitigation efforts, when they 
are well conceived, should put the burden on the high emitters who are 
typically among the affluent members of the present generation” (15). 
But that well-conceived mitigation measures should put the burden on 
high emitters does not fall out of a pure cost-benefit analysis, which at 
best can favor a redistribution of welfare from the rich to the poor. 
Instead, that high emitters should carry the main costs of a climate policy 
is suggested by principles of fairness or justice (see, e.g. Shue 2014). We, 
as high emitters, are harming future generations, and in particular the 
future poor in less developed countries, by threatening to deprive them of 
an environment in which they can support themselves and thrive. A cost- 
benefit analysis is blind to this fact, even if it can take the situation of the 
poorest populations into account “through the backdoor” through a neg-
ative discount rate.

 The Damage Function

The last aspect of IAMs I want to comment on is the so-called “damage 
function” that represents the effects of temperature increase on economic 
systems. IAMs couple a climate model to a welfare function in two ways: 
first, consumption is taken to affect GHG emissions and, second, climate 
change is taken to affect consumption through a damage function.

Nordhaus’s DICE model assumes that the effects of climate change 
on the economy can be represented in terms of a single temperature- 
dependent damage function of the form C(T)=1/[1+(T/a)b]. Nordhaus 
chooses a quadratic function with b=2, a choice that has become par-
ticularly influential in IAM modeling. The PAGE and FUND models 
contain more complex treatments of damages, aggregating several sector 
and region specific damages. Climate damages are significantly more 
uncertain than the climate system’s response to GHG emissions. While 
the treatment of damages by the three models is to some extent sup-
ported by climate impact studies, empirical constraints here are much 
weaker than in the case of climate models and damage models rely 
largely on older impact studies, some dating to the 1990s (National 
Academies of Sciences 2017). In addition, the different treatments of 
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damages are not independent of each other (with PAGE as the most 
recent model having been partly calibrated against FUND and DICE); 
thus the IWG’s procedure of averaging the three different damage func-
tions is not an adequate method for sampling the full space of potential 
damages.

Moreover, standard IAMs arguably severely underestimate possible cli-
mate damages. For a difficult-to-fathom 8 °C increase in global tempera-
tures, the DICE and PAGE models predict “only” damages amounting to 
roughly 15% global GDP—a loss that would correspond to taking the 
20,106 US GDP back to its 2004 level—while the FUND model pre-
dicts damages of roughly 6% GDP (i.e. less than a three-year delay for 
the United States in GDP growth as compared to no climate change).8 
Thus, one may worry that damage estimates by the main IAMs are 
extremely optimistic. This worry gains some support from a recent paper 
that reaches dramatically different conclusions about prospective climate 
damages: Burke et al. (2015) consider economic data from 166 countries 
in the years 1960–2010 to determine how changes in economic activity 
are coupled to annual fluctuations in temperature. Their study finds that 
under business as usual damages in 2100 will be an entire order of mag-
nitude higher than those predicted by the IAMs used by the IWG, even 
when focusing on temperature effects alone and ignoring sea-level rise 
(see Sect. 14.2). In addition, Burke et  al. find that damages will be 
extremely unequally distributed and will lead to an extreme widening of 
global income inequality. While climate damages in North America or 
Central Europe may be small enough to allow overall economic growth, 
Sub-Saharan Africa or South Asia are projected to see a catastrophic 75% 
decrease in GDP per capita (Fig. 14.2).

Thus, again we find that standard IAMs do not adequately represent 
the uncertainties associated with climate change and arguably underesti-
mate the threats to the poorest and most vulnerable populations. Since 
the DICE model only has a single aggregate damage function, it cannot 
discriminate between different regional climate risks. But even the FUND 
model, which contains the most sophisticated treatment of damages, in 
addition to its overall rather optimistic view on damages ends up down-
playing damages to the poorest countries by aggregating estimates of 
absolute values of damages. Thus, what may be devastating losses to GDP 
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in some of the poorest countries will only show up as apparently rela-
tively manageable reductions in global GDP.

14.4  Uncertainty and Precaution

Our brief survey of some of the core features of the IAMs used by the 
IWG to calculate the social cost of carbon suggests that some of the US 
conservatives’ criticisms of the IWG’s approach are warranted. In particu-
lar, the IWG posits precise values for some parameters and probability 
distributions for the values of other parameters even though the values of 
the parameters in question are deeply uncertain and we do not know 
what the appropriate probability distributions associated with their val-
ues would be. Thus, critics are right in contending that the IWG’s esti-
mates of the SCC depend on scientifically not sufficiently constrained 
modeling assumptions. The IWG treats climate damages as a problem of 
risk with known probabilities, which cannot be fully scientifically justi-
fied, rather than as a problem of deep uncertainties. In this sense, Murphy 
is right that the IWG’s modeling assumptions are “subjective.”

One might argue that the IWG is aware of this problem and responds 
to it by not just calculating a single value for the SCC but by proposing 

Fig. 14.2 Calculation of prospective damages from business-as-usual climate 
changes (From Fig. 5b, Burke et al. 2015, p. 4)
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three different values. In fact, one response to the decision problem under 
deep uncertainty faced by the IWG might be to run IAMs under a whole 
range of different assumptions exploring the space of scientifically plau-
sible values for its key parameters and thereby derive a range of value for 
the SCC. But, first, this is not really what the IWG is doing, since the 
only quantity that they vary in their three estimates is the discount rate; 
and even here the IWG dramatically underestimates the range of plausi-
ble values. On the one hand, one of Murphy’s complaints is that the 
IWG does not also calculate a SCC for a discount rate of 7%, even 
thought the US Office of Management and Budget instructs that a 7% 
rate should also be used for regulatory analysis in addition to a 3% rate. 
On the other hand, there are compelling arguments for using a negative 
discount rate, as we have seen above.

Second, if we use IAMs to generate a range of values for the SCC, we 
would have moved outside of expected utility theory since our calcula-
tions would no longer by themselves be able to deliver an answer to the 
question as to what climate policy to adopt. Rather the range of calcu-
lated values would have to be supplemented by an additional decision 
strategy that tells us how to decide on a value for the SCC given the cal-
culated range of values.

What decisions strategy ought we then to adopt? In this section, I will 
discuss four influential responses to the problem of deep uncertainties in 
the context of climate change, ultimately arguing for a precautionary 
approach.

One response to the problems I have discussed is to argue that they do 
not provide a sufficient reason to abandon expected utility theory. Thus 
the philosopher John Broome writes:

The lack of firm probabilities is not a reason to give up expected value 
theory. You might despair and adopt some other way of coping with the 
uncertainty […] That would be a mistake. Stick with expected value the-
ory, since it is very well founded, and do your best with probabilities and 
values. (John Broome in Climate Matters)

Broome’s answer to the lack of probabilities is that we simply should do 
the best we can with positing sharp probability distributions. And 
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arguably it is possible to address at least some of the problems we dis-
cussed within the framework of expected value theory. Models could 
more fully keep track of uncertainties and modelers could choose prob-
abilities that are not unjustifiably optimistic and that do a better job at 
taking catastrophic risks into account than existing IAMs do. Moreover, 
we should develop models that provide representations of social and 
economic systems that are fine-grained enough to allow us to capture 
inequalities among different populations as far as threats and damages 
are concerned. Broome would argue that once we do much better with 
probabilities and values than existing IAMs do, then expected value 
theory, due to its formal foundation, does provide us with the best tool 
for deciding on a climate policy.

Positing precise probability distributions, one might hold, is no differ-
ent in kind from the standard practice of making idealizing assumptions 
in science. Every scientific model will be idealized in some ways—
expected utility theory with its probability distributions is no different. 
But while some of the uncertainties that we discussed are sufficiently 
constrained that we could plausibly be expected to trust models that do 
their “best with probabilities and values,” as far as these aspects of the 
model are concerned, other uncertainties are so severe that any probabil-
ity distribution will appear arbitrary and not scientifically sufficiently 
motivated. The value of the climate sensitivity ECS may be an example of 
the former kind. We may be able to settle on some reasonable asymmet-
ric, somewhat fat-tailed distribution that does a reasonably good job at 
capturing all the probabilistic information about the value of ECS that 
climate models provide. It is much less clear, however, how to move from 
such a model-based distribution to a decision-relevant probability distri-
bution, since it is unclear whether we have reasonably reliable estimates 
for the probabilities of the various factors ignored in our models. And 
what an appropriate probability distribution for globally aggregated cli-
mate damages ought to look like is even less constrained by available 
evidence.

We might nevertheless want to concur with Broome and argue that we 
just have to do the best we can in picking probability distributions, even 
though some of the probabilities will be to some extent arbitrary. Yet the 
danger with sticking with expected value theory is that there will have to 
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be some motivation underlying our choices—be it implicit values or 
purely subjective preferences—and this motivation will be buried under-
neath the purported mathematical precision of our calculation. The 
mathematically precise outputs of our models suggest a scientific well- 
foundedness that belies the deep uncertainties of the inputs.9 In addi-
tion—and equally as troublesome—expected value theory is, as I have 
argued above, blind to central moral dimensions of the climate problem, 
such as considerations of justice.

If we do not follow Broome’s advice and give up on expected value 
theory, which decision strategy ought we to follow? Before discussing a 
precautionary approach, I want to distinguish two different decision 
strategies in the face of deep uncertainty that, while perhaps not scientifi-
cally important, are politically quite influential and have more or less 
explicitly been endorsed by officials and policy advisors associated with 
the Trump administration. The first strategy, which has been advocated 
by Secretary of State Rex Tillerson, is that in situations of deep uncer-
tainty we should ignore any deeply uncertain consequences of our policy 
decisions. Thus Tillerson has said: “It is a judgment of balance between 
future climatic events which could be catastrophic but are unknown, by 
the IPCC’s own acknowledgement, and more immediate needs of 
humanity today to address poverty, starvation, broad-based disease con-
trol, and the quality of life that billions of people are living in today, 
which is unacceptable to many of us.”10

The current poor, it is often claimed, are energy-poor. They rely on 
energy—and, hence presently still on carbon emissions—not only to 
escape poverty but as a means of survival. On this point, Tillerson will 
find broad agreement. But while some would argue that the energy-needs 
of the current poor are a constraint on climate policy just as much as the 
threats associated with unabated emissions are (see e.g. Shue 2014), 
Tillerson suggests that, because of the deep uncertainties in climate pre-
dictions, in deciding on whether or not to reduce carbon emissions we 
ought to focus exclusively on the needs of the present poor (and on the 
value associated with maintaining our “quality of life”). Faced with the 
need to help the present poor and uncertain future climate threats, the 
fact that the latter threats are infected by deep uncertainties allows us to 
ignore these threats—or at the very least, the deep uncertainties associ-

 Modeling Climate Policies: The Social Cost of Carbon... 



438 

ated with precise climate predictions are sufficient to trump any concern 
about catastrophic climate change, no matter how catastrophic possible 
climate damages might be.

Now, one might think that it is obviously a mistake to ignore threats 
simply because they are associated with deep uncertainties. Yet there is an 
argument that suggests that not ignoring deeply uncertain threats can result 
in paralysis. Take a situation in which uncertain threats suggest a certain 
policy response, perhaps based on precautionary considerations. In many 
cases, we can imagine highly speculative and outlandish chains of events, 
according to which the proposed policy would itself result in catastrophic 
consequences. And while the chain of events we are imagining might be 
utterly implausible, the more outlandish the scenario we are imagining is, 
the less likely it might be that we can give a precise, albeit small probability 
for the scenario’s occurrence. Now, if we could associate probabilities with 
various catastrophic outcomes, expected utility theory would tell us how 
serious we ought to take these outcomes. The worry is that under condi-
tions of deep uncertainty—that is, without being in possession of probabil-
ity distributions—we have to treat all catastrophic threats on a par. But 
then we may frequently find ourselves in situations of paralysis in which a 
decision strategy will counsel both for and against a given policy. In effect, 
Tillerson’s strategy responds to the problem of paralysis by proposing that 
deeply uncertain threats ought to be ignored in decision making.

But do we really need to consider all uncertain threats? Just as consid-
ering uncertain purely speculative threats may lead to paralysis, ignoring 
threats just because we cannot associate precise probabilities with them 
may strike us as reckless. A more promising reply to the argument is the 
following. Allowing that some uncertainties cannot be represented in 
terms of precise probabilities does not imply that all deeply uncertain 
outcomes have to be treated equally. It may be possible to introduce yet 
more fine-grained non-probabilistic distinctions, but at the very least we 
should distinguish between threats that have at least some minimal plau-
sibility and arise as the result of reasonably well-understood mechanisms 
and threats that are outlandish and purely speculative. We only have to 
consider the latter in decision problems. That is, threats only have to be 
taken into account if they do not violate what Henry Shue has called an 
“anti-paranoia requirement” (Shue 2015, 88).
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Climate threats clearly satisfy Shue’s requirement. Recall our discus-
sion of the climate sensitivity above. The basic physical mechanisms 
behind anthropogenic climate change are well understood. Even though 
no precise probability distribution for ECS can be given, we know that it 
is likely to be between 1.5 °C and 4.5 °C (at least under climate models’ 
idealizing assumptions). And while the science of climate damages is 
much less settled than basic climate science is and, hence, Burke et al.’s 
estimate of the damage function is a lot more uncertain than estimates of 
ECS, their study is based on a wealth of historical data and suggests a 
rather robust relationship between temperature changes and economic 
activity.

Tillerson’s strategy is to completely ignore threats in situations charac-
terized by deep uncertainty. A second decision strategy is implicit in the 
claims by the IER’s Murphy and by Trump’s advisor Perry that the SCC 
ought to be close to zero. Murphy and Perry’s strategy is to cherry-pick 
data and modeling assumptions in the face of uncertain predictions. As 
Murphy and others correctly point out, there does exist a selective body 
of evidence that jointly appears to support the view that climate change 
poses no serious threat. Thus, there are some studies that arrive at a value 
for the climate sensitivity at the lower end of the IPCC range (e.g., Otto 
et al. 2013); the FUND model posits that the effects of climate change 
will be positive up to a temperature increase of 2.5 °C and, some argue, 
nevertheless overestimates damages (see Johnston 2016); and the OMB 
instructs that a discount rate of 7% be one of the values used in regula-
tory analysis. Combining these assumptions may indeed result in a SCC 
that is close to zero or even negative.

Yet Murphy and Perry’s cherry-picking of assumptions appears even 
less justified than Tillerson’s strategy. While Murphy is correct that some 
climate models predict a value for the ECS of only 1.5 °C, others allow 
for a value of up to 6 °C. Thus, Previdi et al. (2013) argue that ECS is 
significantly higher than the IPCC range, between 4 °C and 6 °C, if ice 
sheet and vegetation albedo feedbacks are included. While he is correct 
that the FUND model predicts that economies will be relatively resilient 
in the face of rising temperatures, Burke et al. (2015) predict damages an 
order of magnitude higher than standard IAMs and a catastrophic drop 
in economic activity in many regions of the world under a business-as- 
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usual scenario. And while Murphy is correct that the OMB instructs that 
a discount rate of 7% also be used, taking the threat to poorer popula-
tions seriously suggests that we use a negative discount rate. Now, there 
may be scientific reasons to trust some of these predictions more than 
others. But if, as Murphy himself argues, our knowledge of the relevant 
parameters ultimately remains deeply uncertain, proposing to base policy 
decisions on a combination of the most optimistic assumptions suggests 
a preference for an extremely risk-seeking decisions strategy.

There is, of course, another approach to decisions under conditions of 
severe uncertainty that provides an alternative to the strategies advocated 
by Tillerson and Murphy—an approach that in light of the severity of the 
threats posed by climate change seems significantly more prudent than its 
two rivals—and that is a precautionary approach. Henry Shue (2015) has 
identified three conditions under which prompt precautionary action is 
required. These conditions are: (i) we are facing the possibility of massive, 
catastrophic losses; (ii) the mechanisms by which these losses can occur 
are well understood and are scientifically plausible, even though we can-
not give precise probabilities; and (iii) the costs for preventing these losses 
are not excessive. The second condition is the anti-paranoia requirement. 
The third condition, like the second condition, helps to prevent paralysis. 
If there were uncertain possible costs of preventing a catastrophe that are 
comparable to possible losses from the catastrophe, then a precautionary 
approach might recommend for and against taking preventive measures 
(see also Steel 2014). All three conditions are met in the case of climate 
change.

Now one might think that the choice between Murphy’s or Tillerson’s 
decision strategy and a precautionary approach is ultimately a matter of 
taste. Prudence might suggest a precautionary approach, particularly in 
light of the stakes involves, but those brave or reckless enough might 
favor a more risk-seeking strategy. But there is a further feature of the 
climate problem that implies that a precautionary approach may not only 
be prudent but is in fact morally required. What is morally odious about 
Tillerson’s or Murphy’s extreme risk-seeking approach to climate change 
is that they seek risks not for themselves, but that their strategy exposes 
future generations, and in particular the future poor, to grave threats. In 
deciding on a climate policy, we are in the main not considering threats 
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of possible harm to ourselves but threats to others—we are considering 
whether or not to engage in activities that threaten to expose others to 
grave harms. If future generations, and in particular future populations in 
less developed countries and in countries more exposed to climate risks, 
have a right to food, to water, to shelter, and, more generally, to an envi-
ronment that sustains them and in which they can thrive, then we have a 
moral duty not to engage in activities that seriously put these rights in 
jeopardy. Moreover, as Shue has argued, our duty is not mitigated by the 
fact that the threats at issue are uncertain. As Shue says: “If I play Russian 
roulette with your head for my amusement as you doze and the hammer 
of the revolver falls on an empty chamber, I will have done you no physi-
cal harm. But I will have seriously wronged you by subjecting you to that 
unnecessary risk” (Shue, Deadly Delays, 152). We wrong future genera-
tions by exposing them to the risk of serious harms as a consequence of 
our actions.

I have argued here for a precautionary approach to climate policy. Yet 
I have not proposed a specific decision rule. Rather I have argued for 
precaution as a procedure rule or for, what Steel calls a “meta- precautionary 
principle” (Steel 2014, 9). Steel’s meta-cautionary principle “asserts that 
uncertainty should not be a reason for inaction in the face of serious 
environmental threats” (Ibid.). One motivation for this principle is that 
it prevents paralysis. But Tillerson’s and Murphy’s decision rules satisfy 
this aspect of the meta-principle as well. Ignoring deep uncertainties or 
basing one’s decision on the most optimistic scenarios also avoids 
 paralysis. Thus, it is an important part of the principle that consideration 
of the threat enter into our decision making process.

Evaluating concrete decision rules embodying a precautionary 
approach is beyond the scope of this chapter, but I do want to end with 
a few remarks concerning conditions on such a principle if it is to be able 
to underwrite a climate goal, such as the Paris targets. Shue’s conditions 
on precautionary action point to two important requirements for taking 
precautionary actions: that the losses we face are massive and much larger 
than the costs for preventing these losses; and that the threats pass some 
plausibility test. Now, the advantage of precautionary reasoning is that no 
more precise knowledge of probabilities seems required. Thus, several 
authors have proposed versions of a precautionary principle that require 
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only that we be able to compare precautionary strategies which do not 
lead to a catastrophe with strategies that do result in catastrophic out-
comes under at least some scenario. (See, e.g. Gardiner (2006) and the 
critical discussion in Steel (2014, sec. 3.3).) For example, neither the 
maximin rule nor minimax regret requires more fine-grained information 
about the likelihood of various outcomes aside from an ability to distin-
guish plausible from radically implausible outcomes. And the same holds 
for a precautionary principle proposed by Steel in his discussion of cli-
mate change, which states: “If a scientifically plausible mechanism exists 
whereby an activity can lead to a catastrophe, then that activity should be 
phased out or significantly restricted” (Steel 2014, 30–31). As Steel 
argues, there are important differences between these different ways of 
spelling out a precautionary principle, but all require for their applicabil-
ity only that an activity can plausibly lead to a catastrophic outcome and 
that there are situations in which the catastrophic losses can be prevented 
at relatively modest costs. No more fine-grained information on likeli-
hoods is needed.

If our aim, however, is to decide on a quantitative policy target, such 
as the Paris temperature targets, then we need more detailed information, 
as scientific discussions of the Paris targets make clear. Deciding on target 
temperature range and deciding between a 2 °C and a 1.5 °C target 
requires evaluating probability ranges for various tipping points (see 
Schellnhuber et al. 2016) and probabilities for impacts such as the fre-
quency of hot temperature extremes, changes in precipitation and 
 precipitation extremes, changes in crop yields, and sea-level rise (see 
Schleussner et al. 2016). All of these impacts involve considerable uncer-
tainties. But in order to be able to discriminate between different climate 
policies, we need to appeal to at least qualitative differences in severity or 
in likelihoods of impacts. And climate scientists do report probabilities 
for various tipping points and impacts. Now, many of these probabilities 
are be model-based probabilities derived from specific climate model 
runs. Other reported probabilities are based on expert judgment. How to 
think of the information conveyed by these various probabilities and how 
to incorporate this information into a (broadly precautionary) decision 
procedure under uncertainty remains an open question.
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As (Knutti et al. 2016) argue, there is no purely scientific argument for 
the 2 °C temperature limit. Rather it is an anchoring device that was 
decided on based on a combination of scientific arguments, moral argu-
ments, potential costs and feasibility. Deep uncertainties, some of which 
I have discussed in this chapter, imply that it is a mistake to think of 2 °C 
as a guardrail or as a safe upper limit. Purely precautionary considerations 
would arguably favor a more stringent target than 2 °C or even 1.5 
°C. But the lower a proposed temperature target is, the more trade-offs 
between the target’s potential benefits and its potential costs become 
important—that is, as we consider ever lower possible targets the kind of 
considerations lying at the heart of an expected utility analysis become 
relevant, even though, as we have seen, the probabilistic information 
required for such an analysis is not available. We are thus faced with the 
problem of finding a decision principle that does not require precise 
decision- relevant probabilities as input, as expected utility theory does, 
but is sensitive to more fine-grained distinctions among likelihoods or 
levels of plausibility than paradigmatic applications of precautionary rea-
soning are.11

14.5  Conclusion

In this chapter, I discussed two main approaches to climate policy mak-
ing that have dominated US and international climate policy discussions 
in recent years: expected utility calculations and a precautionary approach. 
The former approach provided the formal framework for the Obama 
administration’s attempts to calculate a value for the social cost of carbon. 
The latter approach has provided the guiding principle for the United 
Nations Conference of Parties since the Rio Declaration in 1992 and is 
one important motivation for the Paris Agreement.

I have argued that the deep uncertainties characterizing our knowledge 
of future states of the climate system and of climate damages make the 
exercise of trying to calculate a single well-supported value for the social 
cost of carbon impossible. Moreover, the framework of cost-benefit anal-
ysis used by the IWG is blind to important moral dimensions of the cli-
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mate problem. At best, then, the type of calculations performed by the 
IWG could provide us with a range of possible climate costs associated 
with our emissions, which might inform but cannot determine a specific 
choice of climate policy.

The only morally acceptable alternative framework for climate policy 
decisions is provided by a broadly precautionary approach: unless we 
want to gamble immorally and recklessly with the lives and the wellbeing 
of future populations existing uncertainties require of us to embrace some 
type of precautionary approach. While the Paris Agreement appears to be 
to some extent motivated by a broadly precautionary approach, a precau-
tionary strategy would arguably have resulted in a more stringent target. 
Yet it is an open question to what extent a precautionary approach can 
result in such specific policy recommendations and deliver more than a 
general call for urgent mitigation measures.

Notes

1. In a memo leaked to the press. See https://cleantechnica.com/2016/12/08/
leaked-transition-team-memo-outlines-trumps-catastrophic-energy-
agenda/ accessed Feb 17, 2017, 1 pm EST.

2. https://www3.epa.gov/climatechange/Downloads/EPAactivities/social-
cost-carbon.pdf accessed on 2/25/2017.

3. For other critical discussions of integrated assessment models, see 
Ackerman et al. (2009); Frisch (2013); Pindyck (2013).

4. For an explanation of the two axis along with the IPCC report expresses 
confidence, see the IPCC Guidance Note (Mastrandrea et al. 2010).

5. See also the discussion of discount rates in Posner and Weisbach (2010) 
and the criticism thereof in Frisch (2012).

6. Here is how Frank Ramsey put the issue: “it is assumed that we do not 
discount later enjoyments in comparison with earlier ones, a practice 
which is ethically indefensible and arises merely from the weakness of 
the imagination” (quoted in Weitzman 2012).

7. See Interagency Working Group on Social Cost of Carbon (2010).
8. Just how much uncertainty remains, especially as far as regional predic-

tions of changes to the climate system are concerned, has recently been 
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underscored by World Climate Research Programme Director David 
Carlson of the WMO, who in the context of discussing “heat waves” in 
the Arctic in the winter of 2016/17 said: “Even without a strong El Niño 
in 2017, we are seeing other remarkable changes across the planet that 
are challenging the limits of our understanding of the climate system. 
We are now in truly uncharted territory,” (https://public.wmo.int/en/
media/press-release/climate-breaks-multiple-records-2016-global-
impacts, accessed on March 21, 2017).

9. https://thinkprogress.org/exxons-ceo-just-won-his-shareholders-
rejected-climate-change-proposals-573d12dde5e7#.h7xpxfs4x. Accessed 
2/28/2017.

10. While there are several formal frameworks for representing reasoning 
under conditions of severe uncertainty (for an overview, see Kunreuther 
et al. 2014), it remains to be seen to what extent these frameworks can 
provide tools for policy decisions.
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15
Modeling Mitigation and Adaptation 
Policies to Predict Their Effectiveness: 
The Limits of Randomized Controlled 

Trials

Alexandre Marcellesi and Nancy Cartwright

15.1  Climate Policies: Mitigation 
and Adaptation

The negative effects of anthropogenic global warming1 on natural and 
social systems promise to be diverse and important: melting of glaciers 
and of the polar ice caps (IPCC 2007a, 356–360) contributing to a rise 
of sea-levels (op. cit., 418); increase in the frequency and intensity of 
extreme weather events like droughts, heat waves, or floods (IPCC 2012); 
decrease in crop productivity resulting in increased risk of hunger (IPCC 
2007b, 298); increased risk of extinction for a great number of plant and 
animal species (op. cit., 792); and so on. Most of these negative effects are 
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expected to occur regardless of the way emissions of greenhouse gases 
(GHGs) evolve in the future, and some of them are already being 
observed.

It is not, however, too late for policy makers to act. First, though many 
of the effects of global warming will inevitably occur, their intensity 
depends on how large the rise in average temperature turns out to be. 
Reducing emissions of GHGs, the cause of anthropogenic global warming, 
can thus help moderate the intensity of these effects. Second, because most 
of the effects of global warming will inevitably occur, policies for adapting 
to these effects and limiting their harmful consequences are necessary.2

This chapter is about some of the serious problems we can expect to 
face in modeling the effects of climate change policies—in evaluating the 
effectiveness of policies that have been implemented and in predicting 
the results of polices that are proposed. The difficulties we will discuss are 
shared with other kinds of social and economic policies, but they can be 
particularly problematic for climate change policies, as we will show 
below. Policies for addressing climate change are commonly divided into 
two categories, mitigation and adaptation, corresponding to the two lev-
els at which policy makers can address climate change.3 The 
Intergovernmental Panel on Climate Change (IPCC) defines a mitiga-
tion policy as “A human intervention to reduce the sources or enhance 
the sinks of greenhouse gases” (IPCC 2007a, 949) and an adaptation 
policy as an “Adjustment in natural or human systems in response to 
actual or expected climatic stimuli or their effects, which moderates harm 
or exploits beneficial opportunities” (IPCC 2007b, 869). One can put 
the distinction between mitigation and adaptation in causal terms by say-
ing that while mitigation policies are designed to reduce the causes of 
global warming, adaptation policies are designed to moderate its harmful 
effects on natural and human (or social) systems.

15.2  Evidence-Based Climate Policies

Agencies which fund mitigation and adaptation policies typically 
want ‘their money’s worth’; they want to fund policies ‘that work’, 
that is policies that produce the effects they are designed to produce 
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where and when they are implemented.4 Claims that a given policy 
‘works’, moreover, should be based on evidence. This idea, which is at 
the root of the widespread evidence-based policy movement, seems 
natural enough: A policy should be funded, and implemented, only if 
there is reasonable evidence that it will produce the desired effect in 
the specific location and at the specific time at which it is 
implemented.

In order to produce such evidence, organizations implementing poli-
cies are invited to conduct ‘impact evaluations’. Impact evaluations (IEs) 
are studies measuring the effects of policy interventions. They are, by 
definition, retrospective: A policy must have been implemented for its 
effects to be measured. These IEs have two main functions: First, when an 
IE establishes that the policy had the effect it was designed to have, it 
thereby provides a post hoc justification for the decision to fund and 
implement the policy. Second, the results of IEs are supposed to inform 
subsequent policy decisions by providing evidence supporting predic-
tions about the effectiveness of policies.

Both functions are important, and this is why many of the agencies 
that fund policies devote part of their resources to IEs. An example in the 
domain of climate policies is the Global Environment Facility (GEF). 
The GEF, an intergovernmental agency which funds many mitigation 
and adaptation policies, has its own evaluation office, which produces 
guidelines for conducting IEs.5

As we mentioned above, the aim of IEs is to measure the effects of 
policy interventions. This is essentially an issue of causal inference. Teams 
of researchers that carry out IEs are, in the words of statistician Paul 
Holland, in the business of “measuring the effects of causes” (Holland 
1986, 945). The extensive literature on causal inference in statistics and 
related disciplines (e.g., econometrics or epidemiology) provides policy 
makers with many different methods, experimental and observational, 
for conducting IEs.

Indeed, the counterfactual approach to causal inference (Rubin 1974; 
Holland 1986) which is prominent in statistics has had a palpable influ-
ence on the field of evaluation. According to the World Bank’s guide to 
impact evaluation, for instance,
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To be able to estimate the causal effect or impact of a program on out-
comes, any method chosen must estimate the so-called counterfactual, that 
is, what the outcome would have been for program participants if they had 
not participated in the program. (Gertler et al. 2011, 8, emphasis added)6

As this quotation hints, the idea at the root of the counterfactual approach 
is that the size of the contribution of a putative cause C to an effect E 
among program participants is identical to the difference between the 
value of E for those participants in a situation in which C is present and 
the value which E would take in a situation in which C is absent, all else 
being equal. If this difference is equal to zero, then C is not a cause of E 
in that population; if it is greater than zero, then C is a positive cause of 
E, and if it is smaller than zero, then C is a negative cause of E. According 
to the counterfactual approach to causal inference, answering the ques-
tion ‘What is the effect of C on E in a given population?’ thus requires 
answering the following counterfactual queries ‘What value would E take 
for individuals in that population exposed to C were C absent, all else 
being equal?’ and ‘What value would E take for individuals not exposed 
to C were C present, all else being equal?’

This commitment to a counterfactual approach goes together with a 
strong preference for experimental methods, and for randomized con-
trolled trials (RCTs) in particular, over observational methods. According 
to their advocates,7 RCTs yield the most trustworthy or, as development 
economists Esther Duflo and Michael Kremer put it (Duflo and Kremer 
2005), “credible” estimates of the mean effect of C on E in a given popu-
lation. RCTs are, to use a common expression, the ‘gold standard’ of 
causal inference.8

15.3  What Are RCTs, and Why Are they 
Considered the ‘Gold Standard’?

RCTs are experiments in which individuals in a sample drawn from 
the population of interest are randomly assigned either to be exposed 
or not exposed to the cause C, where an individual can be anything 
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from a single student to a single village to a hospital to a single country 
or region. Individuals who are exposed to C form the ‘treatment’ group 
while individuals who are not exposed form the ‘control’ group.9 
Random assignment does, in ideal circumstances and along with a suf-
ficiently large sample, make it probable that the treatment and control 
groups are homogeneous with respect to the net effect of all causes of 
E besides C. And the homogeneity of the two groups with respect to 
causes of E other than C enables one to answer the counterfactual 
question ‘What would be the mean value of E for individuals (in the 
study population) exposed to C were C absent, all else being equal?’ by 
citing the mean value taken by E for individuals not actually exposed 
to C.10 In other words, ideally conducted RCTs make it likely, by their 
very design,11 that all else is indeed equal between the treatment and 
control groups, and thus that the actual mean value of E for the con-
trol group can be identified with the mean value which E would take 
for the treatment group were individuals in this group not exposed to 
C (and vice versa for the control group). This is in turn enables one to 
estimate the mean of the difference between the effect an individual 
would have were they subject to C versus were they not—often called 
the causal or treatment effect of C on E—in the sample, or study popu-
lation, accurately.12

Here is a different way to put it. Assume that the effect of interest E is 
represented by a continuous variable Yi and that the putative cause C is 
represented by a binary variable Xi taking value 1 when individual i is 
exposed to the cause and 0 when it is not. Assume also that the relation-
ship between Xi and Yi in the study population is governed by the follow-
ing linear causal principle:

 
CP( ) = + +Y a b X Wi i i i  

Here Wi is a continuous variable which represents factors that are relevant 
to the value of Yi besides Xi. And coefficient bi represents the effect of Xi 
on Yi for i. Since bi represents the individual-level effect of Xi on Yi, the 
population-level mean effect of Xi on Yi is by definition equal to Exp[bi], 
where Exp[.] is the expectation operator.13
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Randomly assigning individuals to the treatment and control groups 
in principle guarantees the probabilistic independence of Xi from both bi 
and Wi, and this in turn enables one to accurately estimate Exp[bi] from 
the difference between the expected value of the effect in the treatment 
group and its expected value in the control group.14 This difference is 
equal to:

 

exp exp exp expY X Y X a b X W X

a

i i i i i i i i| | | |=[ ] − =[ ] = + =[ ]+ =[ ]( )
− +

1 0 1 1

eexp expb X W Xi i i i| |=[ ]+ =[ ]( )0 0
 

In the ideal case in which assignment of individuals to either treatment 
or control genuinely is independent of bi and Wi, this difference is the 
mean treatment effect—often referred to as just the ‘treatment effect’—
and can be estimated from the observed outcome frequencies. It is equal 
to15

 
exp exp expY X Y X bi i i i i| |=[ ] − =[ ] = [ ]1 0

 

So the mean treatment effect is non-zero just in case Exp[bi] is non-zero, 
which can happen only if bi is non-zero for some i in the population, 
which means that for that individual Xi does contribute to the value of Yi: 
Xi causes Yi in that i.

Experimental and observational studies in which assignment to the 
treatment and control groups is non-random are widely considered less 
desirable than RCTs because their designs, unlike that of RCTs, do not in 
principle make the causal homogeneity of the two groups (regarding 
causes of E other than C) probable, even in large samples, or, alterna-
tively, their designs do not guarantee the probabilistic independence of Xi 
from bi and Wi. This is why RCTs are considered the ‘gold standard’ by a 
large number of social and policy scientists.

If RCTs are the ‘gold standard’ for measuring the effects of causes, and 
if the aim of IEs is to measure the effects of policy interventions, then it 
seems legitimate to conclude that IEs should be designed as RCTs when-
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ever possible. Indeed, this is the view advocated by a variety of policy 
scientists, for instance members of the Jameel Poverty Action Lab 
(J-PAL) such as Esther Duflo. J-PAL funds and carries out IEs that use 
RCTs, at the exclusion of any other evaluation methodology.16 The view 
that RCTs provide the best evidence regarding the effects of policies is 
also embraced by the Grading of Recommendations Assessment, 
Development and Evaluation (GRADE) working group, a group of 
health scientists that produces standards for rating the quality of evi-
dence. According to GRADE’s evidence-ranking scheme, adopted by 
many agencies worldwide including the World Health Organization, 
results from RCTs are rated as having ‘high quality’ while results from 
observational studies receive a ‘low quality’ rating (Balshem et al. 2011, 
404, table 3). The views of these organizations about RCTs are echoed 
in hundreds of other agencies dedicated to vetting policy evaluations 
around the Anglophone world in areas from education to crime to aging 
to climate change.

So are RCTs a “silver bullet” for policy evaluation, to use an expression 
from Jones (2009)? How relevant to policy making is the evidence they 
generate? Should the evidence base for mitigation and adaptation policies 
be improved by conducting RCT-based IEs? We will argue below that 
RCTs have important limitations and that the emphasis put on them 
contributes to obscuring questions that must be answered for the effec-
tiveness of policy interventions to be reliably predicted. In Sects. 15.4 
and 15.5 we will show, first in theory and then in practice—using a par-
ticular family of mitigation policies as a concrete example, that even if we 
agree that an RCT is necessary, results from RCTs provide only a small 
part of the evidence needed to support effectiveness predictions. Then, in 
Sect. 15.6, we will show that RCTs are ill-suited to evaluate the effects of 
most adaptation policies. Our main aim is to underline some particular 
methodological problems that face the use of RCTs to evaluate mitiga-
tion and adaptation policies. We use particular policy examples to illus-
trate these problems. But we do not aim to offer an exhaustive treatment 
of these particular policies nor of the full range of challenges that arise in 
evaluating the effectiveness of mitigation and adaptation policies in 
general.
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15.4  The Limited Relevance of RCTs 
to Effectiveness Predictions

 Internal and External Validity

It is common, in the social and policy sciences, to distinguish between 
the internal and external validity of studies seeking to measure the effects 
of causes. According to the standard view, a study is internally valid when 
it produces results that are trustworthy, and externally valid when its 
results hold in contexts other than that of the study itself.17 Because RCTs 
in principle are supposed to yield the most trustworthy estimates of treat-
ment effects, they are also considered to have the highest degree of inter-
nal validity.18

It is possible for a study to have a high degree of internal validity while 
having a very low degree of external validity. A particular RCT, for 
instance, might yield conclusions that are highly trustworthy but which 
only hold of the study population involved in the RCT and not of any 
other population. Results from a study are useful for the purpose of pre-
dicting the effectiveness of policy interventions only if they are both 
internally and externally valid. If IEs are to be useful to policy makers, 
then, they must produce results that have a high degree of external valid-
ity, in addition to being internally valid.

What does it take for a study result to be externally valid? It is often 
said that, for a study result to hold in contexts other than that of the 
study itself, the circumstances considered must be ‘similar’ to that of the 
study.19 But what makes a set of circumstances ‘similar’ to some other set 
of circumstances? We briefly describe a framework, fully developed in 
Cartwright and Hardie (2012), that enables one to address questions of 
external validity in a rigorous and fruitful manner.

 Causal Roles, Causal Principles, and Support Factors

Causes do not produce their effects willy-nilly, at least not where it is pos-
sible to predict these effects. Rather, the effect of C on E in a given popu-
lation is governed by causal principles that hold in that population. These 
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causal principles can, without real loss of generality, be represented in the 
form of (CP) above, where C is represented by Xi and E is represented by 
Yi.20 C plays a causal role in (CP) just in case it genuinely appears in the 
equation, i.e., just in case there are values of bi such that bi(Xi = 1) ≠ 0 for 
some i in the given population. But C does not work alone to produce a 
contribution to E: It works together with what we call support factors. 
These support factors are represented by bi in  (CP).21

The idea that causes work together with support factors derives from 
the view that causes are INUS conditions in the sense of Mackie (1965). 
To say that C is an INUS condition for E is to say that it is an Insufficient 
but Necessary part of an Unnecessary but Sufficient condition for the 
production of a contribution to E.22 Mackie’s classic example is that of a 
fire caused by a short circuit. The short circuit is not individually suffi-
cient to produce a contribution to the fire; other factors, which we call 
‘support factors’, are required: the presence of flammable material, the 
presence of oxygen, the absence of sprinklers, and so on. These support 
factors, together with the short circuit, are jointly sufficient to produce a 
contribution to the fire. But they are not jointly necessary: There are 
other ways to contribute to a fire, i.e., there are other sets of factors—e.g., 
sets that have lit cigarettes instead of short circuits—that are also jointly 
sufficient to produce a contribution to the fire.23

Policies are causes, and as such are INUS conditions. They generally 
cannot produce a contribution to the effect they are designed to address 
by themselves: They need support factors. And the distribution of these 
support factors will differ from situation to situation. We can even expect 
considerable variation in which factors are support factors, that is, which 
factors are needed to obtain a given effect often varies with context. 
Consider again Mackie’s example as an illustration of this point: The 
short circuit may not require the absence of sprinklers in houses that are 
not connected to the water supply system in order to produce a contri-
bution to the fire, though it may require the presence of a particularly 
large amount of flammable material in houses whose walls have been 
painted using fire-resistant paint in order to produce the same contribu-
tion to the fire. There is no ‘one size fits all’ set of support factors that, 
together with the cause of interest, will produce the same contribution to 
the effect in every context. What matters is the presence of the ‘right mix’ 
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of support factors, i.e., the presence of the right support factors in the 
right proportions, and what the ‘right mix’ consists in often differs from 
context to context.

The framework briefly sketched above enables one to frame questions 
about external validity in more precise terms than does the claim that 
external validity is a matter of how ‘similar’ sets of circumstances are. To 
ask whether a trustworthy result from a particular study regarding the 
mean effect of C on E will hold in a population other than the study 
population is to ask:

 – Does C play the same causal role in the target population as in the 
study population?

 – Are the support factors required for C to produce a contribution to 
E present in the right proportions in the target population?

When both questions have positive answers, C will make a positive con-
tribution in the target population if it does so in the study population. If 
either has a negative answer, it is still possible that C will make a positive 
contribution but the RCT result is irrelevant to predicting whether it will 
or not—it provides no warrant for such a prediction.

 Which Questions Do RCTs Answer?

An ideal RCT for the effect of C on E will give you an unbiased estimate 
of Exp[bi], the mean value of bi over individuals in the study population, 
or treatment effect. If true value estimated is larger than 0, then you 
know that C makes a positive contribution to E for at least some indi-
viduals in the study population. And if this value is smaller than 0, then 
you know that C makes a negative contribution to E for at least some 
individuals in the study population.24

An ideal RCT may thus get you started on your external validity infer-
ence by providing you with some trustworthy information about the 
causal role C plays with respect to E in at least one population, the study 
population. But it gets you nowhere at all towards learning what you 
need to know about support factors: An ideal RCT will not tell you what 
the support factors are (i.e., what bi represents) nor about individual val-
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ues of bi, i.e., about the effect of C on E for particular individuals, nor for 
what proportion of the study population C plays a positive, or negative, 
role.25

How much further can an ideal RCT can take you on the way to a 
reliable external validity inference? The short answer is: not much further. 
The framework introduced above makes it clear why. First, an ideal RCT 
will not tell you what the causal principle governing the relationship 
between C and E in the study population looks like.26 Second, an ideal 
RCT will not tell you what the support factors required for C to produce 
a contribution to E in the study population are, nor how they are distrib-
uted. Third, an ideal RCT will not tell you whether C plays the same 
causal role in the principles governing the production of E in the target 
population as in the study population. Fourth, an ideal RCT will not give 
you information about the support factors required for C to produce a 
contribution to E in the target population, nor about whether the sup-
port factors needed in the target population are the same as in the study 
population (which, very often, is not the case). And you need these pieces 
of information to produce a reliable prediction about the effectiveness of 
a policy.

Advocates of RCTs often reply that what is needed to overcome these 
limitations is more RCTs, but RCTs carried out in different locations.27 
The reasoning underlying this rejoinder seems to be the following: If 
RCTs conducted in locations A, B, and C all yield positive results regard-
ing the effects of a policy, then you have strong evidence that this policy 
will produce the same effects when you implement it in a fourth location, 
call it D. This reasoning, however, is problematic insofar as it assumes 
without justification that the policy can play the same causal role in D as 
it does in A, B, or C. Since the RCTs in A, B, and C cannot individually 
tell you what causal principle is at work in each of these locations, their 
conjunction cannot, a fortiori, tell you what causal principle is at work in 
D. And if you don’t know what causal principle is at work in D, then you 
also don’t know whether the policy can play there the causal role you 
want it to play.28

Inferring from results in three—or even a dozen or two dozen—differ-
ent locations, no matter how different they are, to the next one is a noto-
riously bad method of inference. It is induction by simple enumeration. 
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Swan 1 is white, swan 2 is white, swan 3 is white…. So the next swan will 
be white. Of course science does make credible inductions all the time. 
But their credibility depends on having good reason to think that the 
individuals considered are the same in the relevant way, that is, in the 
underlying respects responsible for the predicted feature. In the case of 
causal inference from RCT populations that means that they are the same 
with respect to the causal role C plays and with respect to having the right 
mix of the right support factors.

Policy scientists writing about mitigation and adaptation policies often 
lament the current state of the evidence base and, naturally, call for its 
“strengthening” via rigorous IEs (Prowse and Snilstveit 2010, 228). So 
should agencies which fund and implement mitigation and adaptation 
policies carry out RCTs? Should the GEF, as a report of its Scientific and 
Technical Advisory Panel urges (STAP 2010), start designing its policies 
as experiments, and preferably RCTs, in order to improve the evidence 
base for climate change policies? The discussion above should make it 
clear that we think that RCTs are of limited relevance when it comes to 
producing evidence that’s relevant for predicting the effectiveness of poli-
cies. We illustrate this point in the next section by examining a particular 
family of mitigation policies.

15.5  Predicting the Effectiveness 
of Mitigation Policies

 Mitigation Via Payments for Environmental Services

Payment for Environmental Services (PES) programs are policies that 
seek to conserve the environment by paying landowners to change the 
way they use their land. Environmental, or ecosystem, services (ESs) are 
loosely defined as “the benefits people obtain from ecosystems” (MEA 
2005, 26). PES policies involve a buyer, the user of the ES or a third- 
party acting on her behalf, and a seller, the provider of the ES.29

Thus a person who owns a forest and uses it for a timber activity may 
provide ESs by stopping this activity and by replanting trees that were cut 
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down. In this case, the ESs provided consist in the protection of currently 
existing carbon stocks, via avoided deforestation, and the improvement 
of carbon sequestration, via the planting of new trees. Both of these ESs 
are directly relevant to climate change mitigation, though not all PES 
programs target ESs that are relevant to climate change mitigation. Many 
PES programs are designed with the conservation of biodiversity as their 
main aim.30

In order to stop her timber activity, the landowner described above 
must have an incentive to do so. Why stop her timber activity if this 
means a loss of earnings, and why replant trees if this means a cost with-
out a benefit? This is where PES programs come in: They are supposed to 
create the incentives necessary for landowners to change the way they use 
their land and provide an ES. As Engel et al. put it: “The goal of PES 
programs is to make privatively unprofitable but socially-desirable prac-
tices become profitable to individual land users, thus leading them to 
adopt them” (Engel et al. 2008, 670).31

Governmental and intergovernmental agencies see PES programs tar-
geting deforestation as offering a major opportunity for mitigating cli-
mate change. A significant portion of the total emissions of GHGs, and 
CO2 in particular, comes from deforestation.32 If PES programs can cre-
ate incentives to reduce deforestation, especially in developing tropical 
countries in which deforestation is a major concern, then they can con-
tribute to a reduction in emissions of GHGs, and thus to a moderation 
of global warming and of its negative effects.33

PES programs are modeled after existing conditional cash transfer pro-
grams in domains such as development, for instance, the Mexican 
Oportunidades program.34 There are numerous IEs, including ones that 
take the form of RCTs, measuring the effects of conditional cash transfer 
programs that target poverty-reduction and education. This is particu-
larly true for the Oportunidades program, first implemented in 1997 (see, 
e.g., Parker and Teruel 2005). This is not the case for PES programs and, 
in particular, for those PES programs that are relevant to climate change 
mitigation. There are few IEs measuring the effects of PES programs on, 
e.g., deforestation. And there are no completed IEs of PES programs that 
take the form of an RCT.
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The current state of the evidence base for PES programs is deplored by 
Pattanayak et al., who “see an urgent need for quantitative causal analyses 
of PES effectiveness” (Pattanayak et al. 2010, 267). “Such analyses”, they 
add, “would deliver the hard numbers needed to give policy makers 
greater confidence in scaling up PES” (ibid). In this spirit, the report to 
the GEF mentioned above (STAP 2011) urges the intergovernmental 
organization to design its policies—including PES programs—as experi-
ments as much as is possible, and this in order to facilitate the evaluation 
of their effects.

 What Will RCTs Add to the Evidence Base for PES 
Programs?

Responding to the call for an improvement of the evidence base for the 
effectiveness of PES programs in securing environmental services, MIT’s 
J-PAL, in collaboration with the International Initiative for Impact 
Evaluation (3ie) and Innovations for Poverty Action (IPA), is currently 
carrying out an RCT aimed at measuring the effectiveness of a PES pro-
gram in reducing deforestation and biodiversity loss in the Hoima and 
Kibaale districts of Western Uganda.35 Deforestation rates are particularly 
high in these two districts, where landowners “often cut trees to clear land 
for growing cash crops such as tobacco and rice or to sell the trees as tim-
ber or for charcoal production” (Jayachandran 2013a).

The design of J-PAL’s RCT is as follows (Jayachandran 2013b, 311). 
First, 1245 private forest owners—spread over 136 villages—were identi-
fied. They form the RCT’s study population. A survey was then con-
ducted to record several of their characteristics: number of hectares of 
land owned, past tree-cutting behavior, attitude toward the environment, 
access to credit, and so on. Sixty-five out of the 136 villages—represent-
ing 610 landowners—were then randomly assigned to the treatment 
group, the remaining villages being assigned to the control group. 
Landowners residing in villages in the treatment group were called into 
meetings by a local nongovernmental organization (NGO), the 
Chimpanzee Sanctuary & Wildlife Conservation Trust (CSWCT), to 
receive information about the program as well as contract forms. The 
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‘treatment’ that is randomly assigned in this RCT can thus be described 
as ‘being offered the opportunity to sign a PES contract with CSWCT’. 
One of the aims pursued by J-PAL’s scientists here is to estimate the effect 
of this treatment on deforestation and biodiversity loss.

Landowners who chose to participate in the program (or take up the 
‘treatment’) then signed contracts with the local NGO. As Jayachandran 
(2013b, 311) reports,

The contract specifies that the forest owner will conserve his entire existing 
forest, plus has the option to dedicate additional land to reforestation. 
Under the program, individuals may not cut down medium-sized trees and 
may only cut selected mature trees, determined by the number of mature 
trees per species in a given forest patch. Participants are allowed to cut 
small trees for home use and to gather firewood from fallen trees.

Compliance with the contract is monitored via spot checks by CSWCT 
staff. Landowners who comply receive $33/hectare of forest preserved 
annually, an amount that was selected because it is assumed to be greater 
than what landowners would earn from cutting down and selling trees 
(other than those specified by the PES contract) for timber or charcoal, 
or from clearing land to grow cash crops (e.g., tobacco). As we indicated 
above, the assumption guiding the design of this and other PES programs 
is that agents will modify their behavior—here, will stop cutting down 
trees—if they are given the right monetary incentives to do so.

This RCT, as the official project description states, is justified by the 
fact that “although many PES schemes have been undertaken globally, 
there has not been concrete proof, emanating from scientific empirical 
data collected from real life PES schemes, that they are effective” (GEF 
2010, 6). Note, furthermore, that this study is funded by the GEF, whose 
administration thus seems to be sensitive to the call for RCT-based IEs of 
PES programs that can deliver “hard numbers” and give “concrete proof” 
based on “scientific empirical data” of the effectiveness of “real life” PES 
programs.

As the project description indicates, one of the aims of the study is to 
generate, develop and disseminate a “replicable PES model based on les-
sons learned and best practices” (GEF 2010, 3). The aim of this RCT 
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thus is not simply to demonstrate the effectiveness of the specific PES 
programs implemented in the Hoima and Kibaale districts in producing 
ESs. The explicit aim is to show that PES programs aimed at reducing 
deforestation and biodiversity loss are effective in general, and to develop 
a PES model that can be scaled up and applied in locations besides select 
districts in Western Uganda.

Is the RCT currently carried out by J-PAL likely to achieve the 
result sought? Is it likely to provide strong evidence that PES programs 
work in general? How much evidence can it provide for this conclu-
sion? If you are a policy maker contemplating the implementation of a 
PES program, is the RCT likely to provide reasonably strong evidence 
that such a program will work in the location you are targeting? We do 
not believe so, for reasons that were advanced in their theoretical form 
in Sect. 15.4.3. The J-PAL RCT, if it is carried out according to the 
script, will deliver an unbiased estimate of the mean effect of the PES 
program on deforestation and biodiversity loss in the study 
population.

But it will not reveal the causal principle governing the relationship 
between the PES program and the reduction of deforestation and biodi-
versity loss in the study population.36 It also won’t tell you what support 
factors are needed for the PES program to play a positive causal role in 
the study population, nor how these factors are distributed in this popu-
lation. The J-PAL RCT will not, a fortiori, tell you where the causal 
principle at work in the study population also holds in the population 
you are targeting. And it won’t tell you what the support factors required 
for the PES program to play a positive causal role in the target population 
are, nor how they will be distributed.

One needs these essential additional pieces of information, regarding 
causal principles and support factors, in order to predict at all reliably 
whether the PES program will play the same causal role when it is imple-
mented in other locations, e.g., when it is scaled up to other districts in 
Western Uganda, or when it is implemented in Eastern Uganda, or when 
it is implemented in other countries in sub-Saharan Africa, and so on. 
One cannot arrive at a “replicable PES model”, i.e., at a PES model that 
will work in many locations, without a detailed understanding of how 
the PES program works in the original study population. Nor is it clear 
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that there is a reliable “replicable PES model” that works ‘in general’ to be 
found. It is not obvious that one can formulate substantial and useful 
generalizations about PES programs across settings (cultural, political, 
economic, religious, etc.) and, especially, across types of ESs (Can one 
generalize results obtained in a context in which the ES is avoided defor-
estation to a context in which the ES is the preservation of water 
resources?). The framework introduced above is designed to help you 
think about how a policy works when it does, and about what it would 
take for it to work in a different location.

We are obviously not claiming that nothing will have been learned 
during the four years of the J-PAL project described above, besides an 
estimate of some treatment effect. The policy scientists carrying out 
J-PAL’s RCTs are neither blind nor stupid. They will gain a wealth of new 
knowledge regarding the local institutional and social context, the way 
landowners respond to the PES program, differences between villages 
that are relevant to the effect of the program, and so on. Note, however, 
that this context-specific knowledge (1) may well have been acquired 
even if enrollment in the PES program had not been randomly offered to 
landowners, (2) is just as important as is knowledge of the treatment 
effects to predicting the effectiveness of subsequent PES programs, and 
(3) is likely to be overshadowed by the “hard numbers”, i.e., the estimates 
of treatment effects. The framework introduced above, and fully devel-
oped in (Cartwright and Hardie 2012), shows why this context-specific 
knowledge is essential to predicting the effectiveness of policies. And it 
also gives you the tools to articulate this knowledge in ways that make it 
relevant to effectiveness predictions.

The bottom line, here, is that if you are a policy maker contemplating 
the implementation of a PES program for reducing deforestation and 
biodiversity loss in a particular location, the results from J-PAL’s RCT 
will offer you some guidance, but not much. You need knowledge about 
the causal principles at work and the support factors required for the PES 
program to produce a positive contribution in the location you are target-
ing. Let us further illustrate the importance of support factors by looking 
at five hypothesized support factors needed by PES programs in some 
locations.
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 Some of the Support Factors (Sometimes) Needed 
by PES Programs

We briefly list below five of the factors identified in the literature as play-
ing a role in determining the effectiveness of PES programs in reducing 
deforestation and biodiversity loss.37 As we noted above (Sect. 15.4.2), a 
policy might require different support factors in different contexts in 
order to produce the intended contribution to the effect of interest. These 
five factors, therefore, may be support factors for PES programs in some 
contexts, but not in others. The second factor—the low cost of enforcing 
PES programs—for instance, may not be a required support factor in 
contexts in which the sellers of the ES tend to abide by contracts for cul-
tural or religious reasons.

Our framework makes it plain why these factors matter and why hav-
ing evidence about their presence and distribution is crucial. If we make 
the unrealistic assumption that these factors are support factors always 
required by PES programs then, for your effectiveness prediction regard-
ing a PES program to be properly supported by evidence, you must have 
evidence that these factors are present, and distributed in just the right 
way, in the location in which the program is to be implemented.38 Below 
we list the five factors we have seen cited in the literatures about PES 
programs and some of the questions they immediately give rise to. But 
behind these there are bigger questions that need answering: ‘Are these 
necessary in all cases?’, ‘What else is necessary in any particular case?’, 
‘Will the necessary factors be in place, or can they be put in place, in the 
new place?’, and very importantly, ‘What kinds of study can help us find 
out the answers to these bigger questions?’

 1. Strong property rights. A PES program, it is argued, can only be effec-
tive if there exist property rights and the means to enforce them in the 
location in which the program is to be implemented. There is no land-
owner for the ES buyer to sign a contract with if there is no landowner 
to start with. But how strong do these property rights need to be, and 
do they need to be guaranteed by a government? Where are property 
rights strong enough, and where are they too weak for PES programs 
to be effective?
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 2. Low cost of monitoring and enforcing PES contracts. If the economic and 
political cost of monitoring and enforcing PES contracts is high then 
there is an incentive for the buyer not to do so, and thus for the seller 
to breach the contract. These costs must be low for PES programs to 
be effective. But how low must they be? And how does one assess these 
costs?

 3. Sustainable and flexible funding source. PES programs can only be 
effective, it is argued, if they are funded on the long term and if the 
funding source is flexible enough to allow for re-negotiation of PES 
contracts. If the price of timber rises, then the payment for forest con-
servation provided to a forest owner must rise for the incentives to stay 
the same, and for the forest owner to keep providing an ES.  Can 
NGOs provide sustainable and flexible funding? What about govern-
mental agencies in countries that are politically unstable?

 4. Absence of leakage. If a forest owner agrees to stop her timber activity 
on a parcel she owns and for which the PES contract was signed, but 
then goes on to use the extra earnings from the contract to buy a simi-
larly sized parcel nearby and resume her timber activity on that parcel, 
then the PES program is not effective in reducing deforestation and 
biodiversity loss. Opportunities for ‘leakage’ must be limited for the 
PES program to play the expected causal role. How does one assess 
opportunities for leakage?

 5. Access to credit. If a forest owner cannot easily borrow money to cover 
emergency expenses (e.g., medical bills), then she might cut down and 
sell trees instead, even if she signed a PES contract covering those 
trees. An easy access to credit might thus lower the chances that forest 
resources will be used as a ‘safety net’ and thus have a bearing on the 
effectiveness of the PES program. But how exactly does one measure 
‘access to credit’, and how easy must access to credit be in order for the 
resources covered by the PES contract to stop being a ‘safety net’?

We emphasize that these are just five among the numerous factors that 
may be support factors required for a PES program to produce a contri-
bution to the reduction of deforestation. The point we want to illustrate 
here is that J-PAL’s RCT will not tell you whether these are support fac-
tors required in the location you are targeting, nor whether they are actu-
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ally present there, nor how they are distributed. Unfortunately, you need 
this information in order to accurately predict whether a PES program 
will play the causal role you want it to play in the location in which you 
are contemplating its implementation.

15.6  Evaluating the Effects of Adaptation 
Policies: The Limits of RCTs

Remember that adaptation policies seek to modify natural or human sys-
tems in order to reduce their vulnerability to weather-related events due 
to climate change. The term ‘vulnerability’ has a precise meaning in this 
context. According to the IPCC’s definition, the vulnerability of a system 
(usually some geographical unit, e.g., a city) to climate change is the 
“degree to which [it] is susceptible to, and unable to cope with, adverse 
effects of climate change, including climate variability and extremes” 
(IPCC 2007b, 883). More precisely, the vulnerability of a system is “a 
function of the character, magnitude, and rate of climate change and 
variation to which [it] is exposed, its sensitivity, and its adaptive capacity” 
(ibid). An adaptation policy is designed to reduce the vulnerability of a 
system by reducing its sensitivity—i.e., the extent to which it is harmed 
by climate change—or by enhancing its adaptive capacity—i.e., its abil-
ity to adjust to moderate the harmful effects of climate change. A distinc-
tion is often drawn between environmental vulnerability—as measured 
for instance by the country-level Environmental Vulnerability Index 
(EVI)—and social vulnerability—as measured for instance by one of the 
Social Vulnerability Indices (SoVi).39

There are various obstacles to the use of RCT-based IEs to evaluate the 
effects of adaptation policies. First, adaptation policies take a wide variety 
of forms, many of which simply do not lend themselves to randomiza-
tion. Consider for instance the ‘Adaptation to Climate Change through 
Effective Water Governance’ policy under implementation in Ecuador 
that aims to improve the country’s adaptive capacity by mainstreaming 
“climate change risks into water management practices…” (GEF 2007, 
2). This policy will change water management practices in Ecuador, e.g., 
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by incorporating climate risks in the country’s National Water Plan. How 
is one to evaluate the extent to which such a policy will improve Ecuador’s 
adaptive capacity and thus reduce its vulnerability, both environmental 
and social, to climate change? RCTs are no help here, given that the 
policy is implemented at the level of an entire country. One cannot, for a 
variety of reasons (political, practical, etc.), randomly assign countries to 
particular policy regimes.

The same point applies to the many adaptation policies that aim to 
improve some country’s adaptive capacity, and thus reduce its vulnerabil-
ity, by modifying its institutions. Here is another example. The govern-
ment of Bhutan is, with the help of the United Nations Development 
Programme (UNDP), implementing the Reducing Climate Change- 
Induced Risks and Vulnerabilities from Glacial Lake Outburst Floods 
[GLOFs] policy which, among other things, aims to integrate the risk of 
GLOFs due to climate change occurring in the Punakha-Wangdi and 
Chamkhar valleys in Bhutan’s national disaster management frame-
work.40 Such policies, because they target country-level institutions, can-
not in practice be evaluated using RCT-based IEs. The problem here is 
that a vast number of adaptation policies fall into this category. Note also 
that such policies, by their very nature, are tailored to the institutions of 
a particular country and so may not be implementable in any other coun-
try. A policy that improves Bhutan’s adaptive capacity, for instance, may 
not be applicable, and a fortiori may not have the same beneficial effects, 
in a country which faces similar risks but has a different institutional 
structure (e.g. Canada, which, unlike Bhutan, is a federal state).

Second, for many adaptation policies, RCT-based IEs are superfluous. 
Consider for instance the Kiribati Adaptation Program (Phase II) imple-
mented between 2006 and 2010 that included the construction of a 500 
meters long seawall to protect the country’s main road, a coastal road 
around Christmas Island.41 One does not need an RCT in order to deter-
mine whether this seawall is helping protect the road and reduce beach 
erosion (inside this wall). The physical configuration of seawalls guaran-
tees that they will reduce the sensitivity of the systems inside them to the 
consequences of climate change (e.g., to rising sea levels, erosion, and 
extreme weather events). One might argue that an RCT would enable 
one to determine by how much the Kiribati seawall reduces the sensitivity 
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of the systems it helps protects, i.e. would enable one to estimate the size 
of the effect of this seawall on sensitivity. In this case, as with most adap-
tation policies, however, the need for an immediate reduction in sensitiv-
ity trumps the need for estimates of treatment effects.

One could have conducted an RCT in which the coastline along the 
Christmas Island road is divided into n sections, half of them randomly 
assigned to the ‘seawall’ group and half of them to the ‘no seawall’ group, 
and compared the condition of the road and the extent of beach erosion 
between sections in the ‘seawall’ group and those in the ‘no seawall’ after 
a year, for instance. This would have provided one with estimates of the 
effect of seawalls on road condition and beach erosion on Kiribati’s 
Christmas Island (assuming both road condition and beach erosion can 
be reliably measured). Conducting such an RCT would make little sense 
for Kiribati’s policy makers, however. Roads are useful only if they enable 
you to get somewhere, and they can only do so if they are uninterrupted 
and in good condition rather than irreversibly damaged at random inter-
vals. The aim of this hypothetical example is not to caricature the posi-
tion of those who, like members of the GEF’s Scientific and Technical 
Advisory Panel (STAP 2010), call for more RCT-based IEs of adaptation 
and mitigation policies. It is simply to illustrate that such calls sometimes 
conflict with the goals the policies that are to be evaluated are supposed 
to achieve. What matters in the end is that these policies produce the 
beneficial effects they were designed to produce, not that we have highly 
trustworthy point estimates of the size of these effects.

This is not to say that there are no adaptation policies the effects of 
which can be evaluated using RCT-based IEs. Policies which offer farm-
ers rainfall index insurance, i.e., policies that insure farmers against both 
deficits and excesses in rainfall, can be considered adaptation policies, 
and their effects on the vulnerability of particular study populations to 
climate change can in principle be evaluated using RCTs, even though no 
such RCT has been conducted to date.42 This is true in general of adapta-
tion policies that do not seek to reduce a country’s vulnerability by modi-
fying its institutions (e.g., by incorporating climate risks into its planning 
tools) or its infrastructures (e.g., by building seawalls) but rather target 
units (e.g., individual farmers or villages) that can more easily be ran-
domly assigned to some treatment group. The mistake here would be 
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to think that such policies should occupy a privileged position in the 
portfolio of policies available to policy makers preoccupied with adapting 
to climate change simply because they can be evaluated using RCT-based 
IEs. As we showed in Sect. 15.5 for PES policies aiming at mitigation, the 
fact that a policy lends itself to randomization does not imply that it can 
more easily be generalized beyond the study population. And it also does 
not imply that this policy is more effective than other policies that cannot 
be similarly evaluated. A policy that offered Ugandan farmers the possi-
bility of using drought-resistant seeds might lend itself to an RCT-based 
IE more easily than does Uganda’s national irrigation master plan,43 but 
this obviously does not mean that the former is more effective than the 
latter at reducing the sensitivity of Ugandan farmers to droughts due to 
climate change.

We showed in Sect. 15.5 that results from RCT-based IEs of mitiga-
tion policies such as PES programs provide only a small part of the total 
evidence needed to support effectiveness predictions. The situation is 
more challenging even in the case of adaptation policies, since many of 
these cannot be evaluated using RCTs in the first place. The lesson of this 
section thus is that, both for evaluating past adaptation policies and for 
supporting predictions regarding the effectiveness of future adaptation 
policies, we need more than RCTs. Nor is it especially the issue of ran-
dom assignment that raises difficulties. We face here rather problems that 
are endemic with comparative group studies: They are often not possible 
and they tell us only a little of what we need to know to make use of their 
own results.

15.7  Conclusion

Should J-PAL scientists pack their bags and cancel the RCT they are cur-
rently carrying out in Western Uganda? No. Are RCTs a bad tool for 
causal inference? No. Are estimates of treatment effects irrelevant for 
policy making in the domain of climate change policies? No.

We want to emphasize that our criticisms are not directed at RCTs per 
se. Criticizing RCTs in principle makes little more sense than criticizing 
hammers in principle. Both RCTs and hammers are well-designed tools. 
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One can criticize their instances: There are bad hammers and poorly con-
ducted RCTs. And one can criticize the use to which they are put. It is the 
use to which RCTs are frequently put that we target and criticize.

Calling for more and more RCTs in order to strengthen the evidence 
base for mitigation policies such as PES programs is a bit like calling for 
the use of more and more hammers in order to carve a statue out of a 
block of marble. What one needs is not more and more hammers, but 
hammers and chisels, i.e. tools of a different kind. In the policy case, what 
one needs is not more estimates of treatment effects produced by more 
RCTs. If one starts with an RCT, what one needs is evidence of a different 
kind, evidence that is relevant to external validity inferences, and so to 
prediction about the effectiveness of particular policies implemented in 
particular contexts. The framework sketched above in Sect. 15.4.2 tells 
you what kind of evidence is needed, namely evidence about causal prin-
ciples and support factors.

What we advocate corresponds, to some extent, to what Pattanayak 
et al. (2010, 6) call “economic archeology”, i.e., the qualitative evaluation 
of existing policies in order to reveal the contextual factors that are rele-
vant to their effectiveness. What we argue is that calls for an improve-
ment of the evidence base for PES programs, and mitigation and 
adaptation policies in general, should emphasize the need for more “eco-
nomic archeology” just as much, or even more, than they emphasize the 
need for estimates of treatment effects generated by RCTs. This is par-
ticularly true for adaptation policies since, as we showed in Sect. 15.6, 
these often cannot be evaluated using RCTs. The “hard numbers” pro-
duced by RCTs—when and where they are available—are of little use for 
policy without knowledge of the networks of factors that give rise to these 
numbers, and without models of these networks (see Cartwright forth-
coming). The framework sketched here, and fully developed in Cartwright 
and Hardie (2012), provides one with the means to do “economic arche-
ology” where RCTs are involved in a rigorous and fruitful manner.

But it is important to stress that we do not need to start with RCTs in 
order to pursue economic archeology. The issue of course is how to do 
economic archeology in anything like a rigorous and reliable way. This 
involves understanding how best we can provide evidence about causal 
relations in the single case. So, besides a call for more and more RCTs, 
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surely there should be an equally urgent call for more systematic study of 
what counts as evidence for causality in the single case.
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Notes

1. We use the expressions ‘anthropogenic global warming’ and ‘climate 
change’ interchangeably in this paper.

2. Global warming is expected to have limited positive effects, in the short 
run and in some regions, for instance in the domain of timber produc-
tivity (IPCC 2007b, 289). It is also the task of policy makers to design 
policies for taking advantages of these positive effects.

3. This distinction is reflected in the Fourth IPCC Assessment Report. This 
report treats of mitigation and adaptation in two distinct parts, though it 
contains a chapter on the relations between them (IPCC 2007b, chapter 18).

4. They also want policies that have large benefit/cost ratios. We leave aside 
issues related to cost-benefit analysis itself in what follows, and focus on 
the preliminary step to any such analysis: the evaluation of the likelihood 
that a policy will yield the intended benefit.

5. See http://www.thegef.org/gef/eo_office. Other funding agencies such 
the World Bank (http://ieg.worldbankgroup.org/), the International 
Monetary Fund (http://www.ieo-imf.org), or the US Food and Drug 
Administration (http://www.fao.org/evaluation/) also have their own 
evaluation offices. There are also organizations, such as the International 
Initiative for Impact Evaluation (3ie, http://www.3ieimpact.org/), whose 
sole role is to fund and carry out IEs. The multiplication of evaluation 
offices results in the multiplication of guidelines and methodologies for 
conducting IEs.

6. It is widely assumed, and not just by the World Bank, that answering a 
causal question about the effect of a policy just is to answer some coun-
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terfactual question about what would have happened in the absence of 
the policy. Thus Duflo and Kremer, both members of the influential 
Jameel Poverty Action Lab at MIT, claim that “Any impact evaluation 
attempts to answer an essentially counterfactual question: how would 
individuals who participated in the program have fared in the absence of 
the program?” (Duflo and Kremer 2005, 3). And Prowse and Snilstveit, 
in a review of IEs of climate policies, claim that “IE is structured to 
answer the [counterfactual] question: how would participants’ welfare 
have altered if the intervention had not taken place?” (Prowse and 
Snilstveit 2010, 233).

7. Who are sometimes called ‘randomistas’ as in, e.g., Ravallion et  al. 
(2009).

8. See, e.g., Rubin (2008).
9. The terminology comes from clinical trials.

10. It also enables one to answer the question ‘What would be the mean 
value of E for individuals (in the study population) not exposed to C 
were C present, all else being equal?’ by citing the mean value taken by 
E for individuals actually exposed to C. Note that we are here talking 
about mean values of E over the treatment and control groups respec-
tively and over an extended run of repeated randomizations on the study 
population. RCTs enable one to estimate the mean causal effect of C on 
E in a given population, not the individual causal effect of C on E for 
any specific individual in this population.

11. ‘Ideal’  RCTs (ones for which balance of other causes is actually achieved) 
are, in the words of Cartwright Hardie (2012, §I.B.5.3), ‘self- validating’, 
i.e., their very design guarantees the satisfaction of the assumptions that 
must be satisfied in order for the causal conclusions they yield to be true.

12. For more on RCTs and on the way they establish their conclusions, see 
Cartwright and Hardie (2012, §I.B.5) and Cartwright (2010).

13. We treat ‘mean’, ‘expectation’, and ‘expected value’ as synonyms here.
14. The probabilistic independence of Xi from bi guarantees that the size of 

the effect of C on E for i is causally unrelated to whether i is assigned to 
the treatment or the control group. And the probabilistic independence 
of Xi from Wi guarantees that whether i is assigned to the treatment or 
control group is causally unrelated to the causes of E that do not appear 
in (CP).

15. For the full proof see e.g., Holland and Rubin (1987, 209–210). 
Essentially the same results as these hold for more complicated func-
tional forms for (CP); we choose the linear form for ease of illustration.

 A. Marcellesi and N. Cartwright



 475

16. Though this does not mean that J-PAL members only work on RCTs, it 
does mean that all the IEs sponsored and conducted by J-PAL take the 
form of RCTs.

17. There is a lot to be said about the standard view and why the labels 
‘internal validity’ and ‘external validity’ are both vague and misleading. 
Given limitations of space, however, these issues cannot be discussed 
here. For more, see Cartwright and Hardie (2012, §I.B.6.3).

18. The hedge ‘in principle’ is important. Poorly executed RCTs will not 
produce unbiased estimates of treatments effects.

19. See Cartwright and Hardie (2012, op. cit.) for a concrete example of an 
appeal to similarity. See also http://blogs.worldbank.org/impactevalua-
tions/impactevaluations/why-similarity-wrong-concept-external-validity

20. All the conclusions we draw below apply mutatis mutandis when the 
relevant causal principles take more complex forms than that of (CP) 
(e.g., non-linear forms).

21. You may be used to thinking of bi as the size of the effect of Xi on Yi. 
Indeed, this is the way we described it above when introducing (CP). 
But because, as we explain below, causes are INUS conditions, the two 
descriptions are equivalent: The effect of C on E just is what happens to 
E when C is present along with all of its required support factors.

22. Each term in an equation like (CP) represents a contribution to the 
effect. Mackie’s original theory does not mention ‘contributions’ because 
he only consider binary ‘yes-no’ variables. Our presentation is more gen-
eral in that it encompasses both cases in which the cause and effect vari-
ables are binary, and more common cases in which they are not.

23. As the ‘short circuit’ example makes evident, the distinction between 
policies and support factors is a pragmatic one. Both a policy and its sup-
port factors are causes, and so both are INUS conditions. Some factor is 
usually singled out as the policy because it is practical, ethically accept-
able, or cost-efficient to manipulate it. Note also that we claim that all 
causes are INUS conditions, but not that all INUS conditions are causes.

24. If this estimate is equal to 0, or very close to 0, then you cannot directly 
draw any conclusion about the causal role played by C in the study 
population because you do not know whether C is ineffective or, alterna-
tively, its positive and its negative effects balance out. We leave this case 
aside here.

25. See Heckman (1991) for a further critique of the limitations of RCTs 
when it comes to estimating parameters that are of interest for policy 
making.
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26. Apart from giving you a trustworthy estimate of the value of Exp[bi].
27. Banerjee and Duflo, for instance, make the following claim: “A single 

experiment does not provide a final answer on whether a program would 
universally ‘work’. But we can conduct a series of experiments, differing 
in […] the kind of location in which they are conducted…” (Banerjee 
and Duflo 2012, 14). They add that “This allows us to […] verify the 
robustness of our conclusions (Does what works in Kenya also work in 
Madagascar?)…” (ibid).

28. You may think this is an uncharitable reconstruction of the argument 
advanced by advocates of RCTs. But the claims they sometimes make, 
e.g., Banerjee and Duflo’s claim, quoted in note 27, regarding the need 
for several RCTs in order to establish that a policy works “universally”, 
seem to invite reconstructions that are far less charitable. One could thus 
see advocates of RCTs as advancing an argument of the form ‘If RCTs 
produce conclusive results in A, B, and C, then the policy works “univer-
sally”, and it will therefore work in D’. This construal seems less chari-
table in that it attributes to advocate of RCTs a claim (the conditional in 
the previous sentence) that’s highly likely to be false.

29. In the case of mitigation-relevant PES program, the buyer of the ES often 
is an intergovernmental agency, e.g., the GEF, acting as a third party on 
behalf of users of the ES. When the GEF is the buyer of the ES, the users 
it represents are the citizens of states that are members of the UN.

30. Of course, many PES programs that target biodiversity also results in the 
protection of carbon stocks and, conversely, many PES programs that 
target climate change mitigation also result in the conservation of 
biodiversity.

31. The theory behind PES programs comes from the work of Ronald Coase 
on social cost (Coase 1960). But see Muradian et al. (2010) for an alter-
native theoretical framework within which to understand PES 
programs.

32. 20 percent according to IPCC (2007a), 12 percent according to van der 
Werf et al. (2009).

33. The UN, for instance, is developing a program called ‘REDD+’ that 
relies on PES-type programs in order to reduce deforestation. Note that 
‘REDD’ is an acronym for ‘Reduction of (carbon) Emissions from 
Deforestation and forest Degradation’.

34. In the Oportunidades (originally PROGRESA) program, parents receive 
conditional payments for activities that improve human capital, e.g., 
enrolling their children to school. The idea is to reduce poverty both in 
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the short term, via the cash payments, and in the long run, by improving 
human capital. The payments in this program, as well as in PES pro-
grams, are conditional in that they are made only if the service (e.g. an 
ES) is actually provided: They are not one-time payments that are made 
upfront.

35. The project is supposed to last for four years, from April 2010 through 
April 2014.

36. And it won’t tell you whether the same causal principle is at work in 
those parts of the study populations composed of landowners from the 
Hoima district and those parts composed of landowners the Kibaale 
districts.

37. See e.g., Pattanayak et al. (2010), Pirard et al. (2010), Alix-Garcia et al. 
(2009), GEF (2010, 35), or Jayachandran (2013b).

38. And if the assumption that these factors are always required is dropped, 
then you also need evidence that these factors are indeed support factors 
needed for the PES program to produce the intended contribution to 
the effect in the location you are targeting.

39. See http://www.vulnerabilityindex.net/ for the EVI and http://webra.
cas.sc.edu/hvri/ for the US county-level SoVI. Note two difficulties with 
using these indices to evaluate the effects of adaptation policies. First, 
they are measures of vulnerability to environmental hazards in general, 
whether or not they are due to climate change. Second, there is no wide 
consensus as to how to measure overall vulnerability (at various geo-
graphical scales), and neither is there a consensus regarding how to mea-
sure an important component of vulnerability, namely adaptive 
capacity.

40. See http://www.adaptationlearning.net/bhutan-reducing-climate-change- 
induced-risks-and-vulnerabilities-glacial-lake-outburst-floods-punakh

41. See http://www.thegef.org/gef/greenline/july-2012/preparation-adaptation- 
and-awareness-kiribati%E2%80%99s-climate-challenge

42. RCTs conducted about weather insurance usually attempt to estimate 
the effects of such insurance on investment decisions (see e.g., Giné and 
Yang 2009) or to understand the causes of weather insurance take-up 
(see e.g., Cole et al. 2013). See de Nicola (2015) for a non-randomized 
evaluation of the effects of rainfall index insurance on the welfare of 
farmers and so on their adaptive capacity.

43. See www.mwe.go.ug
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