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Preface

We are pleased to present to you the proceedings of the 15th edition of BPM, which
was held in Barcelona during September 10–15, 2017. That this conference is in its
15th year is a clear sign of the maturity of the business process management
(BPM) area. During this time the conference has clearly established itself as the most
important academic event in BPM. It is the premium forum for researchers, practi-
tioners, and developers in this area.

The Program Committee (PC) comprised 21 senior PC members and 103 regular PC
members. We received 116 full paper submissions. Out of all submissions, 19 papers
were accepted or conditionally accepted, with an acceptance rate of 16%. This con-
ference has very rigorous reviewing criteria. Each paper is reviewed by a team com-
prising a senior PC and four regular PC members who engage in a discussion phase
after the initial reviews are prepared. The authors receive four review reports, and a
meta-review that summarizes the reviews and the discussion. In the end, a conference
program is only as good as the PC members. The program chairs are, for the most part,
coordinators of the review process and messengers who relay the recommendations
of the review team to the authors. We were very fortunate to have an excellent set of PC
members who were very diligent and conscientious. We cannot thank them enough for
their support and cooperation. The review process was conducted entirely on the
EasyChair conference management system that was an invaluable resource for us.

There were six main sessions into which the papers were organized, spanning
process modeling, process mining or discovery, process knowledge, and decisions and
understanding. There were also papers that relate to the novel Blockchain paradigm and
business process as a service. The conference program was enriched by talks from three
distinguished keynote speakers: Alan Brown (University of Surrey), Miguel Valdés
(Bonitasoft) and Mathias Weske (HPI Potsdam); along with panel and tutorial sessions.
In conjunction with the main program of BPM, there was an industry track and a BPM
Forum, a sub-track of the conference to host innovative research which has potential to
stimulate discussions. The papers included in the industry track and the forum for
presentation at the BPM Conference will be published in a separate volume.

We are grateful for the generous support of our sponsors: Signavio, Celonis, IBM,
Diputacio de Tarragona, MyInvenio, DCR, Bizagi, CA Technologies, Mysphera and
Springer. We very much hope you will enjoy reading the research papers in this
volume.

September 2017 Josep Carmona
Gregor Engels
Akhil Kumar
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A Leaders Guide to Understanding New
Business Models in the Digital Economy

Alan W. Brown

Surrey Centre for the Digital Economy, University of Surrey, Guildford, UK
alan.w.brown@surrey.ac.uk

Many organizations have been preoccupied in recent years with their repeated efforts to
upgrade to digital technologies, digital media, and digital delivery channels. However,
digital transformation has also opened the opportunity for organizations to question
major assumptions about their business model – the users being served, the experiences
offered to them, and the most efficient ways to deliver those experiences in a coordi-
nated, consistent and cost-effective way. Consequently, real world thinking and
experiences in business model innovation have changed significantly over the past few
years. How can business model innovation can keep pace with changing business
needs? This session explores business model innovation in digital transformation and
presents a range of simple frameworks and models that can be used to help explain core
concepts of business model innovation, and techniques that help accelerate business
model experimentation



Intelligent Continuous Improvement,
When BPM Meets AI

Miguel Valdés

Bonitasoft
miguel.valdes@bonitasoft.com

Artificial Intelligence (AI) technologies are evolving faster than ever thanks to the
maturity of cloud computing, BigData and the accessibility of predictive and machine
learning algorithms and frameworks. But, is BPM software ready to embrace AI?
Through continued modernisation BPM platforms goes beyond traditional process
automation and optimisation use cases to play a key role in digital transformation in
organisations of all sizes. Modern BPM applications requirements include advanced
end user interfaces (UIs), access to big volumes of business data and real time updates
of those processes, UIs and data. AI will be the next major wave of innovation in BPM.
In this session we will discuss the challenges and opportunities involved in the shift
towards the use of AI technologies in BPM. We will particularly cover uses cases in
which AI enables intelligent continuous improvement of business processes and BPM
applications. We will also discuss about pros and cons of different AI technologies
when it relates to BPM.



BPM: Reflections on a Broad Discipline

Mathias Weske

University of Potsdam, Germany
weske@hpi.de

BPM is a broad discipline. Topics addressed in business process management range
from formal methods in computer science to behavioral science methods in manage-
ment. These distant points in the spectrum are linked by information systems engi-
neering methods. Computer science, information systems engineering, and
management share business processes as a common interest, as a joint research area.
There are few disciplines that share this breadth. Under a BPM umbrella, not only
different research topics are addressed, but also different research methods are
employed that ask for different evaluation criteria.

In this talk, the breadth of the BPM discipline is illustrated by highlighting research
results from its sub-fields and discussing their respective research objectives. In the
second part of the talk, the implications of these observations on the BPM conference
are discussed. The goal of our conference series has always been to provide a forum for
all aspects of BPM research. Despite this claim the center of gravity has been initially
in formal aspects of business process models and, more recently, in business process
intelligence. While these research areas will continue to be cornerstones of our con-
ference, an important area of business process management is not well represented:
management aspects that focus on the interplay between process technology, persons,
and organizations. These topics clearly deserve more attention in a conference on
business process – management.

To further develop the conference and to match in the conference structure the
breadth of the field, the Steering Committee proposes a novel structure of BPM con-
ferences. This structure is based on different tracks, each of which has a track chair, a
dedicated program committee, and specific evaluation criteria.

By this new structure we hope to broaden the BPM community and, ultimately, to
be a forum for all aspects of the broad business process management discipline.
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Temporal Network Representation of Event Logs
for Improved Performance Modelling

in Business Processes

Arik Senderovich1(B), Matthias Weidlich2, and Avigdor Gal1

1 Technion – Israel Institute of Technology, Haifa, Israel
sariks@technion.ac.il, avigal@ie.technion.ac.il
2 Humboldt-Universität zu Berlin, Berlin, Germany

matthias.weidlich@hu-berlin.de

Abstract. Analysing performance of business processes is an impor-
tant vehicle to improve their operation. Specifically, an accurate assess-
ment of sojourn times and remaining times enables bottleneck analysis
and resource planning. Recently, methods to create respective perfor-
mance models from event logs have been proposed. These works are
severely limited, though: They either consider control-flow and perfor-
mance information separately, or rely on an ad-hoc selection of temporal
relations between events. In this paper, we introduce the Temporal Net-
work Representation (TNR) of a log, based on Allen’s interval algebra,
as a complete temporal representation of a log, which enables simultane-
ous discovery of control-flow and performance information. We demon-
strate the usefulness of the TNR for detecting (unrecorded) delays and
for probabilistic mining of variants when modelling the performance of
a process. In order to compare different models from the performance
perspective, we develop a framework for measuring performance fitness.
Under this framework, we provide guarantees that TNR-based process
discovery dominates existing techniques in measuring performance char-
acteristics of a process. To illustrate the practical value of the TNR, we
evaluate the approach against three real-life datasets. Our experiments
show that the TNR yields an improvement in performance fitness over
state-of-the-art algorithms.

1 Introduction

Modern process-aware information systems (PAIS) support the design, enact-
ment, and analysis of business processes in various domains [1]. Based on a for-
malisation of the supported business process in terms of a process model, they
control how the execution of a set of activities is coordinated to reach a certain
outcome for an instance of the process. The operation of business processes can
be improved by modelling their performance. Specifically, an accurate assess-
ment of key performance measures, such as sojourn times and remaining times,
enables bottleneck analysis and optimised resource planning [2].

Recently, to enable performance analysis of business processes, methods that
construct process models from event logs that contain transactional data have
c© Springer International Publishing AG 2017
J. Carmona et al. (Eds.): BPM 2017, LNCS 10445, pp. 3–21, 2017.
DOI: 10.1007/978-3-319-65000-5 1



4 A. Senderovich et al.

been proposed [3,4]. Yet, these methods consider control-flow and performance
information separately [5–7]. They first create a process model that captures
causal dependencies between activities (commonly referred to as discovery),
which is later annotated with performance details (referred to as enhancement).
Hence, any bias introduced in control-flow discovery carries over to the perfor-
mance analysis.

To illustrate the problem implied by this 2-step approach, we consider a
claim handling example, where discovery may yield the BPMN model in Fig. 1a.
Annotating the model with activity durations, however, does not capture delays
between actual activity executions. This potentially yields inaccuracies when
conducting performance analysis. That is, once a claim is received (A), a system
may automatically fetch previous claims (C). Yet, the plausibility check (B),
supposed to be done in parallel, involves a knowledge worker, who is not available
immediately. Hence, the start of the activity is delayed (see Fig. 1b). Similarly,
after the automatic status update (D), another staff member needs to enter the
decision (E), which also introduces a delay.

C: Fetch
Previous
Claims

B: Plausibility
Check

D: Update
Claim Status

E: Enter
Decision

A: Receive
Claim

F: Send
Notification

(a)

t

B
C

A

D E

F

Instantaneous 
event

Transactional event
(duration of activity)

Processing 
delay

(b)

Fig. 1. Claim handling process (a); common actual execution of activities (b).

In transactional event logs that record the start and end of activity exe-
cution, delays are directly visible for individual process instances, as shown in
Fig. 1b. However, such an instance may represent noise in the event log, which
raises the question of how to consider delays on the model-level. When construct-
ing a process model for performance analysis, the observed delays of individual
instances need to be generalised.

The challenge of incorporating delays in the construction of performance
models has been recognised in the literature. Specifically, Tsinghua-α [8] and
variants of the Inductive Miner [4] incorporate performance details by consid-
ering temporal relations between the start and end of activity executions. Yet,
these approaches are limited in two ways: (i) They take an ad-hoc decision on
the type of temporal relation to consider in model discovery (e.g., to distinguish
interleaved and concurrent execution of activities [4]); and (ii) they require a
model to represent a single temporal relation per pair of activities (e.g., two
activities are always interleaved or concurrent [4]).

In this paper, to overcome the above limitations, we introduce the Temporal
Network Representation (TNR) of an event log as a formalism that is grounded in
Allen’s interval algebra [9]. The TNR is a compact representation of all (pairwise)
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temporal relations between activity executions as observed in the event log. As
such, it generalises different notions of dependency graphs commonly used in
process model discovery and enables us to incorporate performance information
in terms of processing delays in model discovery. Our contributions and the
structure of the paper are summarised as follows:

– The Temporal Network Representation (TNR) of an event log: Following an
introduction of preliminaries (Sect. 2), in Sect. 3, we present the TNR of
transactional event logs. The TNR generalises common representations of
event logs.

– Inductive Mining with the TNR: In Sect. 4, we propose an algorithm to inte-
grate delay unfolding in inductive mining, exploiting the TNR to include
processing delays explicitly. We then show how the TNR enables probabilistic
variant mining, which handles noisy event logs, but preserves performance
details in the discovered model.

– Measuring Performance Fitness: Sect. 5 introduces a framework for measur-
ing performance fitness between an event log and a model. We also show that
under this framework, TNR-based inductive mining is guaranteed to discover
unbiased models.

To demonstrate the practicality of the TNR, we evaluated our approach
with three real-world healthcare datasets. As detailed in Sect. 6, TNR based
reasoning yields up-to 40% improvement in performance fitness with respect to
existing approaches. Finally, we discuss related work in Sect. 7, before concluding
in Sect. 8.

2 Preliminaries

This section reviews preliminaries for our work in terms of event logs, process
trees as a formalism for process modelling, and Allen’s algebra to reason on
temporal intervals.

Event Logs. We adopt a notion of a transactional event log that relates events
to their activity labels (activities, for short), start times, and completion times.
Let E be the universe of events produced by an information system and let A
be the set of supported activities. Then, by e.a ∈ A, e.s ∈ R

+
0 , and e.c ∈ R

+
0 , we

denote the activity that corresponds to the event, its start time, and completion
time, respectively.

A case ξ ∈ 2E \ ∅ is a finite set of events, assuming that no event may occur
in more than one case and that a case comprises at least one event. An event
log L ⊆ 2E is a set of cases. Table 1 presents an example event log for the claim
handling process in Fig. 1. Note that some of the events are instantaneous (i.e.,
have a duration of 0). We denote by Aξ ⊆ A×N

+ the multi-set of activities that
appear in ξ, namely Aξ = {(e.a, k)|e ∈ ξ} with k being the frequency of e.a in ξ.

Process Trees. To represent the process executed by an information system, we
adopt the notion of a process tree [10] that is enriched with time information.
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Table 1. Example event log for the claim handling process.

Case Activity Start Complete

1 A: Receive Claim 9:05 9:05
1 C: Fetch Previous Claim 9:05 9:10
1 B: Plausibility Check 9:08 9:20
1 D: Update Claim Status 9:20 9:22
1 E: Enter Decision 9:40 12:05
2 A: Receive Claim 10:23 10:23
2 C: Fetch Previous Claim 10:23 10:34
3 A: Receive Claim 10:25 10:25

Case Activity Start Complete

3 B: Plausibility Check 10:25 10:28
3 C: Fetch Previous Claim 10:25 10:30
2 B: Plausibility Check 10:30 10:55
3 D: Update Claim Status 10:30 10:30
2 D: Update Claim Status 10:55 10:55
2 E: Enter Decision 11:10 11:28
2 F: Send Notification 11:28 11:28
1 F: Send Notification 12:05 12:05

Traditionally, a process tree encodes the control-flow of a process in terms of
its possible traces, i.e., sequences of activity executions. We recall the intuition
behind process trees and refer the reader to [10] for a complete formalisation of
their syntax and semantics.

An untimed process tree is a rooted tree, in which the leaf nodes are activities
in Aτ = A∪{τ1, . . . , τn} with τi, 1 ≤ i ≤ n, denoting silent activities that cannot
be observed during the execution of the process (but which may have different
durations, so that they need to be distinguished from one another). All non-leaf
nodes are control-flow operators, denoted by O. Common control-flow operators
are sequence (→), exclusive choice (×), concurrency (∧), interleaving (||) and
structured loops (�). Figure 2 shows the process tree for the BPMN model in
Fig. 1a. Semantics of a process tree is defined by recursively constructing a set
of traces: For a leaf node labelled with a ∈ A, the set of traces contains a
single trace, {〈a〉}, whereas it contains the empty trace {〈〉} for a silent activity.
Semantics of a non-leaf node is formalised by a language function that joins the
traces of the subtrees of the node. For instance, the set of traces of the exclusive
choice operator is given by the union of the trace sets of its children.

→

FED∧
CB

A

Fig. 2. Process tree of the
claim handling process.

We extend process tress by adding durations to
leaf nodes. Each activity a ∈ Aτ is assigned a duration
of the (potentially silent) execution of a, which comes
from a cumulative distribution function (CDF) Da.
This induces a timed semantics of the process tree
in terms of sequences of events. From a trace of the
untimed process tree, a set of events is constructed
by drawing a duration from Da for each activity a ∈
Aτ of the trace and constructing the start time and
completion time as follows: the start time is the completion time of the event
for the previous activity in the trace (or 0, if the activity is the first one) and
the completion time is the start time plus the duration. This way we model
instantaneous activities (with a constant duration of 0) and processing delays
(silent activities of a certain duration).

As another extension to the common model of process trees, we consider its
enrichment with branching probabilities. For our purposes, it suffices to assign
a probability distribution Po to each n-ary exclusive choice operator o ∈ O, so
that Po models the occurrence probabilities of the n children of the operator.



Temporal Network Representation of Event Logs 7

Allen’s Interval Algebra. To reason about temporal relations of events, Allen
presented an interval algebra [9] that defines 13 relations between two intervals.
Each of them formalises a different partial order of the start and completion times
of interval events, see Fig. 3. Instantiating these relations for the above notion
of events, for instance, a pair of events x, y ∈ E is in the overlaps relation, if and
only if, x.s < y.s < x.c < y.c.

X
Y precedes

meets
overlaps

is finished by

contains

starts

is preceded by

is met by

is overlapped by

finishes

during

is started by

Relation Converse

X
Y

X
Y

X
Y

X
Y

X
Y

X
Y

X
Y

X
Y

X
Y

X
Y

X
Y

X
Y

equals

x.s x.c
y.s y.c

Fig. 3. Allen’s interval relations, see [11].

The interval relations are mutu-
ally exclusive and partition the Carte-
sian product of events. As shown
in Fig. 3, each relation between two
events, except equals, has a counter-
part that holds for the reversed pair
of events. To avoid this kind of redun-
dancy, in the remainder, we consider
the following 7 out of the 13 relations:
precedes, meets, overlaps, is finished
by, contains, starts, and equals. The set
of these relations is denoted by R.

3 The Temporal Network Representation
of an Event Log

This section introduces our notion of the temporal network representation (TNR)
of an event log. It is based on Allen’s interval relations to capture the temporal
information in the log. We further discuss how the TNR can be collapsed to
obtain commonly used models of event logs, namely the directly-follows graph
and the concurrency graph.

3.1 Definition

The TNR is grounded in the notion of temporal evidence, which is needed when
lifting the interval relations from events to activities. Since in an event log, there
may be many pairs of events related to the same pair of activities, the temporal
evidence captures the frequency of a particular interval relation being observed
among the respective events.

Definition 1 (Temporal Evidence). Temporal evidence is a tuple (R, f) ∈
R × N

+ with R being an interval relation and f being its frequency.

Given an event log, its TNR is a directed graph where nodes are activities
and edge labels assign temporal evidence to the respective pairs of activities.

Definition 2 (Temporal Network Representation (TNR)). Let L be an
event log. Its Temporal Network Representation is a directed, edge-labelled graph
G = (V,E, λ), such that



8 A. Senderovich et al.

– V =
⋃

ξ∈L

⋃
e∈ξ e.a, the nodes are all activities of events of cases in the log;

– E = {(v1, v2) ∈ V × V | ∃ ξ ∈ L : ∃ e1, e2 ∈ ξ : e1.a = v1 ∧ e2.a = v2}, edges
are defined between all pairs of activities that occur jointly in cases;

– λ : E → 2R×N
+
, with λ(d) �→ (R, f), R ∈ R, and f = |{(e1, e2) ∈ E × E |

∃ ξ ∈ L : e1, e2 ∈ ξ : (e1.a, e2.a) = d ∧ (e1, e2) ∈ R}|, the edge labelling maps
temporal evidence as observed in the log to edges.

The TNR of an event log can be constructed incrementally upon the addition of
a new case to an event log. Considering the new information from the log may
introduce additional vertices, additional edges, or increase the frequency of some
temporal evidence.

For the log in Table 1, the TNR is shown in Table 2. Here, the time of an
instantaneous event is considered as a completion time when deriving the interval
relations.

Table 2. Matrix representation of the TNR of the event log in Table 1.

A B C D E F

A {(precedes, 2),
(meets, 1)}

{(meets, 3)} {(precedes, 3)} {(precedes, 2)} {(precedes, 2)}

B {(starts, 1)} {(precedes, 1),
(meets, 2)}

{(precedes, 2)} {(precedes, 2)}

C {(overlaps, 2)} {(precedes, 2),
(meets, 1)}

{(precedes, 2)} {(precedes, 2)}

D {(precedes, 2)} {(precedes, 2)}
E {(is finished by, 2)}
F

3.2 Projections on the TNR

Since the TNR captures all pairwise temporal relations between activities, it
generalises existing models of event logs. These models are typically defined
as dependency graphs, in which the edges encode a particular temporal rela-
tion. Prominent examples used in discovery algorithms such as the Inductive
Miner [10], α-Miner [12], or the Heuristic Miner [13] include the direct-follows
graph and the concurrency graph. In the direct-follows graph, assuming that it
is grounded in completion times of transactional events, a directed edge between
activities x and y encodes that there exists a case ξ ∈ L with two events
e1, e2 ∈ ξ, such that e1.a = x, e2.a = y, e1.c < e2.c, and there is no event
e3 ∈ ξ with e1.c < e3.c < e2.c. The concurrency graph, in turn, contains an
undirected edge for each pair of activities x and y, for which there exists a case
ξ ∈ L and events e1, e2 ∈ ξ with e1.a = x, e2.a = y, and e1.s ≤ e2.s ≤ e1.c ≤ e2.c.

These graphs may be derived from the TNR by projections. A TNR pro-
jection is a function that maps a TNR G = (V,E, λ) to another TNR G′ =
(V ′, E′, λ′), such that V = V ′, E ⊆ E′, whereas the labelling λ′ of G′ is not
constrained.
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We first illustrate the derivation of the directly-follows graph [10], assum-
ing that it is grounded in the completion times of activities. This requires two
projections:

(1) For each edge, the temporal evidence for the relations precedes, meets, over-
laps, and contains is aggregated and considered as part of the precedes rela-
tion. That is, the frequencies of all these relations are summed up and yield
the new frequency of the precedes relation. We then remove all edges having
a frequency of 0 for precedes.

(2) On the TNR that contains only edges with temporal evidence related to
precedes, we conduct a transitive reduction. We are left with the directly-
follows graph.

In the same manner, we can also derive the concurrency graph as used by the
life-cycle variant of the Inductive Miner [4]. To this end, the overlaps, is finished
by, contains, starts, and equals relations are aggregated, yielding a new overlaps
relation. Then, all edges not having temporal evidence related to overlaps are
removed.

4 Inductive Mining with the TNR

In this section, we show how the TNR can be used to enhance discovery of
process models via inductive mining. We first introduce how the TNR is used to
make processing delays explicit, before elaborating on the actual construction of
a process tree (Sect. 4.1). Then, we propose probabilistic variant mining based
on the TNR to handle noisy event logs, while preserving performance details
(Sect. 4.2).

4.1 Delay-Aware Inductive Mining

Delay Unfoldings on the TNR. The TNR indicates processing delays by
means of the precedes interval relation. If the TNR contains an edge between
activities x and y with temporal evidence for precedes, it means that there is
a case in the log in which the start and completion times of two transactional
events that represent the occurrence of x and y are ordered, but the occurrence
of y does not start immediately after the occurrence of x completes—there is a
processing delay between x and y.

To make such processing delays explicit, we define a transformation of the
TNR, referred to as delay unfolding. In essence, it inserts a delay activity between
any two activities for which there is an edge with temporal evidence for the
precedes interval relation. This delay activity is then linked to the respective
activities in terms of temporal evidence for the meets relation, with the intuition
being that this activity represents the gap between the occurrences of the original
activities.

However, an activity x will be in the precedes relation with any other activity
that starts after x completes. Therefore, we insert a delay activity between two
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activities x and y solely if there does not exist an activity z, whose occurrence
can be seen as the reason for the time gap between the completion of x and
the start of y. The situation when a delay-driven gap does not exist between
activities x and y would be characterised by one of the following cases:

– There is an activity z that starts after or with the completion of x, while
y starts after or with the completion of z, both are manifested as relations
Rafter = {precedes, meets}; or

– there is an activity z that starts before the completion of x (temporal evidence
is given as Rover = {overlaps, is finished by, contains, starts, equals}),
while y starts after or with the start of z (all relations in R).

Using the above sets of temporal relations, we formally define the transformation
of delay unfolding as follows:

Definition 3 (Delay Unfolding). Given a TNR G = (V,E, λ), the delay
unfolding yields a new TNR G′ = (V ′, E′, λ′), such that:

– V ′ = V ∪ Vδ, where Vδ contains a node δ(x,y) for each edge d = (x, y) ∈ E
with temporal evidence (precedes, f) ∈ λ(d), f > 0, if there do not exist
edges dx = (x, z), dy = (z, y) ∈ E with temporal evidences (Rx, fx) ∈ λ(dx),
(Ry, fy) ∈ λ(dy), fx, fy > 0, and either Rx, Ry ∈ Rafter , or Rx ∈ Rover and
Ry ∈ R;

– E′ = E ∪ Eδ, where Eδ = {(x, δ(x,y)), (δ(x,y), y) | δ(x,y) ∈ Vδ} connects the
new nodes from Vδ with the source and target of the respective edges; and

– λ′(d) = {(R, f) ∈ λ(d) | R 
= precedes} for d ∈ E, is the original temporal
evidence other than precedes for all edges in the original TNR; and λ′(d) =
{(meets, f)} for (x, δ(x,y)), (δ(x,y), y) ∈ Eδ, d = (x, y) ∈ E and (precedes, f) ∈
λ(d), with f being the temporal evidence of the new edges.

Figure 4 illustrates the delay unfolding for a part of the example in Table 1.
Here, a delay activity δ is introduced between A and B, representing the time gap
indicated by the temporal evidence for the precedes relation. For all other edges
with evidence for precedes, there are other possible reasons for the respective
time gaps. Considering the edge between B and D as an example: while there is
temporal evidence for a delayed start of D after B (the precedes relation), the
temporal evidence of edges between B and C, and C and D, indicates that this
delay may stem from the execution of C.

Model Construction. Once the delay unfolding on the TNR has made process-
ing delays explicit, a timed process tree is derived. Here, we exploit the idea
of inductive mining (IM), which is a constructive approach to process discov-
ery [4,10,14]. In essence, inductive mining proceeds as follows: given a directly-
follows graph, it recursively identifies cuts in the graph that separate its com-
ponents, induce a partition of the log, and yield the control-flow operators of
the process tree. For each identified component, this procedure is repeated until
trivial components (single activities) are obtained.
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Fig. 4. Delay unfolding for a part of the TNR for the log in Table 1.

We adopt this general approach for the TNR after delay unfolding and rely on
the existing algorithms to detect cuts, while integrating the handling of process-
ing delays:

(1) By means of TNR projections, a directly-follows graph and concurrency
graph is derived from the TNR as outlined in Sect. 3.2. Then, a process tree
is built using the IM for transactional event logs [4], which relies on the
concurrency graph to distinguish interleaved from concurrent execution of
activities. The resulting process tree contains the delay activities introduced
as part of the delay unfolding.

(2) For all activities a ∈ A of the obtained process tree, we fit a cumulative
distribution function CDF Da to model the duration. For activities that are
observed in the log, we fit the distribution based on all observed durations
of events, {e.c − e.s | e ∈ ⋃

ξ∈L ξ ∧ e.a = a}. For a delay activity δ(x,y),
the samples to which the distribution is fitted are given as {e2.s − e1.c |
e1, e2 ∈ ξ ∧ ξ ∈ L ∧ e1.a = x ∧ e2.a = y}, i.e., the durations between
the completion of the preceding activity and the start of the succeeding
activity. Every exclusive choice operator is enriched with the corresponding
occurrence probabilities.

(3) Any delay activity δ(x,y) is labelled as a distinguished silent activity,
δ(x,y).a = τi for a unique i ∈ N, to capture that it does not carry any
application semantics.

→

FEτ2D∧
C→

Bτ1

A

Fig. 5. Process tree with delay
activities.

For the above example, the structure of the
timed process trees that results from this proce-
dure is shown in Fig. 5. The model features two
silent activities τ1 and τ2 that represent common
processing delays in handling claims, as outlined
already for a single case in Fig. 1b. The CDFs
assigned to these silent activities model the dura-
tions of these delays.

4.2 Probabilistic Variant Mining

In this part, we consider another angle to utilise the TNR in model discovery:
it can guide the handling of noise in the event log. We observe that common
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approaches to process model discovery strive for understandable models. As a
consequence, when filtering noise in the event log, they tend to represent solely
the most commonly observed behavioural relations between activities in the log.
From the viewpoint of performance modelling, this self-imposed restriction is not
needed. We therefore argue that, in order to improve the representational bias, a
model discovered for performance analysis may incorporate different behavioural
relations explicitly, if there is enough evidence for them. These different relations
may then be weighted following a probabilistic model.

Below, we introduce probabilistic variant mining (PVM), which uses the TNR
to handle noise in inductive mining of process trees. PVM comprises two steps:
(1) a preprocessing step, where a discrete-valued cumulative distribution func-
tion is computed for behavioural relations based on the TNR; (2) a variant
construction step, where this distribution function is used to introduce choices
between subtrees in the resulting model.

Preprocessing. Consider a TNR G = (V,E, λ) that represents an event log L.
The PVF relies on the frequencies defined by the temporal evidence to compute
a discrete-valued cumulative distribution function (dv-CDF) over the interval
relations, F (d) : R → [0, 1], d ∈ E. Let λ(d) = {(R1, f1), . . . , (Rk, fk)} be the
temporal evidence of edge d ∈ E. Without loss of generality, we order the ele-
ments (Ri, fi), 1 ≤ i ≤ k, such that f1 ≤ f2 ≤ . . . fk. The dv-CDF of edge e for
the i-th relation is then defined as:

F (d)(Ri) = F (d)(Ri−1) +
fi

∑k
j=1 fj

, with F (d)(f0) defined as 0.
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Fig. 6. Example TNR (a);
trees obtained with traditional
inductive mining (b) and with
PVM (b).

Variant Construction. Following the gen-
eral approach of inductive mining of process
trees (as recalled in Sect. 4.1, yet potentially
without handling of processing delays), the
control-flow operators of a process tree are
identified by iteratively detecting cuts in a
dependency graph. If such cuts cannot be
detected immediately, edges of the graph may
be considered as noise and filtered according
to a user-defined noise threshold [14]. In any
case, cuts are detected based on a determinis-
tic projection of the dependency graph.

In contrast, PVM defines a probabilistic
means to identify cuts based on different TNR
projections to obtain a direct-follows graph.
In addition to the construction of a direct fol-
lows graph outlined in Sect. 3.2, we also con-
sider a construction solely from relations that
define an empty intersection of intervals (i.e.,
the set of relations Rafter as defined above).
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If the resulting graphs give rise to different cuts, PVM constructs an exclusive
choice operator in the process tree, which embeds all subtrees obtained from the
different cuts. Hence, no information is lost in the process. The branching prob-
abilities of this exclusive choice are assigned based on the dv-CDF function F
as determined in the preprocessing step: each choice is assigned the aggregated
probability of the respective pairwise relations between activities.

For illustration, consider the TNR given in Fig. 6a, which defines temporal
evidence for U and V for both, overlaps and precedes. For this setting, the Induc-
tive Miner for transactional event logs [4] would construct the model given in
Fig. 6b, meaning that the relations between B and C are interpreted as con-
current execution. With PVM, it will be noticed that the graph created from
relations that define an empty intersection of intervals also yields a sequence cut.
Thus, the result would be the model in Fig. 6c; with the branching probabilities
of the × operator set to 3

5 for the concurrent (∧) case, and 2
5 for the sequence

case (→). Clearly, this model is less understandable for users. Yet, focusing on
performance modelling, it more accurately captures the behaviour encoded in
the TNR and, thus, shall improve the model from the performance perspective.

5 Performance Fitness and Theoretical Guarantees

To evaluate algorithms for performance-driven process discovery, such as the one
introduced earlier, this section presents a framework for measuring performance
fitness. First, we define performance measures, loss functions, and the notion of
performance replay, which enable us to quantify the distance between an event
log and a process tree (Sect. 5.1). We then prove that TNR-based inductive
mining comes with guarantees on the performance fitness with respect to the
discovered model (Sect. 5.2).

5.1 Framework for Measuring Performance Fitness

We consider performance fitness with respect to a performance measure (e.g.,
the sojourn time of a case) and a loss function (e.g., the bias). This pair is defined
as follows.

Definition 4 (Performance Measure, Loss Function). A performance
measure ψ : 2E \ ∅ → R

+
0 is a function that maps a set of events to a real-

value. A loss function l : R+
0 × R

+
0 → R

+
0 maps a pair of performance measures

to a real-value.

Having defined ψ and l, we aim at a distance measure between an event log and
a model. To this end, we introduce the procedure of performance replay between
a case ξ = {e1, . . . , en} ∈ L and a process tree T . It is based on the assumption
that T contains all activities referenced in events of cases ξ ∈ L. In other words,
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we do not consider replay for noise-filtered process trees. Performance replay
involves the following steps:

(1) We first match the events of ξ to the process tree T . While there may be mul-
tiple leaf nodes to which an event could be matched, we note that matching
needs to ensure consistency of the temporal relation between events and the
semantics of the process tree operators. That is, this matching can be seen
as the reverse operation of constructing a process tree from the TNR, see
Sect. 4.1. As a result, we obtain a subtree Tξ that contains a set of operators
(without exclusive choice) and leaf nodes, so that each event in ξ is matched
to one of the leaf nodes.

(2) The subtree Tξ is then played-out into a replayed case ξT = {eT
1 , . . . , eT

n |
eT
i .a = ei.a}. It contains the same number of events as ξ and every replayed

event eT
i refers to the same activity as the corresponding event ei in ξ.

Activities that appear in the subtree Tξ, but are without matching events
in ξ, are omitted from ξT via a projection of Tξ on these activities.

(3) For the replayed case, we then construct durations. That is, for event eT
i , the

duration xT
i is sampled from the CDF Da of the respective activity a = eT

i .a.
(4) Based on the durations, the start and completion times of the replayed case

are set. To this end, we follow the partial order induced by the operators
in Tξ. The first events have a start time of eT

i .s = 0 and a completion time
of the sampled duration eT

i .c = eT
i .s + xT

i . Subsequent events start at the
maximal completion time of preceding events (in terms of the partial order
induced by Tξ), while their completion time is again determined based on
their start time and sampled duration.

As an example, we consider the replay of a case ξ = {U10
0 , V 7

0 ,W 15
10 } (sub-

scripts and superscripts correspond to start and end times, respectively) on
the process tree in Fig. 6b. The replay procedure will match the events to the
subtree representing concurrent execution of U and V , which yields a replayed
case ξT = {U, V,W}. The durations for U, V,W are then sampled, e.g., as
xU = 7, xV = 1, xW = 4. Respecting the partial order induced by the sub-
tree, the start and completion times of U, V are set first, before the start time
of W is set to be the maximum of completion times of U and V . As a result, the
following replayed case is created ξT = {U7

0 , V 1
0 ,W 11

7 }.
Performance replay is based on a stochastic model. As such, the replayed event

log, defined as LT = {ξT | ∀ ξ ∈ L}, is different for every enactment of the replay
procedure for L over T . To make the event log and the model comparable, we thus
use the following statistical approach. We conduct performance replay K times,
independently, and consider every replayed log LT to be a sample from T . This
results in a sequence of K replayed logs indexed L

(1)
T , . . . , L

(K)
T . Then, we define

performance fitness between an event log L and a process tree T , as a statistical
comparison between L and the sequence of K replayed logs L

(1)
T , . . . , L

(K)
T .

To simplify notation, we assume that the event log L contains N cases with
each case denoted by ξi, i = 1, . . . , N ; the corresponding replayed cases in the
k-th event log are denoted by ξ

(i,k)
T . We are now ready to define the perfor-

mance fitness score, which quantifies the distance between an event log and a
process tree.
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Definition 5 (Performance Fitness Score (PFS)). Given an event log L, a
sequence of replayed logs {L

(k)
T }, k = 1, . . . , K, a performance measure ψ, and a

loss function l, the performance fitness score (PFS) between L and T is given by,

SK,N (L, T, ψ, l) =
1
N

N∑

i=1

1
K

K∑

k=1

l(ψ(ξi), ψ(ξ(i,k)T )). (1)

5.2 Guarantees on Performance Fitness for TNR-based Inductive
Mining

It turns out that inductive mining with TNR-based delay unfolding and proba-
bilistic variant mining comes with guarantees on the performance fitness of the
discovered model. To capture these guarantees, we first need the notion of the
expected performance fitness score, defined as follows:

Definition 6 (Expected Performance Fitness Score (E-PFS)). Let ξ be a
case of an event log L and let ξT be the corresponding replayed case. The expected
performance fitness score (E-PFS) is

S(L, T, ψ, l) = E[l(ψ(ξ), ψ(ξT ))]. (2)

The randomness in l(ψ(ξ), ψ(ξT )) stems from the fact that we observe an arbi-
trary case from the event log. Assuming that ψ(ξi) are independent and iden-
tically distributed (i.id.) samples from ψ(ξ) and that ψ(ξ(i,k)T ) are i.id. samples
from ψ(ξT ), the PFS, SK,N (L, T, ψ, l), is an unbiased estimator of S(L, T, ψ, l),
since it estimates an expected value by using the sampled mean [15].

Below, we instantiate the performance fitness framework with the sojourn
time of a case ξ = {e1, . . . , en} ∈ L, i.e., ψ′(ξ) = maxe∈ξ e.c − mine∈ξ e.s, as a
performance measure; and the bias, l′(x, y) = x − y, as the loss function. Then,
we show that a process tree discovered by inductive mining using TNR-based
techniques results in an unbiased process tree (in terms of the E-PFS) with
respect to the originating event log.

Theorem 1. Let L be an event log and let T be a process tree discovered from L
using TNR-based delay unfolding and PVM. For performance fitness in terms of
sojourn times of a case and the bias loss, the corresponding E-PFS is unbiased:
S(L, T, ψ′, l′) = 0.

Theorem 1 implies that SK,N (L, T, ψ′, l′) → 0 as the two sample sizes, N
(number of cases in the event log) and K (number of replays), increase. Below,
we provide a proof sketch, while the full proof can be found in an extended
version of this paper.1

Proof Sketch 1. We wish to prove that for an arbitrary ξ,

E[ψ′(ξ) − ψ′(ξT )] = E[ψ′(ξ)] − E[ψ′(ξT )] = 0. (3)
1 https://hu.berlin/TNR-extended.

https://hu.berlin/TNR-extended
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To this end, we write the expression for the difference between the two sojourn
times ψ′(ξ) − ψ′(ξT ) and show that both can be written as the sum of three
components: sequential activity durations, sequential delays, and concurrent set
durations. Since the replayed case and the log case respect the operators in T
and their durations come from the same probability distributions, we show that
the expectation of these three components are equal for both ξ and ξT , which
proves Eq. 3, and the Theorem.

Furthermore, by using similar arguments, we can show that any process tree
T that does not explicitly consider delays or is derived by threshold-based noise
filtering will have a positive bias in terms of sojourn times, when delays have a
positive expected value.

6 Evaluation

The above theoretical guarantees are based on several assumptions that may not
hold in practice. For example, Theorem 1 holds if the execution times of activities
are independent and identically distributed (i.id.), which must not be the case
in real-life business processes. Hence, this section evaluates the usefulness of
the TNR from a practical point of view. Our experiments show, based on three
real-world datasets, that detecting processing delays and probabilistic variant
mining improve performance analysis based on the discovered models. In the
experiments, we compare the presented approach against models discovered by
state-of-the-art inductive miners [4]. Below, we provide details on the datasets
(Sect. 6.1), outline the experimental setting and procedure (Sect. 6.2), before
presenting the main results (Sect. 6.3).

6.1 Datasets

We utilise three data sources: two event logs that stem from two different
processes of DayHospital, a large cancer outpatient hospital in the United States,
and an event log that comes from the Rambam hospital, a general hospital in
Haifa, Israel.2

The first dataset, named ‘Consult’, corresponds to a patient consultation
process in DayHospital. This process involves several procedures including blood
draw, physical examination, vital signs, and consulting with a health provider.
The process is typically very sequential. The second dataset, named ‘Chemo’,
comes from a chemotherapy treatment process in DayHospital. It is a hybrid
manufacturing-service process. Specifically, in order for a patient to receive
chemotherapy, they must go through activities such as blood draw, examination,
and chemotherapy infusion. During this process the relevant chemotherapeutic
drugs is manufactured. The chemotherapy process exhibits concurrency due to
the need to serve the patient and produce their medications. For the DayHospital
experiments, we used six months of data (03/2014–09/2014).

2 Data is available at http://seeserver.iem.technion.ac.il/databases/HomeHospital/.

http://seeserver.iem.technion.ac.il/databases/HomeHospital/
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The third dataset, named ‘Rambam’, originates from a general hospital com-
prising multiple departments, such as emergency and internal ward. The avail-
able data includes process data in terms of department names, start times, and
completion times, thereby providing a high-level description of a patient’s jour-
ney through the hospital as reflected in the information system. For a thorough
description of the process and its corresponding data see [16]. For the Rambam
hospital, we used a month’s worth of data (04/2014).

6.2 Experimental Setting and Procedure

Below, we instantiate the performance fitness framework by setting its building
blocks (performance measure ψ and loss function l), and describe the experi-
mental procedure.

Setting. As our performance measure ψ, we chose the sojourn time, which is
the total time a case spends in the process. As the loss function, we considered
the squared loss, i.e., l(x, y) = (x − y)2. We mine the baseline models via the
Inductive Miner–life cycle (IMlc) [4]. Our evaluation scenarios comprise three
controlled variables: (1) the dataset, (2) whether to detect delays (TNR approach
vs. IMlc), and (3) whether to use probabilistic variant mining (PVM vs. noise
filtering).

Procedure. The experimental procedure involved the quantification of the per-
formance fitness score (PFS), namely SK,N (L, T, ψ, l), per scenario. In our case,
the PFS corresponds to the average loss in sojourn times. To this end, we discov-
ered and enriched models in correspondence to the 12 aforementioned scenarios.
For example, to assess the scenario of the ‘Consult’ dataset, with delay detection,
and probabilistic variant mining, we construct a process tree based on the TNR
by applying both delay unfolding and PVM. Next, the model was simulated,
case-by-case, with 30 runs per scenario, and the sojourn time of each case was
recorded. Lastly, we quantified the empirical root-mean squared error (RMSE)
to asses the loss.

6.3 Results

Table 3 summarises our experimental results in terms of the RMSE measure for
sojourn time estimation over the 12 scenarios. The ‘Delays’ column gets values of
‘Detected’ (if delay unfolding was used), or ‘NDetected’, otherwise. The ‘PVM’
value of the ‘Noise Handling’ column corresponds to probabilistic variant mining
(Sect. 4.2), while ‘Happy-Path’ corresponds to a 20% noise filtering of variants
based on the IMlc. We show the average RMSE across 30 runs and the average
sojourn times of cases (in minutes for DayHospital, in hours for Rambam). To
scale the accuracy of estimation, we also provide the percentage of error out of
the average sojourn time.

For DayHospital, we observe that PVM dominates the deterministic app-
roach by IMlc (40%–60% improvement in estimation error). This points toward
the ability of the TNR-based approach to improve performance measurement.
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Table 3. Experimental results: scenarios and estimated performance fitness score

Dataset Noise handling Delays Avg sojourn time PFS (RMSE) Prop. to AVG

Consult PVM Detected 73 65 89%

PVM NDetected 73 69 95%

Happy-Path Detected 66 86 130%

Happy-Path NDetected 66 85 129%

Chemo PVM Detected 240 172 72%

PVM NDetected 240 178 74%

Happy-Path Detected 222 233 105%

Happy-Path NDetected 222 229 103%

Rambam PVM Detected 113 233 206%

PVM NDetected 113 234 207%

Happy-Path Detected 96 249 259%

Happy-Path NDetected 96 250 260%

Further, delay detection improves performance fitness only when combined with
probabilistic mining (up to 6% improvement in accuracy); it does not signifi-
cantly improve estimation when a ‘Happy-Path’ model is discovered, as the data
is filtered first and the TNR receives a biased version of the event log. This result
is explained by the fact that deterministic noise filtering removes unlikely paths,
which are typically longer and involve more delays. Thus, the TNR is less likely
to contain delays. Rambam hospital scenarios suffer from low estimation accu-
racy across all scenarios due to large variance in patient sojourn times. Yet, the
results described for DayHospital are repeated across the Rambam scenarios.

7 Related Work

Our work falls under the field of process mining [3], as it provides a temporal
representation for extracting process models from event data. Closest to our
work are discovery algorithms that rely on transactional data to extract control-
flow relations, such as Tsinghua-α [8], Inductive Miner–life cycle [4], and the
Heuristic Miner++ [17].

In this paper, we focus on discovery of timed models for performance analysis
of business processes. This topic was the subject of numerous works in process
mining [5,6,18]. Commonly, the proposed techniques treat control-flow discovery,
and temporal aspects of the event log separately, which results in sub-optimal
results when computing performance measures. To overcome this limitation, we
propose a new formalism, namely the Temporal Network Representation (TNR),
which is based on Allen’s interval algebra [9]. Additional formalisms to represent
temporal aspects of information systems have been proposed in the literature.
These include: generalised interval algebra, temporal networks, fuzzy temporal
knowledge, and time ontology methods, see [19] for an extensive survey. In this
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work, we selected Allen’s algebra as it provides a complete representation of all
pairwise relations between time intervals that is simple and transparent [20].

Another line of work, namely predictive process monitoring, aims at online
forecasts of key performance indicators (KPIs), e.g., the remaining time, and the
next event [21]. Our work is mainly concerned with the ability to reconstruct
performance measures as they were observed in the event log, and thus focuses
on post-mortem analysis.

This paper proposes two techniques that enhance performance-driven dis-
covery based on the TNR, namely delay unfolding and probabilistic variant
mining. Related to the former, a method for detecting (unrecorded) queueing
delays from event logs with missing temporal information is presented in [22]; it
models resource availability via an activity-life cycle representation. The TNR
provides a more general approach to delay detection, as it does not require a
priory knowledge of resource behaviour.

Probabilistic variant mining relates to recent attempts to handle noise in
process discovery, based either on event log filtering [10,13,23], or model abstrac-
tion [24,25]. While these works rely on deterministic reasoning, requiring a user
to decide on over or under representation of process variants in the model, the
TNR enables for a probabilistic framework, which better reflects process hetero-
geneity in the discovered model.

To assess performance-oriented fitness, we proposed the performance fitness
score (PFS) that is derived using a stochastic replay of events logs over process
trees. The idea to calculate fitness based on a replay procedure was first intro-
duced in [26], and later extended based on the notion of alignments [27]. However,
these two approaches do not address the situations when the discovered models
are stochastic, i.e., comprising time distributions and branching probabilities.
The second-pass approach presented in [5] involves simulating a (discovered)
stochastic model to obtain a sample of event logs. These simulated logs are
then compared to the originating event log that was used for discovery, to check
whether the discovered model is a good representation of the event log. However,
the comparison is performed without a formal notion of model-log distance (or
similarity). In our approach, we propose the PFS as a statistic that measures
the distance between event logs and process trees. Further, we show that under
probabilistic assumptions, the TNR produces unbiased model with respect to
the PFS.

8 Conclusion

Targeting the improvement of business processes based on performance analysis,
we introduced a novel model of event logs, namely the temporal network repre-
sentation (TNR). It captures the temporal relations between activities, which is
an essential aspect of performance-oriented process model discovery. To demon-
strate the effectiveness of the TNR, we introduced two applications. First, we
proposed delay unfolding as a means to detect unrecorded processing delays.
Second, we presented probabilistic variant mining (PVM) to preserve perfor-
mance information, while handling noise in event logs. Further, we developed
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a framework for assessing performance fitness of discovered models. We have
shown that under this framework, TNR-based inductive mining is guaranteed
to result in unbiased models with respect to the original event log. We evalu-
ated the approach with three real-world datasets from the healthcare domain.
We have been able to show an up-to 40% percent improvement in sojourn time
estimation, when combining delay detection and PVM.

In future work, we aim at enriching the TNR with workload information to
separate delays stemming from resource queueing and those originating from
synchronisation.
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Abstract. Synthesis aims at producing a process model from specified
sample executions. A user can specify a set of executions of a system in
a specification language that is much simpler than a process modeling
language. The intended process model is then constructed automatically.

Synthesis algorithms have been extensively explored for cases where
the specification language is a reachability graph or a sequential lan-
guage. Concerning synthesis from partial languages, however, there is a
significant gap between theory and practical application. In the litera-
ture, we find two different synthesis methods for partial languages, but
both have poor runtime even in reasonably sized practical examples. In
this paper, we introduce a new and more efficient synthesis algorithm for
partial languages based on Hasse diagrams.

1 Introduction

Complex business processes are often modeled by means of Petri nets [1,3,17,29,
30]. Petri nets have formal semantics, an intuitive graphical representation, and
are able to express concurrency among the occurrence of actions. Petri nets are
the formal basis for many workflow modeling languages. However, constructing a
Petri net model for a real world process is a costly and error-prone task [1,3,28].

Fortunately, whenever we model a system, there are often some associated
descriptions or even specifications of the desired processes. There may be log-
files of recorded behavior, example runs, or product specifications describing use
cases. Such specifications can be formalized by a set of words, a reachability
graph, or a partial language. Yet, only partial languages are able to explicitly
express concurrency between events. Thus, partial languages have drawn much
attention recently [5,20].

If a specification is incomplete or contains so-called noise, there are algorithms
developed in the area of process mining [1,2] to still automatically generate a
suitable business process model. If a specification is complete (i.e. is the desired
behavior), we can synthesize a model. The synthesis problem is to compute a
process model so that: (A) the specification is a subset of the language of the
generated model and (B) the generated model has minimal additional behavior.

To showcase a typical use case of synthesis-based model generation, we
assume a coffee brewing process together with a domain expert on this process
called Robin. Robin has been brewing coffee for years, but just recently received
a training in process modeling to document standard processes in his depart-
ment. Robin observes a sample execution of his process and records the following
c© Springer International Publishing AG 2017
J. Carmona et al. (Eds.): BPM 2017, LNCS 10445, pp. 22–39, 2017.
DOI: 10.1007/978-3-319-65000-5 2



Synthesizing Petri Nets from Hasse Diagrams 23

sequence of events: grind beans, unlock machine, empty strainer, clean coffee pot,
get water with coffee pot, fill kettle, fill strainer, assemble and turn on. In a sec-
ond sample, he uses a glass pot (instead of the coffee pot) to fetch water from the
kitchen. With this in mind, Robin builds a naive Petri net-like process model of
his process depicted in Fig. 1. All actions of the process are ordered in a sequence
and there is an XOR-split modeling the choice between the two transitions get
water with coffee pot and get water with glass pot.

s
grind
beans

unlock
machine

empty
strainer

clean
coffee pot

p1 getwater
with

coffee pot

getwater
with

glass pot

p2
fill

kettle
fill

strainer

assemble
and

turn on

Fig. 1. Petri net-like process model of the coffee brewing process.

We (modeling experts) try to rate the validity of Robin’s model. We realize
that most of the modeled dependencies may be superfluous. For example, unlock-
ing the coffee machine usually does not depend on grinding beans. Cleaning the
coffee pot only depends on unlocking the machine. What is worse, some of these
dependencies may change if we consider different executions of the process. In
a scenario where we use the coffee pot to get water from the kitchen, the event
fill kettle depends on the sequence of actions unlock coffee machine, clean coffee
pot, and get water with coffee pot. In another scenario where we use the addi-
tional glass pot to fetch water, the event fill kettle only depends on unlocking
the machine and getting water. Thus, the relation between the occurrences of
fill kettle and clean coffee pot has changed.

There are many possible pitfalls in this small example. Even if Robin under-
stands the concepts that may cause trouble here, he most likely will not be able to
adapt his model accordingly. To tackle this problem, we apply a synthesis-based
model generation approach. We revisit both initially observed sample executions
and depicted them in Fig. 2. In a next step, we ask Robin to delete unnecessary
dependencies between observed events. With his expert knowledge on the process
at hand, he for example starts to delete the dependency between grind beans and
unlock machine in the first sequence, thus creating a partial order step by step.
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grind
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unlock
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coffee pot

get water
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fill
kettle

fill
strainer

assemble
and turn on

Fig. 2. Observed events of the coffee brewing process.
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Robin continues to delete all superfluous dependencies from both observed
sequences and finally comes up with the two labeled Hasse diagrams depicted in
Fig. 3. Every labeled Hasse diagram specifies a different run of the coffee brewing
process. In the first run, we grind beans and unlock the coffee machine. Once
the machine is unlocked, we empty the strainer and clean the coffee pot. After
it is cleaned, we fetch water from the kitchen using the coffee pot. When the
strainer and the kettle are filled, we assemble and turn on the coffee machine.
Every arc models a dependency between the occurrence of the related actions
and unordered events occur concurrently. In the second run, we use a glass pot
(instead of the coffee pot) to fetch water from the kitchen. This activity does not
depend on unlocking or cleaning the coffee pot. We can get water right at the
beginning of this sample run. Altogether, Fig. 3 depicts a complete and intuitive
specification of our coffee brewing process.
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Fig. 3. Two labeled Hasse diagrams, i.e. a specification of the coffee brewing process.

The last step in a synthesis-based model generation approach is to construct
a model matching Robin’s specification, thus solving the synthesis problem. Such
a model offers an integrated view of the process at hand, is more compact, can
be analyzed by well-known Petri net algorithms, and can serve as an input for
workflow engines.

In this paper, we present a new synthesis technique to automatically trans-
form a specification into a valid process model. The main benefit is that single
executions are much easier to model than the complex system itself. To confirm
this claim, we take a look at the model depicted in Fig. 4 modeling the coffee
brewing process specified in Fig. 3. This model is generated using the algorithm
presented in the remainder of this paper. We will recall Petri nets and their par-
tial language in the preliminaries; here, it is sufficient to state that this model
has exactly the specified behavior of the coffee brewing process.

Taking a look at the literature, scenario-based modeling approaches are an
acknowledged research topic. There is a vast variety of specialized approaches
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Fig. 4. A marked p/t-net modeling a coffee brewing process.

using different specification languages and process models (see for example
[15,16,22,23]). All these approaches have in common that they assume the spec-
ification to be valid and rather complete. This is the main requirement for apply-
ing precise generation algorithms like synthesis or folding methods. The theory
of the related synthesis algorithms is called region theory [4,21]. Region theory
has been extensively explored for reachability graphs and sequential languages.
There are many non-trivial theoretical results, notions, case studies, as well as
tools like ProM [19], Genet [14], or Viptool [10] (see for example [11–13,31,32] for
some recent publications). Concerning region theory for partial languages, how-
ever, there is a significant gap between theory and practical application. There
are two different notions of regions for partial languages: tokenflow regions [9]
and transition regions [8,9]. Yet, both related algorithms perform poorly even
in reasonably sized practical examples [8]. In Sect. 3, we introduce a synthesis
algorithm based on a new concept called compact regions. The name stems from
the fact that while tokenflow regions relate to occurrence nets and transition
regions relate to step sequences, the new notion relates to compact tokenflows
[6,7] and Hasse Diagrams, i.e. a much more compact representation of a partial
language. We show that the concept of compact regions introduced here leads
to a much faster synthesis algorithm.

The paper is organized as follows: Sect. 2 introduces Petri nets, their partial
language, and the synthesis problem. In Sect. 3, we recall the concept of compact
tokenflows and introduce compact regions. We prove that compact regions solve
the synthesis problem for Petri nets and partial languages. At the end of Sect. 3,
we deduce our synthesis algorithm from the new definition of compact regions. In
Sect. 4, we discuss the runtime of the new algorithm. We compare the algorithm
to its predecessors i.e. algorithms based on transition regions and (ordinary)
tokenflow regions. We implement all synthesis techniques in a tool called MoPeBs
Eagle Owl and present runtime tests.
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2 Preliminaries

Let f be a function and B be a subset of the domain of f . We write f |B to
denote the restriction of f to B. We call a function m : A → N a multiset
and write m =

∑
a∈A m(a) · a to denote multiplicities of elements in m. Let

m′ : A → N be another multiset. We write m ≥ m′ if ∀a ∈ A : m(a) ≥ m′(a)
holds. We denote the transitive closure of an acyclic and finite relation < by <∗.
We denote the skeleton of < by <�. The skeleton of < is the smallest relation �
such that �∗ =<∗ holds. Let (V,<) be some acyclic and finite graph, (V,<�) is
called its Hasse diagram. We model business processes by p/t-nets [3,18,29,30].

Definition 1. A place/transition net (p/t-net) is a tuple (P, T,W ) where P is
a finite set of places, T is a finite set of transitions such that P ∩ T = ∅ holds,
and W : (P × T ) ∪ (T × P ) → N is a multiset of arcs. A marking of (P, T,W ) is
a multiset m : P → N. Let m0 be a marking, we call the tuple N = (P, T,W,m0)
a marked p/t-net and m0 the initial marking of N .

Figure 4 depicts a p/t-net modeling a coffee brewing process. Transitions are
rectangles, places are circles, the multiset of arcs is represented by weighted
arcs, and the initial marking is represented by black dots called tokens. There is
a simple firing rule for transitions of a p/t-net: let t be a transition of a marked
p/t-net (P, T,W,m0). We denote ◦t =

∑
p∈P W (p, t) · p the weighted preset of t.

We denote t◦ =
∑

p∈P W (t, p) · p the weighted postset of t. A transition t is
enabled (can fire) at marking m if m ≥ ◦t holds. Once transition t fires, the
marking changes from m to m′ = m − ◦t + t◦. In our example p/t-net, the
transitions grind beans, unlock machine, and get water with glass pot can fire at
the initial marking. If unlock coffee machine fires, this removes the token from
the place in its preset and produces two new tokens: one token in the preset
of empty strainer and another token in the preset of clean coffee pot. As soon
as get water glass pot fires, the token from the lower left place is removed and
one token is produced in the preset of fill kettle. Note: firing get water glass pot
disables transition get water coffee pot for the rest of this process. Concerning
arc weights, the transition assemble and turn on is enabled if there are at least
three tokens in the rightmost place p9. Repeatedly processing the firing rule
produces firing sequences. These firing sequences are the most basic behavioral
model of Petri nets. Let N be a marked p/t-net, the set of all initially enabled
firing sequences of N is the sequential language of N .

Petri nets and most business process modeling languages are able to express
concurrency of the occurrences of transitions. For example, transitions grind
beans and unlock machine can fire independently from one another. Roughly
speaking, they can fire without any order while not sharing resources. However,
firing sequences are not able to capture or describe such behavior. The common
behavioral model for partially ordered behavior of Petri nets is a so-called process
nets [25]. A process net is a Petri net modeling only one single partially ordered
run of a marked p/t-net. For a formal definition of process nets we refer to
[25,30]. Here, as an example, we depict a process net of our coffee brewing Petri
net of Fig. 4.
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Every place of a process net relates to a token of the related p/t-net. For
example in Fig. 5, there are three places labeled p9 in the preset of the transition
assemble and turn on. The set of process nets of a p/t-net is called its unfolding.
Events, loops, tokens, and conflicts are unfolded to present single executions of
the related net.
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Fig. 5. One process net of the coffee brewing process.

If we abstract from the places of a process net related to a p/t-net N , we have
a set of events arranged in a partial order. Just like some valid firing sequence,
this partially ordered set of events is enabled in the p/t-net. In other words,
we can replay such a partial order by firing transitions of N where unordered
parts of the partial order can fire concurrently. The set of labeled partial orders
induced by all processes of N is the partial language of N . For example, the left
half of Fig. 3 depicts the labeled Hasse diagram representing the partial order
underlying Fig. 5. Thus, this labeled partial order is in the partial language of
the p/t-net depicted in Fig. 4.

Definition 2. Let T be a set of labels. A labeled partial order (lpo) is a triple
lpo = (V,<, l) where V is a finite set of events, < ⊆ V × V is a transitive and
irreflexive relation, and the labeling function l : V → T assigns a label to every
event.

Definition 3. Let K = (C,E, F, ρ) be a process net of a marked p/t-net
(P, T,W,m0) where C is a set of conditions, E is a set of events, F is a set of
arcs, and ρ : (C ∪E) → (P ∪T ) is a labeling function. The lpo (E,F ∗|E×E , ρ|E)
is the process lpo of K.

Let N be a marked p/t-net and LΠ(N) be the set of all process lpos of N .
L(N) = {(E,<, l)|(E,<, l) an lpo, (E,<′, l) ∈ LΠ(N), <′⊆<} is the partial lan-
guage of N .

As we already pointed out in the introduction, our goal is to synthesize a p/t-
net from a specification describing partially ordered behavior. The most suitable
manner to represent a partial language is by means of labeled Hasse diagrams
(see Fig. 2). A labeled Hasse diagram is a finite set of events ordered by the
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skeleton of a partial order. Clearly, the transitive closure of a Hasse diagram is
an lpo. Thus, the prefix- and sequentialisation-closure of a set of labeled Hasse
diagrams is a partial language.

Definition 4. A triple run = (V,<, l) is a labeled Hasse diagram if (V,<∗, l) is
an lpo and <�=< holds. A finite set of labeled Hasse diagrams is a specification.
Let run = (V,<, l) be a labeled Hasse diagram, we define run∗ = (V,<∗, l).

Definition 5. Let N be a marked p/t-net and S = {run1, . . . , runn} be a spec-
ification. We write S ⊆ L(N) iff {run∗

1, . . . , run∗
n} ⊆ L(N) holds.

Finally, we are able to define the synthesis problem. The synthesis problem
is to construct a p/t-net such that its behavior matches a specification. If there
is no such p/t-net, we construct a p/t-net such that its behavior includes the
specification and has minimal additional behavior.

Definition 6. Let S be a specification, the synthesis problem is to compute a
marked p/t-net N such that the following conditions hold: S ⊆ L(N) and for all
marked p/t-nets N ′ : L(N)\L(N ′) �= ∅ =⇒ S �⊆ L(N ′).

3 Compact Regions and Synthesis Algorithm

The algorithm presented in this paper is based on the theory of regions [21].
For an introduction to region theory, we refer the reader to [4]. As stated in
the introduction, the input to our algorithm is a set of labeled Hasse diagrams
(see Fig. 3). The first step is to construct a transition for every label to get
an initial p/t-net without places. The language of this net includes arbitrary
behavior because all the transitions have an empty preset and can fire in any
order. Obviously, we need to add places and arcs to restrict the behavior of this
initial net. To solve the synthesis problem, we are only allowed to add places
and connected arcs that do not inhibit our specification.

Definition 7. Let S be a specification and N = (P, T,W,m0) be a marked p/t-net.
A place p ∈ P is called feasible for S iff S ⊆ L(({p}, T,W |({p}×T )∪(T×{p}),m0(p)))
holds. Let S be a specification and N = ({p}, T,W,m0) be a marked one-place
p/t-net. We call N feasible for S iff p is feasible for S.

If we are able to identify feasible places, we can add these to our initially
placeless p/t-net. These places restrict the behavior, yet such a net will still be
able to execute all the labeled Hasse diagrams of the specification.

Remark 1. Let S be a specification and let a set of p/t-nets {({p1},
T,W1,m1), . . . , ({pn}, T,Wn,mn)} be feasible for S. Let N = (

⋃
i{pi}, T,

∑
i Wi,∑

i mi) be the union of all feasible nets, every place of N is feasible and S ⊆ L(N)
holds.
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Theoretically, we could restrict the behavior of the initial p/t-net by adding
the set of all feasible places. This would guarantee that the behavior of the net
cannot be restricted further without excluding some executions of the specifica-
tion. This is a fundamental theorem of region theory (see for example [4]).

Theorem 1. Let S be a specification and T be its set of labels. The p/t-net
which is the union of all p/t-nets feasible for S is a solution of the synthesis
problem.

Practically, we need to construct a finite p/t-net with the same behavior
as the union-of-all-feasible-places p/t-net. For partial languages, there are two
strategies to tackle this problem: We can either calculate a basis of all feasible
places and add them to the initial set of transitions. This is always possible and
the basis is always finite. According to the firing rules of Petri nets, this net
behaves like the infinite p/t-net. In other words, the finite basis p/t-net also
solves the synthesis problem. Or we can use the technique of so-called wrong
continuations. Roughly speaking, the set of wrong continuations is the border
between the specified and all other behaviors. The set of wrong continuations is
finite as long as the specification is finite as well. For each wrong continuation, we
add one feasible place, thus excluding the wrong continuation from the language
of the constructed net. The resulting finite p/t-net solves the synthesis problem
as well.

The next step of our algorithm is to characterize the set of all feasible places.
To develop an efficient synthesis algorithm, we rely on the behavioral model of
compact tokenflows [6,7]. A compact tokenflow is a distribution of tokens along
the Hasse diagram of a labeled partial order. A labeled Hasse diagram is in
the partial language of a p/t-net if there is a compact tokenflow distributing
tokens such that three conditions hold: first, every event receives enough tokens,
second, no event has to pass too many tokens, and third, the initial marking is not
exceeded. Tokens must be received from the particular presets of events. Thus,
we ensure that consumed tokens are available before the actual event occurs. If a
transition produces tokens, the related events are allowed to produce tokenflow
in the Hasse diagram and pass these tokens to their particular postsets. If an
event receives tokens, it consumes the tokenflow needed and passes the redundant
tokenflow to later events. Tokens of the initial marking are free for all, i.e. any
event can consume tokens from the initial marking.

Definition 8. Let N = (P, T,W,m0) be a marked p/t-net and run = (V,<, l)
be a labeled Hasse diagram such that l(V ) ⊆ T holds. A compact tokenflow is
a function x : (V ∪ <) → N. x is compact valid for p ∈ P iff the following
conditions hold:

(i) ∀ v ∈ V : x(v) +
∑

v′<v x(v′, v) ≥ W (p, l(v)),
(ii) ∀ v ∈ V :

∑
v<v′ x(v, v′) ≤ x(v) +

∑
v′<v x(v′, v) − W (p, l(v)) + W (l(v), p),

(iii)
∑

v∈V x(v) ≤ m0(p).

run is compact valid for N iff there is a compact valid tokenflow for every p ∈ P .
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Fig. 6. Two valid compact tokenflows for place p9 of the marked p/t-net of Fig. 4.

For an example of a compact tokenflow, we consider place p9 of Fig. 4 and
depict two related compact valid tokenflows for the two labeled Hasse diagrams
introduced earlier in Fig. 6. We take a look at Fig. 4 and only consider p9 and
its related arcs. We see that all events labeled assemble and turn on need to
receive three tokens, whereas all events labeled fill strainer, clean coffee pot, or
fill kettle can produce one token. In the Hasse diagrams of Fig. 5, tokenflow is
depicted as integers on the related arcs and events (the integer 0 is not shown).
According to the depicted tokenflow, in the first diagram fill strainer and clean
coffee pot create one token each. The event get water coffee pot cannot create
tokens for p9, but receives a token from clean coffee pot and passes this token
to fill kettle. The event fill kettle receives one token and produces another one.
Thus, fill kettle passes two tokens to assemble and turn on. Altogether, assemble
and turn on receives three tokens and all the conditions for a valid compact
tokenflow hold for p9. All in all, we need to construct eleven compact tokenflows
related to the eleven places of the p/t-net of Fig. 4 to deduce that this labeled
Hasse diagram is in the language of the p/t-net. In the second Hasse diagram
of Fig. 6, three tokens directly reach the event labeled assemble and turn on.
Again, all conditions for a valid compact tokenflow hold for p9. Compared to the
notion of process nets [25] and to the notion of (ordinary) tokenflows [26,27],
the main advantage of compact tokenflows is that they only consider the Hasse
diagrams of the specification. Process nets as well as ordinary tokenflows need to
consider the complete (i.e. transitive) relation. Previous work [6,7] proves that
these three notions are equivalent, i.e. they all define the same partial language.
For the proof, we refer to [6] but state the following theorem.

Theorem 2. The language of a marked p/t-net is well-defined by the set of
compact valid labeled Hasse diagrams.

In our algorithm we take advantage of compact tokenflows and define a new
notion of regions, i.e. compact regions, for partial languages.

Definition 9. Let S = {(V1, <1, l1), . . . , (Vn, <n, ln)} be a specification, T be its
set of labels, and p be a place. We denote V ′

i the set of events with an empty prefix
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in (Vi, <i, li). A function r : (
⋃

i(V
′
i ∪ <i) ∪ (T × {p}) ∪ ({p} × T ) ∪ {p}) → N

is a compact region for S iff ∀i ∈ N : r|{V ′
i ∪<i} is compact valid for p in

({p}, T, r|(T×{p})∪({p}×T ), r(p)).

We reconsider our sample brewing process depicted in Fig. 5. We assume,
both Hasse diagrams are the input to our synthesis algorithm. The main idea
of the algorithm is to construct compact regions. In this example, we imple-
ment the domain of a compact region by 41 non-negative integer unknowns.
The first 19 unknowns represent a place. A place may have one weighted arc
leading to each of the nine transitions related to the labels of our example,
one weighted arc coming from each of the nine transitions, and an additional
unknown for its initial marking. The next ten unknowns represent a compact
tokenflow of the first Hasse diagram. One unknown for each of the eight arcs and
two additional unknowns for each of the two minimal events. The last twelve
unknowns represent a compact tokenflow of the second Hasse diagram. Again,
one unknown for each of the nine arcs and three additional unknowns for each
of the three minimal events. Only if all 41 values of these unknowns relate to
two compact tokenflows valid for the defined place, this vector is a compact
region. For example, assume a fixed ordering of all 41 unknowns, the vector
(0, 1, 3, 0, 0, 1, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 1, 1, 2, 0, 0, 0, 0, 0, 0, 1, 1, 1, 0,
0, 0, 0, 0) may be a compact region. Assuming a correct ordering of all unknowns,
the first third of this vector defines the arc weights of p9 depicted in Fig. 3. The
second third defines the compact tokenflow on the left side of Fig. 5. The last
third defines the compact tokenflow on the right side of Fig. 5.

To state the correctness of our synthesis algorithm we have to prove that if the
compact tokenflows are valid for the defined place, a region defines a feasible place.

Theorem 3. Let S be a specification and T be its set of labels. Every compact
region r for S defines a feasible p/t-net Nr = ({p}, T,W,m0) and vice versa.

Proof. Let r be a compact region. For every labeled Hasse diagram in S, there is a
valid compact tokenflow r|{V ′

i ∪<i} of p in Nr = ({p}, T, r|(T×{p})∪({p}×T ), r(p)).
S ⊆ L(Nr) holds and so Nr is feasible for S.

Let N = ({p}, T,W,m0) be a feasible p/t-net such that S ⊆ L(N) holds.
There is a valid compact tokenflow ri for every labeled Hasse diagram of S.
Without loss of generality, every ri is zero on events with a non-empty prefix.
This holds because as long as some valid compact tokenflow is positive for some
event e with a non-empty prefix, move this tokenflow to an event e′ in its direct
prefix and adopt the compact tokenflow on the arc (e′, e) accordingly. The union
r =

⋃
i ri ∪ W ∪ m0 is a compact region. �

Every region is a vector of numbers respecting the conditions (i), (ii), and
(iii) of Definition 9. With this in mind, we are able to express all feasible p/t-
nets by a single inequality system. Again, in this system, there is an unknown
for every element in the domain of a compact region, i.e. one unknown for every
minimal event, another unknown for every arc, two unknowns for every label,
and a single unknown for the initial marking. The inequality system is built from
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the inequalities defined in Definition 8. According to (i) and (ii), there are two
inequalities for every event of the specification. According to (iii), there is another
inequality for every labeled Hasse diagram. The set of positive integer solutions of
this inequality system is the set of all feasible nets. We call this inequality system
the compact region inequality system. Every solution of this system defines one
feasible place. Altogether, the compact region inequality system has 41 unknowns
as well as 34 inequalities in our coffee brewing example.

Finally, we depict the complete synthesis algorithm using compact regions in
Algorithm 1. Input is a set of Hasse diagrams H. We construct a Petri net with an
empty set of places and a transition for every label, calculate the compact region
inequality system, and the set of wrong continuations of H. For every wrong con-
tinuation c we check if it is still executable in the net constructed so far. If it is
executable, we need to exclude the wrong continuation from the behavior of the
net. This must be done with a feasible place, i.e. a compact region. We encode the
non-executability of c in an additional inequality for the compact region inequal-
ity system. Every solution of this extended system is a region and excludes c. If
this system has a solution, we add the related one-place net to our initially con-
structed set of transitions. If the extended compact region inequality system has
no solution, the wrong continuation c cannot be excluded. We assure that the con-
structed net is a best approximation to H by adding the set of wrong continuations
of c to C. Algorithm 1 will terminate because H is finite.

Algorithm 1.
1: Input: A set of labeled Hasse diagrams H
2: (P, T,W,m0) ← (∅, T ← ⋃(V,<,l)∈H l(V ), ∅, ∅)

3: M ← compactRegionInequalitySystem(H)
4: C ← wrongContinuations(H)
5: while C �= ∅ do
6: c ← C.remove()
7: if c.isExecutable(P, T,W,m0) then
8: M ′ ← M.addInequality(c)
9: s ← M ′.solve()

10: if s.isSolution() then
11: (P, T,W,m0).add(s.getOnePlaceNet())
12: else
13: C.addAll(wrongContinuations(c))
14: return (P, T,W,m0)

4 Comparison and Experimental Results

In this section, we first compare compact regions to the already existing concepts
of transition regions [4,8] and ordinary tokenflow regions [9]. Secondly, we present
a runtime experiment comparing all three related synthesis algorithms.
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A transition region of a partial language L is based on the set of step
sequences Lstep of L (see [24]). As an example, we depict three of the numerous
step sequences of the first labeled Hasse diagram of our coffee brewing process
using two operators: composition of steps + and sequential composition of steps ·:
[(grind beans) + (unlock machine)] · [(empty strainer) + (clean coffee pot)]·
[(fill strainer)+ (get water coffeepot)] · (fill kettle) · (assemble and turn on)

[(grind beans) + (unlock machine)] · [(empty strainer) + (clean coffee pot)]·
(get water coffee pot) · [(fill strainer)+(fill kettle)] ·(assemble and turn on)

(unlock machine) · [(grind beans) + (empty strainer) + (clean coffee pot)]·
(get water coffee pot) · [(fill strainer)+(fill kettle)] ·(assemble and turn on)

The two events grind beans and unlock coffee machine are the first step of
the first sequence. The second step is empty strainer and clean coffee pot. The
number of maximal step sequences may grow exponentially with the number of
events of a labeled Hasse diagram. Even in our small coffee brewing specification,
the size of this language is huge. A transition region defines a place and requires
that this place can fire every maximal step sequence of the specified partial
language.

Definition 10. Let S = {(V1, <1, l1), . . . , (Vn, <n, ln)} be a specification, T be
the set of labels of S, and p be a place. Let Lstep(S) be the language of step
sequences of S. A function r : ((T × {p}) ∪ ({p} × T ) ∪ {p}) → N is a transition
region for S iff for all maximal step sequences (τ1 . . . τn) ∈ L(S)step and all
j ∈ {1, . . . , n} : r(p)+

∑
t∈T ((τ1+. . .+τj−1)(t)·r(t, p)−(τ1+. . .+τj)(t)·r(p, t)) ≥

0 holds.

We follow Definition 10 to define the transition region inequality system. The
number of unknowns is 2 · |T | + 1, i.e. a place. The inequalities of the inequality
system are a subset of the set of conditions of Definition 10. In the transition
region inequality system, we discard all constraints that are equal to or less strict
than other constraints. Let τ and τ ′ be two steps such that τ ′ ≤ τ holds and let τ1
. . . τj−1 and τ ′

1 . . . τ ′
k−1 be two step sequences such that

⋃
i<j τi and

⋃
i<k τ ′

i share
the same multiset of labels. If τ can fire after the occurrence of τ1 . . . τj−1, the
step τ ′ can fire after the occurrence of τ ′

1 . . . τ ′
k−1. Thus, we build the transition

region inequality system by merging matching presteps to so-called prefix steps.
The number of inequalities of the transition region inequality system is equal to
the number of prefix step continuations. A prefix step continuation is a prefix
step Γ together with a step τ if there is a matching maximal step sequence
π1 . . . πn of S such that Γ =

⋃
i<n πi and τ = πn holds. Altogether, the number

of inequalities is approximately the number of cuts of S. In a worst-case scenario,
the number of cuts is exponential in the size of our input. However, if we specify
little concurrency, the number of cuts is small. The number of inequalities is,
for example, equal to the number of all events if every labeled Hasse diagram is
totally ordered. We refer the reader to [8] for a more detailed description of the
transition region inequality system.
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An ordinary tokenflow region of a partial language is based on the set of labeled
partial orders of a specification. Let S = {(V1, <1, l1), . . . , (Vn, <n, ln)} be a spec-
ification of L, obviously, S∗ = {(V1, <

∗
1, l1), . . . , (Vn, <∗

n, ln)} specifies L using
labeled partial orders. If we input a set of labeled Hasse diagrams we have to cal-
culate the transitive closure in a first step of this algorithm. Figure 3 depicts two
Hasse diagrams with a total of 17 arcs. The respective partial orders have 31. In
the exceptional case where a Hasse diagram is transitive, both characterizations
have the same number of arcs; in most cases, the number of arcs of a partial order
may increase quadratic with the number of arcs of a Hasse diagram.

The concept of tokenflows is similar to the concept of compact tokenflows.
Yet, ordinary tokenflows directly relate to process nets of Petri nets, whereas
compact tokenflows are able to abstract from the history of tokens. In some
sense, compact tokenflows rather relate to distributed transition systems than
to process nets.

The domain of a tokenflow region r is the partial order of the specification,
every event, and a place. Thus, the domain of a tokenflow region includes the
domain of a compact region. If we specify little concurrency, the number of arcs
of the labeled partial order is quadratic in the number of arcs of the Hasse
diagram. The number of conditions of a tokenflow region is equal to the number
of conditions of a compact region. Just like for compact regions, we define the
tokenflow region inequality system. This system has

∑
(V,<,l)∈S(|V | + |>∗|) + 2 ·

|T | + 1 unknowns and
∑

(V,<,l)∈S(2 · |V | + 1) inequalities.
Summing up, compared to transition regions and tokenflow regions, the new

compact regions define by far the smallest region inequality system for partial
languages. Since algorithms have to solve these systems multiple times during the
synthesis procedure, compact tokenflows lead to the fastest synthesis algorithms
for partial languages.

To support the scenario-based modeling approaches with Hasse diagrams we
developed our tool called MoPeBs eagle owl. In MoPeBs we implement three
synthesis algorithms, each using a different concept of regions. MoPeBs is a
lightweight editor embedding Viptool [10] plug-ins. MoPeBs uses the Simplex
algorithm of LpSolve to handle the occurring region inequality systems (http://
lpsolve.sourceforge.net).

Figure 7 depicts a screenshot of MoPeBs eagle owl. The main application
window can handle, save, and load synthesis projects. We see a list of speci-
fied tasks, two files specifying two different Hasse diagrams, CoffeePot.lpo and
GlassPot.lpo, and three files relating to different p/t-net models. The list of all
.lpo-files is the specification, i.e. the input of the synthesis algorithms. Every file
in the list of p/t-net models was synthesized using a different concept of regions.
In the bottom left-hand corner of the main application window, there are three
buttons: transition regions, tokenflow regions, and compact regions. Every button
starts the related synthesis algorithm. The second window of Fig. 7 depicts the
MoPeBs editor showing the Hasse diagram of CoffeePot.lpo. Of course, MoPeBs
can edit, save, and load Hasse diagrams.

http://lpsolve.sourceforge.net
http://lpsolve.sourceforge.net


Synthesizing Petri Nets from Hasse Diagrams 35

Fig. 7. A screenshot of MoPeBs eagle owl.

We perform the following experiments to measure how well the differ-
ent synthesis approaches scale with respect to the size of the input and to
compare the overall runtime. We use MoPeBs and an Intel Core i5 3.30
GHz (4 CPUs) machine with 8 GB RAM running a Windows 10 operat-
ing system. MoPeBs eagle owl is available on the MoPeBs homepage at
www.fernuni-hagen.de/sttp/forschung/mopebs.shtml.

Experiment 1. We consider five specifications S1, S2, S3, S4, and S5. Specifi-
cation S1 is the sample specification depicted in Fig. 3. Every other specification
is a sequential composition of copies of these two labeled Hasse diagrams. S2 is
the sequential composition of twice the first labeled Hasse diagram and twice the
second labeled Hasse diagram. S3, S4, and S5 are three, four, and five copies. We
solve the synthesis problem using compact regions, tokenflow regions, and tran-
sition regions. We depict the mean of the runtimes of 20 runs of each algorithm
in seconds if the algorithm terminates within 15min in Fig. 8.

In Experiment 1, the Hasse diagrams grow in length. Specification S1 has
24 events and 17 arcs, Specification S5 has 80 events and 105 arcs. Algorithm 1,
which uses compact tokenflows, outperforms Algorithm 2 and Algorithm 3 in
every test. This is not surprising because only compact regions are tailored
to relate to small region inequality systems. As pointed out in the first part
of this section, the compact region inequality system is much easier to solve
than the tokenflow and the transition region inequality systems. If we com-
pare Algorithm 2 and Algorithm 3, the specifications are rather short at first,

http://www.fernuni-hagen.de/sttp/forschung/mopebs.shtml
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Fig. 8. Runtime results of Experiment 1.

so that the number of cuts is bigger than the number of all (transitive) arcs.
The number of inequalities of the transition region inequality system is bigger
than the number of unknowns of the tokenflow region inequality system. Thus,
ordinary tokenflow regions are faster than transition regions in this example.
Specifications S4 and S5 have rather little concurrency so that transition regions
outperform ordinary tokenflow regions as soon as the number of (transitive) arcs
exceeds the number of cuts. Compact regions are fast, independent of the level
of concurrency. Considering S5, only Algorithm1 is able to solve the synthesis
problem within 15 min.

Experiment 2. We consider four specifications X1,X2,X3, and X4. Specifica-
tion X1 is three Hasse diagrams of the partial language of the so-called repair
example from www.processmining.org. Every other specification is a parallel com-
position of copies of these diagrams, i.e. the specifications grow in width. The
maximal size of a cut in X1 is two, four in X2, six in X3, and eight in X4. We
solve the synthesis problem using compact regions, tokenflow regions, and tran-
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Fig. 9. Runtime results of Experiment 2.
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sition regions. We depict the mean of the runtimes of 20 runs of each algorithm
in seconds if the algorithm terminates within 15min in Fig. 9.

In Experiment 2, the Hasse diagrams of the specifications grow in width.
Specification X1 has 30 events, X2 has 45 events, X3 has 72 events, and X4 has
90 events. The length of the longest path in every specifications is 8 (at most one
loop of the repair example). Just like in Experiment 1, Algorithm 1 outperforms
Algorithm 2 and Algorithm 3 in every test. Again, the compact region inequal-
ity system is much easier to solve than the tokenflow and the transition region
inequality systems. If we compare Algorithm 2 and Algorithm 3, the number of
cuts is big and the number of transitive arcs is small. Thus, ordinary tokenflow
regions are faster than transition regions in this example. In both experiments
compact regions outperform both older algorithms independent from the struc-
ture of the specification.

5 Conclusion and Future Work

We presented an approach to generate a process model from a set of Hasse
diagrams specifying a set of sample executions. Using our approach, a user can
specify a set of executions in a very intuitive and simple specification language
and get the complex Petri net model for free.

We presented a new concept of regions for partial languages. The definition is
based on the semantics of compact tokenflows. The domain of a compact token-
flow is the number of arcs and the set of initial events of a labeled Hasse diagram.
Both numbers grow neither like the number of events nor like the number of arcs
of a labeled partial order. We compared compact regions to tokenflow and tran-
sition regions referring to the size of the related region inequality systems.

Furthermore, we presented a synthesis algorithm and experimental results
of its implementation in the tool called MoPeBs eagle owl. MoPeBs supports
the sample based modelling approach for Hasse Diagramms. We compared the
runtime of the new algorithm to the runtime of both existing synthesis algorithms
for partial languages.

An important topic for future research will be to develop a concept of wrong
continuations using a concept of tokenflows. Right now, the definition of wrong
continuations is based on the step language of a partial language. Even though
the size of the compact region inequality system is reasonable, the huge number
of wrong continuations corrupts the synthesis algorithm if a specification has
many concurrent events.
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Abstract. Privacy Enhancing Technologies (PETs) play an impor-
tant role in preventing privacy leakage of data along information flows.
Although business process modelling is well-suited for expressing stake-
holder collaboration and process support by technical solutions, little is
done to visualise and analyse privacy leakages in the processes. We pro-
pose PE-BPMN – privacy-enhanced extensions to the BPMN language
for capturing data leakages. We demonstrate its feasibility in the mobile
app scenario where private data leakages are determined. Our approach
helps system builders make decisions on the privacy solutions at the early
stages of development and lets auditors analyse existing systems.

Keywords: Privacy · Business process model and notation (BPMN) ·
Privacy enhancing technology · Data leakage

1 Introduction

The importance of privacy is continuously growing. A new General Data Pro-
tection Regulation is entering into force in EU [13] and the new Privacy Shield
agreement will be affecting businesses in US with restrictions compared to the
Safe Harbour agreement [28]. Furthermore, companies are starting to use privacy
as a sales argument, e.g., adding differential privacy to their services [16].

Organisations wishing to cope with new restrictions or to deploy new privacy
enhancing technologies (PETs), need to understand the privacy properties and
assumptions of their current and newly developed systems. There exist regula-
tory standards (e.g., [1,18]) and approaches (e.g., [22]) for risk-oriented privacy
management. However, little is done [20] to assess privacy properties within busi-
ness processes, or to address unintentional privacy leakages when some input
data objects or derived data objects are sent to other parties.

In this paper, we primarily focus on privacy analysis in the honest-but-curious
adversary cases. For example, if a bank officer generates a report about the pay-
ment transactions, data about the payer, recipient, etc. should not leak to the
officer or any other unintended party. The PETs are applied to enforce privacy
requirements. We consider how business process model and notation (BPMN)
c© Springer International Publishing AG 2017
J. Carmona et al. (Eds.): BPM 2017, LNCS 10445, pp. 40–56, 2017.
DOI: 10.1007/978-3-319-65000-5 3



PE-BPMN: Privacy-Enhanced Business Process Model and Notation 41

[12,23] could support analysis of private data leakage. Based on the PET classi-
fication [9], we propose PE-BPMN – a BPMN extension with privacy enhancing
technologies and characterize the goals of using PETs. Feasibility of PE-BPMN
is illustrated using the mobile application scenario where emergency data are
gathered using a mobile phone app.

The rest of the paper is structured as follows: in Sect. 2 we discuss some
related studies; Sect. 3 overviews the PET classification, which is used to describe
PE-BPMN in Sect. 4. Section 5 illustrates PE-BPMN application and develop-
ment. Finally, Sect. 6 concludes the paper and provides directions for future work.

2 Related Work

Literature suggests several studies where BPMN is extended towards secu-
rity and privacy modelling. Extensions to modelling secure business processes
through understanding the security requirements are proposed in [24]. Menzel
et al. have presented enhancements towards trust modelling [21]. In [8], BPMN is
enriched with information assurance and security modelling capabilities. In [3],
BPMN is aligned to the domain model of security risk management. Schleicher
et al. have defined the concept of compliance scope used to restrict certain areas
of a business process [25]. The above studies introduce security extensions to
BPMN, which do not necessarily model all privacy risks. Our proposal focuses
on the private data leakages and protecting against them within the organisation.

In [2] authors are using the principle of the Petri-nets reachability to detect
places where information leaks occur in the business processes. In the current
study we focus on the BPMN modelling language and extend it with the abilities
to introduce PETs in order to mitigate information leakage.

In [4], the BPMN collaboration and choreography models are used to detail
message exchange and identity contract negotiation. In [7], BPMN is extended
with access control, separation of duty, binding of duty and need to know princi-
ples. Privacy-aware BPMN is presented in [20]. Similarly to [7], privacy concerns
are captured by annotating the BPMN model with access control, separation of
tasks, binding of tasks, user consent and necessity to know icons. Although these
studies focus on the privacy requirements and their potential implementation,
they (i) basically consider only business process entailment constraints, and (ii)
do not analyse privacy leakage cases nor take PETs into account.

In [11] a quantification of private data leakage is discussed using differential
privacy. In this paper we expand this principle and illustrate how privacy leakage
in the business processes could be determined using other PETs.

3 Classification of Privacy Enhancing Technologies

We adapt the results of the recent survey [9] on existing PETs to introduce a PET
classification (see Table 1). In this classification, PETs are grouped according to
their application goals to aid choosing PETs and expanded with targets, which
should be met within different privacy areas. It should be noted that the same
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PET could appear at different categories; for example, encryption is used for data
protection and secure communication. This classification could be extended with
more sub-categories for other PETs. For example, the computation on protected
inputs can be divided to distributed and single party techniques. Added details
can help choose the right PET in a decision tree manner.

Table 1. Classification of privacy enhancing technologies

Goal Target Examples of technology

Communication
protection

Secure Client-Server encryption, TLS, IPSec, End-to-
End encryption, PGP, OTR

Anonymous Proxies and VPN, onion routing, mix-networks,
broadcast

Data protection Integrity Message authentication codes, signatures

Confidentiality Encryption, secret sharing

Entity
authentication

Identity based Username and password, single-sign-on

Attribute
based

Credential used only once, zero-knowledge proofs

Privacy-Aware
computation

Confidential
inputs

Homomorphic encryption, secure multiparty com-
putation, private information retrieval

Privacy adding Differential privacy, k-anonymity, cell suppres-
sion, noise addition, aggregation, anonymisation

Human-Data
interaction

Transparency
of data usage

Information flow detection, logging, declarations
about information usage

Intervenability Information granularity adjustment, access con-
trol

Communication protection protects the content and the parties. Security
means that the protected contents (e.g., using client-server encryption, TLS,
etc.) can travel without external parties seeing or modifying them. Anonymity
ensures that the interacting parties can not be deduced by an observer.

Data protection ensures integrity and confidentiality of the data. For exam-
ple, signatures or message authentication codes can not be modified by external
parties who do not have access to respective keys. Encrypted data remains con-
fidential unless a party has the decryption key. Data protected by secret sharing
raises an additional constraint that it must be stored in a distributed manner.

Entity Authentication is a procedure for proving that user corresponds to
the claimed attributes. Identity authentication requires some identity provider
to verify all accesses (e.g., based on a fixed account). Attribute based methods
deal with proving one’s membership to some group, without identifying herself.

Privacy-Aware Computations focus on the utility of private data. Compu-
tations on confidential inputs allow one to securely process various operations
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without removing the protection mechanisms. For example, these computations
use homomorphic properties of encryption or secret sharing. Privacy adding com-
putations can add a layer of privacy to their outputs instead of fully protecting
the inputs. For example, differential privacy adds some noise to the query reply
so that it is hard to infer something about single entries in the database.

Human-data interaction is a field that combines technical means and policies
with user experience. In essence, the users allowing some processing of their data
should be knowledgeable about how and why their data is used. In addition, they
may be able to regulate the data processing.

The taxonomy in [9] thoroughly describes commonly used PETs. Another
recent systematic comparison of properties of PETs is given in [17] that could
be used to enhance the decision tree for PETs. Our taxonomy combines the aim,
data and aspect ideas of [17]. Our focus is on privacy goals, but it is nicely comp-
lemented with a legal viewpoint of activities that are harmful for privacy [27].
We cover data collection and processing parts of [27] and discuss how leakage
analysis can help to quantify problems in information dissemination. There are
also attempts at creating guidelines for choosing PETs, for example [9,14,19].

4 Extending BPMN with Privacy Enhancing
Technologies

4.1 Abstract Syntax and Semantics

Figure 1 presents extensions of BPMN abstract syntax [23] with the PET con-
cepts.

The BPMN Data Flow is extended with Communication Protection. In com-
mon secure channels, the message is hidden and can not be modified during
transit. Thus, secure channels are straightforward to model in the sense that the
communication and privacy risks occur between different pools. We introduce
SecureChannel privacy class as a specialisation of Communication Protection.

Most privacy related technologies result in specific tasks, thus BPMN Task
is extended with abstract PET-Task. Figure 1 illustrates four specialisations of
PET-Task based on Table 1: Data Protection, Entity Authentication, Privacy-Aware
Computation and Human-Data Interaction. We focus on Data Protection and
Privacy-aware computation technologies that are used in the scenario discussed
in Sect. 5.

Secret sharing is a specialisation of Confidentiality. It splits private values
among participants so that some predefined groups of parties can collaboratively
restore the secret [5,26]. Secret sharing consists of two major tasks: producing
the shares (i.e., SSsharing) from a secret and restoring the secret from the shares
(i.e., SSreconstruction). Secret sharing is most useful if it is homomorphic and
allows Secure Multiparty Computation (i.e., SScomputation).

Encryption is another specialisation of Confidentiality. For example, public key
cryptosystems [10] protect data using encryption (i.e. PKencryption) and allow
to open it using decryption (i.e. PKdecryption). More specifically, encryption
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Fig. 1. Extension of the BPMN abstract syntax

requires the input data and a public key to produce a ciphertext and decryp-
tion needs a ciphertext and the respective secret key to restore the encrypted
data. Some cryptosystems also have homomorphic properties, for example fully
homomorphic encryption (FHE) [15] allows to compute any functionality on
encrypted data to provide an encrypted output. Hence, FHEcomputation is an
extension of Privacy-Aware Computation on confidential input, where the confi-
dentiality is ensured by encryption. We assume that the encrypted values reveal
nothing about the inputs that they protect except to parties that also hold the
secret key.

Figure 1 is not complete as other privacy technologies can be added from
Table 1. However, it gives an example to both single task and multi-task tech-
nologies as well as secure communication, making extensions straightforward.

4.2 Concrete Syntax

Extension of the BPMN concrete syntax to add PETs is done using stereotypes
with the general stereotypes given in Table 2. The stereotype characterises the
changed type of the BPMN construct. Parameter (it has similarity to the tag
in UML) is the variable, that gives additional details about the execution of the
action. Some goals result in a series of tasks, for example data protection allows
adding protection with Protect and removing it with Open.
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Table 2. Stereotypes for PET goals

Group Stereotype Parameter

Communication SecureChannel Privacy requirements

Data protection Protect Access specification,
privacy requirements

Open

Entity authentication AuthenticationProof

AuthenticationVerification

Privacy aware computation PETcomputation Computation script

Human-Data interaction CheckingPermissions

For concrete stereotypes (see Table 3), the input describes the types of data
needed to perform the task, and the output is the result. The input and output
types can be used to typecheck the models and help the user. Note that, based on
the PET classification, we also obtain a hierarchy of the stereotypes. We discuss
the concrete syntax of PE-BPMN needed in the example scenario in Sect. 5.

Table 3. Example stereotypes

Stereotype General stereotype Input Output

SecureChannel SecureChannel Data Data

SSsharing Protect Data Shares

AddSSsharing SSsharing Data Additive shares

FunSSsharing SSsharing Data Function shares

PKencryption Protect Data, public key Encrypted data

SSreconstruction Open Shares Data

AddSSreconstruction SSreconstruction Additive shares Data

FunSSreconstruction SSreconstruction Function shares Data

PKdecryption Open Encrypted data, secret key Data

SScomputation PETComputation Shares Shares

AddSScomputation SScomputation Additive shares Additive shares

FunSScomputation SScomputation Function shares Additive shares

FHEcomputation PETComputation Encrypted data Encrypted data

Secret Sharing needs specializations of Protect and Open, Fig. 2. SSsharing
splits the input data to the number of shares, determined by the access specifica-
tion. SSreconstruction inverts SSsharing: it restores input shares to public data.
SScomputation tasks define the computations on shares specified by the script.

We need two secret sharing specialisations in Sect. 5 – additive secret sharing
(AddSS) and function secret sharing (FunSS). In AddSS each participant Pi gets
a share xi of secret x so that it can be reconstructed as x =

∑
xi. FunSS [6]
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<<SSsharing>>

data

<<SScompu-
tation>>

shares shares

<<SSrecon-
struction>>

shares datashares

Fig. 2. Secret sharing concrete syntax

can be thought of as an additive secret sharing scheme for functions. In FunSS,
the secret is a function f and the shares are also functions fi. Moreover, if all
participants evaluate their functions fi on a common input x then fi(x) are the
additive shares of f(x) =

∑
fi(x). In both schemes, the secret is revealed only

when all parties join their shares.
Encryption specifies data protection tasks in Fig. 3. Specifically, PKencryp-

tion encrypts data with a public key (PK) that is paired with a secret key used
to open the secret with PKdecryption. Fully homomorphic encryption (FHE)
defines FHEcomputation to process encrypted values according to script.

<<PKencryptio
n>>

data

publicKey

encryptedData

<<FHEcomputa
tion>>

encryptedData

<<PKdecryptio
n>>

encryptedData

secretKey

dataencryptedData

Fig. 3. Encryption and FHE concrete syntax

Secure Channel is an extension of the BPMN DataFlow construct with
stereotype SecureChannel, Fig. 4. It means that data are sent by activity A
and received by activity B without interference. Additional privacy require-
ments (e.g., anonymity requirement) can be used to change the properties of
the channel.
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Channel>> data

Fig. 4. Secure channel concrete syntax
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4.3 Use-Cases for PE-BPMN

The purpose of general stereotypes is twofold: they can be used to specify the
basis for privacy analysis or used to iteratively move to concrete technolo-
gies. The general stereotypes specify the overall goals and the concrete PET
stereotypes also contribute the limitations of the technology. We discuss how
PE-BPMN supports choosing PETs, validating the models and characterising
leakages.

Choosing PETs. Concrete technologies introduce different trade-offs or limi-
tations even if they belong to the same groups in Table 1. Therefore, considering
privacy in business process starts with fixing the general goal and stereotype
and then iteratively making specific decisions to fix the PETs. Choosing PETs
from the general stereotypes can be done with the help of decision trees or other
specifications of the PET properties. For example, the decision should take into
account the necessary efficiency or computation capabilities. It is useful to model
the PETs in BPMN and not leave the choice to later stages of development as
they may introduce new stakeholders. For example, secure multiparty computa-
tion techniques are often applicable in theory but, in many processes, it is hard
to find stakeholders that are willing to participate in the computation.

Leakage Analysis. We foresee the use of PE-BPMN for the analysis in the
honest-but-curious security model where we are only interested in what leaks in
the process when followed as designed. For each stakeholder (i.e., swimlane) and
each data object, we can determine, to which extent does the stakeholder learn
the data. The stakeholders learn all data sent to them and protected contents
of objects they can open. In addition, everything sent over an insecure network
is considered to leak to the external telecommunication service provider.

Data privacy analysis focuses more on the PETs that provide confidential-
ity and less on integrity and authenticity. Some cryptographic means can be
abstracted as providing perfect privacy (data confidentiality protection, com-
putation on confidential inputs, secure communication) and others as limiting
data leakage but not removing it fully (privacy adding computation, human-data
interaction). The latter group requires careful treatment to find ways to quan-
tify the leakage. The first group enables a black-or-white leakage analysis where
we consider the protected contents of a data object not to leak to parties only
holding the protected object and not meeting the access specification.

In the most direct analysis, we identify the data protection mechanism
applied for each data object and stakeholder. For example, [2] provides a tool
to find leaking data flows in business processes without PETs that could be
used as a basis for further development. The next step is to quantify how much
the derived public data objects leak about the private inputs. The basis for any
quantitative analysis is the data dependency and the computation scripts or
metadata. For example, [11] provides a version of quantitative analysis for dif-
ferentially private tasks. Analysing other technologies that require quantification
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involves detailed study of the properties of these technologies and specific PET
stereotypes. Our PE-BPMN notation enables to denote both privacy-adding and
full protection mechanisms in BPMN and enables to combine the analysis.

Protection mechanisms can only be considered secure, if their underlying
assumptions are satisfied. A version of the analysis lists all underlying assump-
tions based on the PETs information. For example, that cryptographic keys are
generated by correct parties and some participants do not collude. Such analysis
can also benefit from the integrity and authenticity providing PETs that can be
used to lift some assumptions (e.g. authenticity of the key). Furthermore, models
using PE-BPMN could be a good input documents for auditing the systems.

5 Applying PE-BPMN

To illustrate feasibility of the PE-BPMN to various processes, we describe an
extract of the mobile app RapidGather and summarise other experiments. This
app is developed by the Privacy-Enhanced Android Research and Legacy Sys-
tems (PEARLS) team in DARPA Brandeis program1. It enables a rapid response
to an imminent threat. In case of an event, emergency officers would use the
RapidGather infrastructure to collect data from RapidGather app and to analyse
them at the command center. RapidGather has many scenarios deploying dif-
ferent privacy enhancing technologies. These include location analysis, private
machine learning using photos from the mobile device and computing a reputa-
tion for each device using secure hardware. We also model procedures such as
uploading the application to the app store or installing it to the phone. In addi-
tion to RapidGather, we are exploring other scenarios in the Brandeis program,
for example, Internet of things setting with data streams, that need a different
level of detail on the inner workings of the computation. Use-cases for PE-BPMN
are all characterized as processes with multiple stakeholders and private data.

5.1 Lessons Learned

The idea of using various levels of generalisation of stereotypes arose from the
different requirements of the teams in Brandeis, whereas our initial approach
was focused on concrete technologies. The abstract syntax and classification are
expressive enough to allow a wide selection of technologies. Elsewhere the app-
roach was applied in a commercial project to assess the suitability of a secure
querying system in a healthcare service. Adjusting the querying system to the
stakeholders’ business processes highlighted unforeseen (and unacceptable) data
leakages due to the setup invalidating the underlying assumptions of the query-
ing system. This helped to shape the idea of the stereotypes and to explore the
balance between the approaches of the systems analyst and security engineer. We
have observed that using PE-BPMN requires a different focus from the analyst:
(i) analysis requires more details of the data objects that need to be explicit, and

1 DARPA Brandeis—http://www.darpa.mil/program/brandeis.

http://www.darpa.mil/program/brandeis
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(ii) fine-grained separation of stakeholders yields better analysis. More specif-
ically the suggested approach helps to identify and fix data leakages during
system design, supports communication and documentation of PETs usage, and
stresses on limitations of PETs usage (e.g. separation of duty).

We have also noticed some limitations to the current validation and ideas of
PE-BPMN. For example, there may be better means of recording PETs infor-
mation on the model. Additionally our proposal is based on the assumption that
cryptographic techniques have standardised usage (i.e., fixed tasks).

5.2 RapidGather Location Analysis

We show details of a location analysis process in RapidGather scenario. The goal
is twofold: (i) to demonstrate the PE-BPMN modelling applicability, and (ii)
to illustrate privacy analysis means in business processes with PETs.

Scenario Description: Modelling Without PETs. As illustrated in Fig. 5,
the RapidGather app initiates the collection of location data (see A1). The
Android OS is responsible for preprocessing (see A2 and A3) and submitting
data to the Compute server. The Compute server processes (see A5) and stores
(see A6) the data as a heatmap which characterizes the emergency. Next, data
are analysed by the Command center employees (see Fig. 6). Once the request for
the movement heatmap is submitted to the Compute server (see A8), the heatmap
is extracted and provided to the Command center for inspection (see A11).

The main privacy concern in this case is the danger of leaking mobile device
location through communication or computation. We need to ensure that the
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compute server does not learn the location of any specific device and command
center is only able to see the aggregated heatmap. We apply PE-BPMN to
address the privacy concerns and illustrate the model changes as we add PETs.
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Choosing the PETs. Tracking which data object is seen by which party identi-
fies that the location data might be revealed to the telecommunication party and
computing server as it is sent in clear. The former can be solved with SecureChan-
nel. For the latter, there are two initial choices, either to ensure full confidentiality
or loose the precision to reduce the leakage. Note that many of the privacy adding
computations can not be easily used as they work on databases but we have a
single location. The remaining choice is to add a task T1 with Protect stereotype
and confidentiality parameter before sending the location to the compute server
as on Fig. 7. This introduces the requirement that the following computations
are PETcomputation and the output must be opened as task T2 on Fig. 8 to
comply with the input and output types.

It is possible to leave the choice of PETs at this level to show the desired
properties. It is also possible to narrow the general stereotypes to concrete tech-
nologies with the help of the PET classification. This choice depends on the stage
of the system development and the capabilities of the analyst. There are many
considerations besides the goal of the PET to choose the exact technology. In this
scenario, the process on the mobile phone should be efficient to save the battery
and limit data usage. Also, the overall heatmap updates in the compute server
should be fast to allow timely updates. Applicable confidentiality mechanisms
include encryption and secret sharing with respective computation technologies.

Encryption allows using one compute server to perform computations pri-
vately (see data collection in Fig. 9 and analysis in Fig. 10). However, the required
computations are broad, meaning that it would require FHE as no special pur-
pose encryption supports these operations. The main trouble is that FHE com-
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putation is not efficient yet and especially, it requires significant computations
in the phone to encrypt the data. In addition, FHE requires key distribution.

Secret sharing with SScomputation is an alternative approach finding the
heatmap. In this case, the protection mechanism produces shares that are dis-
tributed to the computing parties. A new stakeholder is required to deploy the
second computing server. The compute servers collaboratively use computation
protocols to obtain the final heatmap that is reconstructed at the command
center. To stress details that can be documented in PE-BPMN, Figs. 11 and 12
combine AddSS and FunSS sharing schemes as used in RapidGather. In com-
parison to the FHE, the secret sharing solution requires more communication.
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Privacy Analysis. The first layer of leakage analysis is simplified by data
object names (e.g. shared or encrypted vs unprotected) in the examples, e.g.
encrypted location does not leak the location. In both scenarios with PETs,
the location data is protected before it is given to the compute servers and the
compute servers only process it without revealing the data. Therefore, nothing
about the location leaks to the compute servers. All communication is secured
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and, therefore, the telecommunications companies can not learn the contents.
However, the heatmap of the private location is revealed to the command center.
It is a further question to quantify how much it leaks about the locations. Such
quantification can be approached by finding the sensitivity of the computation
and applying differential privacy to reduce the leakage, as in [11].

The assumptions specify that, for secret sharing, the two computing parties
must be non-colluding. For FHE, the encryption key must be generated correctly
and location privacy is only preserved if encryption uses the command center’s
public key and the secret key is kept securely by the command center.

6 Conclusion and Future Work

In this paper, we propose PE-BPMN, an extension to the BPMN language with
privacy enhancing technologies. We illustrate the language’s application in a
mobile application scenario and demonstrate how the approach could be used
to find and to analyse privacy leakages throughout the business processes. Our
solution helps stakeholders become aware of the potential privacy risks and intro-
duces the privacy aware system design at a relatively early stage of development.
The study and expert feedback show that the proposed extension helps to visu-
alise and to reason for the process changes required to include PETs, and aids
to choose the suitable privacy technologies in the targeted setting.

We have demonstrated BPMN extension using a limited set of PETs. We
are continuously expanding the concrete syntax of PE-BPMN with new PETs,
especially ones that increase different process modelling and privacy analysis
opportunities. Finally, note that PE-BPMN supports specifying inputs for quan-
titative leakage analysis of privacy adding computations, but it is separate work
to specify the analysis methods.
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Abstract. Process discovery techniques return process models that are
either formal (precisely describing the possible behaviors) or informal
(merely a “picture” not allowing for any form of formal reasoning). For-
mal models are able to classify traces (i.e., sequences of events) as fitting
or non-fitting. Most process mining approaches described in the liter-
ature produce such models. This is in stark contrast with the over 25
available commercial process mining tools that only discover informal
process models that remain deliberately vague on the precise set of possi-
ble traces. There are two main reasons why vendors resort to such models:
scalability and simplicity. In this paper, we propose to combine the best
of both worlds: discovering hybrid process models that have formal and
informal elements. As a proof of concept we present a discovery technique
based on hybrid Petri nets. These models allow for formal reasoning, but
also reveal information that cannot be captured in mainstream formal
models. A novel discovery algorithm returning hybrid Petri nets has been
implemented in ProM and has been applied to several real-life event logs.
The results clearly demonstrate the advantages of remaining “vague”
when there is not enough “evidence” in the data or standard modeling
constructs do not “fit”. Moreover, the approach is scalable enough to be
incorporated in industrial-strength process mining tools.

Keywords: Process mining · Process discovery · Petri nets · BPM

1 Introduction

The increased interest in process mining illustrates that Business Process Man-
agement (BPM) is rapidly becoming more data-driven [1]. Evidence-based BPM
based on process mining helps to create a common ground for business process
improvement and information systems development. The uptake of process min-
ing is reflected by the growing number of commercial process mining tools avail-
able today. There are over 25 commercial products supporting process mining
(Celonis, Disco, Minit, myInvenio, ProcessGold, QPR, etc.). All support process
discovery and can be used to improve compliance and performance problems.
c© Springer International Publishing AG 2017
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For example, without any modeling, it is possible to learn process models clearly
showing the main bottlenecks and deviating behaviors.

These commercial tools are based on variants of techniques like the heuristic
miner [17] and the fuzzy miner [8] developed over a decade ago [1]. All return
process models that lack formal semantics and thus cannot be used as a clas-
sifier for traces. Classifying traces into fitting (behavior allowed by the model)
and non-fitting (not possible according to the model) is however important for
more advanced types of process mining. Informal models (“boxes and arcs”) pro-
vide valuable insights, but cannot be used to draw reliable conclusions. There-
fore, most discovery algorithms described in the literature (e.g., the α-algorithm
[3], the region-based approaches [6,15,18], and the inductive mining approaches
[11–13]) produce formal models (Petri nets, transition systems, automata,
process trees, etc.) having clear semantics.

So why did vendors of commercial process mining tools opt for informal
models? Some of the main drivers for this choice include:

– Simplicity : Formal models may be hard to understand. End-users need to be
able to interpret process mining results: Petri nets with smartly constructed
places and BPMN with many gateways are quickly perceived as too complex.

– Vagueness: Formal models act as binary classifiers: traces are fitting or non-
fitting. For real-life processes this is often not so clear cut. The model captur-
ing 80 percent of all traces may be simple and more valuable than the model
that allows for all outliers and deviations seen in the event log. Hence, “vague-
ness” may be desirable to show relationships that cannot be interpreted in a
precise manner.

– Scalability : Commercial process mining tools need to be able to handle logs
with millions of events and still be used in an interactive manner. Many of
the more sophisticated discovery algorithms producing formal models (e.g.,
region-based approaches [6,15,18]) do not scale well.

The state-of-the-art commercial products show that simplicity, vagueness and
scalability can be combined effectively. Obviously, vagueness and simplicity may
also pose problems. People may not trust process mining results when a precise
interpretation of the generated model is impossible. When an activity has mul-
tiple outgoing arcs, i.e., multiple preceding activities, one would like to know
whether these are concurrent or in a choice relation. Which combinations of out-
put arcs can be combined? Showing frequencies on nodes (activities) and arcs
may further add to the confusion when “numbers do not add up”.

We propose hybrid process models as a way to combine the best of both
worlds. Such models show informal dependencies (like in commercial tools) that
are deliberately vague and at the same time provide formal semantics for the
parts that are clear-cut. Whenever there is enough structure and evidence in
the data, explicit routing constructs are used. If dependencies are weak or too
complex, then they are not left out, but depicted in an informal manner.

We use hybrid Petri nets, a new class for Petri nets with informal annota-
tions, as a concrete representation of hybrid process models. However, the ideas,
concepts, and algorithms are generic and could also be used in the context of
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BPMN, UML activity diagrams, etc. Our proposed discovery technique has two
phases. First we discover a causal graph based on the event log. Based on dif-
ferent (threshold) parameters we scan the event log for possible causalities. In
the second phase we try to learn places based on explicit quality criteria. Places
added can be interpreted in a precise manner and have a guaranteed quality.
Causal relations that cannot or should not be expressed in terms of places are
added as sure or unsure arcs. The resulting hybrid Petri net can be used as a
starting point for other types of process mining.

The approach has been implemented in ProM and has been tested on various
event logs and processes. These applications of our approach show that hybrid
process models are useful and combine the best of both worlds: simplicity, vague-
ness, and scalability can be combined with partly formal models that allow for
reasoning and provide formal guarantees.

The remainder is organized as follows. We first present a running example
(Sect. 2) and some preliminaries (Sect. 3). Section 4 defines hybrid Petri nets. The
actual two-phase discovery approach is presented in Sect. 5. Section 6 describes
the ProM plug-ins developed to support the discovery of hybrid process models.
Section 7 evaluates the approach. Section 8 discusses related work and Sect. 9
concludes the paper.

2 Motivating Example

Figure 1 illustrates the trade-offs using example data from an order handling
process. All five models have been produced for the same event log containing
12,666 cases, 80,609 events, and eight unique activities. Each case has a corre-
sponding trace, i.e., a sequence of events. Models (a), (b), and (c) are expressed
in terms of a Petri net and have formal semantics. Model (a) was created using
the ILP miner with default settings; it is precise and each of the 12,666 cases
perfectly fits the model. However, model (a) is difficult to read. For larger event
logs, having more activities and infrequent paths, the ILP miner is not able to

Fig. 1. Five process models discovered for an event log recorded for 12,666 orders
(labels are not intended to be readable).
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produce meaningful models (the approach becomes intractable and/or produces
incomprehensible models). Models (b) and (c) were created using the inductive
miner (IMf [12]) with different settings for the noise threshold (0.0 respectively
0.2). Model (b) is underfitting, but able to replay all cases. Model (c) focuses on
the mainstream behavior only, but only 9,440 of the 12,666 cases fit perfectly.
In 3,189 cases there are multiple reminders and in 37 cases the payment is done
before sending the invoice. All other cases conform to model (c). Models (d)
and (e) were created using the commercial process mining tool Disco (Fluxicon)
using different settings. These models are informal. Model (d) shows only the
most frequent paths and model (e) shows all possible paths. For such informal
models it is impossible to determine the exact nature of splits and joins. Com-
mercial tools have problems dealing with loops and concurrency. For example,
for each of the 12,666 cases, activities make delivery and confirm payment hap-
pened at most once, but not in a fixed order. However, these concurrent activities
are put into a loop in models (d) and (e). This problem is not specific for Disco
or this event log: all commercial tools suffer from this problem.

We would like to combine the left-hand side and the right-hand side of Fig. 1
by using formal semantics when the behavior is clear and easy to express and
resorting to informal annotations when things are blurry or inexact.

3 Preliminaries

In this section we introduce basic concepts, including multisets, operations on
sequences, event logs and Petri nets.

B(A) is the set of all multisets over some set A. For some multiset X ∈ B(A),
X(a) denotes the number of times element a ∈ A appears in X. Some examples:
X = [ ], Y = [x, x, y], and Z = [x3, y2, z] are multisets over A = {x, y, z}. X is
the empty multiset, Y has three elements (Y (x) = 2, Y (y) = 1, and Y (z) = 0),
and Z has six elements. Note that the ordering of elements is irrelevant.

σ = 〈a1, a2, . . . , an〉 ∈ A∗ denotes a sequence over A. σ(i) = ai denotes the
i-th element of the sequence. |σ| = n is the length of σ and dom(σ) = {1, . . . , |σ|}
is the domain of σ. 〈 〉 is the empty sequence, i.e., |〈 〉| = 0 and dom(〈 〉) = ∅.
σ1 · σ2 is the concatenation of two sequences.

Let A be a set and X ⊆ A one of its subsets.�X∈ A∗ → X∗ is a projection
function and is defined recursively: 〈 〉 �X = 〈 〉 and for σ ∈ A∗ and a ∈ A:
(〈a〉 · σ)�X = σ�X if a �∈ X and (〈a〉 · σ)�X = 〈a〉 · σ�X if a ∈ X. For example,
〈a, b, a〉�{a,c} = 〈a, a〉. Projection can also be applied to multisets of sequences,
e.g., [〈a, b, a〉5, 〈a, d, a〉5, 〈a, c, e〉3]�{a,c} = [〈a, a〉10, 〈a, c〉3].

Starting point for process discovery is an event log where events are grouped
into cases. Each case is represented by a trace, e.g., 〈�, a, b, c, d, �〉.
Definition 1 (Event Log). An event log L ∈ B(A∗) is a non-empty multiset
of traces over some activity set A. A trace σ ∈ L is a sequence of activities.
There is a special start activity � and a special end activity �. We require that
{�, �} ⊆ A and each trace σ ∈ L has the structure σ = 〈�, a1, a2, . . . , an, �〉
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and {�, �} ∩ {a1, a2, . . . , an} = ∅. UL is the set of all event logs satisfying these
requirements.

An event log captures the observed behavior that is used to learn a process
model. An example log is L1 = [〈�, a, b, c, d, �〉45, 〈�, a, c, b, d, �〉35, 〈�, a, e, d, �〉20]
containing 100 traces (|L1| = 100) and 580 events (

∑
σ∈L1

|σ| = 580). In reality,
each event has a timestamp and may have any number of additional attributes.
For example, an event may refer to a customer, a product, the person executing
the event, associated costs, etc. Here we abstract from these notions and simply
represent an event by its activity name.

A Petri net is a bipartite graph composed of places (represented by circles)
and transitions (represented by squares).
Definition 2 (Petri Net). A Petri net is a tuple N = (P, T, F ) with P the set
of places, T the set of transitions, P ∩ T = ∅, and F ⊆ (P × T ) ∪ (T × P ) the
flow relation.

Transitions represent activities and places are added to model causal rela-
tions. •x = {y | (y, x) ∈ F} and x• = {y | (x, y) ∈ F} define input and output
sets of places and transitions. Places can be used to causally connect transitions
as is reflected by relation F̂ : (t1, t2) ∈ F̂ if t1 and t2 are connected through a
place p, i.e., p ∈ t1• and p ∈ •t2.
Definition 3 (F̂ ). Let N = (P, T, F ) be a Petri net. F̂ = {(t1, t2) ∈ T × T |
∃p∈P {(t1, p), (p, t2)} ⊆ F} are all pairs of transitions connected through places.

The state of a Petri net, called marking, is a multiset of places indicating how
many tokens each place contains. Tokens are shown as block dots inside places.

Definition 4 (Marking). Let N = (P, T, F ) be a Petri net. A marking M is
a multiset of places, i.e., M ∈ B(P ).

A transition t ∈ T is enabled in marking M of net N , denoted as (N,M)[t〉,
if each of its input places (p ∈ •t) contains at least one token. An enabled
transition t may fire, i.e., one token is removed from each of the input places
(p ∈ •t) and one token is produced for each of the output places (p ∈ t• ).

(N,M)[t〉(N,M ′) denotes that t is enabled in M and firing t results in mark-
ing M ′. Let σ = 〈t1, t2, . . . , tn〉 ∈ T ∗ be a sequence of transitions, sometimes
referred to as a trace. (N,M)[σ〉(N,M ′) denotes that there is a set of markings
M0,M1, . . . ,Mn such that M0 = M , Mn = M ′, and (N,Mi)[ti+1〉(N,Mi+1) for
0 ≤ i < n.

A system net has an initial and a final marking. The behavior of a system net
corresponds to the set of traces starting in the initial marking Minit and ending
in the final marking Mfinal .

Definition 5 (System Net Behavior). A system net is a triplet SN =
(N,Minit ,Mfinal) where N = (P, T, F ) is a Petri net, Minit ∈ B(P ) is the
initial marking, and Mfinal ∈ B(P ) is the final marking. behav(SN ) = {σ |
(N,Minit )[σ〉(N,Mfinal )} is the set of traces possible according to the model.

Note that a system net classifies traces σ into fitting (σ ∈ behav(SN )) and
non-fitting (σ �∈ behav(SN )).
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4 Hybrid Petri Nets

A formal process model is able to make firm statements about the inclusion
or exclusion of traces, e.g., trace 〈�, a, b, c, d, �〉 fits the model or not. Informal
process models are unable to make such precise statements about traces. Events
logs only show example behavior: (1) logs are typically incomplete (e.g., the
data only shows a fraction of all possible interleavings, combinations of choices,
or unfoldings) and (2) logs may contain infrequent exceptional behavior where
the model should abstract from. Therefore, it is impossible to make conclusive
decisions based on event logs. More observations may lead to a higher certainty
and the desire to make a formal statement (e.g., “after a there is a choice between
b and c”). However, fewer observations and complex dependencies create the
desire to remain “vague”. Models (a), (b) and (c) in Fig. 1 have formal semantics
as described in Definition 5. (The initial and final markings are defined but not
indicated explicitly: the source places are initially marked and the sink places
are the only places marked in the final markings.) Models (d) and (e) in Fig. 1
are informal and therefore unable to classify traces into fitting and non-fitting.

In essence process models describe causalities between activities. Depending
on the evidence in the data these causalities can be seen as stronger (“sure”)
or weaker (“unsure”). The strength of a causal relation expresses the level of
confidence. A strong causality between two activities a and b suggests that one
is quite sure that activity a causes activity b to happen later in time. This does
not mean that a is always followed by b. The occurrence of b may depend on
other factors, e.g., b requires c to happen concurrently or a only increases the
likelihood of b.

The strength of a causality and the formality of a modeling construct are
orthogonal as shown in Fig. 2. Even when one is not sure, one can still use
a formally specified modeling construct. Moreover, both notions may be local,
e.g., parts of the process model are more certain or modeled precisely whereas
other parts are less clear and therefore kept vague.

Fig. 2. The strength of a causality and the formality of a modeling construct are
orthogonal. However, it makes less sense to express a weak causality in a formal manner.

As Fig. 2 suggests it seems undesirable to express a weak causality using
a formal construct. Moreover, depending on the representational bias of the
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modeling notation, strong causalities may not be expressed easily. The mod-
eling notation may not support concurrency, duplicate activities, unstructured
models, long-term dependencies, OR-joins, etc. Attempts to express behavior
incompatible with representational bias of the modeling notation in a formal
model are doomed to fail. Hence, things that cannot be expressed easily in an
exact manner can only be captured using annotations that are deliberately vague
and non-executable. Instead, we aim to combine the best of both worlds, i.e.,
marrying the left-hand side and the right-hand side of Fig. 1 by combining both
formal and informal notations.
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Fig. 3. A hybrid system net with Minit = [p1] and Mfinal = [p9]. This hybrid model
was discovered using the approach presented in Sect. 5.

Although the ideas are generic and also apply to other notations (BPMN,
UML activity diagrams, etc.), we operationalize the notion of hybrid process
models by defining and using so-called hybrid Petri nets. Unlike conventional
Petri nets, we use different types of arcs to indicate the level of certainty.

Figure 3 shows an example of a hybrid Petri net discovered based on the event
log also used to create the models in Fig. 1. Strong causalities are expressed
through conventional places and arcs and sure arcs (arcs directly connecting
transitions). Weak causalities are expressed using unsure arcs (dashed arcs with
a question mark). Figure 2 shows the three types of arcs.

Definition 6 (Hybrid Petri Net). A hybrid Petri net is a tuple HPN =
(P, T, F1, F2, F3) where (P, T, F1) is a Petri net, F2 ⊆ T × T , and F3 ⊆ T × T

such that F̂1, F2, and F3 are pairwise disjoint. Arcs of Type I ((p, t) ∈ F1 or
(t, p) ∈ F1) are the normal arcs connecting a place to a transition or vice versa.
Arcs of Type II ((t1, t2) ∈ F2) are arcs indicating a strong causality between two
transitions (sure arcs). Arcs of Type III ((t1, t2) ∈ F3) are arcs indicating a weak
causality between two transitions (unsure arcs).

Transitions, places, and normal (Type I ) arcs have formal semantics as
defined in Sect. 3. Again we define an initial and final marking to reason about
the set of traces possible. Therefore, we define the notion of a hybrid system net.
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Definition 7 (Hybrid System Net). A hybrid system net is a triplet HSN =
(HPN ,Minit ,Mfinal) where HPN = (P, T, F1, F2, F3) is a hybrid Petri net,
Minit ∈ B(P ) is the initial marking, and Mfinal ∈ B(P ) is the final marking.
UHSN is the set of all possible hybrid system nets. behav(HSN ) is defined as in
Definition 5 while ignoring the sure and unsure arcs (i.e., remove F2 and F3).

Only normal (Type I ) arcs have formal semantics; the other two types of arcs
are informal and do not include or exclude traces. Recall that Petri net without
any places allows for any behavior and adding a place can only restrict behavior.
A sure arc (t1, t2) ∈ F2 should be interpreted as a strong causal relationship that
cannot be expressed (easily) in terms of a place connecting t1 and t2. An unsure
arc (t1, t2) ∈ F3 is a suspected causal relationship that is too weak to justify a
place connecting t1 and t2.

The role of sure and unsure arcs will become clearer when presenting the
discovery technique in the next section. Figure 3 also uses special symbols for
the start and end activities (� and �) as introduced in Definition 1, but the
semantics of HSN do not depend on this.

We would like to stress that only the places in a hybrid system net HSN
provide formal semantics. Behavioral quality measures such as fitness and pre-
cision will be based solely on the places in HSN (see definition behav(HSN )).
Sure arcs (F2) and unsure arcs (F3) carry important information but cannot be
used for such quality measures.

5 Discovering Hybrid Process Models

We aim to discover hybrid process models. As a target format we have chosen
hybrid system nets that have three types of arcs. We use a two-step approach.
First, we discover a causal graph (Sect. 5.1). Based on the causalities identified,
we generate candidate places. These places are subsequently evaluated using
replay techniques (Sect. 5.2). Strong causalities that cannot be expressed in terms
of places are added to the hybrid system net as sure arcs. Moreover, the resulting
hybrid model may also express weak causal relations as unsure arcs.

5.1 Discovering Causal Graphs

A causal graph is a directed graph with activities as nodes. There is always a
unique start activity (�) and end activity (�). There are two kinds of causal
relations: strong and weak. These correspond to the two columns in Fig. 2.

Definition 8 (Causal Graph). A causal graph is a triplet G = (A,RS , RW )
where A is the set of activities including start and end activities (i.e., {�, �} ⊆
A), RS ⊆ A × A is the set of strong causal relations, RW ⊆ A × A is the set of
weak causal relations, and RS ∩ RW = ∅ (relations are disjoint). UG is the set
of all causal graphs.
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Fig. 4. A causal graph: nodes correspond to activities and arcs correspond to causal
relations.

Figure 4 shows a causal graph derived from the event log also used to discover
the models in Fig. 1. The dashed arcs with question marks correspond to weak
causal relations. The other arcs correspond to strong causal relations.

Definition 9 (Causal Graph Discovery). A causal graph discovery function
disccg ∈ UL → UG is a function that constructs a causal graph disccg(L) =
(A,RS , RW ) for any event log L ∈ UL over A.

There are many algorithms possible to construct a causal graph from a log.
As an example, we use a variant of the approach used by the heuristic miner
[1,17]. We tailored the approach to hybrid discovery (i.e., different types of arcs)
while aiming for parameters that are intuitive and can be used interactively
(e.g., thresholds can be changed seamlessly while instantly showing the resulting
graph). Note that we clearly separate the identification of causalities from the
discovery of process logic (see Sect. 5.2).

Definition 10 (Log-Based Properties). Let L ∈ UL be an event log over A
and {a, b} ⊆ A.

– #(a, L) =
∑

σ∈L |{i ∈ dom(σ) | σ(i) = a}| counts the number of a’s in log L.
– #(X,L) =

∑
x∈X #(x,L) counts the number of X ⊆ A activities in L.

– #(a, b, L) =
∑

σ∈L |{i ∈ dom(σ) \ {|σ|} | σ(i) = a ∧ σ(i + 1) = b}| counts
the number of times a is directly followed by b in event log L.

– #(∗, b, L) =
∑

σ∈L |{i ∈ dom(σ) \ {|σ|} | σ(i + 1) = b}| counts the number of
times b is preceded by some activity.

– #(a, ∗, L) =
∑

σ∈L |{i ∈ dom(σ) \ {|σ|} | σ(i) = a}| counts the number of
times a is succeeded by some activity.

– Rel1 (a, b, L) =
#(a, b, L) + #(a, b, L)
#(a, ∗, L) + #(∗, b, L)

counts the strength of relation (a, b)

relative to the split and join behavior of activities a and b.
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– Rel2 c(a, b, L) =

⎧
⎪⎨

⎪⎩

#(a,b,L)−#(b,a,L)
#(a,b,L)+#(b,a,L)+c if #(a, b, L) − #(b, a, L) > 0
#(a,b,L)

#(a,b,L)+c if a = b

0 otherwise

counts

the strength of relation (a, b) taking into account concurrency and loops using
parameter c ∈ R

+ (default c = 1).
– Causc,w(a, b, L) = w ·Rel1 (a, b, L)+ (1−w) ·Rel2 c(a, b, L) takes the weighted

average of both relations where w ∈ [0, 1] is a parameter indicating the relative
importance of the first relation. If w = 1, we only use Rel1 (a, b, L). If w = 0,
we only use Rel2 c(a, b, L). If w = 0.5, then both have an equal weight.

Rel1 (a, b, L), Rel2 c(a, b, L), and Causc,w(a, b, L) all produce values between 0
(weak) and 1 (strong). Using the properties in Definition 10, we define a concrete
function disccg to create causal graphs. All activities that occur at least tfreq
times in the event log are included as nodes. The strength of relations between
remaining activities (based on Causc,w) are used to infer causal relations. tRS

and tRW
are thresholds for strong respectively weak causal relations. Parameter

w determines the relative importance of Rel1 and Rel2 c. Parameter c is typically
set to 1.

Definition 11 (Concrete Causal Graph Discovery Technique). Let L ∈
UL be an event log over A and let tfreq ∈ IN+, c ∈ R

+, w ∈ [0, 1], tRS
∈ [0, 1],

tRW
∈ [0, 1] be parameters such that tRS

≥ tRW
. The corresponding causal graph

is G = disccg(L) = (A′, RS , RW ) where

– A′ = {a ∈ A | #(a, L) ≥ tfreq} ∪ {�, �} is the set of activities that meet the
threshold (the start and end activities are always included).

– RS = {(a, b) ∈ A′ × A′ | Causc,w(a, b, L�A′) ≥ tRS
} is the set of strong causal

relations.
– RW = {(a, b) ∈ A′ × A′ | tRS

> Causc,w(a, b, L�A′) ≥ tRW
} is the set of weak

causal relations.

Figure 4 shows a causal graph constructed using parameters tfreq = 1000,
c = 1, w = 0.2, tRS

= 0.8, and tRW
= 0.75.

5.2 Discovering Hybrid System Nets

In the second step of the approach we use the causal graph to create a hybrid
system net (that turns strong causalities into formal constraints if possible).

Definition 12 (Hybrid System Net Discovery). A hybrid system net dis-
covery function dischsn ∈ (UL × UG) → UHSN is a function that for any event
log L and causal graph G discovers a hybrid system net dischsn(L,G) ∈ UHSN .

Just like there are many algorithms possible to create a causal graph, there
are also multiple ways to construct a hybrid system net from an event log and
causal graph. The minimal consistency requirements can be defined as follows.
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Definition 13 (Consistent). LetL ∈ UL be an event log, letG = (A,RS , RW ) ∈
UG be a causal graph, and let HSN = (HPN ,Minit ,Mfinal) ∈ UHSN with HPN =
(P, T, F1, F2, F3) be a hybrid system net. L,G, and SN are consistent if and only if:
T = A ⊆ ⋃

σ∈L{a ∈ σ}, {p�, p�} ⊆ P , F1 ∩ (({p�, p�} × T ) ∪ (T × {p�, p�})) =
{(p�, �), (�, p�)}, Minit = [p�] and Mfinal = [p�], for all p ∈ P \ {p�, p�}: •p �= ∅
and p• �= ∅, RS = F̂1 ∪ F2, F̂1 ∩ F2 = ∅, and RW = F3.

An event log L, causal graph G, and hybrid system net HSN are consistent if
(1) L and G refer to the same set of activities all appearing in the event log, (2)
there is a source place p� marked in the initial place and enabling start activity
�, (3) there is a sink place p� marked in the final marking and connected to end
activity �, (4) all other places connect activities, (5) there is a one-to-one corre-
spondence between strong causal relations (RS) and connections through places
(F̂1) or sure arcs (F2), and (6) there is a one-to-one correspondence between
weak causal relations (RW ) and unsure arcs (F3).

Consider two activities a1, a2 ∈ A that are frequent enough to be included
in the model. These can be related in three different ways: (a1, a2) ∈ F̂1 if there
is a place connecting a1 and a2, (a1, a2) ∈ F2 if there is no place connecting a1

and a2 but there is a strong causal relation between a1 and a2 (represented by
a sure arc), (a1, a2) ∈ F3 if there is a weak causal relation between a1 and a2

(represented by an unsure arc).
Any discovery function dischsn ∈ (UL × UG) → UHSN should ensure consis-

tency. In fact, Definition 13 provides hints on how to discover a hybrid system net.
Assume a place p = (I,O) with input transitions •p = I and output transi-

tions p• = O is added. RS = F̂1 ∪F2 implies that F̂1 ⊆ RS . Hence, I ×O ⊆ RS ,
i.e., place p = (I,O) can only connect transitions having strong causal rela-
tions. Moreover, I and O should not be empty. These observations based on
Definition 13 lead to the following definition of candidate places.

Definition 14 (Candidate Places). Let G = (A,RS , RW ) ∈ UG be a causal
graph. The candidate places based on G are: candidates(G) = {(I,O) | I �=
∅ ∧ O �= ∅ ∧ I × O ⊆ RS}.

Given a candidate place p = (I,O) we can check whether it allows for a
particular trace.

Definition 15 (Replayable trace). Let p = (I,O) be a place with input set
•p = I and output set p• = O. A trace σ = 〈a1, a2, . . . , an〉 ∈ A∗ is perfectly
replayable with respect to place p if and only if

– for all k ∈ {1, 2, . . . , n}: |{1 ≤ i < k | ai ∈ I}| ≥ |{1 ≤ i ≤ k | ai ∈ O}| (place
p cannot “go negative” while replaying the trace) and

– |{1 ≤ i ≤ n | ai ∈ I}| = |{1 ≤ i ≤ n | ai ∈ O}| (place p is empty at end).

We write �(p, σ) if σ is perfectly replayable with respect to place p = (I,O).
act(p, σ) = ∃a∈σ a ∈ (I ∪O) denotes whether place p = (I,O) has been activated,
i.e., a token was consumed or produced for it in σ.
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Note that �(p, σ) if σ is a trace of the system net having only one place p.
To evaluate candidate places one can define different scores.

Definition 16 (Candidate Place Scores). Let L ∈ UL be an event log. For
any candidate place p = (I,O) with input set •p = I and output set p• = O, we
define the following scores:

– scorefreq(p, L) = | [σ∈L|�(p,σ)] |
|L| is the fraction of fitting traces,

– scorerel(p, L) = | [σ∈L|�(p,σ) ∧ act(p,σ)] |
| [σ∈L|act(p,σ)] | is the fraction of fitting traces that

have been activated, and
– scoreglob(p, L) = 1 − |#(I,L)−#(O,L) |

max(#(I,L),#(O,L)) is a global score only looking at the
aggregate frequencies of activities.

To explain the three scoring functions consider again L1 = [〈�, a, b, c, d, �〉45,
〈�, a, c, b, d, �〉35, 〈�, a, e, d, �〉20]. Let us consider place p1 = (I1, O1) with I1 = {a}
and O2 = {b}. scorefreq(p1, L1) = scorerel(p1, L1) = 80/100 = 0.8 and scoreglob(p1,
L1) = 1 − |100−80|/max(100,80) = 0.8. For place p2 = (I2, O2) with I2 = {a} and
O2 = {b, e}: scorefreq(p2, L1) = scorerel(p2, L1) = scoreglob(p2, L1) = 1. Hence,
all three scoring functions agree and show that the second place is a better candi-
date. Note that if the candidate place p does not inhibit any of the traces in the log,
then all scores are 1 by definition.

Let us now consider event log L2 = [〈c, d〉1000, 〈a, b〉100, 〈b, a〉10, 〈a, a, a,
a, . . . , a〉] (with the last trace containing 1000 a’s) and candidate place p1 =
(I1, O1) with I1 = {a} and O2 = {b}. scorefreq(p1, L2) = 1100/1111 = 0.99,
scorerel(p1, L2) = 100/111 = 0.90, scoreglob(p1, L2) = 1− |1110−110|/max(1110,110) =
0.099. Now the values are very different. Interpreting the scores reveals that
scorefreq is too optimistic. Basically one can add any place connected to low fre-
quent activities, without substantially lowering the scorefreq score. Hence, scorerel
is preferable over scorefreq . scoreglob can be computed very efficiently because
traces do not need to be replayed. It can be used to quickly prune the set of candi-
date places, but the last example shows that one needs to be careful when traces
are unbalanced (i.e., I or O activities occur many times in a few traces).

Based on the above discussion we use scoring function scorerel in conjunction
with a threshold treplay . The causal graph, a set of candidate places, and this
threshold can be used to discover a hybrid system net.

Definition 17 (Concrete Discovery Technique). Let L ∈ UL be an event
log and let G = (A,RS , RW ) ∈ UG be a causal graph. treplay is the threshold
for the fraction of fitting traces that have been activated. The discovered hybrid
system net dischsn(L,G) = (HPN ,Minit ,Mfinal) with HPN = (P, T, F1, F2, F3)
is constructed as follows

– Q = {p ∈ candidates(G) | scorerel(p, L�A) ≥ treplay} is the set of internal
places (all candidate places meeting the threshold),

– P = {p�, p�} ∪ Q is the set of places ({p�, p�} ∩ Q = ∅),
– T = A is the set of transitions,
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– F1 = {(p�, �), (�, p�)} ∪ {(t, (I,O)) ∈ T × Q | t ∈ I} ∪ {((I,O), t) ∈ Q × T |
t ∈ O} is the set of normal arcs,

– F2 = RS \ F̂1 is the set of sure arcs, and
– F3 = RW is the set of unsure arcs.

It is easy to check that this concrete dischsn function indeed ensures con-
sistency. The construction of the discovered hybrid system net is guided by the
causal graph. We can construct hybrid system net dischsn(L, disccg(L)) for any
event log L using parameters tfreq , c, w, tRS

, tRW
, and treplay . For example, the

hybrid model shown in Fig. 3 was discovered using tfreq = 1000, c = 1, w = 0.2,
tRS

= 0.8, tRW
= 0.75, and treplay = 0.9. Our discovery approach is highly con-

figurable and also provides formal guarantees (e.g., treplay = 1 ensures perfect
fitness). When there is not enough structure or evidence in the data, the app-
roach is not coerced to return a model that suggests a level of confidence that
is not justified.

6 Implementation

Two novel ProM plug-ins have been created to support the approach described
in this paper.1 The Causal Graph Miner plug-in is used to create a causal graph
using the approach described in Definition 11. The user can control the para-
meters w, tfreq , tRS

, and tRW
through sliders and directly see the effects in the

resulting graph. The Hybrid Petri Net Miner plug-in implements Definition 17
and takes as input an event log and a causal graph. The plug-in returns a discov-
ered hybrid system net. Only places that meet the treplay threshold are added.
The replay approach has been optimized to stop replaying a trace when it does
not fit.

Fig. 5. Screenshots of the Causal Graph Miner (left) and the Hybrid Petri Net Miner
(right) analyzing the running example with parameter settings tfreq = 1000, c = 1,
w = 0.2, tRS = 0.8, tRW = 0.75, and treplay = 0.9.

1 Install ProM and the package HybridMiner from http://www.promtools.org.

http://www.promtools.org
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Figure 5 shows the two plug-ins in action for the event log containing 12,666
cases and 80,609 events. The results returned correspond to the causal graph
depicted in Fig. 4 and the hybrid system net depicted in Fig. 3. Both were com-
puted in less than a second on a standard laptop. Activity send reminder may
occur repeatedly (or not) after sending the invoice but before payment or can-
cellation. However, payments may also occur before sending the invoice. The
hybrid system net in Fig. 5 (also see Fig. 3 which is better readable) clearly dif-
ferentiates between (1) the behavior which is dominant and clear and (2) the
more vague behavior that cannot be captured formally or is not supported by
enough “evidence”. The example illustrates the scalability of the approach while
supporting simplicity and deliberate vagueness.

7 Evaluation

Process discovery techniques can be evaluated using a range of indicators refer-
ring to fitness (ability to replay the observed behavior), precision (avoiding
underfitting), generalization (avoiding overfitting), and simplicity (is the model
easy to understand) [1]. Existing indicators are less suitable for the evaluation
of hybrid models explicitly capturing vagueness. Criteria involving fitness, pre-
cision, and generalization can also not be measured for the informal models
produced by existing commercial process mining tools. When computing tradi-
tional quality measures for hybrid system nets we basically ignore the sure and
unsure arcs.

Table 1. Six data sets used.

Log Cases Events Activities

BPI-2011 1143 150291 624

BPI-2012 13087 164506 23

BPI-2014 46616 466737 39

BPI-2015 1199 52217 398

BPI-2016 557 286075 312

BPI-2017 31509 475306 24

We applied our approach to a large
number of real-life events logs and ana-
lyzed the effects of the different parame-
ters (tfreq , c, w, tRS

, tRW
, and treplay)

on the resulting models. In this section,
we report on our findings using six data
sets taken from the well-known BPI Chal-
lenges [16].2

Table 1 shows the basic characteris-
tics of the six event logs used: BPI-20XX
refers to the year of the corresponding BPI challenge [16] and the number of
cases, events, and unique activities (event classes) are shown. For BPI-2011,
BPI-2012, and BPI-2017 we used the full data set. For BPI-2014 we used the
event log for incidents, for BPI-2015 we used the data of the first municipality,
and for BPI-2016 we used the event log with click data. These selections were
made to focus on a particular process or organization.

We first selected initial parameters for each of the six event logs in Table 1 to
create six “reasonable” base models. To create the base models we interactively
set the thresholds in such a way that the underlying graph is connected. treplay

2 The reader is invited to redo the experiments using the latest version of ProM, the
HybridMiner package (promtools.org), and the publicly available data sets used here
[16].

http://promtools.org
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Table 2. Parameters used to create the base models and their characteristics.

Log tfreq tRS
tRW

w treplay |T | |P | |̂F1| |F2| |F3| Fitness Precision Time (ms)

BPI-2011 343 0.81 0.80 0.10 0.80 38 6 4 200 6 0.84 0.04 11772

BPI-2012 3926 0.90 0.89 0.10 0.80 14 8 7 20 1 0.90 0.26 12414

BPI-2014 13985 0.90 0.90 0.10 0.80 10 5 3 13 0 0.93 0.54 21233

BPI-2015 360 0.45 0.40 0.50 0.80 59 26 24 145 75 0.74 0.05 7055

BPI-2016 445 0.50 0.50 0.10 0.80 12 2 0 31 0 0.83 0.10 31428

BPI-2017 9453 0.51 0.50 0.50 0.80 22 8 7 36 12 0.95 0.12 24772

was set in such way that a reasonable number of places remained. Table 2 shows
the settings used and some of the characteristics of the resulting hybrid process
models.

Obviously different parameter settings lead to different models. For example,
if treplay is set to 1, then (by definition) the fitness will be 1. Similarly, the num-
ber of unsure arcs is directly affected by tRW

. If tRW
= tRS

, then (by definition)
there will be no unsure arcs. Column |T | shows the number of retained activities.
Columns |P | and |F̂1| provide insights in the dominant and clear behavior cap-
tured in terms of normal arcs. Columns |F2| and |F3| indicate the number of sure
and unsure arcs. These numbers give insights in the complexity of the models
(simplicity dimension). Fitness and precision are computed using the techniques
from [4,5] while ignoring the sure and unsure arcs (i.e., only considering the
normal places and arcs).

The fitness values in Table 2 are as expected. It is possible to improve fitness
at the cost of having fewer places. The precision values in Table 2 vary widely.
Precision is very low for BPI-2011 and BPI-2015. However, for these models
there are many sure arcs showing the added value of our hybrid approach. Things
that cannot be expressed in terms of reasonable places (treplay = 0.8) can still
be expressed. Traditional approaches would be forced to accept places that have
a lower quality or ignore the causalities observed. For example, the inductive
miner would generate underfitting models or models focusing on the mainstream
behavior only.

The computation times (last column in Table 2) are in milliseconds. Clearly,
the size of the event log and computation time positively correlate. Moreover,
the fewer candidate places the faster the second step is performed. These num-
bers show that the approach is already quite fast compared to other approaches
returning a formal model (all models are computed in less than 25 seconds).
Implementation-wise there is ample room for improvement, showing that the
approach itself is highly scalable.

For each of the six event logs, we used the baseline values for w, tRS
, tRW

,
treplay , and tfreq (Table 2) as a starting point. (We fixed the value of c to its
default value: c = 1.) Next, we varied some of the key parameters one-by-
one while keeping the baseline values for the other parameters fixed: treplay ∈
{0.7, 0.8, 0.9, 1.0}, w ∈ {0.0, 0.25, 0.5, 0.75, 1.0}, tRS

∈ {0.5, 0.6, 0.7, 0.8, 0.9}, and
tRW

∈ {0.5, 0.6, 0.7, 0.8, 0.9} (such that tRS
≥ tRW

). These results are discussed
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in detail in a technical report [2]. Given the limited space, we only summarize
the main findings here.

– Increasing the value of treplay improves fitness of the model because places
that are not perfectly fitting are removed. The precision of the model typically
decreases when treplay goes up. Moreover, the removal of places leads to an
increase in sure arcs.

– Increasing the value of w has a marginal effect on fitness and precision. For
some of the event logs, precision is better for lower values of w (i.e., more
weight is given to Rel2 c(a, b, L)).

– Increasing the value of tRS
leads to fewer connections through places and

sure arcs. This can only improve fitness. However, the effect is moderate and
heavily depends on treplay . Precision tends to go down when tRS

goes up.
– Increasing the value of tRW

, by definition, has no effect on precision and
fitness and only affects the number of unsure arcs.

In summary, the discovery approach works in a predictable manner. Using the
parameters the analyst can influence the characteristics of the discovered model
in a fast and reliable manner. It is possible to express “vagueness” in terms
of sure and unsure arcs. If there is not enough evidence in the data to justify
the addition of many “good” places, then the resulting model will have a low
precision. Fitness can be controlled directly by treplay . We refer to the technical
report for detailed experimental results [2], but acknowledge that additional
evaluations are needed (involving new metrics and groups of users).

8 Related Work

The work reported in this paper was inspired by the work of Herrmann et al.
[9,10] who argue that modeling “requires the representation of those parts of
knowledge which cannot be stated definitely and have to be modeled vaguely”.
They propose annotations to make vagueness explicit. In [9,10] the goal is to
model vagueness, but we aim to automatically discover hybrid models supporting
both vagueness and formal semantics.

Hybrid process models are related to the partial models considered in soft-
ware engineering [7,14]. These partial models can be completed into formal mod-
els and do not consider data-driven uncertainty. In fact, these partial models are
closer to configurable process models representing sets of concrete models

In literature one can find a range of process discovery approaches that pro-
duce formal models [1]. The α-algorithm [3] and its variants produce a Petri
net. Approaches based on state-based regions [15] and language-based regions
[6,18] also discover Petri nets. The more recently developed inductive mining
approaches produce process trees that can be easily converted to Petri nets or
similar [11–13].

Commercial process mining tools typically produce informal models. These
are often based on the first phases of the heuristic miner [17] (dependency graph)
or the fuzzy miner [8] (not allowing for any form of formal reasoning).
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It is impossible to give a complete overview of all discovery approaches here.
However, as far as we know there exist on other discovery approaches that return
hybrid models having both formal and informal elements.

9 Conclusion

In this paper we advocated the use of hybrid models to combine the best of two
worlds: commercial tools producing informal models and discovery approaches
providing formal guarantees. We provided a concrete realization of our hybrid
discovery approach using hybrid Petri nets. The ideas are not limited to Petri
nets and could be applied to other types of process models (e.g., BPMN mod-
els with explicit gateways for the clear and dominant behavior and additional
arcs to capture complex or less dominant behavior). Unlike existing approaches
there is no need to straightjacket behavior into a formal model that suggests a
level of confidence that is not justified. The explicit representation of vagueness
and uncertainty in hybrid process models is analogous to the use of confidence
intervals and box-and-whisker diagrams in descriptive statistics.

The approach has been fully implemented and tested on numerous real-life
event logs. The results are very promising, but there are still many open ques-
tions. In fact, the paper should be seen as the starting point for a new branch
of research in BPM and process mining. To evaluate differences between infor-
mal, formal, and hybrid models from a user perspective, we need new evaluation
criteria taking understandability and perceived complexity into account. Future
work will also include “hybrid BPMN and UML activity diagrams” focusing on
different model constructs (gateways, swimlanes, artifacts, etc.). Existing tech-
niques (also supported by ProM ) can already be used to map compliance and
performance indicators onto causalities expressed in terms of explicit places.
We would like to also provide approximative compliance and performance indi-
cators for sure and unsure arcs. Note that commercial tools show delays and
frequencies on arcs, but these indicators may be very misleading as demon-
strated in Sect. 11.4.2 of [1]. Finally, we would like to improve performance. The
approach has already a good performance. Moreover, there are several ways to
further speed-up analysis (e.g., pruning using scoreglob or user-defined prefer-
ences). Moreover, computation can be distributed in a straightforward manner
(e.g., using MapReduce).
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Abstract. Processes control critical IT systems and business cases
in dynamic environments. Hence, ensuring secure model executions is
crucial to prevent misuse and attacks. In general, anomaly detection
approaches can be employed to tackle this challenge. Existing ones
analyze each process instance individually. Doing so does not con-
sider attacks that combine multiple instances, e.g., by splitting fraud-
ulent fund transactions into multiple instances with smaller “unsuspi-
cious” amounts. The proposed approach aims at detecting such attacks.
For this, anomalies between the temporal behavior of a set of historic
instances (ex post) and the temporal behavior of running instances are
identified. Here, temporal behavior refers to the temporal order between
the instances and their events. The proposed approach is implemented
and evaluated based on real life process logs from different domains and
artificial anomalies.

Keywords: Runtime anomaly detection · Secure business processes ·
Multiple instances · Temporal anomalies

1 Introduction

Business process anomaly detection identifies anomalous behavior in recorded
(ex post) or ongoing (real time) process executions in order to expose and pre-
vent fraud, misuse, unknown attacks, and errors. Hence it constitutes a critical
IT security defense line in today’s interconnected business driven organizations
[3,5]. Existing process anomaly detection work analyzes single process instances
in order to distinguish if their behavior is anomalous (i.e., unlikely) or not. Doing
so does not provide protection against all possible attack vectors. For example,
assume an attack scenario where the attacker (Trudy) strives to quickly transfer
funds from an organization’s bank account. Therefore, Trudy could instantiate
a single transaction process and transfer all the money at once. Alternatively,
Trudy could start multiple transaction processes in parallel and split up the
transactions into smaller chunks. The first approach would likely be detected by
existing anomaly detection approaches while the second would not.

This is, because in the first case the transferred funds are exceptionally high,
i.e., they exceed previously transferred funds and are, therefore, unlikely. In this
c© Springer International Publishing AG 2017
J. Carmona et al. (Eds.): BPM 2017, LNCS 10445, pp. 77–93, 2017.
DOI: 10.1007/978-3-319-65000-5 5



78 K. Böhmer and S. Rinderle-Ma

case, analyzing each process instance execution individually is sufficient to iden-
tify Trudy’s attack. In the second case each individual process instance only
transfers a small amount of money. Through this, the transferred funds are,
likely, comparable to transactions represented in the known historic behavior.
Accordingly the executions would not be identified as anomalous.

Hence, an anomaly detection approach is required that is able to consider
multiple instances – from the same or different process models. In the example
scenario these are instances which take place before, during, or after one of the
fraudulent transaction process executions. Through this the parallel executions
are noticed as unusual and the second attack scenario is identified. The assump-
tion behind this is that the massive parallel execution of multiple transaction
processes – which was never observed before – is unlikely (i.e., anomalous).

This paper proposes a configurable and unsupervised anomaly detection
heuristic for business processes that exploits the temporal dependencies between
multiple instances. In detail, for each instance of interest, all temporal relations
of preceding, succeeding, and simultaneous process executions are taken into
account. The business process instances and executions which are taken into
consideration can stem from various models, i.e., not all instances need to be
spawned from the same process model but, e.g., from multiple models.

This work applies design science research, cf. [14]. Doing so multi instance
process executions were identified as a problem (i.e., an unprotected attack vec-
tor). To tackle this problem artifacts are created and evaluated, here this is a
prototypical implementation of the proposed multi instance anomaly detection
approach. Stakeholders for the approach are organizations and security experts.

More precisely, we assume a set of process models R, and a set of execution
log files L. Hereby, R could be a process repository and L holds all executions of
the processes in R. The key idea is to generate an anomaly detection signature
G for a process P ∈ R so that it represents for P the behavior of P ’s instances
and temporally related instances from multiple other models. This is achieved
by mining and combining temporal relations from multiple instances, stored in
L, that take place during or close to executions of P into a signature G.

Finally, behavior that should be analyzed for anomalies, from P ’s instances
and other temporally related instances, is assumed as given. For example, such
behavior can be extracted from logs, for ex post analysis, or be collected directly
during model executions – from process execution engines – for real time analysis.
To analyze if behavior is anomalous or not it is mapped to G, which enables to
calculate its behavior likelihood. If the behavior to analyze for anomalies is found
to be unlikely, when comparing it to the logged historic behavior in L, then the
behavior is identified as anomalous. The artifacts generated in this work comprise
multi instance process behavior mining and signature generation and matching
algorithms. The presented approach is evaluated using real life process execution
logs from multiple domains along with artificially generated anomalies.

This paper is organized as follows: Related work is discussed in Sect. 2. Pre-
requisites and the proposed approach are introduced in Sect. 3. The proposed
anomaly detection approach (i.e., signature generation and matching) is, in
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detail, described in Sect. 4. Section 5 holds the evaluation. Finally, conclusions,
discussions, and future work is given in Sect. 6.

2 Related Work

Related anomaly detection work was searched for in the process domain and
in the security domain. The results found for the process domain were limited
as related work focuses only on single individual process models and instances.
Hence, the anomalies which this work is capable of identifying are not supported
by existing process anomaly detection work. Our systematic literature review in
[6] provides a more detailed analysis. The most comparable work [12] analyzes
temporal behavior of individual activities to identify unlikely anomalous execu-
tion behavior. However, this work also concentrates only on single instances.

In a broader context, i.e., the security domain in general, several temporal
anomaly detection approaches are suggested, cf. [10]. However, according to [10]
and our own findings, those approaches are typically domain or data specific (i.e.,
focus on specific protocols, such as, SIP or network packages) and can, because of
this, hardly be generalized, e.g., to analyze process behavior data for anomalies.
It can be concluded that an anomaly detection approach specifically tailored for
process behavior is a necessity to identify related attacks and anomalies.

Moreover, it was found that existing approaches show, likely, an underwhelm-
ing anomaly detection performance when dealing with unexpected behavior.
Existing anomaly detection work frequently classifies unexpected behavior, even
if it only slightly deviates from, e.g., a signature, as anomalous. This could
potentially result in a large amount of false positives [5] in flexible and dynamic
execution scenarios. Hence, this work proposes a novel approach to deal with
unexpected behavior by assigning it with an artificially calculated likelihood.

Existing approaches which are comparable to the presented artificial likeli-
hood calculation are so called soft matching techniques. Soft matching general-
izes expected behavior patterns by constructing multiple slightly deviating, but
still presumably “correct” patterns (e.g., based on expert knowledge) [2]. Hereby
the area of data or behavior which is identified as non-anomalous is widened.
Unfortunately, it frequently requires expert knowledge to soften the patterns
and through this soft matching lacks in flexibility, compared to the presented
automatic approach. Moreover, the presented approach enables to “aggregate”
multiple occurrences of slightly unlikely behavior to identify collective anom-
alies [5] which could be missed by less sensitive detection approaches. This is
because this work does not flag each observed process execution behavior solely
as anomalous or non-anomalous. Instead a more flexible likelihood is calculated
and aggregated over multiple successive process execution events and instances.

3 Prerequisites and General Approach

This paper proposes a multi instance anomaly detection approach that enables
to distinguish process execution behavior as anomalous (i.e., unlikely) or not.
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For this the behavior is compared with a signature generated from given process
execution logs L which represent historic process executions. Generating signa-
tures from logs is beneficiary as logs are frequently generated automatically
by today’s process execution engines, contain real behavior and executions,
and include manual adaptations. Moreover, exploiting execution logs enables to
become independent from abstracted and potentially outdated documentation
[11].

Let each execution log l ∈ L hold the associated process model name and
a bag of execution Events, i.e., l := (n,E). Each execution event e ∈ l.E, i.e.,
e := (s, c) represents an activity execution by its start and completion timestamp
s and c respectively, with s, c ∈ N>0. An exemplary log for model A with two
activity executions could be defined as lA := (A, {(s1, c1), (s2, c2)}). We assume
that each individual model execution (i.e., each instance) is held by an individual
execution log l ∈ L and that timestamps are defined in a range of N>0.

Such a brief definition is sufficient because the presented approach mainly
analyzes temporal relations between models and their instances. For this the
following auxiliary functions, inspired by a subset of Allen’s interval algebra [1],
are defined. The start timestamp of an instance execution is found by min(E) :=
{e.s|e ∈ E;∀e′ ∈ E, e.s ≤ e′.s}0. Here, {· · · }0 returns the only element held
by a set or bag if it is a singleton or a random set/bag element if it is not.
A similar definition is applied for max(E) to determined the end timestamp of
an instance execution. Through this the duration of an instance is dur(E) :=
max(E) − min(E). Moreover, execP(t, L) extracts a bag of process model names
that are executed at point t (i.e., a timestamp) based on the logs in L, i.e.,
execP(t, L) := {l.n|∃l ∈ L,∃e ∈ l.E; e.s ≤ t ∧ e.c ≥ t}. Similarly, act(t1, t2, L)
counts the activities that are executed in a specific interval given by t1, t2, i.e.,
act(t1, t2, L) := |{e|l ∈ L, e ∈ l.E; e.s ≥ t1 ∧ e.c ≤ t2}| where t1 ≤ t2. Function
next(t, L) determines the process instance start or end timestamp that occurs as
close after t as possible, i.e., next(t, L) := {t1|t1, t2 ∈ T ; �t2 < t1; t1 > t∧t2 > t}0
where T := {e.s|l ∈ L, e ∈ l.E} ∪ {e.c|l ∈ L, e ∈ l.E}. Further, mid(t1, t2) :=
t1 + ((t2 − t1)/2) calculates the average of two timestamps where t1 < t2.

Fig. 1. Proposed multi instance anomaly detection approach – overview

Figure 1 provides an overview on the proposed anomaly detection heuristic.
The related algorithms are presented in Sect. 4. Firstly, a signature is generated
for a process P ∈ R based on a set L of historic instance executions – both are
assumed as given input. The first idea is to extract process execution events in
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Fig. 2. Running example for window & behavior extraction and noise reduction

L that precede, succeed, or occur simultaneously to executions of P ’s instances,
cf. Fig. 2. The figure depicts three processes – A, B, and C – along with a
number of instances (i.e., the rectangles, e.g., AI1 to AI4) and activity execution
events (i.e., the vertical bars in the instance rectangles, e.g., AI3 holds 4 activity
executions). For the sake of brevity Fig. 2 depicts only a snapshot of all instance
executions, i.e., additional instances are stored in L but not depicted.

Assume a signature is generated for process B in Fig. 2. Then the signature
generation starts by identifying relevant execution events in L (i.e., historic
behavior) 1©. Relevant events are events which most likely affect B’s instances
(i.e., events which precede B’s instances) or which are affected by B’s instances
(i.e., events which are succeeding and simultaneous to B’s instances). Extraction
windows are applied to identify such events in the following.

An individual extraction window w := [wt1;wt2] is created for each of B’s
instances 1©. Extraction windows enable to determine which of the behavior
held by L is relevant (i.e., preceding, succeeding, and simultaneous events) for a
specific instance and model and should, therefore, be contained in the generated
signature. The beginning and end of the window (i.e., wt1 and wt2) is calculated
by multiplying the duration of the respective instance (this example uses BI3
and lBI3 ∈ L) with a user chosen window size modifier ws ∈ R>0. So wt1 :=
min(l.E) − (ws · dur(l.E)) and wt2 := max(l.E) + (ws · dur(l.E)). Hence, when
assuming ws = 2 and min(lBI3.E) = ts9, max(lBI3.E) = ts13 then wBI3 = [ts1; t

s
21].

The size of an extraction window is defined in a direct relation to the duration
of the corresponding instance. Moreover, the parameter ws enables to adapt the
extraction window size to the density of the analyzed event logs. For example,
if a log is very dense (i.e., it holds a large amount of events in a short timespan)
then applying extraction windows with a fixed size could result in an overly
detailed signature (i.e., overfitting occurs) which could, subsequently, lead to
flawed anomaly detection results, cf. [7]. In comparison a sparse log combined
with a fixed size window could result in a signature that contains insufficient
historic behavior to identify anomalies (i.e., underfitting occurs).

Subsequently step 2© is applied to mine all the behavior that occurs in a
chosen window in a time sequence. Therefore, the window is split into multiple
slots based on the start and end of the process instances covered by the window
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(i.e., the dotted lines and slot timestamps in Fig. 2). Each slot is defined as
o := (N, tss, t

s
e) where tss and tse represent the start and end timestamps of the

slot and the bag N := execP(mid(tss, t
s
e), L) holds the names of models whose

instances occur between tss and tse. For example, slot 5 in Fig. 2 would be defined
as o5 = ({A,B,C}, ts5, t

s
6). If multiple instances from the same process model

are executed in parallel then the related model’s name occurs in o.N multiple
times (e.g., two parallel executions of model A would result in o.N = {A,A}).
Subsequently, all slots are combined into a time sequence, i.e., an ordered list
of slots ts := 〈o1, o2, · · · , on〉, e.g., tsBI3 = 〈o1, o2, · · · , o20〉 for instance BI3, cf.
Fig. 2. Finally, noise in the mined time sequences is addressed, for example, by
removing slots which do not cover any instance execution (e.g., slot 8 in Fig. 2).

The signature generation ends by merging the resulting time sequences from
all windows (one window for each instance is generated) into one signature 3©.
The signatures are represented as likelihood graphs, which were also already
successfully applied in [5] for this purpose. Here, likelihood graphs enable to cal-
culate the likelihood of instance behavior to determine unlikely (i.e., anomalous)
ones. For this a likelihood graph encodes which and how instances and models
are typically temporally related to each other during their execution (e.g., how
instances succeed or precede each other). Moreover, it encodes the likelihood
and order of such relations based on the mined time sequences, cf. Fig. 4.

Secondly, the signature is utilized to assess if a given process instance exe-
cution behavior, for P ’s instances, is anomalous or not. Hence, given behavior
is filtered 4©, and mapped 5© to the signatures (i.e., for each process model an
individual signature is generated) to determine the likelihood of given instance
execution behavior. Of course, some of the instance behavior could be unex-
pected because it never occurred before and is, accordingly, also not represented
by the signatures (i.e., it cannot be mapped to a signature), cf. [5]. In such cases
a configurable artificial behavior likelihood is calculated to flexibly deal with
noise and slight – likely harmless – deviations from the historic behavior.

Thirdly, the likelihood of the given instance execution behavior is compared
to a reference likelihood generated from P ’s historic instance executions stored
in the historic execution log files L, 6©. If a deviation between both likelihoods
(reference likelihood and likelihood of the given instance execution to analyze) is
observed then the analyzed given instance execution is identified as anomalous.

4 Multi Instance Anomaly Detection

This section presents the algorithms for the approach set out in Fig. 1.

4.1 Temporal Behavior Mining from Execution Logs

The proposed anomaly detection approach starts with a process model P ∈ R
(i.e., a signature is generated for P ) and logs containing historic process exe-
cution behavior L. Subsequently, extraction windows are constructed for P ’s
instances, as described before. This enables to mine historic execution behavior
that takes place before, during, and after P ’s executions as time sequences.
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Mining Time Sequences. Each time sequence is a sequence of slots o :=
(N, tss, t

s
e) which are ordered based on their end timestamp, i.e., tse. In the follow-

ing a signature is generated by merging multiple time sequences. The presented
mining approach generates a time sequence (i.e., a sequence of slots) for each
extraction window – and through this for each instance. Therefore, the start and
end timestamps of each process instance covered by the window are exploited,
i.e., the dotted vertical lines in Fig. 2. Algorithm 1 formalizes the mining of a
single time sequence for a given window w and the historic execution logs in L.
In the following the symbol ⊕ denotes the appending of a slot to the end of a
sequence.

Algorithm mineTS(extraction window w := [wt1;wt2], execution logs L)
Result: mined time sequence ts
ts := 〈〉; first := w.wt1 // initially ts is empty
// extract the interval between instance start and end timestamps as slots
while second := next(first, L) ∧ second < w.wt2 do

ts := ts ⊕ (execP(mid(first, second), L), first, second)
first := second // preserve for next iteration

// interval from the last instance start or end till the end of the window
ts := ts ⊕ (execP(mid(first, w.wt2), L), first, w.wt2))
return ts // the mined time sequence for the window w and a given log L

Algorithm 1. Mines a time sequence for a given window w and logs L

The time sequence generated for the execution scenario depicted in Fig. 2 is
shown at the left side of Fig. 3. For the sake of brevity Fig. 3 only depicts the
number of the respective slot and the covered process model names while start
and end timestamps are omitted. Only the first eight slots are depicted.

Fig. 3. Time sequence before and after addressing noise, window size is ws = 2

Addressing Noise in Time Sequences. The mined time sequences likely
contain slots which are not relevant for or even interfering with the following
signature generation. Such noise in the time sequences could result in an over-
fitting of the generated signatures, i.e., the signatures would be “too” specific
and detailed, cf. [7]. This could result in false positives, i.e., non-anomalous exe-
cutions which are incorrectly identified as anomalous. So, the proposed noise
reduction heuristic will deal, for a given time sequence ts, with all slots which
are empty or volatile. A slot o := (N, tss, t

s
e) is empty if o.N = ∅, i.e., if no

instance is executed at the timespan (tss to tse) covered by the slot, e.g., slot 8 in
Fig. 2 is empty.
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Moreover, a slot is volatile if it covers only a low amount of activity execu-
tions. Typically volatile slots are placed at the beginning or end of instances and
cover only a short time span. Hence even a minor shift in an instance’s start
or end timestamp can have a large impact on the slot. For example, if instance
BI2’s duration, cf. Fig. 2, would only be a bit shorter (e.g., when it would end at
ts7 instead of ts8) then slot 7 would no longer be present or be part of the mined
time sequence. Formally, a slot o is identified as volatile if act(o.tss, o.t

s
e, L) < c,

i.e., c controls the minimum number of activities covered by the slot, cf.
Algorithm 2.

Empty slots are removed from a time sequence ts, using list comprehension
notation, i.e., ts := 〈o ∈ ts|o.N 
= ∅〉. For volatile slots, in comparison, it is
checked if they could be aggregated with one or more directly successive slots,
which are also volatile, to become non-volatile. If this is not possible then they are
also removed, cf. Fig. 3 (right side). For this Algorithm 2 must identify directly
connected volatile slots. Hence, the algorithm stores the start of the first volatile
slot volS and the end of the most recent successive volatile slot in volE. Based on
this information act(volS, volE, L) > c enables to determine if an aggregation
of the found successive volatile slots results in a non-volatile slot. Imagine that
slot 18 ({C}, ts18, t

s
19) and 19 ({B,C}, ts19, t

s
20) in the running example Fig. 2 were

found as volatile. This is because c was assumed as 3 and each of both slots covers
less than three complete activity executions, i.e., act(ts18, t

s
19, L) = 2 for slot 18

and act(ts19, t
s
20, L) = 2 for slot 19. However, by aggregating both slots a new slot

is created that is not volatile. Thus the aggregated slot becomes ({B,C}, ts18, t
s
20)

(i.e., act(ts18, t
s
20, L) = 4) and replaces the old slots 18 and 19. Alternative slot

merging approaches, e.g., to identify and merge slot combinations which cover
the longest timespan are conceivable and were evaluated. However, as these are
computational intense the described greedy heuristic was applied.

Algorithm addressVolatileSlotsInTS(time sequence ts = 〈o1, o2, · · · , on〉, execution logs
L, slot volatile threshold c ∈ N>0)

Result: noise free time sequence tsnv (volatile slots were aggregated or removed)
tsnv := 〈〉;volN := ∅; volS := 0; volE := 0 // store intermediate results for the
following steps, volS and volE are timestamps while volN holds model names

foreach o ∈ ts do
if act(o.tss, o.tse, L) < c // check if o is a volatile slot then

volE := o.tse; volN := volN ∪ o.N// aggregate slots
if volS = 0 // i.e., first volatile slot found then

volS := o.tss // preserve start time of the first volatile slot found
else if act(volS, volE, L) > c // aggregated slot is not volatile then

tsnv := tsnv ⊕ (volN, volS, volE) // append aggregated slot on tsnv

volN := ∅; volS := 0; volE := 0 // purge preserved data

else
// a non-volatile slot was found, purge preserved data because only
directly successive volatile slots are aggregated
tsnv := tsnv ⊕ o; volN := ∅; volS := 0; volE := 0

return tsnv// similar to input time sequence ts but without volatile slots

Algorithm 2. Addressing volatile slots in mined time sequences

Consider the right side of Fig. 3. The original time sequence (left side,
cf. the running example in Fig. 2) was adapted to remove or address noise
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(right side). Note, slots which are crossed out were removed because they are
empty (slot 8) or volatile slots which could not be aggregated with other volatile
slots (slot 1 and 3). Two volatile slots (slot 6 and 7) were replaced by an aggre-
gated non-volatile slot, i.e., “6&7”. The slot volatile threshold c was assumed as
three.

4.2 Signature Generation from Time Sequences

Subsequently, signatures are generated for each individual process model P based
on time sequences TS which were generated for P ’s historic instances in L. For
this the noise free time sequences are merged and transition likelihoods are
calculated. Transition likelihoods represent the likelihood that slots which cover
specific instances of processes follow each other (based on all time sequences ts ∈
TS). For example, the likelihood that a slot which holds an execution of process
model A, B, and C is followed by a slot with execution A and C, cf. slots 16 and
17 in Fig. 2. In the following this likelihood information is utilized to differentiate
between likely and unlikely (i.e., anomalous) model instance executions.

This work proposes to represent the mined temporal behavior in three inde-
pendent signatures (i.e., one for behavior that happens before, during, or after a
process model’s execution). For this the mined time sequences are split accord-
ingly into three parts – based on P ’s associated instance starts and ends, cf.
Fig. 2. This decreases the size of each signature. Also this was found to increase
the anomaly detection performance of the presented approach. The latter is
because during each point in time a signature can be applied that specializes on
the specific kind of behavior that is currently observed (e.g., behavior that was
historically observed after or during an instance execution). Hereby, the applied
signature can be more specific than one large generic signature that needs to
cover all the historic instance behavior (i.e., before, during, and after) at once.

Each signature is represented as a likelihood graph G = (V,D), cf. [5]. A
likelihood graph is a directed cyclic graph that consists of a set of vertexes
v ∈ V and a set of edges d ∈ D with D ⊆ V × V × [0; 1]. Each vertex v
represents processes covered by a specific o.N for a given slot o. In comparison
each edge d = (vs, ve, tl) represents the transition likelihood tl ∈ [0; 1] from one
“slot” vs (i.e., a vertex holding the process model names covered by a slot) to
another vertex ve based on the mined time sequences ts ∈ TS.

Algorithm 3 creates a likelihood graph (i.e., a signature) by merging multiple
time sequences. For this, the algorithm extracts from each slot, covered by the
merged time sequences, the processes covered by that slot and stores them in
the set V . Moreover, the set V C is populated with triplets vc = (v1, v2, tc) that
indicate, based on the analyzed time sequences, that a slot v2 is preceded by
a slot v1, tc ∈ N>0 times (i.e., tc denotes the transition count). Subsequently
these absolute numbers (i.e., tc) are converted into relative transition likelihoods
tl and stored into D as edges. V is initialized with a dummy entry vd that is used
as a general entry point for the signature and the following mapping of behavior
to it.



86 K. Böhmer and S. Rinderle-Ma

Algorithm mergeTimeSequencesIntoSignature(time sequences TS, dummy vertex, i.e., the
entry point for the signature vd)

Result: likelihood graph (i.e., a signature) G = (V, D) from the behavior in TS
V := {vd}; D := ∅; V C := ∅

foreach ts ∈ TS where |ts| > 0 do
V C := V C ∪ {(vd, ts0, 1)} // add dummy vertex, ts0 identifies the first slot in

ts, i.e., tsi with 0 ≥ i < |ts| identifies the slot with the index i
for i := 0;i < (|ts| − 1);i := i + 1 do

v1 := tsi.N ; v2 := tsi+1.N// tsi and its successor tsi+1 in ts
V := V ∪ {v1, v2};// add slots to signature graph vertex set V
tcount := 1// holds how frequently v1 is followed by v2 in all sequences
if (v1, v2, ·) ∈ V C // previous ts contained the same transition then

tcount := tcount + {vc.tc|vc ∈ V C, vc.v1 = v1 ∧ vc.v2 = v2}0

// purge old information for v1/v2, then add updated or new information
V C := {vc ∈ V C|vc.v1 �= v1 ∧ vc.v2 �= v2} ∪ {(v1, v2, tcount)}

foreach vc ∈ V C // convert absolute numbers into likelihoods do
s := vc.tc;TC := {vc′.tc|vc′ ∈ V C ∧ vc′.v1 = vc.v1}
// create and add edges to D that connect the signature vertexes in V
D := D ∪ {(vc.v1, vc.v2, s∑

tcs∈TC tcs
)}// fraction �→ transaction likelihood

return G = (V, D)// return signature, it was created for sequences in TS

Algorithm 3. Merge time sequences TS for P into a signature G

Fig. 4. Merging two mined time sequences into a signature

Figure 4 depicts an example for the proposed signature generation. Two time
sequences (XI1 and XI2, mined for the process “X” – left side) are merged
into a likelihood graph signature representation (right side). The depicted time
sequences and represented behavior occurred after X’s instances (i.e., succeeding
behavior). So process X is placed at the start of the time sequences and signature.

4.3 Signature Matching for Execution Event Streams and Logs

The signatures are applied to calculate the likelihood of process execution behav-
ior based on given execution events. Today’s execution engines store (ex post
analysis) or stream (real time analysis) various events. This work is mainly inter-
ested in process instance and activity start and end events. Hence, all perceived
events are filtered accordingly and mined into time sequences by applying the
presented approach. Finally the resulting time sequences are mapped to signa-
tures which were generated for the executed processes based on historic behavior.

To determine if a given process instance execution is unlikely (i.e., anomalous)
or not its likelihood is calculated (i.e., execution likelihood le ∈ R>0) by mapping
it to the signatures. Moreover, comparable executions (i.e., that show a similar
temporal execution behavior to the given execution) are identified in the historic
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logs L and mapped to the same signature as the given execution to generate a
reference likelihood lr ∈ R>0. Finally, both likelihoods are compared. If the
execution likelihood is below the smallest found reference likelihood then the
analyzed execution is identified as unlikely and, because of this, as anomalous.

The execution likelihood is calculated by Algorithm 4. Therefore, a signature
(i.e., a likelihood graph G = (V,D)) is utilized along with a time sequence ts that
is mapped to the signature (i.e., the sequence ts, here, represents given instance
execution behavior that should be analyzed for anomalies). To calculate the
likelihood, the slots held by the time sequence are mapped to the signature one
after another while aggregating the transition likelihoods encoded in the edges
d ∈ D that connect all signature vertexes. Finally, when all recorded behavior
(i.e., the time sequence ts) was mapped the likelihood is returned.

Algorithm matchSig(signature G = (V, D), dummy vertex vd representing the process
which G was generated for, time sequence ts holding behavior to map, punishment factors
pNDC, pDP, pOS ∈ (0; 1])

Result: calculated likelihood lh ∈ R>0 for ts
lh := 1; vl := vd // behavior likelihood lh and most recent signature vertex vl

foreach o ∈ ts // individually for each slot do
lh′ := {d.tl ∈ D|d.v1 = vl ∧ d.v2 = o.N}
P := {(v′, sim)|v′ ∈ V ; sim :=

|v′�o.N|
|v′|+|o.N| , ∀a ∈ o.N, ∃b ∈ v′; a = b}

MS := {(v′, sim)|v′ ∈ V ; sim :=
|v′�o.N|

|v′|+|o.N| }// � notates a symmetric difference

if lh′ = ∅ // unexpected behavior was found then
if o.N ∈ V // stage one: exact behavior is present in the signature then

vl := o.N ; lh := lh · pNDC
else if P �= ∅ // stage two: present but different parallelism then

min := {p1|p1 ∈ P ; ∀p2 ∈ P, p1.sim ≤ p2.sim}0

vl := min.v; lh := lh · (1 − min.sim) · pDP

else
// stage three: fallback if one and two are not applicable

min := {ms1|ms1 ∈ MS; ∀ms2 ∈ MS, ms1.sim ≤ ms2.sim}0

vl := min.v; lh := lh · (1 − min.sim) · pOS

else
vl := o.N ; lh := lh · lh′0 // if the behavior is expected

return lh// return likelihood lh of the behavior in ts

Algorithm 4. Likelihood for a time sequence ts based on a signature G

Of course, it is possible that some behavior cannot be mapped successfully.
For example, this is the case if behavior occurs in unexpected orders, e.g.,
instance A is succeed by B but it was expected (i.e., specified in the signa-
ture) the other way around. Another reason could be that the parallelism of
observed and the expected behavior deviates, e.g., it was expected that a single
instance of A is executed, but two concurrent executions of A were observed.

Existing process anomaly detection work typically classifies any unexpected
behavior, such as the preceding examples, as anomalous. However, as argued in
[5] this is not always beneficial. Process models and model executions are known
to occur in flexible dynamic environments, struggling with ad-hoc changes, and
the need to cope with multiple frequently changing requirements [9]. Hence, we
assume that existing anomaly detection approaches are too strict to be success-
fully applied in today’s flexible and dynamic process execution environments. So,
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the proposed anomaly detection approach provides the flexibility to deal with
unexpected behavior by calculating an artificial likelihood for it.

The flexibility that should be granted by the proposed anomaly detection
approach varies between different organizations, processes, and use cases. Hence,
the flexibility can be configured in Algorithm 4 based on three punishment fac-
tor variables, i.e., pNDC, pDP , and pOS. Those enable to punish unexpected
behavior by reducing its calculated artificial likelihood. Hence, while the sce-
nario in the initial motivating example is identified as anomalous – because
significantly more parallelism is observed than expected based on historic exe-
cutions – minor, probably harmless, deviations from the historic behavior are
“granted” until, e.g., a combination of multiple minor deviations becomes too
unlikely.

So when calculating the execution likelihood it is checked if the current slot
o ∈ ts (i.e., the behavior to map next) is a direct successor of the last mapped
slot vl. If it is, then the likelihood is extracted from the related transition like-
lihood hold by the signature in D. Hence, when mapping the short example
timesequence ts := {({X}), ({A,C}), ({A,B,C})} (timestamps are omitted) on
the signature depicted in Fig. 4 then a likelihood of 1 · 0.5 = 0.5 is calculated.
However, if o is not a successor of the last mapped slot then unexpected behavior
was found. For this, it becomes necessary to calculate an artificial likelihood by
applying a three staged approach which is discussed in the following.

Stage one: It is checked if the unexpected behavior (i.e., slots) is represented
in the signature but occurred in an unexpected order. If this is the case then
the punishment factor pNDC it utilized as the artificial likelihood. Stage two
and three calculate the artificial likelihood based on the similarity of the given
instance behavior and the behavior represented in the signature. Stage two is
applied if the expected processes are executed but with an unexpected par-
allelism. For example, A,A,B was observed but expected was A,B, i.e., two
parallel executions of process A were found but only one was expected. This
stage utilizes the punishment factor pDP . Stage three, which utilizes the pun-
ishment factor pOS, can always be applied and is, because of this, used as a
fallback. It is similar to stage two but more relaxed, i.e., it does not enforce that
the behavior to map and the related signature behavior must only consist of the
same processes.

Imagine that the slot o with o.N := {A,A} should be mapped to a signature
which only consist of A as the expected behavior. Because, the observed {A,A}
and the expected {A} behavior is different the slot cannot be found in the
signature. Hence the proposed approach falls back to stage two of the artificial
likelihood calculation. So the likelihood is calculated as |{A}�{A,A}|

|{A}|+|{A,A}| �→ 1
3 =

0.3̄ so that the final artificial likelihood becomes (1 − 0.3̄) · 0.8 = 0.53̄ when a
punishment factor pDP of 0.8 is used.

The reference likelihood lr is calculated based on logged historic executions in
L that show comparable behavior to the given behavior (i.e., given instance exe-
cution behavior to analyze for anomalies). In this case comparable means that the
time sequence describing the given behavior and the time sequences describing



Multi Instance Anomaly Detection in Business Process Executions 89

the historic behavior hold similar slots. For this the presented approach to mea-
sure the similarity between two slots (i.e., for artificial likelihood calculation, cf.
Algorithm 4) is generalized and applied on the historic time sequences which
were mined from L during the signature generation. The k ∈ (0, 1] percent most
similar historic time sequences are subsequently compared with the signature G
using Algorithm 4. Finally the lowest likelihood found during that comparisons
is utilized as the reference likelihood lr. If le < lr then the given behavior (i.e.,
the behavior that is analyzed for anomalies) is identified as anomalous. This
bears two advantages: Executions in L are never identified as anomalous and
the flexibility which was historically observed for the process under analysis,
and which is because of this stored in L, is taken into account during anomaly
detection.

5 Evaluation

The evaluation utilizes real life process execution logs from multiple domains
and artificially generated anomalies in order to assess the anomaly detection
performance and feasibility of the proposed approach. It was necessary to gen-
erate artificial anomalies as information about real anomalies are not provided
by the log sources. The utilized logs were taken from the BPI Challenge 20151

and 20172 (BPIC5 and BPIC7), and Higher Eduction Processes (HEP), cf. [13].
The BPIC5 logs hold 262,628 execution events which origin from 5,649

instances and 398 activities. The logs cover the processing of building permit
applications at five (BIPC5 1 to BPIC5 5) Dutch building authorities between
2010 and 2015. In comparison the BPIC7 logs hold 1,202,267 events from 31,509
instances, recorded in 2016 and 2017, which focused on loan application manage-
ment. The HEP logs contain 28,129 events, 354 execution traces (i.e., instances),
and 147 activities – recorded from 2008 to 2011. Each trace holds the interactions
of a student with an e-learning platform (e.g., exercise uploads). The interactions
are recorded individually for each academic year �→ HEP 1 to HEP 3. All logs
(i.e., BPIC and HEP) contain sufficient details to apply the proposed approach
(e.g., instance execution events and relevant timestamps).

The logs were evenly and randomly separated into training (for signature
generation) and test data (for the anomaly detection performance evaluation).
A tenth of the test data was mutated by one (out of four) randomly chosen muta-
tors (we regard this amount as being sufficient, cf. [4]). This enables to generate
labeled non-anomalous (i.e., non-mutated) and anomalous (i.e., mutated) test
data entries, i.e., to determine if both behavior “types” are correctly differ-
entiated by the proposed approach. The applied four mutators generate multi
instance anomalies that cannot be detected by existing single business process
instance focused anomaly detection work, hence, a comparison with such existing
1 http://www.win.tue.nl/bpi/2015/challenge—DOI:10.4121/uuid:

31a308ef-c844-48da-948c-305d167a0ec1.
2 http://www.win.tue.nl/bpi/doku.php?id=2017—DOI:10.4121/uuid:

5f3067df-f10b-45da-b98b-86ae4c7a310b.

http://www.win.tue.nl/bpi/2015/challenge
http://dx.doi.org/10.4121/uuid:31a308ef-c844-48da-948c-305d167a0ec1
http://dx.doi.org/10.4121/uuid:31a308ef-c844-48da-948c-305d167a0ec1
http://www.win.tue.nl/bpi/doku.php?id=2017
http://dx.doi.org/10.4121/uuid:5f3067df-f10b-45da-b98b-86ae4c7a310b
http://dx.doi.org/10.4121/uuid:5f3067df-f10b-45da-b98b-86ae4c7a310b
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work is not possible: (a) Parallel Executions – a process execution is duplicated
so that it occurs in parallel; and (b) Sequential Executions – a process execution
is duplicated so that occurs in a sequential order; and (c) Execution Order – the
process execution order is randomly changed; and (d) New or Missing Process –
new process executions are artificially added or recorded executions are removed.

The mutators were adapted and extended from our work in [4] – which was
assessed by security experts as being realistic. It was chosen to combine multiple
mutators to represent that real life anomalies are diverse and affect different
aspects of process executions. In addition, the applied strategy also evaluates
the proposed handling of unexpected execution behavior. This is, because the
test data (in its mutated but also non-mutated form) contains behavior that is
not represented in the training data (e.g., manual ad-hoc changes). The following
results consist of the average of 100 evaluation runs – individually for each log
file – to even out the randomness in the data separation and mutation.

Metrics and Evaluation. The feasibility of the presented anomaly detection
approach is analyzed. For this, the training data is utilized to construct signa-
tures which are applied on the test data to differentiate between known ran-
domly mutated (i.e., anomalous) the known non-mutated (i.e., non-anomalous)
test data entries. This enables to collect four key performance indicators: True
Positive (TP) and True Negative (TN) represent data entries that were cor-
rectly identified as anomalous (TP) or non-anomalous (TN). In comparison,
False Positive (FP) and False Negative (FN) represent data entries which were
incorrectly identified as anomalous (FP) or non-anomalous (FN). For example,
FP counts non-anomalous test data entries which were incorrectly identified as
being anomalous. Based on this performance indicators three standard metrics
are calculated for each log file (i.e., BPIC5 1-5, BPIC7, and HEP 1-3):

(a) Precision P = TP/(TP + FP ) – indicates if the identified anomalous
test data entries were in fact anomalies; and (b) Recall R = TP/(TP + FN)
– indicates if anomalies were “missed”, i.e., not identified; and (c) Accuracy
A = (TP +TN)/(TP +TN +FP +FN) – provides a general anomaly detection
performance overview; TP, TN,FP, FN ∈ N>0; P,R,A ∈ [0; 1].

For this paper we assume that the number of False Positives (FP) or Nega-
tives (FN) should be low while the number of True Positives (TP) or Negatives
(TN) should be high, i.e., the accuracy becomes close to one. In addition the
Fβ-measure, Eq. 1, is applied because it provides a configurable harmonic mean
between Precision (P) and Recall (R), cf. [8]. Hereby, β controls the balance
between P and R. So, if β = 1 then a harmonic mean between P and R is calcu-
lated. In comparison a β < 1 results in a precision and a β > 1 in a recall-oriented
result. F0.5,F1,F1.5-measures were used to present the evaluation results.

Fβ =
(β2 + 1) · P · R

β2 · P + R
(1)

Results. The results were generated based on BPIC 2015/2017 and HEP
process execution logs and a publicly available proof-of-concept implementation of
the presented approach: https://github.com/KristofGit/MultiInstanceAnomaly.

https://github.com/KristofGit/MultiInstanceAnomaly
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The implementation calculated a signature in minutes (i.e., about 2 min on
average) and required only seconds (i.e., below 3 s on average) to identify a test
data entry as anomalous or non-anomalous on a standard 2.6 Ghz IntelQ6300CPU
with 8 GB of RAM. Of course, the signatures can be reused, i.e., calculated once
and subsequently applied in order to analyzemultiple following process executions.
Moreover, the presented approach can be concurrently applied to analyze multiple
instances in parallel. This suggests an applicability even on larger process reposi-
tories and execution logs.

Primary tests were applied to identify appropriate configuration values for
the presented approach. The punishment factors for unexpected behavior were
set to pNDC = 0.60 (known behavior but unexpected order), pDP = 0.40
(known behavior but unexpected parallelism), pOS = 0.30 (unknown behavior).
A lower punishment factor results in a stronger punishment. So for example,
pDP is higher than pOS because the latter is only utilized if completely unknown
execution behavior is observed. In comparisons the former is applied if “only”
an unexpected parallel execution occurred. This is the case, for example, if three
parallel executions of process A were observed but only two were expected. As a
rule of thumb it can be assumed that a higher punishment improves on the TP/
FN side while having a negative impact on the TN/FP performance indicators.
A similar conclusion can be drawn for k = 0.3, i.e., the percentage of similar time
sequences for reference likelihood generation purposes. When k is increased then
the proposed approach becomes more relaxed because the reference likelihood
typically decreases, i.e., anomalous instances are more likely “overlooked”.

A window size ws of 4 (BPIC) and 20 (HEP) was utilized. Hereby, the differ-
ent ws values compensate that the log sources (e.g., BPIC or HEP) store events
with a different density (i.e., the BPIC logs cover more events at the same times-
pan than the HEP logs). The log dependent ws-value ensures that the generated
signatures represent a roughly comparable amount of process execution events
for all log sources. Finally, a noise prevention value of c = 8 was utilized, i.e., a
slot – either original or aggregated – has to cover at least 8 activity executions
to not be recognized as volatile or noise and being removed. The chosen values
were successfully applied on different processes and domains. Hence, we assume
that they can be applied as a valid starting point for future optimizations in
scenarios and domains which were not covered by the presented evaluation.

The average evaluation results are shown in Tab. 1. The accuracy metric
reached an average result of 78% but also the other metrics show promising
results (83% for recall and 77% for precision). Hence, it was found that the pro-
posed approach could successfully identify the constructed anomalies in the ana-
lyzed complex multi instance execution evaluation data. It was observed that the
proposed approach could more easily identify anomalous behavior for the HEP
log based evaluation than during the BPIC based evaluation. This most likely
origins from the different complexity of the logs (i.e., the BPIC logs hold substan-
tially more and more complex behavior than the HEP logs). So, it was concluded
that the more complex and diverse the signature generation behavior becomes,
the harder it is to distinguish correct from anomalous behavior. Nevertheless,
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even for the challenging BPIC log based evaluation the performance of the pre-
sented work achieved an average of 70% anomaly detection accuracy.

Table 1. Anomaly detection performance of the presented approach

BPIC5 1 BPIC5 2 BPIC5 3 BPIC5 4 BPIC5 5 HEP 1 HEP 2 HEP 3 BPIC7

Accuracy 0.70 0.71 0.73 0.71 0.71 0.94 0.92 0.92 0.66

Precision 0.69 0.68 0.70 0.67 0.67 0.96 0.97 0.96 0.63

Recall 0.78 0.83 0.84 0.84 0.82 0.92 0.88 0.89 0.70

F0.5-measure 0.71 0.70 0.72 0.70 0.72 0.95 0.95 0.94 0.64

F1-measure 0.73 0.75 0.76 0.75 0.75 0.94 0.93 0.92 0.66

F1.5-measure 0.75 0.78 0.79 0.78 0.77 0.93 0.91 0.91 0.68

6 Discussion and Outlook

This work applies the common assumption that an anomaly is some kind of
unlikely behavior that never or hardly occurs during a business process execu-
tion, cf. [4,5]. Accordingly the proposed approach compares given multi instance
executions with given recorded historic executions in L to calculate their like-
lihood in relation to the behavior in L, such that, unlikely process instance
executions are identified as anomalous. Hence, this work applies an unsuper-
vised approach as it neither assumes the historic behavior as anomalous or not.
It is hard to propose a rule of thumb for predicting the required training data
size (i.e., the amount of historic behavior in L). This is because the size of
the required training data heavily depends on the amount of execution vari-
ety that can be observed for the analyzed instances – which is unique for each
organization.

The evaluation showed an average anomaly detection accuracy of 78%, which
suggests an applicability in additional scenarios. In addition a detailed analysis
of the evaluation results revealed that the proposed behavior likelihood assess-
ment based anomaly detection approach substantially improved the detection
results for the analyzed complex real life execution behavior. This is, because
the utilized real life evaluation data showed a substantial amount of behavior
drift in the analyzed multi instance behavior data, caused, e.g., by fluctuating
instance durations or varying parallel instance execution behavior. Hence, not
taking these dynamics, by design, into account would have resulted in substan-
tially worse evaluation results, e.g., by causing a high number of false positives.
Note, a large amount of false positives could harm an organization’s performance,
e.g., through process executions which are unnecessarily halted or terminated.

The presented approach determines process executions as anomalous based
on their relations to other preceding, succeeding, or simultaneous instances. In
comparison to existing work this is a rather big picture focused approach which,
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by purpose, ignores more fine granular details (e.g., which resource has exe-
cuted an activity or what data was exchanged between two activities). Hence, in
future work we will strive to combine both worlds. Hereby, multiple views on the
instance behavior can be taken into consideration to identify diverse and complex
anomalous behavior. We assume this as necessary to identify inside threats that
actively hide their malicious intentions. Moreover, we will assess the applica-
bility of the proposed approach to analyze complex dynamic parallel activity
executions. Finally, we will strive to integrate correlation features to respect
contextual aspects, e.g., by adding support for filters to analyze only process
instances that meet specific conditions (e.g., based on the involved resources).
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Abstract. Event logs of a self-care troubleshooting portal indicate that
most customers do not follow the directions up to a conclusive end.
Consequently, customers risk losing confidence in the support channel,
which undermines the competitive strength of the business. We present a
method for visual analysis of the event logs that employs graph reduction,
and the use of path classification to create a novel type of flow diagram.
These diagrams help to discover and communicate new insights, such
as important trends about the way the customer traverses through the
underlying business process.

Keywords: Workflow analysis · Graph visualization · Business process
insights · Troubleshooting process

1 Introduction

Visual analysis is a good communicator of insights to the person or team you
need to inform or convince [9]. We introduce the Path-Colored Flow (PCF) dia-
gram to visualize event logs of a business process. The diagram aims to derive
new insights, and to communicate these to the process design team. The paper
describes three techniques to create this novel diagram. We illustrate the effec-
tiveness based on event logs of a real-life workflow implementation.

A mobile service operator introduced a self-care portal that assists consumers
with troubleshooting. The aim of the new care channel was to reduce the number
of calls for technical help. The portal asks multiple choice questions, and proposes
remediation actions. A workflow specification drives the order of interactions
(Fig. 1). When the problem remains, the portal invites the consumer to call
an assistant. The event logs revealed that most consumers did not follow the
directions up to a conclusive end. This indicated a risk of customers losing their
confidence in the support channel, leading to churn, and negatively effecting the
operator’s business.

The Customer Care team could not pinpoint a clarification for the issue. The
design team of the workflow got the mandate to improve the workflow model. But
how? Could a re-ordering of the questions or proposed actions reduce the aban-
don rate? Is there a critical point where most customers get lost? A histogram
c© Springer International Publishing AG 2017
J. Carmona et al. (Eds.): BPM 2017, LNCS 10445, pp. 94–109, 2017.
DOI: 10.1007/978-3-319-65000-5 6
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Fig. 1. Snippet of the self-care workflow

of abandons per question or a heat-map confirmed the size of the problem, and
indicated that it was widely spread throughout the process. Abandons occurred
both on popular as well as rarely consulted pages. The design team still had no
grounds to start modifying the workflow design.

We applied the PCF diagram to gain more insights and to communicate
these to the design team of the workflow. The goal is to create new insights on
where and why the consumers abandoned. The diagram should visually reflect
the workflow specification. This drove our choice to use a diagram in which the
original flowchart is recognizable.

The self-care workflow is complex and consists of many nodes (e.g. 2324) and
edges (e.g. 3185). The possibility to step-back during a process makes the flow
even more complex. To mitigate this complexity, we created diagrams based on
three contributions:

1. Section 2 defines a graph reduction algorithm that preserves the labels of the
outgoing edges of a selected set of nodes. We use it to reduce the workflow
graph to the pages presented to the consumer.

2. Section 3 discusses why a customized Sankey diagram is appealing for our
analysis. We introduce the Leaky Sankey diagram by extending the diagram
with half-edges. We define a formal graph to model the step-back transitions
and abandons in our diagram.

3. We enrich the visualization with context data, and introduce Path-Colored
Flows. Section 4 first describes the technique in its generic form on a graph.
Then, we define the Path-Colored Flow (PCF) diagram.

Section 5 combines the three techniques and applies them to generate PCF
diagrams for the self-care event logs.

2 Reducing the Graph

The original workflow is manually designed to specify the process execution of
the self-care portal. It determines the control flow through the questions, but also
contains many computational actions. We reduce the workflow graph to create
a clear overview of the paths followed. We remove all the nodes and edges that
represent automated data-driven logic. The reduction preserves all questions
to the user, and all possible answers. This reduces the complexity, the model
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remaining recognizable for the design team. This section formally describes our
graph reduction definition.

2.1 Workflow Graph

The workflow is a directed graph G = (V,E) consisting of a set of nodes V ,
representing an activity or flow control event, and a set of edges E, representing
transitions between nodes. Each node has an type attribute, representing the
specific type of activity or control event. An activity can be a multiple-choice
question (Q1, Q2, etc. in Fig. 1), an information message to be presented to the
customer, or a pure computational activity called a script. Each activity that
requires input from the consumer corresponds with a web page from the self-care
portal. We call this a display node. Control events are start-event, end-event or
a data-driven decision point (depicted as an X in diamond shape). The latter
is an exclusive OR-split. The outcome is determined by the user’s profile or a
process control variable. A node representing a multiple-choice question, is also
an exclusive OR-split. Its outgoing edges represent the possible answers to the
question. All joins are OR-joins. The workflows describe a sequential process in
which no parallel or inclusive gateways occur.

The edges have a label a ∈ L , which represents the choice or outcome of
the source node; L is the set of all labels. An edge is defined as the triple
(source-node u, label a, target-node v), which we denote in this paper as u

a
�v.

2.2 Reduction Rules

In this section, we present three reduction rules for sequential workflows. The
individual rules are based on the existing reduction rules for process models [14].
Sadiq et al. introduced these rules to analyze the control structure of a process
model. A DAG with two types of nodes represents both or -split/join and and -
split/join. The reduction rules are defined to preserve the properties of the graph
in terms of concurrency behavior: deadlocks and correct synchronization. The
reduction rules presented in this paper reduce a sequential workflow, with only
or -join/split, represented by a labeled directed (cyclic) graph. Such a workflow
graph can be seen as a control program graph. The reduction rule to remove
subgraphs with a unique entry and exit node, as described by McCabe [11], does
not meet our goal, as this can remove display nodes.

Our contribution lies in the definition of criteria to preserve a set of selected
nodes and their transitions, and using this to reduce a labeled directed (cyclic)
graph to a partially labeled graph. The reduction rules are based on a node
selection criterion, e.g. all display-nodes. We denote the set of selected nodes
as VS . The reduced graph is represented by GR = (VR, ER) and must meet
following criteria:

1. VR must at least contain all selected nodes. VR ⊃ VS

2. GR must hold the same transitions for all selected nodes. We say that two
edges represent the same transition when they have the same source node
and edge label: ∀u

a
�v ∈ E(u ∈ VS =⇒ ∃!w ∈ VR : u

a
�w ∈ ER)
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3. For each path through G that starts and ends in a selected node, a path
through GR must exist that traverses through the same transitions of selected
nodes in the same order.

We introduce two variants of the Adjacent Reduction Rule [14] (ARR). The
main differences are (1) that the condition on the node type is expressed in terms
of the set of selected nodes VS , and (2) that our rules target graphs with labeled
edges. The Transition-safe ARR preserves the edge labels while the Unlabeling
ARR removes the labels. Note that the latter rule has no conditions on the
control structure. The third reduction rule that we apply, is an exact re-use of
the Closed Reduction Rule [14]. Figure 2 shows an example of each rule.

(a) Transition-safe ARR. A node v �∈ VS with a single direct successor w is
removed, and its connected edges. Each incoming edge u

a
�v is replaced by an

edge u
a
�w with a the label of the original incoming edge.

(b) Unlabeling ARR. A node v �∈ VS that is not a direct successor of a selected
node, is removed. When v is removed, all the connected edges (with or without
label) are removed, and replaced by unlabeled edges connecting each of v’s direct
predecessors with each of v’s direct successors. A direct loop v

a
�v is removed

entirely.

(c) Closed Reduction Rule. The application of the adjacent reduction rule gener-
ally introduces closed components in the workflow graph. Two or more unlabeled
edges with the same source and target node are reduced to a single edge.

Fig. 2. Examples of reduction rules: v �∈ VS , (b) u1, u2 �∈ VS

To construct GR, we first apply reduction rules (b) and (c). We visit all nodes
of the graph Gi (with G0 = G) and check if we can apply the Unlabeling ARR.
Then we apply the Closed Reduction Rule to remove all double edges and create
Gi+1. We repeat this recursively until Gn can’t be reduced any further. Finally
we visit all nodes of the graph Gn and check if we can apply the Transition-safe
ARR to create GR.

Since no rules remove a node of VS , the first criterion is met. Only the
Transition-safe ARR removes outgoing edges of selected nodes, but preserves
the label, and as such meets the second criterion. Each reduction rule preserves
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all possible flows between the remaining nodes, and does not introduce additional
flows. This ensures that GR meets the third criterion.

Figure 3 shows an example of a graph reduction with VS = {v0, ..., v5}. We
call the set of nodes that are not selected but not removed, the set of supporting
nodes VT = VR \ VS . VT , consists of nodes that are direct successors of selected
nodes and have an outgoing degree greater than 1.

Fig. 3. Reduction of example graph G with VS = {v0, ..., v5}; VT = {w0, w1}

3 Leaky Sankey Diagram

The self-care portal allows a consumer to step-back to an earlier question. Via
the back button of the browser, or the use of breadcrumbs, he or she can rewind
the process. These transitions are not modeled by the workflow graph. Nor is
the abandon event modeled. As such, the original (or reduced) graph model is
not suited to represent the event logs. The transitions step-back and abandon
deserve most attention in the analysis of the self-care process. At the other hand,
visualizing all executed step-back transitions as arrows would be confusing for
the design team. It would not represent the workflow diagram anymore. This
section discusses why and how we introduce the Leaky Sankey diagram as an
extension of the Sankey diagram, and proposes a graph to model it.

3.1 The Event Logs

The event logs consist of an ordered set of step records, one record per transition
taken during a process execution. Each process instance has a unique report
identifier, logged in each step record. A step report r is the sequence of all
step records containing a given report identifier. Each record consist further out
of a time stamp, an account name, a process identifier, a node identifier, the
transition name, and a transition type flag. The normal transition type refers
to the edge v

a
�w with v the node with the identifier of the given record, a the

transition name, and w the node identified in the next step record of the same
step report. The other transition types are step-back, abandon and end.

Before a consumer consults the actual process, he must register and provide
some information such as his name, telephone number, and mobile device type.
This information is stored in an account profile and can be correlated with a step
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report based on the account name. In the remainder of this section, and next
section, we use a simple workflow with an example data set. Section 5 describes
the results based on real customer data.

3.2 Diagram

Schmidt describes Sankey diagrams as “the visual language of industrial
ecology” — “they are ideal for interpreting complicated sets of resource
flows” [16]. For a service provider, the customers are its source of income. It
is important to follow their journey during a troubleshooting session and visu-
alize where they disconnect.

Our diagram represents the flow of process executions (see example in Fig. 4).
We represent the display nodes as boxes, interconnected with pipes correspond-
ing to the edges of the workflow graph. We represent the event logs as a flow
through the machinery of nodes and pipes. We draw the width of the flow pro-
portional to the number of sessions that ran through an edge or node. The start
node and end nodes act respectively as the source and sinks of the flow. At the
display nodes, we preserve the conservation of flow by drawing the flow of the
abandoned sessions literally through the node. To visualize the step-back tran-
sitions without interconnecting the nodes with additional arrows, we also use
the metaphor of leaking out and in. The flow leaks out at the node where the
back button is pressed, and leaks in at the node to which the process returns.
To mark this transition visually, we adopt the use of reference labels (A, B, ...)
from engineering drawing practice.

Fig. 4. A leaky Sankey diagram clearly shows step-back transitions and abandons.

To describe this as a formal graph model, we first define the set of step-
back edges. A step-back transition is possible in any display node returning to a
previous display node depending on the path traversed so far. In the event logs,
these transitions are marked with a step-back flag. We define

EB := {x
back
�y|(x, y ∈ VS) ∧ (∃x

p� y ∈ PGR
)} (1)
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in which VS is the set of display-nodes, and PGR
is the set of all paths through

GR. We don’t add EB to the graph definition as it would not represent the
workflow diagram anymore: all the step-back edges are conditional in the sense
that these transitions can only be taken depending on the flow followed so far.
Instead, we add abandon and step-back half-edges to the workflow graph to
construct accurate flow diagrams.

To model the step-back transitions in our visual analysis, we define LVS
as

a set of unique reference labels for each display node, and ρ : LVS
→ VS a

bijection that maps each reference label to the corresponding display node. We
define the label abandon to explicitly model the abandon transitions. Then we
define GRH := (VR, ERH), the reduced graph extended with three sets of labeled
half-edges ERH := ER ∪ EA ∪ EB′ ∪ EB′′ , and GRHW := (GRH , λ), the graph
extended with a weight function; in which

– EA := VS ×{abandon}, the set of outgoing abandon half-edges in each display
node;

– EB′ := {(v, a) ∈ VS × LVS
|vback

�ρ(a) ∈ EB}, the set of outgoing step-back
half-edges in each display node;

– EB′′ := {(a, v) ∈ LVS
× VS |ρ(a)

back
�v ∈ EB}, the set of incoming step-back

half-edges in each display node;
– λ : ERH → N, mapping each (half-)edge onto the number of times the tran-

sition appears in the event logs.

Column Ne of Table 1, lists the values of Ne = λ(e) for each (half-)edge of
the example data set. Figure 4 depicts the Sankey diagram with half-edges. Each
arrow is proportional to the flow Ne. On the diagram, the abandoned sessions
end with the abandon half-edge, clearly showing how the flow leaks out of the
graph. Similar for the step-back edges: the flow diagram shows how the flow
jumps out and in the graph preserving the flow width. The abandon half-edges
are represented with a cross pictogram as label; see e.g. the nodes Q1 and Q2
in the example. The back half-edges are represented with an arrow, respectively
starting or ending on a circle with the reference label. On the example diagram,
we can read that parts of the flow at node Q3 return to Q0 (reference A) and
parts to Q1 (reference B). Transition names (e.g. yes, no) appear as labels on
the edges close to the source node.

4 Path-Colored Flows

A flow diagram that reflects the path frequencies, or Sankey diagram, is well
suited to highlight the trend of which transitions are dominant in a set of paths.
Still, because the abandon behavior was spread all over the workflow, this rep-
resentation falls short to analyze it.

Colors are often used to add information to a visualization. In graphs and
flow diagrams, I distinguish three basic techniques:
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1. The diagram is composed of distinct traces, each drawn with a different
color [4,17]. The colors don’t add information, but increase the readability,
especially when the traces converge. In case the color of one trace is clearly
different from the others, e.g. by saturation, hue, or brightness, it adds one
element of global information: the author of the diagram has deliberately
chosen to highlight the given trace.

2. A single color is assigned to each edge and node. The colors correspond to a
value or item on a color-scale [1,3,6]. This technique adds one dimension of
information to the diagram. It requires to limit or reduce the information to
a single value per edge and node, e.g. by taking the average [8,20].

3. Riehmann et al. introduced flow tracing in an interactive tool for Sankey dia-
grams [13]. Users may select a node or edge in the diagram and the contribu-
tions of all flows are highlighted. This increases the amount of information in
the diagram. In the first place, by indicating the selected element, but mainly
by revealing the contribution in a partitioning of the width of the edges. The
partial width of each edge marked in the highlight color, contributes to the
flow that passes the selected item.

We generalize the latter approach. We use a discrete color-scale to add an
extra dimension of information as in the second approach. But in stead of flat-
tening per node and edge, we partition the contribution of each edge and each
node to each of the color classes. This allows to visually compare to what extent
the added dimension has an impact on the flow. This technique allows to gen-
erate a single flow diagram of thousands of paths, while highlighting the differ-
ent classes. This section first describes the classification function. Secondly, we
define the formal Path-Colored graph. Finally, we introduce the Path-Colored
Flow diagram.

4.1 Classification

As a tool to specify different classifications for process execution logs, we propose
a framework of four types classifiers:

– The duration classifier is based on the duration of the process execution, mea-
sured as the time difference between the last and first node on the execution
path. Each class corresponds with a duration range.

– The result classifier is based on a field of a step report that describes the
outcome of the process execution. This field may be the name of the last
executed node, or a dedicated result flag. Each class corresponds with a set
of possible outcomes (one or more).

– The path classifier is based on the structure of the execution path. The struc-
ture of a path is described with the following attributes: length (the number
of nodes in the path), is-cyclic and deviates (from the process model). Each
class corresponds with a proposition based on these attributes.

– The context classifier is based on any contextual information field that may
be stored in the step report. Each class corresponds with a set of possible
values.
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More specialized classifiers can be specified by combining several of the above
classifiers, or by using derived fields, i.e. fields that are computed from the orig-
inal event logs before actually applying the classification. For our example data
set, we derive the field mobile device type based on the account name and a
lookup in the profile data. We define a context classifier to differentiate the
mobile device based on the OS: Android, iOS, and Windows.

4.2 Path-Colored Graph

To generalize the different classifiers, we define the classification function fC :
PG → C, with

– PG ⊂ PG, a set of paths through G, in our example case the set that corre-
sponds with the set of step reports.

– C, a set of classes, each represented in a diagram with a distinct color.

We define the Path-Colored graph as GC = (G,C, λC) a triple of a graph G,
a set of classes C, and a weight function λC : E → C → N that maps each edge
on a count per class. The count represents how many times the edge appears in
a set of paths of the related class. Given a classification function fC , the weight
function can be written as:

λC := e �→ c �→
∑

p∈PG

(
μ(fC(p) = c)

∑

ei∈p

μ(ei = e)

)
with μ(X) :=

{
1 X

0 ¬X

4.3 The PCF Diagram

Based on the definition in the previous section, we define a customized Sankey
diagram:

A PCF (Path-Colored Flow) diagram is a Sankey diagram, augmented with
colors. Each color marks the contribution of all edges and nodes to a class of
paths. An arbitrary classification function determines the partitioning of edges.
Inside a node, the contributions to each class of all incoming flows are grouped.
At the outgoing side, the contributions split again into the outgoing edges.
Throughout the whole diagram a fixed color order is applied.

Table 1 lists the weight factors for the context classifier applied on the exam-
ple data set. The total count for an edge Ne =

∑
c∈C

λC(e)(c) corresponds to the

total flow of all paths through a given edge. The columns Android, iOS, and Win
list the flow count per edge and per device type; and the last three columns list
the flow percentage per class.

Figure 5 depicts the corresponding PCF diagram. Each edge is represented
by a multi-colored arrow. The total width of an arrow corresponds to Ne, and
is divided in a section for each class, each proportional to λC(e)(c)

Ne
.

We discuss the value of the PCF diagram based on the same example data
set used in Sect. 3. We define a context classifier to differentiate the mobile
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Table 1. Weight function λC

(half-)edge Ne Andr iOS Win Andr% iOS% Win% (half-)edge Ne Andr iOS Win Andr% iOS% Win%

start
next
� Q0 163 50 53 60 31% 33% 37% Q1

abandon
� 24 0 0 24 0% 0% 100%

start
abandon

� 0 0 0 0 0% 0% 0% Q2
NOK
� Failure 26 8 10 8 31% 38% 31%

A
�Q0 28 6 0 22 21% 0% 79% Q2

OK
�Success 38 11 15 12 29% 39% 32%

Q0
yes
�Q1 109 31 28 50 28% 26% 46% Q2

A
� 2 2 0 0 100% 0% 0%

Q0
no
�Q2 76 25 25 26 33% 33% 34% Q2

abandon
� 10 4 0 6 40% 0% 60%

Q0
abandon

� 6 0 0 6 0% 0% 100% Q3
NOK
� Failure 21 8 9 4 38% 43% 19%

B
�Q1 4 0 0 4 0% 0% 100% Q3

OK
�Success 10 5 5 0 50% 50% 0%

Q1
OK
�Success 26 12 14 0 46% 54% 0% Q3

A
� 4 0 0 4 0% 0% 100%

Q1
NOK
� Q3 41 15 14 12 37% 34% 29% Q3

B
� 4 0 0 4 0% 0% 100%

Q1
A

� 22 4 0 18 18% 0% 82% Q3
abandon

� 2 2 0 0 100% 0% 0%

device type based on the OS: iOS (A), Android (B), and Windows (C). Figure 5
represents the resulting PCF diagram. Both Figs. 4 and 5, give a good overview
of the flow, the abandons and the step-back transitions. What Fig. 5 depicts
extra are the abandons for device type C. In addition, at nodes Q1 and Q2, none
of the flows of type C take the OK branch, while a significant number perform a
step back.

This as such does not lead us to the root cause of this behavior, but we get a
strong hint that the first point to investigate is: “What exactly is happening in
node Q1, and why is the behavior different for type C?” Based on domain knowl-
edge, the conclusion may be that the question asked at node Q1 is not applicable
for devices of type C. Users of such devices get confused by the question. They
either abandon immediately, select NOK or step back, because they think they
gave a wrong answer in the previous step. For these devices, question Q1 should
be either rephrased or skipped. The process definition could be improved with
a data-driven check of the device type, to skip this question in case of type C.

The example in this section was based on example data. The next section
applies the PCF diagrams on the event logs of a real process execution.

4.4 Implementation

Existing tools to render graphs such as graphviz1 and the Javascript library
Sankey2 are not able to draw the multi-color curved arrows. Hence, we wrote our
own Javascript library to draw the PCF diagrams in SVG. Each color partition
of an edge is a separate SVG path composed out of lines and arcs. We avoided
Bézier curves because they are complex to draw parallel curves. A Cubic Bézier
curve can be specified with four control points, but the offset path can not. The
offset path of a Bézier curve must be calculated based on an approximation
method [5].

1 For information and download we refer to http://graphviz.org.
2 For information and download we refer to https://bost.ocks.org/mike/sankey/.

http://graphviz.org
https://bost.ocks.org/mike/sankey/
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Fig. 5. Context classifier: � type A, � type B, � type C (Color figure online)

We draw the nodes in the PCF diagrams with fixed height, and scale the
widths of the edges such that the maximum flow matches with the node height.
We use a minimum stroke width to preserve the readability. When the flow
through an edge is lower than this threshold, we use a dashed stroke. When no
flow passes through a workflow edge, we use a grey dotted stroke.

5 PCF Diagrams for Self-care Event Logs

This section applies the three techniques introduced in this paper to generate PCF
diagrams for the self-care event logs. We describe several classifications applied
on the same event log, representing 4475 sessions. The full process specification
of the self-care portal encompasses more than 30 interconnected workflows, each
handling a certain type of problem. This paper limits the scope to a single work-
flow handling startup issues. We first reduced the graph by selecting the display
nodes, as described in Sect. 2. This reduced the set of nodes with 83%, due to the
elimination of a lot of script and data-driven decision nodes. Then, we created a
Leaky Sankey diagram (see Sect. 3), as basis for the PCF diagrams.

We first discuss the general observations based on the Sankey diagram in
Fig. 6, independent from the classification. The diagram is split in two cropped
views. At the left (a), we show the start of the workflow with the question
“Select issue”. At the right (b), the workflow ends in the node Failure or
Success. Note that the supporting nodes (VT in Sect. 2.2) are depicted as small
rectangles. The incoming edge of the node “Charge and turn... Resolved?”
that by-pass the first node of this workflow, may look unexpected. This edge
originates from one of the other 29 workflows. Only a fraction of the sessions are
successful, and less than half of the sessions arrive at the node Failure. The
remaining sessions are abandoned along the way. About 20% of the flows return
to the start node at some point.
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5.1 Classifiers

We applied different classifiers of each type:

Context classifier. A classification based on device type, such as OS (as in the
example of Sect. 4.3), with or without keyboard, or tablet versus phone, did not
provide useful insights.

Duration classifier. Initially, we didn’t expected any special observation from
this classifier until we highlighted very short durations with five discrete intervals
from <10 s to ≥15 min (Fig. 6). We see that there is no correlation between
the total duration of a session and the followed path. This is remarkable given
the big difference in duration: <10 s to ≥15 min. A duration of less than 10 s
indicates that these consumers don’t effectively follow the instructions, but just
scan through the question and information pages. They stop reading when they
got enough information or can’t absorb any more. For those users, the order in
which the remediation actions are presented, is less relevant.

Result classifier. Figure 7(a) shows a snippet of the PCF diagram with the classi-
fication based on the last step in the step report: Success, Failure, or abandon.
This classification has the interesting property that any cropped view reveals
the result. Only by looking at the first node of the workflow, we see that the
result ratio failure/abandon is fairly balanced over the different issues; except for
the edge “battery loose”, which is only taken by a small number of sessions.
Looking at the incoming half-edge A, we see that most of the returning flows
eventually abandon. None of the users that returned to the question “Select
issue”, eventually reached “Success”.

Path classifier. We spend extra attention to the possibility of returning to a
previous page with a path classifier: no returns, return to the first node, or
return to another node. Figure 7(b) shows the first and the last nodes in the
PCF diagram. The number of abandons at the first node is high: 80% of these
stopped here immediately, the other 20% abandoned after returning. At the node
“Success”, the incoming flows have no returns on their path. This generalizes
the observation made with the result classifier. Also at the node “Failure”, the
dominant incoming flows have no returns on their path. We conclude that the
possibility to return to a previous page is not increasing the effectiveness of the
workflow. The step back events already indicate that the consumer does not find
the guidance of the self-care portal useful or well-structured, before he concludes
to abandon the process.

5.2 Discussion

So, what makes our Path-Colored Flow (PCF) diagrams effective? The graph
reduction decreases the size of the diagram and allows focus. By selecting the dis-
play nodes, the diagram visualizes the perceived order of the questions shown to
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Fig. 7. Result (a) and path (b) classifier

the customer, while preserving all possible paths through the original workflow
definition. By using a Sankey diagram, the visualization becomes very trans-
parent on what happens at which point in the flow. The place and proportion
of the abandons is immediately visible, as well as the step-back transitions. It
is hard to compare large diagrams of different sets of event logs. Path-coloring
makes it possible to compare different sets of event logs in a single diagram. The
classifications we used, can be used in other statistical methods or graphics. The
benefit of the PCF diagram is that it presents the message in the structure of
the original workflow design, and is thus very suited to communicate with the
design team.

6 Related Work

Reduction rules for process models are presented in several publications [7,14,
15,18]. The work differs in the targeted analysis and semantics of the graphs.
Each approach preserves different properties of the process. The Proviado frame-
work [2,12] can generate a personalized view of a large business process model.
Elimination and aggregation of process elements can deliver a comprehensive
abstraction. Disco3 and ProM4, the most popular tools to process and visualize
event logs, support features to aggregate and abstract a process model, and use
edge width and color codes to reflect path frequencies.

Sankey diagrams are well suited to visualize the patient flow through activi-
ties [1,3]. The color of the activity indicates the type of activity. The CareFlow’s
visual interface assigns colors to elements according to the average outcome of
the process [8]. Fill et al. discusses the visual dimensions such as size, color and
shape to draw actions in an enterprise model [6]. Outflow [20] visualizes aggregate
event progression pathways, using color scales to show the associated statistics.
Riehmann et al. introduced flow tracing in an interactive tool for Sankey dia-
grams [13]. Kriglstein et al. presented a tool for process model redesign [10].

3 For information and download we refer to http://www.fluxicon.com/disco/.
4 For information and download we refer to http://www.promtools.org.

http://www.fluxicon.com/disco/
http://www.promtools.org
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It uses color codes to visualize which edges and nodes are added and removed.
Vogelgesang et al. uses a similar visualization for process mining [19].

7 Conclusion

This paper introduced a graph reduction algorithm that preserves the labels of
the outgoing edges of a selected set of nodes. We reduced the size of the workflow
graph of the self-care portal of a mobile operator significantly. The reduction did
not remove the information that was needed for the analysis: i.e. understand the
influence of the display nodes and their outgoing labeled edges on the execution
flows. Secondly, we introduced a new Path-Colored Flow diagram to visualize
event logs of a business process. The addition of half-edges to the Sankey diagram
made it possible to intuitively differentiate the flows via the explicitly modeled
edges, from other transitions allowed during the process execution. A session-
based classification was used to visually partition the flow per node and per
edge, and as such add an extra dimension of information to the diagram. We
gave a framework to specify four types of classifiers and applied them on our use
case. We demonstrated how the PCF diagram increased the insights on the event
logs of the self-care portal. Most importantly, the visualization was based on the
original workflow diagram. The PCF diagrams made the business insights visible
and suitable for communication to all stake holders. The diagrams indicated that
the customer behavior was not due to an isolated place of bad logic. It raised
the need for a general rethinking of the formulation of questions and answers.
Our analysis pointed out, that customers that return to a previous page, will
not reach success and most probably abandon. Improving the usability of the
portal was key to keep the customer’s confidence in operator’s support channel.
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Abstract. A fundamental assumption of Business Process Management
(BPM) is that redesign delivers new and improved versions of busi-
ness processes. This assumption, however, does not necessarily hold, and
required compensatory action may be delayed until a new round in the
BPM life-cycle completes. Current approaches to process redesign face
this problem in one way or another, which makes rapid process improve-
ment a central research problem of BPM today. In this paper, we address
this problem by integrating concepts from process execution with ideas
from DevOps. More specifically, we develop a technique called AB-BPM
that offers AB testing for process versions with immediate feedback at
runtime. We implemented this technique in such a way that two versions
(A and B) are operational in parallel and any new process instance is
routed to one of them. The routing decision is made at runtime on the
basis of the achieved results for the registered performance metrics of
each version. AB-BPM provides for ultimate convergence towards the
best performing version, no matter if it is the old or the new version. We
demonstrate the efficacy of our technique by conducting an extensive
evaluation based on both synthetic and real-life data.

Keywords: Business Process Management · DevOps · AB testing ·
Process performance indicators

1 Introduction

Various lifecycle approaches to Business Process Management (BPM) have a
common assumption that a process is incrementally improved in the redesign
phase [9, Chap. 1]. While this assumption is hardly questioned in BPM research,
there is evidence from the field of AB testing that improvement concepts often
do not lead to actual improvements. For instance, work on business improvement
ideas found that 75% did not lead to improvement: half of them had no impact
while approximately a quarter turned out to be even harmful [12]. The results
c© Springer International Publishing AG 2017
J. Carmona et al. (Eds.): BPM 2017, LNCS 10445, pp. 113–129, 2017.
DOI: 10.1007/978-3-319-65000-5 7
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are comparable to a study of the Microsoft website, in which only one third
of the ideas observed had a positive impact, while the remaining had no or
negative impact [15]. The same study also observed that customer preferences
were difficult to anticipate before deployment, and that customer research did
not predict customer behaviour accurately.

If incremental process improvement can only be achieved in a fraction of
the cases, there is a need to rapidly validate the assumed benefits. Unfortu-
nately, there are currently two major challenges for such an immediate valida-
tion. The first one is methodological. Classical BPM lifecycle approaches build
on a labour-intensive analysis of the current process, which leads to the deploy-
ment of a redesigned version. This new version is monitored in operation, and
if it does not meet performance objectives, it is made subject to analysis again.
All this takes time. The second challenge is architectural. Contemporary Busi-
ness Process Management Systems (BPMSs) enable quick deployment of process
improvements, but they do not offer support for validating improvement assump-
tions. A performance comparison between the old and the new version may be
biased since contextual factors might have changed at the same time. How a
rapid validation of improvement assumptions can be integrated in the BPM
lifecycle and in BPMSs is an open research question.

In this paper, we address this question by integrating business process execu-
tion concepts with ideas from DevOps. More specifically, we develop a technique
called AB-BPM that offers AB testing for redesigned processes with immediate
feedback at runtime. AB testing in DevOps compares two versions of a deployed
product (e.g., a Web page) by observing users’ responses to versions A/B, and
determines which one performs better [8]. We implemented this technique in
such a way that two versions (A and B) of a process are operational in par-
allel and any new process instance is routed to one of them. Through a series
of experiments and observations, we have developed an instance routing algo-
rithm, LTAvgR, which is adapted to the context of executing business processes.
The routing decision is guided by the observed results for registered performance
metrics of each version at runtime. The technique has been evaluated extensively
on both synthetic and real-life data. The results showed that AB-BPM provides
for ultimate convergence towards the best performing version.

The remainder of this paper starts with a discussion of the background and
related work in Sect. 2. Section 3 describes the framework and algorithms for
performing AB tests. In Sect. 4, we evaluate our approach on two use cases. In
Sect. 5, we discuss the results, limitations, and validity of our approach, and
finally draw conclusions in Sect. 6.

2 Background and Related Work

Business Process Management Systems (BPMSs) allow for a rapid deployment
of process improvements into operation. However, there is currently no support
to test the often implicit assumption that a modification of a process actually
represents an improvement. One anecdote of a leading European bank (EB)
illustrates this problem. The EB improved their loan approval process by cut-
ting its turnaround time down from one week to a few hours. What happened
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though was a steep decline in customer satisfaction: customers with a negative
notice would complain that their application might have been declined unjusti-
fiably; customers with a positive notice would inquire whether their application
had been checked with due diligence. This anecdote emphasizes the need to
carefully test improvement hypotheses in practice since customers and process
participants might not act in a way that can be predicted deterministically.

Given the current architecture of BPMSs, it is not possible to conduct a
fair comparison between the old and the new version of a process since they
are not operational at the same point of time. That means, doing a post-hoc
analysis of data generated from the old process being operational in time interval
[t(n−1), t(n)] and the new process running from [t(n), t(n+1)] is biased towards
the respective conditions of each time interval.

The need for continuous improvement is rarely disputed, but it should be
complemented with the motto “test fairly” and “fail fast”. This motto entails
reducing the time between inception and deployment of new versions, and man-
aging business risks brought forth by deployment of the new process versions.

From the above analysis, we derive the following three requirements:

R1 Rapidly validate the improvement assumption: a proposed improvement
should be tested within a short time frame after its introduction.

R2 Ensure a fair comparison: the environment in which a comparison is con-
ducted should minimize bias, and avoid the time bias discussed above.

R3 Enable rapid adjustments on process model level: the benefits of a solution
should be suited to process models and their specific characteristics.

Concepts from DevOps [3], which aim to bring software development (Dev)
and operations (Ops) closer together, may help to address this problem. One
DevOps practice is live testing, where new versions of the software are tested
in production with actual users of the system. The most popular form of live
testing is AB testing, where two versions (A and B) are deployed side by side and
both receive a share of the production workload while being monitored closely.
The monitoring data is then used to draw conclusions about the effectiveness of
one version over the other, for instance in the form of increased revenue from
higher click-through rates.

So far, AB testing has been used for micro changes of websites, like changing
the color of a button [8,15]. The effectiveness of this technique is surveyed by
Kohavi et al. for the user interfaces of web applications [15,16]. In this paper, we
adopt the idea of AB testing on the process level in order to address R1–R3. Our
technique is called AB-BPM. In the following, we discuss in how far previous
BPM research is related to R1–R3. We distinguish methodological and technical
approaches to process improvement.

Methodological approaches include business process re-engineering and the
BPM lifecycle. Business Process Re-Engineering (BPR) offers a methodology for
selecting and redesigning a process to improve efficiency, often exploiting IT to
support the changes [11]. BPR promotes radical changes to the processes. An
explicit perspective for testing re-engineered processes is missing.
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Kettinger et al. summarize methods for process improvement project [14].
Lifecycle models like the one described by Dumas et al. [9] propose a more
incremental improvement of processes with periodic controlling and revisions.
Our research complements this stream of research by providing techniques to
experiment with process improvement hypotheses and perform statistical eval-
uation on them. We assume that a redesigned process is made available, so that
such experimentation and analysis can be done. We envision that our approach
can be used in conjunction with works that automatically generate process ver-
sions just as [4]. Other techniques include root-cause analysis [9,19], e.g. by
the help of cause-effect diagrams [9,10], and the consideration of best-practises
[2,20]. However, evaluation of effectiveness requires the involvement of process
analysts.

Technical approaches focus on monitoring processes at runtime with a focus
on specific performance metrics. Concepts based on Statistical Process Control
(SPC) [13], Complex Event Processing (CEP) [24,25], and predictive analytics
[6] have been proposed and adapted for monitoring business processes. How-
ever, these monitoring techniques have not been used to carry out controlled
experiments. In our work, the monitoring is performed by the instance router
by observing a Process Performance Indicator (PPI) like satisfaction ratings
obtained from end users. Based on the chosen PPI, the instance router dynam-
ically adjusts the request distribution rates (Table 1).

Table 1. Mapping existing works to the requirements

Approach R1 R2 R3

Process re-engineering (Hammer/Champy) [11] − − −
Process improvement [14] − − −
Process lifecycle [9] +/− − −
Statistical Process Control (SPC) [13] + − −
Complex Event Processing (CEP) [24,25] − − +

AB testing, see e.g., [3,15] + + −
AB-BPM (this work) + + +

Our research addresses the gap of an explicit testing of improvement hypothe-
ses in BPM-related research and the lack of an explicit consideration of business
processes in the works on AB testing. In the following, we devise our AB-BPM
approach so that it meets requirements R1–R3.

3 Approach and Architecture

In this section, we present our approach, starting with mapping the instance
routing problem to algorithms from the literature. Based on a small experiment,
we choose one algorithm and adapt it to the context of business processes. Then
we present our high-level framework, architecture, and implementation.
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3.1 Instance Routing – A Multi-armed Bandit Problem

In order to integrate concepts of process execution with AB testing, we have to
discuss how new instances are assigned to a specific version of the process.

Therefore, we need an instance router that distributes requests to versions in
such a way that any relevant Process Performance Indicator (PPI) is maximized.
The instance router also needs to deal effectively with the issue that processes
can be long-running, and that PPI measurements can be delayed.

The PPI maximization can be mapped to the so-called multi-armed bandit
problem [1,5]. The multi-armed bandit problem models a hypothetical experi-
ment where, given some slot machines with different payoff probability distrib-
utions, a gambler has to decide on which machines to play. The objective of the
gambler is to maximize the total payoff during a sequence of plays. Since the
gamblers are unaware of the payoff distribution, they can approach the plays with
two strategies: exploring the payoffs by pulling different arms on the machines
or exploiting the current knowledge by pulling arms that are known to give good
payoffs. The exploration strategy builds knowledge about the payoffs, and the
exploitation strategy accumulates the payoffs. Multi-armed bandit algorithms
aim to find a balance between these strategies. If the performance is affected
by some context, this can be seen as the so-called contextual multi-armed ban-
dit problem, where the gambler sees context (typically represented as a multi-
dimensional feature vector) associated with the current iteration before making
the choice.

We model the routing algorithm as a multi-armed bandit problem by repre-
senting the process versions as the “arms”, and the PPI as “payoffs/rewards”.
The objective of the instance router is to find a good tradeoff between explo-
ration and exploitation, possibly based on the context. To learn the performance
of a version in exploration, it sends some of the process instantiation requests
to either version. Based on the instance router’s experience, it can exploit its
knowledge to send more or even all request to the better-performing version. The
reward for routing algorithm can be designed to use a PPI like user satisfaction.

3.2 Instance Routing Algorithms and Selection

The multi-armed bandit problem has been explored in related literature. LinUCB
[17] is a contextual multi-armed bandit algorithm that has been employed to
serve news articles to users with the objective to maximize the total number
of clicks. Tompson sampling [23] is one of the simplest approaches to address
multi-armed bandits. It is based on a Bayesian approach where arms are chosen
according to their probability of producing optimal rewards [7,23]. Thompson
sampling can be used to solve the contextual multi-armed bandit problem with
linear rewards [1]. In this paper, we chose these three algorithms as candidates
for process instance routing and investigate their effectiveness. We have selected
these algorithms based on their demonstrated benefits and simplicity. Other
algorithms, such as ε-greedy, ε-first, UCB, and EXP4 also address multi-armed
bandit problems [5].



118 S. Satyal et al.

Since the goal for the routing algorithms is to maximize the cumulative value
of the PPI, as preparatory work, we have experimented with different rout-
ing algorithms with different configurations to find the best performing algo-
rithm. We have compared variations of Thompson sampling techniques [1,7,23],
LinUCB [17] and a baseline algorithm which uniformly distributes requests to
process versions regardless of context and rewards. We have found that LinUCB
produced the highest cumulative satisfaction score throughout the experiments.
Therefore we use this algorithm in the following. Our architecture is flexible
enough that it can be easily replaced by other algorithms.

3.3 Adapting the Routing Algorithm to Business Processes

As discussed above, we chose LinUCB as our routing algorithm. However, we
observed that the algorithm can be derailed by process-specific circumstances,
such as the long delays before rewards. Long delays are inherent to long-running
processes, and not considered in AB testing solutions for Web applications, where
delays are measured in seconds or minutes. In contrast, the real-world data which
we use in the evaluation has one process instance with an overall duration of more
than 3 years.

This results in the following issue. Oftentimes overly long process completion
times correlate with problematic process instances, leading to negative rewards.
Thus, instances with short completion times can give a positive impression of
a process version early on. If the algorithm receives too many positive rewards
from one version during the early stages of the AB test, the algorithm is more
likely to see that version as preferable. Such an early determination can introduce
a bias in the evaluation. Thus, we need to ensure that the algorithm gets enough
samples from both versions.

We solve this issue by adopting the idea of a “warm-up” phase from Rein-
forcement Learning [21], during which we emphasize exploration over exploita-
tion. We sample the probability of exploration by using an exponential decay
function, acting as an injected perturbation that diminishes as the experiment
proceeds – the sample determines whether the algorithm follows LinUCB’s deci-
sion or picks a version at random. We consider the “warm-up” as the experi-
mentation phase: after all instances started during the experimentation phase
are completed, no more rewards are collected and the instance router stabilizes.

Finally, the original LinUCB algorithm makes its decision based on the sum-
mation of past rewards. We found out during the experiments that this can also
deceive the algorithm. Therefore, we have modified the LinUCB algorithm to
make its reward estimates on the basis of the average of past rewards rather
than their sum. We term our adapted instance routing algorithm Long-term
average router (LTAvgR).

3.4 AB-BPM Framework, Architecture, and Implementation

Figure 1 shows the architecture of our AB testing framework. We designed the
architecture such that the two versions of the process model are deployed side by
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side in the same execution engine. The instance router distributes the instance
creation requests as per its internal logic. An alternative design would be to run
two full copies of the entire application stack, one for each version, and using
the instance router to distribute the requests across the two stacks. However,
the multi-armed bandit algorithms can identify the superior version during the
experimentation and alter the allocation of requests to different versions. When
a version is clearly superior to the other, most of the requests are sent to the
superior version. In such scenarios, the application stack that hosts the inferior
version is underutilized. If we run both versions on the same stack, we can keep
utilization of the system high, no matter which version is superior.

Fig. 1. Application architecture

Given this design choice, the process definitions, implementation, PPI collec-
tion, and the shared process execution engine are wrapped by a web application.
Process execution data are stored in a shared database. Process instantiation,
metrics, and other operations are exposed using RESTful APIs. Upon receiv-
ing a request, the instance router instantiates a particular version and receives
an identifier. Identifiers of process instances for which rewards have not been
observed are stored in a queue. The instance router uses a polling mechanism in
parallel to retrieve PPI metrics from the server and update the rewards.

We implemented the architecture prototypically in Java and Python, in part
based on the Activiti BPMS. As outlined earlier, our framework is flexible in
the choice of the instance routing algorithm: we implemented and tested all
five variants discussed above, i.e., LTAvgR, LinUCB, Thompson-sampling with
and without linear rewards, and random uniform distribution. The experiments
reported in the following section are run with the presented implementation with
LTAvgR. We simulate the requests from users by replaying process logs.

4 Evaluation

In this section, we present the methodology and outcomes of our evaluation of
the proposed approach. We assess the AB-BPM framework and LTAvgR algo-
rithm first on synthetic data, where we have full control over the environment
and parameters. Then we test the approach on real-world data, taken from the
building permit process logs from five Dutch municipalities.
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4.1 Evaluation on Synthetic Data

In this section, we demonstrate our approach using two example process versions
stemming from the domain of helicopter pilot licensing. Version A of the process
sequentially schedules the activities based on the cost of performing them. Based
on the result (pass/fail), the process either schedules the next activity or termi-
nates the process. In this version, we expect that successful candidates will pay
more because of multiple scheduling costs. In contrast, version B of the process
schedules all such activities at the beginning, thus reducing the scheduling costs.
The processes are illustrated in Fig. 2. These processes have as a result the final
status of the license: either approved or rejected.

Fig. 2. Process versions for the AB testing experiment

As PPI we simulate the user satisfaction, here calculated as a combination
of cost, completion time, and result of the process execution. Costs and process-
ing times of each task were derived from the Australian Civil Aviation Safety
Authority (CASA)1 and helicopter hiring rates from an Australian flight school.

Table 2. Cost model of the activities

Activity Cost Min. processing
time

Max. processing time

Schedule 25 1 day 1 day

Eligibility test 190 1 day 3 days

Medical exam 75 1 day 3 days

Theory test 455 2 weeks 5 weeks

Practical test 1145 1 week 2 weeks

License processing 0 if rejected,
100 if approved

Immediate Immediate

1 https://www.legislation.gov.au/Details/F2016C00882, Accessed: 03-01-2017.

https://www.legislation.gov.au/Details/F2016C00882
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Table 3. User satisfaction model

Outcome Cost Duration Satisfaction

Approved [0, 1990] ≤5 weeks 5

(1990,∞] ≤5 weeks 4

[0,∞) >5 weeks 3

Rejected [0, 1890] ≤5 weeks 3

[0, 1890] >5 weeks 2

(1890,∞] ≤5 weeks 2

(1890,∞) >5 weeks 1
Fig. 3. Requests routing in AB
tests

Table 2 shows the costs and processing times for both process versions. Table 3
shows how user satisfaction scores from 1 (lowest) to 5 (highest) are derived. The
basic rationale is, the shorter and cheaper, the better. The score ranges from 1
to 3 if the outcome is negative, and from 3 to 5 if the outcome is positive.

Experiment design. We have designed the AB testing experiments such that the
instance router receives requests with embedded contexts at the rate of 1 request
per second. For the execution, we scale each day to 1 s. In this experiment, we
introduce non-determinism in two ways: (i) adjusting success rates of an activity
based on contextual information, and (ii) sampling processing times for each
activity using a probability distribution function.

Results. Figure 3 shows the request distribution throughout the AB Tests. When
the experimentation or “warm-up” phase ends at approximately 1000 requests,
the router stops updating the reward estimates and chooses version B decisively.

A post-hoc analysis shows that the median user satisfaction was similar for
both versions. The distributions of user satisfaction scores differed significantly
(a Mann-Whitney test [18] resulted in U = 54072, p-value <10−6 two-tailed,
nA = 222, nB = 778). The median delay of the reward was 22.3 s. Table 4 shows
the differences between the two versions. Version B produces a better user sat-
isfaction in those cases where an application is approved. It is also faster in all
cases. However, the median cost of version A is lower than that of version B
when the applications are rejected.

We used an evaluation based on synthetic log data in order to investigate
the convergence behaviour of the implementation. We observe that our app-
roach leads to a rapid identification of the more rewarding process version,
which receives an increasing share of traffic. This observation is instrumental
with respect to the requirements R1–R3, which demand rapid validation, fair
comparison and rapid adjustment on the process level.
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Table 4. Analysis of versions A and B by cases

Metric Outcome Version A Version B Overall

Samples (N) All 222 778 1000

Approved 72 275 347

Rejected 150 503 653

Median user satisfaction All 3 3 3

Approved 3 5 5

Rejected 3 3 3

Median cost All 795 1890 1890

Approved 2065 1990 1990

Rejected 795 1435 1435

Median duration All 28.6 s 17.4 s 19.6 s

Approved 35.5 s 21.8 s 22.4 s

Rejected 24.5 s 8.7 s 8.9 s

4.2 Evaluation on Real-World Data

To assess the applicability of our approach over real-world data, we have analysed
the data stemming from the five logs in the BPI Challenge 2015 2, herein identi-
fied as L1, . . . , L5. Those logs contain the execution data of the building permit
issuing processes in five Dutch municipalities. The processes behind each log
reportedly contain variations, which allow us to consider them as different ver-
sions of the same main process. In this experiment, we simulate the situation
where one version is in use, when a new version is suggested and AB-tested
in competition with the previous one. Better performance here is equated to
shorter time to complete a process instance. Subsequently, the version that won
the first round competes against the next version, and so on, until all versions
have competed.

Based on the insights from [22], we filtered the events to retain only those
activity instances that belong to a so-called “phase”, namely constituting the
core part of the process. Using the Inductive Miner, we discovered five process
models P 1, . . . , P 5 from L1, . . . , L5, respectively. We mimicked the execution
of the processes by replaying the logs on the process versions. The instance
router decided to which alternative version to route each request to create a new
instance. In the following, we describe how the execution times were derived,
define the reward function, clarify how the competition was organized, and finally
report on the achieved results.

Execution Time Simulation. For fairness, in this experiment we replay only
the logs that did not stem from the original processes. Say, we are AB-testing
2 BPI Challenge 2015, including logs, reports, and process models: https://www.win.

tue.nl/bpi/doku.php?id=2015:challenge, Accessed 20-03-2017.

https://www.win.tue.nl/bpi/doku.php?id=2015:challenge
https://www.win.tue.nl/bpi/doku.php?id=2015:challenge
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P i vs. P j ; then we use the logs from Ltest = {L1, . . . , L5} \ {Li, Lj} with
1 � i, j � 5. However, we want to test how the event traces from Ltest behave
on P i and P j in terms of timing. To this end, we assign an activity duration to
the execution of every replayed activity from the process version the activity was
routed to. Say this is P i, and the current activity is a; then, we randomly sample
a duration value from the durations of a among all the traces of Li sharing the
same execution history (prefix) as the replayed trace.

For instance, consider the execution of activity phase concept draft decision
ready for process P 1 after the sub-trace [phase application received, phase appli-
cation receptive, phase advice known]. This activity has been assigned with a
random sample among the registered execution times of phase concept draft deci-
sion ready-events following [phase application received, phase application recep-
tive,phase advice known] in the 593 traces of log L1 sharing that prefix.

To that extent, we have folded the traces of every log into a dedicated poly-
tree auxiliary data structure, collapsing the traces that share the same prefix on
common paths. Every node keeps the activity name and the list of registered
execution times of the related events. In addition, event transitions in the log
are stored in a table structure along with the list of transition times. When the
traces cannot be followed in the poly-tree structure, we perform a lookup on the
table structure and derive execution times. If the current transition has not been
observed in Li, we discard the trace as non-conforming and disregard it in the
reward calculation.

The events in the logs signal the completion of an activity, and bear eight
timestamp fields. However, most of those attributes were missing or unreliable.
Therefore, we followed the approach of [22], and used solely the completion
time:timestamp attribute for each event. We computed the duration of every
activity as the difference between the timestamp of its completion and the pre-
ceding completion timestamp. We thus included in the activities’ duration esti-
mation both the execution time and the waiting time before starting.

Fig. 4. Reward strategy

Reward Strategy. The filtered BPIC 2015
dataset contains numerous outliers: while the
median duration for processes are 39–46 days,
outliers can take up to 1158 days, i.e., 3
years and 63 days. To establish a reward
function that penalizes very long process
completion times, we adopted the following
strategy. Given the initial version P i of a
process, we collected all instance execution
times reported in its log Li and computed
K � 1 quantiles q1, . . . , qK . We used these quantiles to partition the space of
possible execution times into a set of K + 2 intervals I = {ι0, ι1, . . . , ιK , ιK+1}
where ι0 = [0, q0), ιK+1 = [qK ,+∞), and ιk = [qk−1, qk) for 1 � k � K. Those
intervals split the range of possible execution times for P j as follows: ι0 contains
the values below the minimum registered in Li, ιK+1 accounts for any duration
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Algorithm 1. Strategy for the selection of the best performing version
among

{
P 1, P 2, P 3, P 4, P 5

}
.

1 Ptest ← {
P 1, P 2, P 3, P 4, P 5}

2 P i ← original process version from Ptest

3 Ptest ← Ptest \ {P i
}

4 repeat
5 P j ← alternative process version from Ptest

6 Ptest ← Ptest \ {P j
}

7 Ltest ← {L1, . . . , L5} \ {Li, Lj}
8 P i ← best version between P i and P j as per the AB test over Ltest

9 until Ptest �= ∅

10 return P i

beyond the maximum recorded in Li, and the K intervals in-between are meant
to classify the performance of P j with respect to their quantile as per Li. This
strategy is illustrated as a step chart in Fig. 4 – every step in the chart represents
a quantile.

The idea is to assign a reward of 1 when the duration P j achieves is lower
than any registered execution time of P i, and decrease it by a step of 2/K as
long as the measured performance falls into the following intervals. In order to
counterbalance the disruptive effect of outliers which take extremely long, we
established a penalty value ρ (with ρ = 4 in Fig. 4) and defined that the reward
linearly decreases from −1 to (−1 − ρ) along ιK . Finally, any execution time
beyond the last quantile is assigned a reward of (−1 − ρ).

Formally, let κI(t) : R+ → [0, . . . , K +1] be a mapping function associating a
process instance execution time t to the respective interval ιK ∈ I by the index k,
e.g. κI(t) = 3 if t is in the range of ι3. The reward function rI : R+ → [−1 −ρ, 1]
is defined over the set of intervals I as follows:

rI(t) =

⎧
⎪⎨

⎪⎩

1 − κI(t)
K · 2 if κI(t) < K

−1 − ρ · t−qK−1
qK−qK−1

if κI(t) = K

−1 − ρ if κI(t) > K

with κI(t) =
K+1∑

k=0

k · χιk(t)

where χιk is the characteristic function of interval ιk. The underlying idea was
to prefer the process demonstrating a shorter completion time to the slower ones
while accounting for the outliers. For our experiment, we set K = 20 and ρ = 4.

Competition: Selecting the Best Version. To simulate the situation where
an organization gradually designs new versions of a process model, we run a
competition between the five provided process models. This competition is con-
ducted as a set of pair-wise comparisons between versions, following the schema
outlined in Algorithm 1. The idea is to initially consider an original version of
the process, P i, and a new version, P j . To determine if P j achieves an actual
improvement over P i while limiting bias as discussed above, the execution of
the processes is simulated by replaying the traces in the logs from which P i and
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Table 5. Number of traces

Log Traces

L1 1199

L2 830

L3 1409

L4 1051

L5 1155

Table 6. Ratio of conforming traces

Version L1 L2 L3 L4 L5

P 1 1 0.928 0.949 0.974 0.928

P 2 0.913 1 0.928 0.982 0.938

P 3 0.901 0.812 1 0.975 0.886

P 4 0.873 0.731 0.913 1 0.829

P 5 0.897 0.929 0.944 0.979 1

Fig. 5. Request distribution over time

P j were not derived. For instance, P 1 and P 2 are evaluated on the basis of the
traces in L3, L4, and L5. If, at the end of a competition round, P j demonstrated
an improvement over P i, then P i is replaced with P j . Otherwise, P i is main-
tained. At that stage, another process version is compared to P i. The selection
procedure continues until all process versions have competed. We remark here
that the traces which could not be replayed on the process picked by the instance
router were discarded. The number of compliant traces still represents the vast
majority, because the ratio of conforming traces of all logs over models remained
around 0.9, and always above 0.7 as shown in Table 6. Also, the total number of
traces per log is shown in Table 5.

Analysis. Without loss of generality, we began the selection considering P 1

as the process currently running on the production system, and progressively
entering P 2, P 3, P 4, and P 5 into the competition as described above. We sped
up the execution time such that one day in the trace was equated to one second
in the experiments.
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The sequence of tests was: (1) P 1 vs. P 2, P 2 wins. (2) P 2 vs. P 3, P 3 wins.
(3) P 3 vs. P 4, P 3 wins. (4) P 3 vs. P 5, P 3 wins. We can observe that P 3 was the
best-performing version. In all tests, the instance router chose the version with
lower mean and median execution time.

Figure 5 shows the request distribution throughout the pair-wise tests. The
experimentation phase ends roughly after 1000 requests in all cases. We can
observe that occasionally the instance router decided to pick another version
some time during the post-experimentation phase. In some cases, the decision
made during the post-experimentation phase contradicted the decision during
the experimentation phase. In these scenarios, the instance router was able to
make the better decision only after all the delayed rewards were received.

In Table 7, we show the request distribution during the experimentation
phase, and the performance metrics calculated using execution times of processes
instantiated during this phase. Considering the median and mean times in this
table confirms that the instance router using the LTAvgR algorithm made the
right decision in all cases.

Table 7. Pair-wise performance comparison of versions after the AB tests

Metric Round 1 Round 2 Round 3 Round 4

P 1 P 2 P 2 P 3 P 3 P 4 P 3 P 5

No. of requests 559 440 423 575 263 729 735 261

Median duration 33.8 29.8 28.8 27 21 21.85 22.9 27.9

Mean duration 55.3 52.1 51.8 35.8 29.3 49.9 36.6 38.3

Fig. 6. Estimated rewards during the
experiment P 1 vs. P 2

Fig. 7. PPI (duration) during the
warm-up phase, smoothed.

For an in-depth view of the reward estimates (the average reward observed
by LTAvgR) and execution times, we depict in Figs. 6 and 7 how their values
changed during the experiment P 1 vs. P 2. The effect that fast completion leads
to positive rewards is clearly visible in Fig. 6: shortly after the start of the exper-
iment, the reward estimates for both versions jump to more than 0.6. After some



AB-BPM: Performance-Driven Instance Routing 127

fluctuation, P 1 is preferred approximately from request 280 to request 811. This
is also visible in Fig. 5, where we can observe that the change in maximum of
the two reward estimates leads to change in the request distribution strategy.

Figure 7 shows the PPIs observed by the instance router in order. Better
PPIs, which lead to better rewards, are received early. However, worse PPIs
tend to accumulate near the end of the warm-up phase. At request 811, the two
estimated rewards are very close to each other – see Fig. 6. At this point, P 2

collects actual rewards from longer durations than P 1 – see Fig. 7. These longer
durations result in negative rewards, which cause the reward estimate of P 2 to
fall below that of P 1. This development leads to the change in the decision of
LTAvgR.

5 Discussion

The design of our routing algorithm, LTAvgR, was informed by practical observa-
tions of the limitations when applying existing algorithms in the process execu-
tion context. As we have demonstrated, our approach addresses the key require-
ments R1-R3. Our evaluation focused on the practical use of AB-BPM and
LTAvgR; theoretical analyses of the routing algorithm were out of the scope. The
in-depth analysis above showed how business-relevant PPI observations have a
direct influence on the routing decisions taken by LTAvgR.

We have used a multi-armed bandit algorithm with rewards derived from
a single PPI. In practice, however, multiple PPIs may need to be considered.
Furthermore, optimizing routing for one PPI can negatively affect other PPIs.
One key challenge in using multiple PPIs is that the reward delay for each PPI
can be different. Dealing with such scenarios may require improved collection
and reward update mechanisms, which we plan to explore in future work.

One limitation of our evaluation of AB-BPM so far is that they are based on
isolated environments with no real user interactions. Factors like effects from the
novelty of a process version were not considered. For example, in changing the
user interfaces and forms, we may observe that users behave differently when
exposed to a new version. As with the case study using real-world logs, we
expect to find some patterns unique to business processes when these factors are
accounted for. We believe that observations from real-world systems can guide
us towards designing a better instance routing algorithm, and identifying best
practices for performing AB tests on process versions.

6 Conclusion

Business process improvement ideas do not necessarily manifest in actual
improvements. In this paper we proposed the AB-BPM approach which can
rapidly validate process improvement efforts, ensure fair comparison, and make
process level adjustments in production environments. Our approach uses an
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instance router that dynamically selects process versions based on their his-
torical performance in terms of the chosen PPI. To this end, we proposed the
LTAvgR algorithm that can cater for the specifics of business process execution.

We evaluated our approach through synthetic and real-world data. We chose
the most effective routing algorithm based on a set of experiments, and evalu-
ated business process versions with synthetic data. Further, we evaluated real-
world process versions by performing pair-wise AB tests on them. The evaluation
results showed that our instance router dynamically adjusted request distribu-
tion to favour the better performing version.

In future work, we aim to integrate our framework with approaches to bal-
ance multiple PPIs. In addition, we plan to consider user interaction, and run
industrial case studies where we apply our instance router to actual production
systems.
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Abstract. Blockchain technology enables the execution of collaborative
business processes involving untrusted parties without requiring a cen-
tral authority. Specifically, a process model comprising tasks performed
by multiple parties can be coordinated via smart contracts operating
on the blockchain. The consensus mechanism governing the blockchain
thereby guarantees that the process model is followed by each party.
However, the cost required for blockchain use is highly dependent on the
volume of data recorded and the frequency of data updates by smart con-
tracts. This paper proposes an optimized method for executing business
processes on top of commodity blockchain technology. Our optimization
targets three areas specifically: initialization cost for process instances,
task execution cost by means of a space-optimized data structure, and
improved runtime components for maximized throughput. The method
is empirically compared to a previously proposed baseline by replaying
execution logs and measuring resource consumption and throughput.

1 Introduction

Blockchain technology enables an evolving set of parties to maintain a safe, per-
manent, and tamper-proof ledger of transactions without a central authority [1].
In this technology, transactions are not recorded centrally. Instead, each party
maintains a local copy of the ledger. The ledger is a linked list of blocks, each
comprising a set of transactions. Transactions are broadcasted and recorded by
each participant in the blockchain network. When a new block is proposed, the
participants in the network agree upon a single valid copy of this block according
to a consensus mechanism. Once a block is collectively accepted, it is practically
impossible to change it or remove it. Hence, a blockchain can be seen as a
replicated append-only transactional data store, which can replace a centralized
register of transactions maintained by a trusted authority. Blockchain platforms
such as Ethereum1 additionally offer the possibility of executing scripts on top
of a blockchain. These so-called smart contracts allow parties to encode business
rules on the blockchain in a way that inherits from its tamper-proofness.
1 https://www.ethereum.org/ – last accessed 4/3/2017.
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Blockchain technology opens manifold opportunities to redesign collaborative
business processes such as supply chain and logistics processes [2]. Traditionally,
such processes are executed by relying on trusted third-party providers such as
Electronic Data Interchange (EDI) hubs or escrows. This centralized architecture
creates entry barriers and hinders process innovation. Blockchain enables these
processes to be executed in a distributed manner without delegating trust to
central authorities nor requiring mutual trust between each pair of parties.

Previous work [3] demonstrated the feasibility of executing collaborative
processes on a blockchain platform by transforming a collaborative process model
into a smart contract serving as a template. From this template, instance-specific
smart contracts are spawned to monitor or execute each instance of the process.
The evaluation in [3] put into evidence the need to optimize resource usage. Indeed,
the cost of using a blockchain platform is highly sensitive to the volume of data
recorded and the frequency with which these data are updated by smart contracts.
Moreover, the deployment of instance-specific contracts entails a major cost. In
order to make blockchain technology a viable medium for executing collaborative
processes, we need to minimize the number of contract creations, the code size, the
data in the smart contracts, and the frequency of data writes.

This paper proposes an optimized method for executing business processes
defined in the standard Business Process Model and Notation (BPMN) on top of
commodity blockchain technology. Specifically, the paper presents a method for
compiling a BPMN process model into a smart contract defined in the Solidity
language – a language supported by Ethereum and other major blockchain plat-
forms. The first idea of the method is to translate the BPMN process model into
a minimized Petri net and to compile this Petri net into a Solidity smart contract
that encodes the “firing” function of the Petri net using a space-optimized data
structure. The second idea is to restrict the number of contract creations to the
minimum needed to retain isolation properties. Furthermore, we optimized the
runtime components to achieve high throughput rates. The scalability of this
method is evaluated and compared to the method proposed in [3] by replaying
artificial and real-life business process execution logs of varying sizes and mea-
suring the amount of paid resources (called “gas” in Ethereum) spent to deploy
and execute the smart contracts encoding the corresponding process models.

The next section introduces blockchain technology and prior work on
blockchain-based process execution. Section 3 presents the translation of BPMN
to Petri nets and to Solidity code. Section 4 discusses architectural and imple-
mentation optimizations. Section 5 presents the evaluation, and Sect. 6 draws
conclusions.

2 Background and Related Work

2.1 Blockchain Technology

The term blockchain refers both to a network and a data structure. As a data struc-
ture, a blockchain is a linked list of blocks, each containing a set of transactions.
Each block is cryptographically chained to the previous one by including its hash
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value and a cryptographic signature, in such a way that it is impossible to alter
an earlier block without re-creating the entire chain since that block. The data
structure is replicated across a network of machines. Each machine holding the
entire replica is called a full node. In proof-of-work blockchains, such as Bitcoin and
Ethereum, some full nodes play the role of miners: they listen for announcements
of new transactions, broadcast them, and try to create new blocks that include pre-
viously announced transactions. Block creation requires solving a computationally
hard cryptographic puzzle.Miners race to find ablock that links to the previous one
and solves the puzzle. The winner is rewarded with an amount of new crypto-coins
and the transaction fees of all included transactions.

The first generation of blockchains were limited to the above functionality
with minor extensions. The second generation added the concept of smart con-
tracts: scripts that are executed whenever a certain type of transaction occurs
and which read and write from the blockchain. Smart contracts allow parties to
enforce that whenever a certain transaction takes place, other transactions also
take place. For example, a public registry for land titles can be implemented on
a blockchain that records who owns which property at present. By attaching a
smart contract to sales transactions, it is possible to enforce that when a sale
takes place, the corresponding funds are transferred, the tax is paid, and the
land title is transferred, all in a single action.

The Ethereum [4] blockchain treats smart contracts as first-class elements.
It supports a dedicated language for writing smart contracts, namely Solidity.
Solidity code is translated into bytecode to be executed on the so-called Ethereum
Virtual Machine (EVM). When a contract is deployed through a designated
transaction, the cost depends on the size of the deployed bytecode [5]. A Solidity
smart contract offers methods that can be called via transactions. In the above
example, the land title registry could offer a method to read current ownership of
a title, and another one for transferring a title. When submitting a transaction
that calls a smart contract method, the transaction has to be equipped with
crypto-coins in the currency Ether, in the form of gas. This is done by specifying
a gas limit (e.g. 2M gas) and gas price (e.g., 10−8 Ether/gas), and thus the
transaction may use up to gas limit × price (2M ×10−8 Ether = 0.02 Ether).
Ethereum’s cost model is based on fixed gas consumption per operation [5], e.g.,
reading a variable costs 50 gas, writing a variable 5–20 K gas, and a comparison
statement 3 gas. Data write operations are significantly more expensive than read
ones. Hence, when optimizing Solidity code towards cost, it is crucial to minimize
data write operations on variables stored on the blockchain. Meanwhile, the size
of the bytecode needs to be kept low to minimize deployment costs.

2.2 Related Work

In prior work [3], we proposed a method to translate a BPMN choreography
model into a Solidity smart contract, which serves as a factory to create chore-
ography instances. From this factory contract, instance contracts are created by
providing the participants’ public keys. In the above example, an instance could
be created to coordinate a property sale from a vendor to a buyer. Thereon, only
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they are authorized to execute restricted methods in the instance contract. Upon
creation, the initial activity(ies) in the choreography is/are enabled. When an
authorized party calls the method corresponding to an enabled activity, the call-
ing transaction is verified. If successful, the method is executed and the instance
state is updated, i.e. the executed activity is disabled and subsequent ones are
enabled. The set of enabled activities is determined by analyzing the gateways
between the activity that has just been completed, and subsequent ones.

The state of the process is captured by a set of Boolean variables, specifically
one variable per task and one per incoming edge of each join gateway. In Solidity,
Boolean variables are stored as 8-bit unsigned integers, with 0 meaning false
and 255 meaning true.2 Solidity words are 256 bits long. The Solidity compiler
we use has an in-built optimization mechanism that concatenates up to 32 8-bit
variables into a 256-bit word, and handles redirection and offsets appropriately.
Nevertheless, at most 8 bits in the 256-bit word are actually required to store
the information – the remaining are wasted. This waste increases the cost of
deployment and write operations. In this paper, we seek to minimize the variables
required to capture the process state so as to reduce execution cost (gas).

In a vision paper [6], the authors argue that the data-aware business
process modeling paradigm is well suited to model business collaborations over
blockchains. The paper advocates the use of the Business Artifact paradigm [7]
as the basis for a domain-specific language for business collaborations over
blockchains. This vision however is not underpinned by an implementation
and does not consider optimization issues. Similarly [8] advocates the use of
blockchain to coordinate collaborative business processes based on choreography
models, but without considering optimization issues. Another related work [9]
proposes a mapping from a domain specific language for “institutions” to Solid-
ity. This work also remains on a high level, and does not indicate a working
implementation nor it discusses optimization issues. A Master’s thesis [10] pro-
poses to compile smart contracts from the functional programming language
Idris to EVM bytecode. According to the authors, the implementation has not
been optimized.

3 From Process Models to Smart Contracts

BPMN 
process 
model

Simplified
net with 

data 
conditions

Solidity
contract

code

Petri net

Data 
conditions

Fig. 1. Chain of transformations

The first and central component of
the proposal is a method for trans-
forming a given BPMN process model
into a smart contract that can coor-
dinate the execution of one process
instance from start to end. Figure 1
shows the main steps of this method.

The method takes as input a BPMN process model. The model is first translated
into a Petri net. An analysis algorithm is applied to determine, where applicable,
the guards that constrain the execution of each task. Next, reduction rules are
2 https://github.com/ethereum/EIPs/issues/93 – last accessed 20/3/2017.

https://github.com/ethereum/EIPs/issues/93
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applied to the Petri net to eliminate invisible transitions and spurious places.
The transitions in the reduced net are annotated with the guards gathered by
the previous analysis. Finally, the reduced net is compiled into Solidity. Below,
we discuss each step in turn.

3.1 From BPMN to Petri Nets

The proposed method takes as input a BPMN process model consisting of the
following types of nodes: tasks, plain and message events (including start and
end events), exclusive decision gateways (both event-based and data-based ones),
merge gateways (XOR-joins), parallel gateways (AND-splits), and synchroniza-
tion gateways (AND-joins). Figure 2 shows a running example of BPMN model.
Each node is annotated with a short label (e.g. A,B, g1 . . .) for ease of reference.

Fig. 2. Loan assessment process in BPMN notation

To simplify subsequent steps, we pre-process the BPMN model to materialize
every skip flow as a dummy “skip” task. A skip flow is a sequence flow from an
XOR-split to a XOR-join gateway such as the one between g3 and g4 in Fig. 2.
Moreover, if the BPMN model has multiple end events, we transform it into an
equivalent BPMN model with a single end event using the transformation defined
for this purpose in [11]. In the case of the model in Fig. 2, this transformation
adds an XOR-join at the end of the process that merges the incoming flows of
the two end events, and connects them to a single end event. Conversely, if the
process model has multiple start events, we merge them into a single one.

The pre-processed BPMN model is then translated into a Petri net using the
transformation defined in [12]. This transformation can turn any BPMN process
model (without OR-joins) into a Petri net.3 The transformation rules in [12]
corresponding to the subset of BPMN considered in this paper are presented
in Fig. 3. Figure 4 depicts the Petri net derived from the running example. The
tasks and events in the BPMN model are encoded as labeled transitions (A,
B, ...). Additional transitions without labels (herein called τ transitions) are
introduced by the transformation to encode gateways as per the rules in Fig. 3,
and to capture the dummy tasks introduced to materialize skip flows.
3 The transformation cannot handle escalation and signal events and non-interrupting

boundary events, but these constructs are beyond the scope of this paper.
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Fig. 3. Mapping of BPMN elements into petri nets

Fig. 4. Petri net derived from the BPMN model in Fig. 2

The transformation in [12] produces so-called workflow nets. A workflow net
has one source place (start), one sink place (end), and every transition is on a
path from the start to the end. Two well-known behavioral correctness properties
of workflow nets are (i) Soundness: starting from the marking with one token in
the start place and no other token elsewhere (the initial marking), it is always
possible to reach the marking with one token in the end place and no other token
elsewhere; and (ii) Safeness: starting from the initial marking, it is not possible to
reach a marking where a place holds more than one token. These properties can
be checked using existing tools [12]. Herein we restrict ourselves to workflow nets
fulfilling these correctness properties. The latter property allows us to capture
the current marking of the net by associating a boolean to each place (is there a
token in this place or not?), thus enabling us to encode a marking as a bit array.

3.2 Petri Net Reduction

The Petri nets produced by the transformation in [12] contain many τ transi-
tions. If we consider each transition as an execution step (and thus a transaction
on the blockchain), the number of steps required to execute this Petri net is
unnecessarily high. It is well-known that Petri nets with τ transitions can be
reduced into smaller equivalent nets [13] under certain notions of equivalence.
Here, we use the reduction rules presented in Fig. 5. Rules (a), (b), and (e)–(h)
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Fig. 5. Petri net reduction rules

are fusions of series of transitions, whereas rules (c) and (d) are fusions of series
of places. Rule(i) deals with τ transitions created by combinations of decision
gateways and AND-splits. It can be proved that each of these reduction rules
produces a Petri net that is weak trace equivalence to the original one, i.e. it
generates the same traces (modulo τ transitions) as the original one.

The red-dashed boxes in Fig. 4 show where the reduction rules can be applied.
After these reductions, we get the net shown in Fig. 6a. At this point, we can
still apply rule (i), which leads to the Petri net in Fig. 6b.

Fig. 6. Reduced Petri net corresponding to the BPMN model in Fig. 2



Optimized Execution of Business Processes on Blockchain 137

3.3 Data Conditions Collection

Some of the τ transitions generated by the BPMN-to-Petri net transformation
correspond to conditions attached to decision gateways in the BPMN model.
Since some of these τ transitions are removed by the reduction rules, we need
to collect them back from the original model and re-attach them to transitions
in the reduced net, so that they are later propagated to the generated code.

Algorithm 1 collects the conditions along every path between two consecutive
tasks in a BPMN model, and puts them together into a conjunction. Its output
is one conjunctive condition – herein called a guard – per task in the original
BPMN model. When given the start event as input, the algorithm applies a
classical recursive depth-first traversal. It uses two auxiliary functions: (i) suc-
cessorsOf, which returns the direct successors of a node; and (ii) cond, which
returns the condition attached to a flow. Without loss of generality, we assume
that every outgoing flow of a decision gateway is labeled with a condition (for a
default flow, the condition is the negation of the conjunction of conditions of its
sibling flows). We also assume that any other flow in the BPMN model is labeled
with condition true – these true labels can be inserted via pre-processing.

Algorithm 1. Algorithm for collection of data conditions
1: global guards: Map〈Node �→ Cond〉 = ∅, visited: Set〈Node〉 = ∅
2: procedure collectConditions(curr: Node, predicate: Cond)
3: guards[curr] ← predicate
4: visited ← visited ∪ { current }
5: for each succ ∈ successorsOf(curr) : succ 
∈ visited do
6: if curr is a Gateway then
7: collectConditions(succ, predicate ∧ cond(curr, succ))
8: else
9: collectConditions(succ, true)

We illustrate the algorithm assuming it traverses the nodes in the model
of Fig. 2 in the following order: [A,B, g1, g2, g3, E, . . . ]. First, procedure col-
lectConditions sets guards = {(A, true)} in line 3 and proceeds until it calls
itself recursively (line 9) with the only successor node of A, namely B. Note
that predicate is reset to true in this recursive call. Something similar happens
in the second step, where guard is updated to {(A, true), (B, true)}. Again, the
procedure is recursively called in line 9, now with node g1. This time guards is
updated to {(A, true), (B, true), (g1, true)} and since g1 is a gateway, the algo-
rithm reaches line 7. There, the procedure is recursively called with succ = g2 and
predicate = (true ∧ P ), or simply P , where P represents the condition “Applica-
tion complete?”. Since the traversal follows the sequence [A,B, g1, g2, g3, E, . . . ],
it will eventually reach node E. When that happens, guards will have the value
{(A, true), (B, true), (g1, true), (g2, P ), (g3, P ), (E,P ∧ Q)}, where Q represents
the condition “Pledged property?”. Intuitively, the algorithm propagates and
combines the conditions P and Q while traversing the path between nodes B
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to E. When the algorithm traverses E, the recursive call is done in line 9, where
predicate is set to true, i.e. the predicate associated with E is not propagated
further.

The guards gathered by the algorithm are attached to the corresponding
transitions in the reduced net. In Fig. 6b the collected guards are shown as
labels above each transition. To avoid cluttering, true guards are not shown.
The τ transition in the net in Fig. 6b corresponds to the skip task that was
inserted in the BPMN model in Fig. 2, hence this τ transition has a guard.

For each transition in the reduced Petri net, we can now determine the con-
ditions that need to be evaluated after it fires. To do so, we first compute the
set of transitions that are reachable after traversing a single place from each
transition, and then analyze the guards associated to such transitions. In our
example, we can reach transitions {C,D,E, τ} by traversing one place starting
from transition B. Hence, conditions P and Q need to be evaluated after task B
is executed. This is represented by attaching a label eval(P,Q) to transition B.

3.4 From Reduced Petri Net to Solidity

In this step, we generate a Solidity smart contract that simulates the token game
of the Petri net. The smart contract uses two integer variables stored on the
blockchain: one to encode the current marking and the other to encode the value
of the predicates attached to transitions in the reduced net. Variable marking is a
bit array with one bit per place. This bit is set to zero when the place does not
have a token, or to one otherwise. To minimize space, the marking is encoded as
a 256-bits unsigned integer, which is the default word size in the EVM.

Consider the reduced Petri net in Fig. 5b. Let us use the order indicated by
the subscripts of the labels associated to the places of the net. The initial mark-
ing (i.e. the one with a token in p0) is encoded as integer 1 (i.e. 20). Hence, we
initialize variable marking with value 1 when an instance smart contract is cre-
ated. This marking enables transition A. The firing of A removes the token from
p0 and puts a token in p1. Token removal is implemented via bitwise operations:
marking = marking & uint(∼1);. Similarly, the addition of a token in p1 (i.e. 21

hence 2) is implemented via bitwise operations: marking = marking | 2;.
Variable predicates stores the current values of the conditions attached to the

Petri net transitions. This variable is also an unsigned integer representing a bit
array. As before, we first fix order the set of conditions in the process model,
and associate one bit in the array per condition. For safety, particularly in the
presence of looping behavior, the evaluation of predicates is reset before storing
the new value associated with the conditions that a given transition computes.
For instance, transition B first clears the bits associated with conditions P and
Q (i.e. 20 and 21, respectively), and then stores the new values accordingly.

When possible, an additional space optimization is achieved by merging vari-
ables marking and predicates into a single unsigned integer variable. The latter
is possible if the number of places plus the number of predicates is at most 256.
Note that this is not a restriction of our approach: If more space is needed to
represent a process model, multiple 256-bit variables can be used.
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Algorithm 2 sketches the functions generated for each transition in the
reduced Petri net. Item 1 sketches the code for transitions associated to user
tasks, while Item 2 does so for transitions associated to script tasks and τ
transitions with predicates. For τ transitions without predicates, no function
is generated, as these transitions only relay tokens (and this is done by the step
function).

In summary, the code generated from the Petri net consists of a contract
with the two variables marking and predicates, the functions generated as per
Algorithm 2 and the step function. This smart contract offers one public function
per user task (i.e. per task that requires external activation). This function calls
the internal step function, which fires all enabled transitions until it gets to a
point where a new set of user tasks are enabled (or the instance has completed).

Algorithm 2. Sketch of code generated for each transition in the reduced net
1. For each transition associated to a user task, generate a public function with the following code:

– If task is enabled (i.e. check marking and predicates), then
(a) Execute the Solidity code associated with the task
(b) If applicable, compute all predicates associated with this task and store the results in

a local bit set, tmpPreds
(c) Call step function with new marking and tmpPreds, to execute all the internal functions

that could become enabled
(d) Return TRUE to indicate the successful execution of the task

– Return FALSE to indicate that the task is not enabled
2. For each transition associated with a script task or τ transition that updates predicates, generate

an internal function with the following code:
(a) Execute the Solidity code associated with the task
(b) If applicable, compute all predicates associated with this task and store the results in a

local bit set, tmpPreds
(c) Return the new marking and tmpPreds (back to the step function)

An excerpt of the smart contract generated for the running example is given
in Listing 1.1. The excerpt includes the code corresponding to transitions B, E
and the τ transition. Transition B corresponds to task CheckApplication. The
corresponding function is shown in lines 4–17 in Listing 1.1. Since this is a user
task, the function is called explicitly by an external actor, potentially with some
data being passed as input parameters of the call (see line 4). In line 5, the
function checks if the marking is such that p2 holds a token, i.e., if the current
call is valid in that it conforms to the current state of the process instance. If so,
the function executes the script task (line 6 is a placeholder for the script). Then
the function evaluates predicates P and Q (lines 8–9). Note that the function
does not immediately updates variable predicates but stores the result in a local
variable tmpPred, which we initialized in line 7. In this way, we defer updating
variable predicates as much as possible (cf. line 39) to save gas (predicates is a
contract variable stored in the blockchain and writing to it costs 5000 gas). For
the same reason, the new marking is computed in line 11 but the actual update
to the respective contract variable marking is deferred (cf. line 39).
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Listing 1.1. Excerpt of Solidity contract

1 con t r a c t BPMNContract {
2 u i n t marking = 1 ;
3 u i n t p r e d i c a t e s = 0 ;
4 f u n c t i o n CheckApp l i c a t i on ( – input params – ) r e t u r n s ( boo l ) {
5 i f ( mark ing & 2 == 2) { // is there a token in place p1?
6 // Task B’s script goes here, e.g. copy value of input params to contract variables
7 u i n t tmpPreds = 0 ;
8 i f ( – eval P – ) tmpPreds |= 1 ; // is loan application complete?
9 i f ( – eval Q – ) tmpPreds |= 2 ; // is the property pledged?

10 s t ep (
11 marking & u i n t (∼2) | 12 , // New marking
12 p r e d i c a t e s & u i n t (∼3) | tmpPreds // New evaluation for “predicates”
13 ) ;
14 r e t u rn t rue ;
15 }
16 r e t u rn f a l s e ;
17 }
18 f u n c t i o n App r a i s eP r op e r t y ( u i n t tmpMarking ) i n t e r n a l r e t u r n s ( u i n t ) {
19 // Task E’s script goes here
20 r e t u rn tmpMarking & u i n t (∼8) | 32 ;
21 }
22 f u n c t i o n s t ep ( u i n t tmpMarking , u i n t tmpPred i ca t e s ) i n t e r n a l {
23 i f ( tmpMarking == 0) { marking = 0 ; r e t u rn ; } // Reached a process end event!
24 boo l done = f a l s e ;
25 wh i l e ( ! done ) {
26 // does p3 have a token and does P ∧ Q hold?
27 i f ( tmpMarking & 8 == 8 && tmpPred i ca t e s & 3 == 3) {
28 tmpMarking = App r a i s eP r op e r t y ( tmpMarking ) ;
29 cont inue ;
30 }
31 // does p3 have a token and does P ∧ ¬Q hold?
32 i f ( tmpMarking & 8 == 8 && tmpPred i ca t e s & 3 == 2) {
33 tmpMarking = tmpMarking & u i n t (∼8) | 32 ;
34 cont inue ;
35 }
36 . . .
37 done = t rue ;
38 }
39 marking = tmpMarking ; p r e d i c a t e s = tmpPred i ca t e s ;
40 } . . . }

After executing B, if condition P holds the execution proceeds with the pos-
sibility of executing E or the τ transition. E is a script task and can be executed
immediately after B, if condition Q holds, without any further interaction with
external actors. For this reason, the Solidity function associated with task E is
declared as internal. In the Solidity contracts that we create, all internal func-
tions are tested for enablement, and if positive, executed. Specifically, the last
instructions in any public function of the smart contract call a generic step func-
tion (cf. lines 22–40 in Listing 1.1). This function iterates over the set of internal
functions, and executes the first activated one it finds, if any. For instance, after
executing B there are tokens in p2 and p3. If P ∧Q holds, then the step function
reaches line 28, where it calls function AppraiseProperty corresponding to transi-
tion E. This function executes the task’s script in line 19 and updates marking in
20. After this, the control returns to line 29 in the step function, which restarts
the while loop. Once all the enabled internal functions are executed, we exit the
while loop. In line 39, the step function finally updates the contract variables.
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4 Architecture and Implementation Optimization

In this section, we describe the improvements we have made in terms of archi-
tecture and implementation, relative to our earlier work on this topic [3].

Architecture Optimization. As introduced in Sect. 2, in [3] we proposed an
architecture wherein a process model is mapped to a “factory” smart contract.
For each instantiation, this factory contract creates an “instance” smart contract
with the code necessary to coordinate the process instance. The instance contract
is bound to a set of participants, determined at instantiation time. While this
ensures isolation between different groups of participants, it is wasteful if the
same group of participants repeatedly executes instances of the same model. In
the latter case, the code encapsulating the coordination logic is redeployed for
each instance, and contract deployment is particularly expensive.

To avoid this cost, we give the option to combine the factory and instance
smart contracts into one, i.e., one smart contract that can handle running mul-
tiple instances in parallel. Instead of creating one bitvector per instance, we
maintain an extensible array of bitvectors, each encoding the state of a process
instance. On deployment, the array is empty. Creating a process instance assigns
an instance ID and creates a new bitvector, which is appended to the array. This
option is applicable when one group of actors repetitively executes instances of
the same process. In situations where the actors differ across process instances,
the option with separate factory and instance contracts should be used.

Implementation Optimization. During initial throughput experiments, we
discovered that our original trigger implementation was a bottleneck on through-
put. Our hypothesis was that we should be able to optimize the performance of
the trigger to the point where it is no longer a bottleneck, i.e., a single trigger can
handle at least as much throughput as the blockchain itself. To test this hypoth-
esis, we improved our trigger by: (1) switching to asynchronous, non-blocking
handling of concurrent requests, to achieve a high degree of parallelism in an
environment that lacks full multi-threading. (2) Using the inter-process com-
munications (IPC) channel to communicate with the blockchain software, geth,
which runs the full blockchain node for a given trigger. During a small experiment
we found that IPC can be 25× faster than the previously used HTTP connec-
tion. IPC requires the trigger and geth to run on the same machine, HTTP
allows more flexible deployment architectures – but the performance advantage
was too significant to ignore it during performance optimization. (3) Switching
to asynchronous interaction with geth, which is a prerequisite for using IPC. The
above changes required an almost complete rewrite of the code. The resulting
throughput performance results are presented in the next section.

5 Evaluation

The goal of the proposed method is to lower the cost, measured in gas, for
executing collaborative business processes when executed as smart contracts
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on the Ethereum blockchain. Thus, we evaluate costs with our improvements
comparatively against the previous version. The second question we investigate is
that of throughput: is the approach sufficiently scalable to handle real workloads?

5.1 Datasets

We draw on four datasets (i.e., logs and process models) described in Table 1.
Three datasets are taken from our earlier work [3], the supply chain, incident
management, and insurance claim processes, for which we obtained process mod-
els from the literature and generated the set of conforming traces. Through
random manipulation, we generated sets of non-conforming traces from the con-
forming ones. The fourth dataset is stemming from a real-world invoicing process,
which we received in the form of an event log with 65,905 events. This log was
provided to us by the Minit process mining platform4. Given this log, we dis-
covered a business process model using the Structured BPMN Miner [14], which
showed a high level of conformance (> 99%). After filtering out non-conforming
traces, we ended up with dataset that contains 5,316 traces, out of which 49
traces are distinct. The traces are based on 21 distinct event types, including
one for instance creation, and have an average length of 11.6 events.

5.2 Methodology and Setup

Table 1. Datasets used in the evaluation.

Process Tasks Gateways Trace type Traces

Invoicing 40 18 Conforming 5, 316

Supply chain 10 2 Conforming 5

Not conforming 57

Incident mgmt. 9 6 Conforming 4

Not conforming 120

Insurance claim 13 8 Conforming 17

Not conforming 262

We translated the process mod-
els into Solidity code, using the
previous version of the trans-
lator from [3] – referred to as
default – and the newly imple-
mented translator proposed in
this paper – referred to as opti-
mized. For the optimized ver-
sion, we distinguish between
the two architectures, i.e., the
previous architecture that deploys a new contract for each instance, and the
architecture that runs all process instances in a single contract. We refer to these
options at Opt-CF (“CF” for control flow) and Opt-Full, respectively. Then we
compiled the Solidity code for these smart contracts into EVM bytecode and
deployed them on a private Ethereum blockchain.

To assess gas cost and correctness on conformance checking, we replayed the
log traces against all three versions of the contracts and recorded the results.
We hereby relied on the log replayer and trigger components from [3], with
the trigger improvements discussed in Sect. 4. The replayer iterates through the
traces in a log and sends the events, one by one, via a RESTful Web service call
to the trigger. The trigger accepts the service call, packages the content into a
blockchain transaction and submits it. Once it observes a block that includes the

4 http://www.minitlabs.com/ – last accessed 13/3/2017.

http://www.minitlabs.com/
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transaction, it replies to the replayer with meta-data that includes block number,
consumed gas, transaction outcome (accepted or failed, i.e., non-conforming),
and whether the transaction completed this process instance successfully. The
replayer has been modified to cater for concurrent replay of thousands of traces.

Experiments were run using a desktop PC with an Intel i5-4570 quadcore
CPU without hyperthreading. Ethereum mining for our private blockchain was
set to use one core. The log replayer and the trigger ran on the same machine,
interacting via the network interface with one another. For comparability, we
used the same software versions as in the experiments reported in [3], and a
similar blockchain state as when they were run in February–March 2016. For
Ethereum mining we used the open-source software geth5, version v1.5.4-stable.

5.3 Gas Costs and Correctness of Conformance Checking

For each trace, we recorded the gas required for initialization of a new process
instance (deploying an instance contract or creating a new bitvector, depending
on the architecture), the sum of the gas required to perform all the required
contract function invocations, the number of rejected transactions due to non-
conformance and the successful completion of the process instance.

Table 2. Gas cost experiment results

Process Tested traces Variant Avg. Cost Savings (%)

Instant. Exec.

Invoicing 5316 Default 1,089,000 33,619 –

Opt-CF 807,123 26,093 –24.97

Opt-Full 54,639 26,904 –75.46

Supply

chain

62 Default 304,084 25,564 –

Opt-CF 298,564 24,744 –2.48

Opt-Full 54,248 25,409 –42.98

Incident

mgmt.

124 Default 365,207 26,961 –

Opt-CF 345,743 24,153 –7.04

Opt-Full 54,499 25,711 –57.96

Insurance

claim

279 Default 439,143 27,310 –

Opt-CF 391,510 25,453 –8.59

Opt-Full 54,395 26,169 –41.14

The results of this exp-
eriment are shown in Table 2.
The base requirement was
to maintain 100% confor-
mance checking correctness
with the new translator,
which we achieved. Our
hypothesis was that the
optimized translator leads
to strictly monotonic im-
provements in cost on the
process instance level. We
tested this hypothesis by
pairwise comparison of the
gas consumption per trace,
and confirmed it: all traces
for all models incurred less
cost in Opt-CF. In addition to these statistics, we report the absolute costs as
averages.

As can be seen from the table, the savings for Opt-CF over default are small
for the simple supply chain process with only two gateways – cf. Table 1 – whereas
they are considerably larger for the complex invoicing process with 18 gateways.
Considering the reduction rules we applied, this can be expected. The other

5 https://github.com/ethereum/go-ethereum/wiki/geth – last accessed 20/3/2017.

https://github.com/ethereum/go-ethereum/wiki/geth
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major observation is that Opt-Full yields massive savings over Opt-CF. When
considering the absolute cost of deploying a contract vs. the average cost for
executing a single transaction and the resulting relative savings, it is clear that
the improved initialization is preferable whenever the respective architecture is
applicable. As discussed in Sect. 4, this cost reduction also results in a loss of
flexibility, and thus the choice requires a careful, case-specific tradeoff.

5.4 Throughput Experiment

To comparatively test scalability of the approach, we analyze the throughput
using the three variants of contracts, default, Opt-CF, and Opt-Full. To this
end, we used the largest of the four datasets, invoicing, where we ordered all the
events in this log chronologically and replayed all 5,316 traces at a high frequency.
The three variants were tested in separate campaigns. To ensure conformance,
the events within a single trace were replayed sequentially. Ethereum’s miners
keeps a transaction pool, where pending transactions wait to be processed.

One major limiting factor for throughput is the gas limit per block: the sum
of consumed gas by all transactions in a block cannot exceed this limit, which is
set through a voting mechanism by the miners in the network. To be consistent
with the rest of the experimental setup, we used the block gas limit from March
2016 at approx. 4.7M gas, although the miner in its default setting has the
option to increase that limit slowly by small increments. Given the absolute gas
cost in Table 2, it becomes clear that this is fairly limiting: for Opt-CF, instance
contract creation for the invoicing dataset costs approx. 807K gas, and thus no
more than 5 instances can be created within a single block; for default, this
number drops to 4. Regular message calls cost on average 26.1 K/33.6 K gas,
respectively for optimized/default, and thus a single block can contain around
180/140 such transactions at most. These numbers would decrease further when
using a public blockchain where we are not the only user of the network.

Block limit is a major consideration. However, block frequency can vary: on
the public Ethereum blockchain, mining difficulty is controlled by a formula that
aims at a median inter-block time of 13–14 s. As we have demonstrated in [3],
for a private blockchain we can increase block frequency to as little as a second.
Therefore, when reporting results below we use blocks as a unit of relative time.

Figure 7 shows the process instance backlog and transactions per block. Note
that each datapoint in the right figure is averaged over 20 blocks for smoothing.
The main observation is that Opt-Full completed all 5,316 instances after 403
blocks, Opt-CF needed 1,053 blocks, and for default it took 1,362 blocks. This
underlines the cost results above: due to the network-controlled gas limit per
block, the reduced cost results in significant increases in throughput.
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Fig. 7. Throughput results. Left: # of active instances. Right: # of transactions per
block, smoothed over a 20-block time window.

6 Conclusion

This paper presented a method to compile a BPMN process model into a Solidity
smart contract, which can be deployed on the Ethereum platform and used to
enforce the correct execution of process instances. The method minimizes gas
consumption by encoding the current state of the process model as a space-
optimized data structure (i.e. a bit array with a minimized number of bits),
reducing the number of operations required to execute a process step, and reduc-
ing initialization cost where possible. The experimental evaluation showed that
the method significantly reduces gas consumption and achieves considerably
higher throughput relative to a previous baseline.

The presented method is a building block towards a blockchain-based collab-
orative business process execution engine. However, it has several limitations,
including: (i) it focuses on encoding control-flow relations and data condition
evaluation, leaving aside issues such as how parties in a collaboration are bound
to a process instance and access control issues; (ii) it focuses on a “core sub-
set” of the BPMN notation, excluding timer events, subprocesses and boundary
events for example. Addressing these limitations is a direction for future work.
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Abstract. As for all kind of software, customers expect to find business
process execution provided as a service (BPMaaS). They expect it to
be provided at the best cost with guaranteed SLA. From the BPMaaS
provider point of view it can be done thanks to the provision of an elastic
cloud infrastructure. Providers still have to provide the service at the
lowest possible cost while meeting customers expectation. We propose a
customer-centric service model that link the BP execution requirement
to cloud resources, and that optimize the deployment of customer’s (or
tenants) processes in the cloud to adjust constantly the provision to the
needs. However, migrations between cloud configurations can be costly
in terms of quality of service and a provider should reduce the number
of migrations. We propose a model for BPMaaS cost optimization that
take into account a maximum number of migrations for each tenants. We
designed a heuristic algorithm and experimented using various customer
load configurations based on customer data, and on an actual estimation
of the capacity of cloud resources.

Keywords: BPM · Cloud · Elasticity · BPM as a service

1 Introduction

During the last decade, we witnessed a major change in the way companies are
delivering software. It is more often distributed as a service, operated by soft-
ware producers, hosted in public clouds instead of as a package and installed on
premises. BPM systems (BPMS) vendors and operators start to propose this kind
of distribution. It removes the burden for customers to operate the BPMS and
the corresponding infrastructure. They pay for process instances they execute or
on a fixed monthly rate per user [1]. The service provider aims at ensuring the
required service quality at the lowest possible cost. Thanks to the public cloud
and the elasticity it supports, providers can deliver that quality while minimiz-
ing resource consumption, and thus the operational cost. Public cloud providers
allow to add and remove dynamically computing resources. However, it does not
fit well with the deployment stack of a BPMS that include web servers and data-
bases systems to store the process execution data because of its transactional
nature that is costly to scale up horizontally.
c© Springer International Publishing AG 2017
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DOI: 10.1007/978-3-319-65000-5 9
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We propose a method that allows to distribute process execution on a set
of cloud computing resources, and to adjust the resources based on the load
that the customers require. We call a customer a tenant, and we ensure that
all the processes of a tenant are executed on a BPMS installation. We consider
that a service provider will host hundreds of small to medium size tenants. We
consider that resources are paid by discrete time units. We assume that we know
for each tenant what will be its maximal resource consumption per time unit.
More precisely, we want to take into account the knowledge we can get from the
business dimension, i.e. the number of process task execution per hour. In our
previous work [2], we proposed to optimize resource consumption from a time
slot to the next.

In this paper, we extend the method to optimize resource consumption on an
given number of time slots. We also limit tenant migrations from an installation
to another to avoid unwanted service disruption. Migrations generally become
necessary when the resources on which a tenant is deployed are not sufficient
to support its required load for the coming period of time. For each duration,
based on the knowledge of the resource consumption profile that we can get
from all the tenants, we compute a deployment plan that minimize resource
consumption while maintaining the number of migrations for each tenant at an
acceptable level. This is the contribution of this paper. We propose a linear
optimization model and then a heuristic in two parts. First, we compute the
appropriate migration times for each tenant using a time series segmentation
method. Then we show how this method can be coupled to a restricted version
of the time slot heuristic and provide substantial gain compared to naive ones.
We validate it with an experimentation using realistic values regarding the size
of customers and the size and price of cloud resources.

In the next section, we present the state of art regarding BPM elasticity in
cloud computing. In Sect. 3, we describe the model that we want to optimize. In
the following Sect. 4, we explain the condition of the experimentation. Then in
Sect. 5, we describe and discuss our results. In the last section, we conclude and
present possible extensions to this work.

2 Elasticity in BPM

A lot of work has been done to manage BPM elasticity in the cloud. Schulte
et al. [3] made a review on the current status on BPM elasticity, and on the
different important criteria. We focus here on the scheduling and resource allo-
cation parts (challenges 1 and 2), with an emphasis on the multi-tenancy, and
taking into account data transfer and BPM task throughput as a KPI. Usual
autoscaling approaches such as Amazon Auto Scaling Group are not usable in
our case, as we do not consider clustered BPMS installations.

Hoenisch et al. [4] proposes an interesting approach: the Service Instance
Placement Problem, a cost optimization model concerning the assignment of
process instances to VM, scheduling of service invocations, and the provisioning
of VM. The authors consider the underlying structure of the BPM processes
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and propose to optimize the cost while taking into account penalties for violated
deadlines. However, they consider only the BPM engine’s CPU and RAM capac-
ity in their model - and not the database tier- and do not consider multi-tenancy
or migrations. Other previous attempts have the same drawbacks such as [5,6].
Rekik et al. [7] developed a very interesting resource allocation and scheduling
linear model for business process deployment in cloud federations based on con-
figurable business processes. It considers CPU, memory, bandwidth, price, secu-
rity and availability for the cloud resources and corresponding needed capacity
for the BPM activities, but without regarding the database tier, multi-tenancy,
multiple time slots, or migrations.

Hachicha et al. [8] addresses multi-tenant BPMaaS with the concept of config-
urable resource assignment operator. It consists of an enrichment of the process
with meta information on the required resources for the tasks execution. How-
ever, it needs to add informations in the BPM schema, thus requiring to alter
BPM engine and the processes of the customers and do not propose a resource
allocation and scheduling method. Sellami et al. [9] propose a multi tenant app-
roach based on customizable thresholds, however, it does not take into account
migration cost or the database tier.

Our work is an evolution of our previous paper [2] where we proposed an
bi-objective optimization model for cost and migrations quantity for all tenants
scrambled from a time slot to the next, and a corresponding efficient heuristic.
Simply repeating this heuristic on multiple time slots may induce the migration
of the same tenants, thus generating interruption of service. We propose here to
harness the problem of optimization on multiple consecutive time slots, with a
limitation on the number of migrations for each tenant.

3 The BPM Execution Model

In this section we introduce the model for the BPMS execution we want to opti-
mize. Our model relies on a few assumptions regarding the BPM system. First,
it must be multi-tenant, i.e. several customers (or tenants) can share the same
BPMS installation. Thus we can collate several tenants on the same deployment
when their load is small. Second, it is possible to migrate a tenant from one instal-
lation to another with minimal disruption. The main issue here is the migration
of the process execution data from a database to another [10,11]. Another point
is the duration of VM allocation, who can take several minutes: during this time
the BPMS cannot be available. We also only consider that IaaS providers bill the
computing resources per studied time slot (for instance per hour). Main public
cloud providers like AWS, and IBM Bluemix, follow this pattern per hour, while
Google Compute Engine or Azure propose also a per minute billing.

The operation of a BPMS requires a complex software stack. It combines
a BPM engine, load balancers and relational databases to manage process and
business data. They are often deployed on distinct hardware instances or virtual
machines from the BPM engine, mostly for performance reasons. We call “cloud
configuration” the set of resources (e.g. two VM for the engine and for the DBMS)
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that we use to execute process instances for a group of tenants. Last, we assume
that we know the usage requirement for each tenant time slot by time slot in
term of the completed BPM task maximum throughput per second for a period
of time. This metric is related to process execution. It has the advantage of being
representative of the system usage of both the database tier and the application
server tier. We will also calibrate different cloud configuration in term of BPM
task throughput.

We aim at minimizing the cloud resource cost while ensuring that the
throughput for each tenant is at the required level. Migrations count for each ten-
ant should not exceed a fixed number in order to avoid disruptions. We propose
here a linear model where we wish to optimize the cost of placement.

Let the following variables:

– T , the set of cloud configuration types, with t its cardinality.
– I, the set of tenants with n its cardinality
– J , is T × I the set of all possible cloud configurations associated with each

tenant, its cardinality is m = t × n
– Cj , and Wj , respectively the cost and the capacity for the configuration j,

with j in J
– K defines all the time slots, from 0 to D, where D + 1 is the number of time

slots.
– wi(k), the required capacity for the tenant i during time slot k
– xj

i(k), the assignment of tenant i to configuration instance j during time
slot k

– yj(k), the activation of configuration j during time slot k
– M is the defined maximum number of migrations for each tenant

min
j∈J∑

j

k∈K∑

k

Cjyj(k) (1)

We have the following constraints:

∀i ∈ I,∀k ∈ K
j∈J∑

j

xj
i(k) = 1 (2)

∀j ∈ J ,∀k ∈ K
i∈I∑

i

wi(k)xj
i(k) ≤ Wjyj(k) (3)

∀i ∈ I
j∈J∑

j

k∈K\{D}∑

k

xj
i(k)xj

i(k + 1) ≥ |K| − M (4)

∀i ∈ I,∀j ∈ J ,∀k ∈ K, xi
j(k) ∈ {0, 1}, yj(k) ∈ {0, 1} (5)

Equation 1 is our optimization objective. We want to minimize the total cost
of cloud configurations for all the time slots (a day for instance). The constraint
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described in Eq. 2 means that, for each time slot, each tenant must be located on
one and only cloud configuration. The constraint described in Eq. 3 means that,
for each time slot, the sum of required throughput of the tenants co-located on
a cloud resource do not exceed the capacity of this resource.

The constraint described in Eq. 4 means that we want to limit the number
of migrations per tenant to M . If xj

i(k) and xj
i(k + 1) are both equal to 1

for the resource j and the tenant i on two consecutive time slots k and k + 1,
their product will be equal to 1, the tenant did not migrate. In the other cases,
the product will be equal to 0. They occur when tenant i migrated from or to
another resource from time slot k to time slot k + 1 or when tenant i remained
on a different resource on both time slots. We sum these products resource per
resource, on each time slot pair for each tenant. We obtain the number of time
slot where a tenant remained on the same configuration. The difference between
the total number of time slots and this number is the number of migration.
Limiting the number of migrations is then straightforward.

Since we have multiplication between two variables, we obtain a quadratic
optimization problem. As it can become is very slow to compute, we lin-
earized the Eq. 4, following the usual method. The result for this linearization is
described in Eq. 6:

∀i ∈ I
j∈J∑

j

k∈K\{D}∑

k

wj(k + 1) ≥ |K| − M

∀i ∈ I
j∈J∑

j

k∈K\{D}∑

k

xj
i(k) + xj

i(k + 1) − 2wj(k + 1) ≤ 1

∀i ∈ I
j∈J∑

j

k∈K\{D}∑

k

wj(k + 1) ≤ xj
i(k)

∀i ∈ I
j∈J∑

j

k∈K\{D}∑

k

wj(k + 1) ≤ xj
i(k + 1)

∀i ∈ I,∀j ∈ J ,∀k ∈ K, wi
j(k) ∈ {0, 1}

(6)

Even with the linearization, the resolution of this problem can be very time
consuming. The number of variables will be of tn(D + 1) + tn2(D + 1), and the
number of constraints will be of tn(D+1)+tn2(D+1)+4n. For 7 cloud resource
types (t), 100 tenants (n), and 24 time slots (D+1), it makes 1696800 variables,
and 1697200 constraints. It is not reasonable to try to compute the optimal
solution when the number of tenants grows, as we will see in the experiment
part. In the next section, we propose a heuristic that provide solutions to the
problem with reasonable computation time even with large number of tenants.
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4 Heuristic Optimization Proposition

4.1 Iterative Time Slot Algorithm

This algorithm is based on our previous time slot heuristic [2]. Its principle is to
consider that, regarding an initial distribution, we search the best distribution
for the next time slot, knowing that the required capacity of each tenant can
change. With the time slot algorithm, we search for a Pareto front of the lowest
global number of migrations and resources cost. As the number of migrations is
discrete and limited by the number of tenants, we can compute the lowest cost
for each number. First, we look at overloading and overloaded tenants as shown
in Fig. 1.

Fig. 1. Example of distribution of tenants on cloud resources at T and T+1 (Color
figure online)

It depicts the distribution of tenants on different cloud configurations. The ini-
tial state is at time T . At time T + 1, the requirement for each tenant changes.
Some of them have to migrate (orange and red). The heuristic principle is, that
for each possible number of migrations we consider the combination of resources
containing the corresponding number of tenants, added to the number of tenants
that we must migrate. As we consider the total quantity of tenants, there are sev-
eral possibilities for each number of migrations. This is a classic subset sum prob-
lem, who addresses the following problem: finding a subset of integers in a set who
sums to a given integer other. In our case, the subsets are quantity of tenants for
each resource, and the sum the number of considered migrations. For instance, in
Fig. 1, in order to compute the results for 5 migrations, we could move the tenants
t8, t6, and remove the combinations of resources with 3 remaining tenants (R1 or
R2 and R3). Once we have selected the tenants, we first repack the possible ten-
ants in existing resources, and then use a Variable Cost and Size Bin Packing [12]
algorithm for the remaining ones. The last step consists in trying to replace the
resources with tenants we moved with cheaper resources.
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This approach provides good results time slot by time slot but we may have
to move some tenant at each time slot, disrupting their service. Thus we must
adapt it to limit the number of migrations per tenant described by constraint 4
per time window. In the next section we propose an adaptation of this algorithm
to enforce this new constraint.

4.2 A Migration Aware Optimization Strategy

For this new strategy, we add a list of tenants allowed to migrate as an additional
parameter to the previous method. If, for a time slot, we allow to migrate every
tenant but T5 and T2 because they have reached their maximum number of
migration (M), the new time slot algorithm must ignore them and maintain
them on their resources. We cannot delete resources with tenants.

Let a migration strategy the set of hi(k) with 0 ≤ k ≤ D − 1 where each
tenant i is allowed to be migrated. hi(k) is equal to 0 if the tenant is not allowed
to move between time slot k and k+1, and equal to 1, if it is allowed. The Eq. 7
describe the maximum number of migrations.

∀i ∈ I
k∈K\{D}∑

k

hi(k) = M (7)

We want to find the best values for each hi(k) respecting the maximum
number of migrations to obtain the best cost.

Once we have determined the different migrations time slots, we choose the
required capacity level. As our algorithm does not consider multiple time slots
simultaneously, we assign a fixed capacity for each tenant for each period where
it does not migrate. We call Pi(m) the capacity during the period between migra-
tions m1 and m2. In order to avoid overloads, we consider the maximum capacity
required for the corresponding time slots, as in Eq. 8. An example of a maximum
load strategy is presented in Fig. 2. These capacities are used instead of the initial
capacities of the tenants in the time slot algorithm.

∀i ∈ I,∀m1 ≤ k < m2, Pi(m2) = max
m1≤k<m2

(wi(k)) (8)

As testing every migration strategy requires too much time, we need an
efficient way to evaluate which one we should use. It must give better results
than a naive approach, and respect the constraint on the number of migrations
for each tenant.

4.3 Time Series Segmentation

We propose a method to identify good migrations strategies. We consider first
that the variations in load will produce the need for migrations. If for instance
a tenant needs a throughput of 10 tasks per seconds between 12pm and 6am,
and then a throughput of 50 tasks per second between 6am and 12am, the best
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Fig. 2. Migration strategy of 6 tenants on 24 h

time to migrate is at 6am. Our approach here is, for k migrations, to find a way
to fragment the load time series in k + 1 consecutive fragments, in a way where
they have the minimum load. Time series segmentation techniques address this
kind of problems.

As Lovric [13] explains, we can see time series segmentation as a processing
step and core task for variety of data mining tasks, as a trend analysis tech-
nique, as a discretization problem in function of dimensionality reduction, etc.
The latter point interests us as we want to find a way to discretize the load time
series, with discrete periods of remaining tenants, separated by migrations. The
main common algorithms based on Piecewise Linear Representation are origi-
nally reported by Keogh et al. [14]: top-down, bottom-up and sliding window.
As our approach is offline (we know the future load), we focus only top-down
and bottom-up.

The principle is to iteratively separate (top-down) or merge (bottom-up)
consecutive sets of observations in the time series, so they keep a minimal error
related to real observations. As it can be seen in [13,14], the main version of
the algorithm segments the time series using Piecewise Linear Approximation
(PLA), fitting each segment with an affine function found by linear regression
of the values for each segment. This approach is interesting for our needs, but
we can test others. Indeed, as we explained earlier, we want to segment the time
series considering the maximum load instead of the mean of segment (we consider
for each segment its maximum load as described in Eq. 8). As we will see in the
experiment section, we also tested a mean constant piecewise approximation,
that consider a fixed mean for the segmentation.

Once we obtain the segments, we compute the corresponding migration strat-
egy. We initialize the matrix to zero, except for the time slots where there is a
change of segments, that we initialize to one. We then use this migration strategy
with the restricted iterative time slot algorithm as we can see in the next part.
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4.4 The Optimization Algorithm

Here is a synthesis of our time slot algorithm:

– First, compute the desired migration strategy using a time series segmentation
algorithm.

– Second, initialize the initial time slot (zero) with the initial distribution.
– Then, for each time slot from k = 1 to k = D:

• Launch a time slot algorithm, using the distribution of the previous time
slot. Only the tenants able to move in the migration strategy for this time
slot migrate. Thus we ensure constraint 4 of the model.

• Keep the less expensive distribution with the least number of migrations.
This is the distribution we choose for the current time slot.

This algorithm provides a solution that enforces the constraints. In the next
section we describe our experimentation that shows how it provides better results
than a naive solution and with a reasonable computation time even for a hundred
of tenants.

5 Experimentation

To test our solution we made a few assumptions and relied as much as possible
on datasets that gives us realistic foundations for the resolution of the model.
As we can see in the model part, we needed to have a good estimation of the
customer loads, time slot by time slot on one side, and of the price and capability
in BPM task throughput per time slot of a cloud configuration on the other side.
We have then compared several segmentation methods on the same datasets of
customer loads and cloud configurations to find the best ones. In the next part
we describe the datasets.

5.1 Datasets

In order to get meaningful cost and task throughput for our cloud configurations,
we have used the data obtained in our test framework experimentation [15].
In this paper, we have set up an experiment on AWS with a BPMN process
composed of 20 consecutive automated tasks launching a Fibonacci script. We
launched tests on several storage-oriented (r3 family) instance types for the data-
base, and CPU-oriented (c4 family) instance types for the application server.
We used the BPM system BonitaBPM 7.3.21 in its Open Source version. We
compared the resulting BPM task throughput with the price of each cloud con-
figuration. Results are described in Table 1. It provides the number of tasks per
second for one $ for each configuration type. Note that the higher end resources
have better absolute performance but the throughput per $ is lower. This is not
in favor of vertical scalability.

1 http://www.bonitasoft.com/.

http://www.bonitasoft.com/
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Table 1. Price, mean BPM task throughput, and mean BPM task throughput by
dollar for the given cloud configuration.

DB inst. type AS inst. type Price Task TP Task TP per $

db.m3.medium m3.medium 0.177 16.400 92.656

db.m3.medium c4.large 0.223 23.157 103.845

db.r3.large c4.large 0.399 55.164 138.255

db.r3.large c4.xlarge 0.518 58.067 112.100

db.r3.xlarge c4.large 0.674 65.113 96.607

db.r3.large c4.2xlarge 0.757 61.474 81.208

db.r3.xlarge c4.xlarge 0.793 83.236 104.963

db.r3.xlarge c4.2xlarge 1.032 89.149 86.384

db.r3.2xlarge c4.2xlarge 1.587 105.794 66.663

db.r3.2xlarge c4.4xlarge 2.063 107.585 52.150

db.r3.4xlarge c4.4xlarge 3.173 115.283 36.332

db.r3.4xlarge c4.8xlarge 4.126 129.279 31.332

Table 2. For each customer, the observed interval in days, the minimum and the
maximum task throughput per second for each hour.

Customer Days Minimum Maximum

A 4 1 120

B 1 14 16

C 45 0 120

D 7 1 3

E 45 5 120

F 550 0 4

For the customer load part, we wanted to test multiple tenant quanti-
ties (5, 10, 25, 50 and 100), having different throughputs based on real data
from BonitaBPM customers. More precisely, we used minimum and maximum
throughput per second found in the anonymized execution history tables. The
used thresholds are described in Table 2. We have then generated each tenants
initial time slot load randomly following an uniform distribution between the
two thresholds.

To avoid too much variation between time slots, we also used another para-
meter we name tenant gap, a percentage of the gap between a tenant’s minimum
and maximum throughput. Using a totally random behaviour makes tenants
throughput very chaotic. In general, the required load is relatively stable, as we
have noticed in customers data. For each time slot, we compute randomly the
percentage of the gap, and we add it to the previous time slot’s load. If we obtain
a load lower than the minimum, we cap it to the minimum (respectively capped
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to the maximum for loads superior to the maximum). For instance, for customer
E and a gap of 0.25, the change between hours would follow an uniform distri-
bution between −0.25(120 − 5) = −28.75 and 0.25(120 − 5) = 28.75, capped on
the minimum and maximum for the customer, here respectively 5 and 120. We
have experimented with various values for the gap. A gap percentage of 1 will
correspond to a complete random behavior between the minimum and maximum
loads. A gap percentage of 0 will correspond to a load that remains the same all
the time. For each number of tenants, we tested multiple tenant gaps, 0.25, 0.5,
0.75 and 1, as it shows multiple levels of variability.

We varied the number of tenant and the gap. Nonetheless, given the random
nature of the load, we ran the tests multiple times with different random distri-
butions for each pair tenant gap and tenant number. In order to keep repeatable
configurations and to test multiple algorithms, we used twenty different random
seeds for each parameter pairs. Using the same random seed on a same couple
tenant gap/tenant number gives each time the same load distribution.

For each set (the cartesian product between twenty seeds, the 4 tenant gaps,
and the 5 different tenant quantities), we tested several migration plan algo-
rithms that we describe in the next part.

5.2 Software and Methods

Our goal here is to determine between the different methods and for differ-
ent number of migrations, which one gives the better migration strategies i.e.
which one between top-down and bottom-up algorithms, grouped and individual
strategies, and ConstantMaxPieceWise, ConstantPieceWise and Linear Regres-
sion fitters gives the best results.

As our metrics are hourly based on the different configurations and tenant
loads, we used hourly time slots, more precisely 48 time slots. The initial setting
is the following: for each tenant, we select the least expensive resource that is
suited for the maximum required throughput on the study time. We name this
method adapted heuristic.

For the segmentation part we implemented a fixed and updated version of
the Alchemyst library2. This library implements top-down and bottom-up algo-
rithms, with mean constant and linear regression fitters. We added max constant
fitter as described in Sect. 4.3. We also tested the algorithms for several number
of migrations, more precisely 2, 3 and 4 per day, so 4, 6 and 8 for the 48 h studied.
Last, we tested two grouping strategies: considering each tenant in a separated
manner (individual strategy), or executing the segmentation on the sum of the
loads, and moving every tenant simultaneously at the obtained migration time
slots (grouped strategy).

We also enhanced our previous time slot algorithm implementation [2] with
the restriction on the tenant list. For performance reasons we don’t consider here
the subset sum for each number of migrations but only all the tenants.

2 https://github.com/alchemyst/Segmentation developed by Carl Sandrock for his
paper [16].

https://github.com/alchemyst/Segmentation
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To obtain reference values, we used the adapted heuristic to compute the cost.
This approach gives us a realistic intuitive reference cost that we can obtain
without calculation. We also compared a subset of our test dataset with the
solving of the linear model described in Chap. 3 during a limited time, for the
lowest number of tenants. For this we used the solver Gurobi [17].

Table 3 summarize the different parameters we used in this experiment.
Experiments have been executed on c4.xlarge (CPU optimized) instances on
Amazon Web Services. In the next part, we discuss our results.

Table 3. Synthesis of the experiment dataset and algorithm used values.

Group Variable Size Values

Data Tenant gap % 4 0.25, 0.5, 0.75, 1

Data Seed number 20 -

Data Number of days 1 2

Data Number of tenants 6 5, 10, 25, 50, 100, 200

Data Number of migrations 3 2, 3, 4

Segmentation Algorithm 2 Bottom-up, top-down

Segmentation Fitter 3 Mean constant, max constant,
linear regression

Grouping strategy Tenant load 2 Grouped, individual

Time slot algorithm Subset sum size 1 1

5.3 Results and Discussion

As we explained in the previous part, we compare our results with the adapted
heuristic cost we obtained (in Fig. 3). The mean cost is between 370.15 $ for 5
tenants and a tenant gap of 0.25 and 18853.56 $ for 200 tenants and a tenant gap of
1. We can see here that the higher the gap, the higher the cost. Since the variation
of the load is less restricted, the maximum load can be higher, and the strategy
principle is to consider each tenant’s higher load for each cloud resource.

We see in Fig. 4 the results we obtained for a tenant gap of 0.25 and 4 migra-
tions a day with the heuristic. We compute the gain percentage by observing
for each experiment run (one seed, one tenant gap percent, on tenant quantity,
one number of migrations) the ratio of the difference of the result related to the
corresponding adapted cost. We can see that the different strategies give dif-
ferent level of results. Top-down algorithms give better results than bottom-up,
except for top-down individual with linear regression fitter. Grouped strategies
give almost every time the best results, except for the top-down algorithm on
individual strategy with a constant maximum piecewise fitter, who gives results
near to the two bests, (top-down grouped constant strategies), and is even more
efficient for 200 tenants. For top-down algorithms, constant maximum piecewise
is the best algorithm, followed by constant mean piecewise. It is more difficult
to compare for bottom-up strategies.
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Fig. 3. Distribution of experimentation adapted heuristic costs in dollars

Fig. 4. Gain in percentage of the algorithm regarding the naive approach, compared
to the number of tenants, for a tenant gap of 0.25 and 4 migrations per day.

Figure 5 shows a global overview of the results. Most of the time, the top-
down algorithm gives better results than the bottom-up. The best global app-
roach are usually more efficient on small number of tenants or with less variation
(low tenant gap). The best fitters here are top-down grouped constant max piece-
wise, top-down individual constant max piecewise and top-down constant piece-
wise. As expected, we obtain better results when we allow more migrations (from
5 to 10% for 2 migrations to 15 to 25% for 4 migrations). A higher gap percent-
age generates worse results. The top-down individual Constant Max Piecewise
strategy gives the best results for more than 5 tenants almost every time.

Figure 6 show the running time of the iterative time slot algorithm with
different parameters. It stays relatively stable, for a defined strategy and number
of tenants, mainly for grouped strategies. Individual strategies are always longer,
and the duration seems to be multiplied by 3 to 4 each time the number of tenants
doubles.



160 G. Rosinosky et al.

Fig. 5. Gain in percentage of the algorithm regarding the naive approach in y axis,
compared to the number of tenants in the x axis. The legend of Fig. 4 applies here.

Fig. 6. Mean duration in seconds for individual and grouped approaches, for each
studied number of tenants. The standard deviation is represented on each bar, with
the mean number of seconds.

We tried to compare our result with the optimal solution but computing the
results with the exact model using a solver is very time consuming and does not
give very good results for more than 5 tenants and a defined time of 30 min as
we can see in the Table 4. For 10 tenants, 24 h of computing time does not give
the optimal results: we have obtained a MIP gap of 7% at best with the solver,
while with our heuristic we obtained gains of 20% with a mean duration of at
most 0.4 s of running time. For 100 tenants, our heuristic duration is 100 s for a
grouped strategy.
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Table 4. Solver results for the 10 first seeds. Mean MIP gap is the gap between the
solution and the inferior bound found.

Tenant qty Tenant gap Mean adapted Nb migr. Solver
duration

Solver
gain

Mean
MIP gap

5 0.25 419.99 2 1800 41.05% 3.57%

5 0.25 421.91 3 1800 48.28% 3.45%

5 0.25 421.91 4 1800 51.64% 3.91%

10 0.25 685.82 2 1800 3.18% 48.33%

10 0.25 685.82 3 1800 1.28% 52.68%

10 0.25 685.82 4 1800 1.28% 55.33%

We see the correlation between the number of migrations and the gain. The
results show us that the top-down algorithm works much better than the bottom-
up, and that constant maximum piecewise fitter give almost every time bet-
ter results than the other fitters. The constant mean piecewise fitter gives also
interesting results. Good results for global strategies can be explained by the
resource-oriented approach of our algorithm (except for overloading and over-
loaded tenants, it considers only resource removal for tenant migration). The
very good performance of individual maximum constant piecewise, especially
for large number of tenants shows the efficiency of this fitter, but it needs a
minimum number of tenants.

We have shown that our heuristic is fast, even when the number of tenants
grows, and permits substantial savings for the BPMaaS providers. A gain of 20%
on the adapted strategy for 100 tenants corresponds to a mean of 1373.48 $ for
two days. Moreover, it is possible to test multiple strategies, as the computing
time stays low (for 200 tenants an individual strategy lasts a mean of 11.75 s, and
5.02 s for a grouped one). The longer duration for the individual strategy can
be explained by the mechanics of the heuristic. Indeed, in this case we segment
every tenant instead of all at once in the grouped strategy. Individual strategies
could be more interesting to use in production environment. Indeed, even if we
have not considered this constraint, migrating all the tenants together could
have some side effects on QoS because all the data of the customers will migrate
simultaneously, having negative effects on the available network bandwidth. Of
course an individual strategy could give the same results if the tenants have
identical workload patterns.

6 Conclusion

In this paper, we have proposed a new linear model for resource allocation and
scheduling of BPM execution in the cloud, and a quick, simple and straightfor-
ward heuristic giving good results compared to naive approaches and solving
of the model. This model relies on assumptions that makes it applicable in an
operational setting. First, we consider customers as a whole (tenants) and not a
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distribution process instance by process instance. This reduces the scope of the
calculation and avoids security issues regarding access to the business data. Sec-
ond we assume that we can migrate a BPMS deployment from one installation
to another in a reasonable time. This is not available in current systems but it
is possible with very little service interruption.

We have tested it with data from an existing BPMS with a task metric. Of
course, we could also use it with other metrics such as the number of processes
and even for other services than BPMS. For instance, we could consider web
servers and the throughput of HTTP queries as soon as they have a strong data
management component. We can also use the algorithm with different temporal
dimensions, hours as in the experimentation, but also minutes or seconds. We
also plan to use it in an online manner, coupled with a predictive component
that computes dynamically the expected load for the following time slots. This
is our next step. We also think that can still improve our results using meta-
heuristics. Even if they are much better than with a naive approach, there is
room for improvement as shown by our experiments with a solver for 5 tenants.
Last, we want to test this heuristic with customer data on multiple time zones,
where the results should be better considering the load patterns we can identify
(day/night cycle, working hours, lunch time, etc.).

Acknowledgements. The authors would like to thank Gurobi for the usage of their
optimizer, and Amazon Web Services for the EC2 instances credits (this paper is sup-
ported by an AWS in Education Research Grant Award). The data and the results are
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11. Barker, S.K., Chi, Y., Hacigümüs, H., Shenoy, P.J., Cecchet, E.: ShuttleDB:
database-aware elasticity in the cloud. In: 11th International Conference on Auto-
nomic Computing, ICAC 2014, Philadelphia, PA, USA, 18–20 June 2014, pp. 33–43
(2014)

12. Kang, J., Park, S.: Algorithms for the variable sized bin packing problem. Eur. J.
Oper. Res. 147(2), 365–372 (2003)
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Abstract. The monitoring of project-oriented business processes is dif-
ficult because their state is fragmented and represented by the progress
of different documents and artifacts being worked on. This observation
holds in particular for software development projects in which various
developers work on different parts of the software concurrently. Prior con-
tributions in this area have proposed a plethora of techniques to analyze
and visualize the current state of the software artifact as a product. It is
surprising that these techniques are missing to provide insights into what
types of work are conducted at different stages of the project and how
they are dependent upon another. In this paper, we address this research
gap and present a technique for mining the software process including
dependencies between artifacts. Our evaluation of various open-source
projects demonstrates the applicability of our technique.

Keywords: Artifact co-evolution · Work history dependencies ·
Project-oriented business processes · Software project mining

1 Introduction

Project-oriented business processes play an important role in various industries
like engineering, health care or software development [2]. Such processes are char-
acterized by the fact that work towards a predefined outcome involves complex
tasks executed by different parties. Typically, these processes are not supported
by a process engine, but their status is fragmented over different documents
and artifacts. This is especially the case for software development processes:
the expected outcome is the release of a new software version, but the different
project members collaborate with tools like version control systems that are only
partially aware of the work process.
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A key challenge for project-oriented business processes like software develop-
ment is gaining transparency of the overall project status and work history. Lit-
erature has recognized that analyzing the evolution of business process artifacts
in projects can help obtaining important clues about the project performance in
terms of time [5], cost [22] and quality [13]. This is addressed by functionality
of version control systems (VCS) to track versions and changes of informational
artifacts like source code and configuration files. While prior research has pre-
sented various perspectives for analyzing software artifacts, e.g. [3,14,19,23],
there is a notable gap on the discovery of dependencies in the work history. For
these reasons, project managers often lack insights into side effects of changes in
large software processes.

In this paper, we address this research gap by building on partial solutions
from the separate fields of mining software repositories and process mining. More
specifically, we develop a technique that uncovers non-hierarchical work depen-
dencies which we call hidden co-evolution. This technique extracts the labeled
work history from VCS repositories and identifies dependencies beyond sim-
ple hierarchical containment. In this way, we help the project manager to spot
dependencies in the co-evolution of work histories of different information arti-
facts. Our technique has been implemented and evaluated using data from a
diverse set of open source projects.

The paper is structured as follows. Section 2 describes the research prob-
lem along with its requirements and summarizes insights from prior research.
Section 3 presents our approach in detail. Section 4 shows a prototypical imple-
mentation and evaluates its applicability both in a use case scenario and on real
world projects from GitHub. Section 5 concludes the paper.

2 Background

This paper follows the Design Science Research (DSR) paradigm [16]. In this
section, we describe the research problem in more detail and define requirements
for a solution. Against these requirements, we analyze related work.

2.1 Problem Description

In this paper, we focus on a specific class of project-oriented business processes,
namely software development processes. These processes share some common
characteristics. First, they involve various resources with different roles. In the
simplest case, we can distinguish project managers and project participants.
Project managers are responsible for managing the development process and
supervising the work of the project participants, who in turn are responsible for
specific work tasks. Second, such processes are usually subject to constraints in
terms of cost, time and quality, which is mostly associated with the performance
of each of the work tasks. Third, the project participants work on a plethora of
artifacts, which are logically organized in a hierarchical structure, with complex
interdependencies among them. Given these characteristics, it is the goal of the
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project manager to organize the software development process in such a way
that the work on different files and tasks reflects the complex interdependencies,
the constraints and the available participants. Therefore, it is important for the
manager to understand the work history of the process in order to monitor the
progress systematically.

Table 1. An excerpt of a VCS log data

Id
Project
Participant

Date Comment Diff

1 John
2017-01-31
12:16:30

Create readme file
diff –git a/README.md b/README.md
@@ -0,0 +1 @@
+# StoryMiningSoftwareRepositories

2 Mary
2017-02-01
10:13:51

Add a license

diff –git a/README b/README
@@ -1,0 +2,3 @@
+The MIT License (MIT)
+
+Copyright (c) 2015 Mary+

3 Paul
2017-02-02
16:10:22

Updated the requirements.

diff –git a/README.md b/README.md
@@ -1,4 +1,5 @@
+ # string 1, string 2, string 3

diff –git a/requirements.txt b/requirements.txt
@@ -0,0 +1 @@
+The software must solve the problems

4 Paul
2017-02-02
15:00:02

Implement new requirements

diff –git a/model.java b/model.java
@@ -1,9 +1,10 @@
+public static methodA(){int newVal=0;
@@ -21,10 +23,11 @@
+ ”1/0”,,”0/0”,

diff –git a/test.java b/test.java
@@ -0,0 +1,2 @@
+//test method A
+testMethodA()

Software tools like Version Control Systems (VCS) do not provide direct
support for monitoring work histories, but they provide a good starting point
by continuously collecting event data on successive versions of artifacts. Table 1
shows an excerpt of log data, where the columns, from left to right, indicate the
commit identifier, the project participant who committed the changes, the com-
mit date, the comment written by the project participant and the files affected
and the change performed1. In order to understand the work history and depen-
dencies based upon such data, we identify three major requirements:

R1 (Extract the work history): Discover the process of how artifacts evolve
in the project as a labeled set of steps. This requirement is difficult because
the version changes of a commit in relation to a single file do not directly
reveal which type of work has been done. Both commit messages and edit
characteristics might inform the labeling.

1 cf. unified diff format https://git-scm.com/docs/git-diff.

https://git-scm.com/docs/git-diff
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R2 (Uncover Work-Related Dependencies): Identify that certain work in
one part of the project is connected with work in another part. This require-
ment is difficult because such dependencies might not only exist between files
that reside in the same directory. For example, a change in a source code file
might have the side effect of triggering work on a configuration file. We refer
to this as co-evolution of these files.

R3 (Measure Dependencies): Determine how strong the co-evolution of dif-
ferent artifacts is. This requirement is difficult because measures of strength
of dependencies and on the distance of dependent artifacts have to be devised.

2.2 Related Work

A solution addressing these requirements can partially build upon research in
three main areas: (i) work on Mining Software Repositories (MSR); (ii) Process
Mining (PM); (iii) and software visualization.

Table 2 shows that these streams of research have mutual strengths, but no
contribution covers the full spectrum. In general, methods from MSR have a
strength in analyzing dependencies in the structure of the software artifact, but
an explicit consideration of the type of work is missing. Contributions in this
area focus on the users and the artifacts, mining co-evolution or co-change of
project parts [8,24] and network analysis of file dependency graph based on
commit distance [1,23,25]. Hidden work dependencies are mentioned as logical
dependencies [15]. Also techniques for trend analysis [20] and inter-dependencies

Table 2. Requirements addressed by literature and topics covered. Fulfills requirement
(�); Only addresses requirement (�)

Main area Papers R1 R2 R3 Description

Zaidman et al. [24] � � � Only two labels for processes

Zimmermann and Nagappan [25] � � Only functional dependencies

Abate et al. [1] � � Only functional dependencies

D’Ambros et al. [8] � �
MSR Oliva et al. [15] � �

Weicheng et al. [23] � �
Ruohonen et al. [20] � �
Lindberg et al. [13] � Activity variations

Kindler et al. [12] �
Goncalves et al. [9] �

PM Poncin et al. [17] �
Beheshti et at. [4] � �
Mittal and Sureka [14] � Only bug resolution process

Bala et al. [2] � � Unlabelled Gantt chart

Voinea and Telea. [21] � � Unlabelled processes

Visualization Ripley et al. [18] � � Unlabelled processes

Greene and Fischer [10] �
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between developers [13] are proposed. However, none of these works considers
the type of work being done in the process.

In the area of PM, research gives more emphasis to the different tasks of
the process. Some works focus on applying process mining for software reposi-
tories [2,14,17]. In this context, approaches have been defined that use various
queries to extract artifact evolution and resources [4,5]. There is research on
identifying the tasks of the process by elicitation from unstructured data of user
comments [9]. There are also process mining applications that focus on repeti-
tive steps in software engineering, but not on singular project-oriented processes,
such as [12]. All these works only consider the dependencies between work tasks
to a limited extend.

There is also work in the area of software visualization. Visualization tools
have been proposed in order to allow project managers to have a detailed
overview of the software artifact being developed. These tools help to visually
inspect artifacts similarities on different levels of granularity [21], observe arti-
facts evolution or project members contribution [10,18]. In general, they can be
characterized as artifact-centric, and largely agnostic to the type of work being
done.

In the following, we develop a technique that addresses the three requirements
and informs prior research on how to extract work histories and to identify the
co-evolution of certain parts of a project-oriented software process.

3 Conceptual Approach

We propose a technique to extract and represent the work history and the depen-
dencies among artifacts of a project-oriented business process. The technique
takes as input a VCS log and produces analysis data that describe the evolution
of the artifacts, along with metrics about their distance and their similarity in
terms of work. The process is depicted in Fig. 1 and consists of three successive
steps towards extracting hidden work dependencies from VCS event data. The
method works under three main assumptions. First, we assume a meaningful tree
structure, i.e. the project participants organize the files in a representative hierar-
chy (e.g., spatially separating documentation from testing into different folders).
Second, project participants perform regular commits in the VCS. Third, project
participants write descriptive comments that allow other members to understand
the changes.

The first step of the technique is the preprocessing of the VCS log received
as input. The main goal of this phase is to generate a set of events and store
them into a database. Second, we obtain different views on the stored events.
In particular, we are interested in observing (i) all the commits that affected
the files over time; (ii) the amount of change brought by the commits to the
files; and (iii) the users who issued such commits. The third phase is responsible
for considering the different perspectives defined by the project manager and
through the generated views extract the necessary knowledge. In the following,
we detail the formal concepts and the algorithm of our technique.
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Fig. 1. Approach for generating analysis data from VCS logs

3.1 Preliminaries

As the objective of our technique is to uncover hidden work dependencies, we
define the fundamental concepts required to capture them. Work is reflected
by artifacts, e.g., word documents, spreadsheets, code, etc. Artifacts are leaves
in the file tree hierarchy (with directories being special type of non-leaf files).
Artifacts evolve over time, while project participants contribute their changes.
Each change is an event that happens to an artifact in a single point in time.
Events can be abstracted into aggregated events that allow a coarser grained view
on the history. The history of the changes of an artifact over a time interval at
a given level of abstraction is referred to as artifact evolution. Similar artifact
co-evolution establishes a dependency between two artifacts.

A software product is subdivided into files and directories. In this work,
we consider directories as special type of files which are parents of other files.
Formally, let F be the universe of files in a software development project. Files
are organized in a file tree. Therefore, each file f ∈ F has one parent file. The
only file without a parent file is the root file. We capture this information in the
parent relation Parent : F × F . For example, let fp ∈ F be the parent of file
fc ∈ F , then (fp, fc) ∈ Parent. An artifact is a file that is not a parent file, i.e.
a file fa is an artifact if ∀f∈F (fa, f) /∈ Parent.

When project participants do a certain amount of work and want to save
their current progress, they commit the changes to the VCS. We define changes
on artifacts as the events of interest on the lowest granularity.

Definition 1 (Event). Let E be the set of events. An event e ∈ E is a five-
tuple (f, ac, ts, k, u), where

– f ∈ F is the affected artifact of the event.
– ac ∈ AC = N is the amount of change done in the artifact.
– ts ∈ TS = N represents a unix time stamp marking the time of the event

occurrence.
– k ∈ Σ∗ is a comment in natural language text.
– u ∈ U is the project participant responsible for the change.

For event e = (f, ac, ts, k, u) we overload f , ac, ts, k and u to be used as
accessor functions. For example, f is the function f : E → F mapping an event
to its affected artifact.



170 S. Bala et al.

In some situations, it can be interesting to have a higher level overview of
the changes done to a particular artifact. In this case, an aggregation of events
related to this artifact in an interval of time can be performed. The time window
for the aggregation, henceforth denoted as twagg, must be defined, i.e. the size
of the time interval. For instance, a time window for aggregation can be a day.
Thus, all events occurring for an artifact in the same day will be aggregated. An
aggregated event is defined as follows:

Definition 2 (AggregatedEvent). An Aggregated Event for twagg (AEtwagg
)

is a five-tuple (f, aac, ats, ak, au), where

– f ∈ F is the affected artifact in the set of events being aggregated.
– aac ∈ AAC = N is the aggregate amount of change done in the artifact for

twagg. It is calculated by summing the amount of changes done in each of the
time aggregated.

– ats ∈ ATS = N represents an aggregate time of the unix time stamp of the
events being aggregated.

– ak ∈ Σ∗ is the concatenation of the comments presented in the events being
aggregated.

– au ⊆ U are the project participants responsible for the changes in twagg being
aggregated.

The set of aggregated events for a particular artifact defines how this artifact
evolves over time. Considering an interval of analysis, henceforth denoted as ia,
we define artifact evolution as follows.

Definition 3 (Artifact Evolution). Artifact evolution is the process describ-
ing how the file f changed over an interval of time ia, i.e., a set of labeled
tuples Aevo(f) = {(t, a, l)|e ∈ AEia, f = f(e), t = ats(e), a = aac, l = ak(e)}
chronologically ordered.

Note that artifact evolution represents the changes that happened to a file
over time. Thus, we can build the time series of a file f as the vectors of changes
Xf = (a1, ..., an) in the time window twagg = [t1, tn], with ai being the sum of
the changes of f in of the aggregated intervals ti of the time window twagg.

We measure the dependency between two files fa and fb in terms of their
degree of co-evolution as follows.

Definition 4 (Degree of Co-Evolution). Given two files fa and fb, the
degree of co-evolution χ : F ×F → [0, 1] is a similarity function of the respective
time series.

In this paper, we fix χ(fa, fb) = |σ(Xfa
,Xfb

)|, where σ is the correlation func-
tion of the two vectors Xfa

and Xfb
.

The way files are kept in the directory structure establishes an inherent
relationship among files being stored close to each other in the hierarchy. For
instance, files serving the same purpose are stored close to each other in the
file system. Hidden work dependencies are expected to happen between arti-
facts that are distant in the file structure. We measure this distance as the
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length of the shortest route connecting two files in the file tree. We adapt the
notion of path from [11] to our file tree. Given a file f , the path to the root
node can be obtained by navigating the Parent relationship up to the root
file. The path p from fa to the root fr is the set of parent files encountered
along such route. i.e. p(f1, fr) = {(f1, ..., fk, fk+1, ..., fr)} such that for any k,
(fk+1, fk) ∈ Parent. The length of the path is the cardinality |p| of the set.
The shortest path between two files fa, fb in a tree passes through the Least
Common Ancestor (LCA) [6]. This is equivalent to considering the paths from
the single files to the root node pa = p(fa, fr) and pb = p(fb, fr) minus their
intersection Ipa,pb

= {p(fa, fr) ∩ p(fb, fr)}. Thus, we define the file distance as
the length of the shortest path between two files fa and fb as follows.

Definition 5 (File Distance). The distance d : F × F → N between two files
belonging to the same directory structure is defined as the number of nodes in
the minimum path connecting the two files in the project file tree: d(fa, fb) =
|pa| + |pb| − 2 ∗ (|Ipa,pb

|).

3.2 Hidden Dependencies Discovery Algorithm

We are focused on finding interesting hidden work dependencies. These depen-
dencies are typically reflected by changes that happen to couples of allegedly
unrelated files during their evolution. This section details the procedure that
implements the technique outlined in Fig. 1.

Algorithm 1 presents the steps required to explicate such hidden dependen-
cies. The procedure PreprocessLog(L) in line 2 takes as input a VCS log L
structured as in Table 1 and parses out work events at the granularity of line
changes. These events are then stored into an event data storage. Events parsed
from VCS logs contain rich information about multiple aspects of the work they
reflect. In order to represent all these different aspects, we devised the entity-
relationship data model. Hence, we are able to store all the information that is
possible to obtain after parsing the VCS log. Furthermore, this step allows the
user to obtain simple information, such as statistics on the project, already at an
early stage of the procedure. The output of the PreprocessLog(L) step results
in the storage of all the events E into a database.

Next, the iterative call of the procedure RetrieveView(E , query) in line 3
performs several querying the data storage containing the set E. For example, a
possible query can obtain all the comments associated to each change of a specific
file. To obtain information on the evolution of files, we query the database for
the changes of all the files within a user defined time interval twagg. In general
several time frames can be chosen, each of them producing a view V on the
data, i.e., a set of aggregated events chronologically sorted within twagg. For
example, users may be interested in artifact-views aggregated by day, by month,
etc. Multiple views are possible by defining them in the queries parameter. We
collect these views into a set V =

⋃
queries V .
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Algorithm 1. Generate project analysis data
Input : A VCS log L
Output: A set of triples {(Dist, Stories, Dco−evo)}, artifact evolutions, and

dependencies
Data : E event set, V views set, AnalysisData = {(Dist, Stories, Dco−evo)},

degree of co-evolution threshold γ, file distance threshold δ, user
defined queries queries

1 Files ← ∅, Stories ← ∅, TimeSeries ← ∅, AnalysisData ← ∅, V ← ∅,
Aevo(f) ← ∅;

/* Preprocess VCS log */

2 E ← PreprocessLog(L);
/* Retrieve views on the project */

3 for i from 1 to |queries| do V ← V ∪ RetrieveView(E, queries[i ]);
/* Analyze project data */

4 foreach view V ∈ V do
5 foreach aggreagated event ae ∈ V do
6 foreach f = f(ae), t = ats(ae), a = aac(ae), l = aak(ae) ∈ ae do

/* Construct the artifact evolution set for the file */

7 Aevo(f) ← Aevo(f) ∪ {(t, a, l)};
/* Construct the process using story mining */

8 Stories ← Stories ∪ (f, StoryMining(l)));
/* Collect files and time series */

9 Files ← Files ∪ {f};
10 TimeSeries(f) ← construct time series from Aevo(f);

11 end

12 end
13 foreach pair of files i, j ∈ Files do

/* Compute degree of co-evolution */

14 coEvoDegree ← χ(TimesSeries(i), T imeSeries(j));
/* Compute file distances */

15 distance ← d(i, j);
/* Select based on user defined thresholds */

16 if coEvoDegree > γ then Dco−evo ← Dco−evo ∪ {coEvoDegree};
17 if distance > δ then Dist ← Dist ∪ {distance};

18 end
19 AnalysisData ← AnalysisData ∪ {Dist, Stories, Dco−evo};

20 end
21 return AnalysisData;

The step in line 4 starts an iteration over the views set V. Here is where
we collect the analysis data that are returned by the algorithm. For each of the
aggregated artifacts contained in a view V , we retrieve the information necessary
to compute the degree of co-evolution between pairs of files and their file distance.
First, we construct the artifact evolution of all the artifacts present in ae ∈ V .
Note that an aggregated event ae ∈ V is a record obtained from a view on the
project which is composed, among other attributes (e.g., file, time, amount of
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change), by the comment associated to the specific change. Comments describe
multiple changes executed on the file, i.e. they describe a story of the artifact.
Stories associated to each file are collected and the corresponding labels are
chronologically ordered. These file stories are then input to the StoryMining
technique [9]. Story Mining was designed to receive as input a story freely written
by the participants, describing their work in a particular business process. As
an output, the actors and the process activities executed by them are extracted.
Our technique is concerned with the stories of the files. Therefore, they are the
actors of the story mining, and the resulting business process consists of the
steps describing their evolution process. We collect the resulting processes in the
step in line 8. The step in line 10 is concerned with the construction of a time
series from the set of artifact evolutions Aevo computed in line 7. Specifically,
this step gathers the values of the changes of each of the artifact f in Aevo and
records them in TimeSeries(f).

After all the aggregated events ae have been explored, the algorithm moves
on to computing the metrics (lines 13–18). In this loop, the algorithm iterates
through all the pairs of files. For each pair, the degree of co-evolution and artifact-
distance metrics are computed according the Definitions 4 and 5, respectively.
These two measures are collected only if their values are above the user defined
thresholds γ and δ. After the loop is over, the two measurements and the stories
mined with the StoryMiner are stored in AnalysisData.

Finally, after iterating over all the user defined views, the algorithm returns
the AnalysisData collection which can now be further inspected and analyzed
in more detail, as we show next with an example.

3.3 Example

Let us consider the following example of a software development process. It
contains 10 files arranged hierarchically as depicted by the file tree in Fig. 2.
At the first level of the file tree there is the README.md file which describes
the project. The software product in our case is called running example and
is contained under the f3 directory. The product consists of an example for
software developers who want to organize their projects according to a predefined
structure. The project has 21 commits over 10 days.

An excerpt of the VCS log for this project was illustrated in Table 1 above.
The project managers are interested in understanding the work process done by
project participants in each of the files and whether there is some hidden work
dependency. We show how our technique meets the requirements by applying
each step to this project and discussing the outcomes.

Let us suppose we have preprocessed our data and have the events set E
already stored in a database. Then V is obtained by querying the data and aggre-
gating them by day. Then, the parent relation is Parent = {(f1, f2), (f1, f3),
(f3, f4), (f3, f6), (f3, f12), (f4, f5), (f6, f7), (f6, f8), (f6, f9), (f9, f10), (f10, f11)}.
Next, we compute the artifact evolution of for each artifact. For example, the
artifact evolution of file REAMDE.md (f2) limited on the information from
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StoryMiningSoftwareRepositories (f1)

README.md (f2) running example (f3)

Requirements (f4)

requirements.txt (f5)

Software (f6)

model.java (f7) test.java (f8) packages (f9)

p1 (f10)

visualization.txt (f11)

specification.txt (f12)

Fig. 2. File tree describing the file structure in our scenario of use.

Create readme
file

Add
licence

Update
requirements

Fig. 3. Example of business process showing the artifact evolution

Table 1 is Aevo = { (2017-01-31, 1, Create readme file), (2017-02-01, 3, Add a
license), (2017-02-02, 1, Updated the requirements)}. The resulting process from
the story mining algorithm is shown in Fig. 3.

Next, we calculate the metrics. The dependencies are computed in the
steps enclosed in lines 13–18 of Algorithm 1. E.g., the artifacts README.md
(f2) and test.java (f7) appear in the TimeSeries collection as the vectors
Xf2 = (1, 3, 1, 0) and Xf7 = (0, 0, 0, 2). We use the Pearson correlation between
the to vectors σ(Xf2 ,Xf7 = −0.66) and take its absolute value as degree of co-
evolution χ = |σ|. Therefore, the degree of co-evolution between the considered
artifacts is χ = 0.66. The file distance is the length of the route from f2 to f7,
i.e. d(f2, f7) = {(f2, f1), (f1, f3), (f3, f6), (f6, f7)}. Therefore, the file distance
between README.md and test.java is d(f2, f7) = 4.

4 Evaluation

In this section, we show the applicability of our technique to project-oriented
business processes and its effectiveness in uncovering work dependencies. With
respect to the requirements formulated in Sect. 2, we evaluate against require-
ments R2 and R3 in Sect. 4.1 and against requirement R1 in Sect. 4.2.

We implemented our techniques as a prototype2 and used it on 10 real world
software projects with different sizes. The input of our program is a VCS log and
the output is a set of analysis data with information about the evolution of the
artifacts and their dependencies. We report the results in Table 3. The results are
listed in increasing order of project size. The parameters χ and d are the metrics

2 The source code is available at https://github.com/s41m1r/MiningVCS.

https://github.com/s41m1r/MiningVCS
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Table 3. Evaluation of real world projects. Respectively the thresholds are: χL if
χ < 0.3, χH if χ > 0.7 low and high degree of co-evolution; dL if d ≤ 2, dH if d > 2
respectively low and high distance.

Project C
o
m

m
it

s

F
il
es

χH χL (dL, χL) (dL, χH) (dH , χL, ) (dH , χH) |p f
|

m
a
x
(|p

f
|)

|A
e
v
o
|

d m
a
x
(d

)

mwaligner 21 9 37 7 6 30 1 7 1.11 2 2.40 0.94 3
Biglist 202 15 22 90 31 18 59 4 1.47 3 2.76 1.20 5

camundaRD 11 15 74 26 0 25 26 49 2.18 4 2.05 2.03 7
graphql 256 30 89 357 121 89 236 0 1.40 2 3.18 1.11 4

jgitcookbook 135 89 773 2866 505 289 2361 484 6.93 8 1.33 2.68 14
mysqlpython 749 168 2288 11571 742 591 10829 1697 2.59 7 1.65 2.52 11

gantt 23 228 7006 14343 386 3480 13957 3526 3.30 4 1.71 2.16 7
facebookjavasdk 38 293 16478 26092 2017 16311 24075 167 6.21 8 4.78 5.58 13

caret 864 432 15366 60874 9538 14785 51336 581 3.01 4 3.15 1.60 7
operationcode 1114 1053 84024 444605 2291 5537 442314 78487 4.27 8 2.01 4.85 15

of degree of co-evolution and distance, respectively. In this example, χ > 0.7
signifies that the co-evolution is high (χH) and χ < 0.3 that the co-evolution is
low (χL). As previously mentioned, this is a user customizable threshold that
can be set by the domain expert. Likewise, the distance is considered low (dL)
when d <= 2 and high (dH) when d > 2. The parameter |pf | and max(|pf |) are
respectively the average and the maximum lengths of the path to the root (i.e.
average tree depth of the files). The column |Aevo| shows the average number of
activities in the process representing the artifact evolution. Lastly, the columns
d and max(d) report the average and maximum file distance, respectively. Next,
we use these data for a quantitative evaluation of the projects.

4.1 Quantitative Evaluation

Here we address requirements R2 and R3. First, we compute project profiles.
These profiles show the distribution of work-related dependencies in a project.
Second, we evaluate whether the work on files can be predicted.

Before assessing project profiles, we make the following consideration. Our
metrics define four classes: (i) low distance low co-evolution; (ii) high distance
low co-evolution; (iii) low distance high co-evolution; (vi) high distance high co-
evolution. Figure 4b helps clarifying these four classes. In fact, except for values
of distance equal to 0, it is possible to see how the density of file pairs is higher
when the distance is low. This is a normal situation in project where highly
related files are stored closely to each other in the file system. Conversely, the
dots on the top right of the plot mark files which are very distant to each other
but still highly correlated. These can be, for instance, logical dependencies that
can happen because of bad modularization of the project.

Hidden work dependencies belong to the last mentioned case, i.e. files are
distant in the file tree but they have similar time series. According to this con-
sideration we computed the project profiles in Fig. 4a. We observe three types of



176 S. Bala et al.

Fig. 4. Characterization of the evaluated software projects

processes. First, several projects have hardly any hidden work dependencies. Sec-
ond, several have a moderate degree between 10% and 20%. Third, the project
Biglist has a high share of hidden dependencies. This hints at the possibility for
better organizing the project according to good modularization best practices.
That means, the project can be restructured in a way to reduce the unwanted
side-effect the work on one file produces on other files.

Next, we evaluate whether the work on files can be predicted. Zipf’s law is
typically used in corpus analysis and states that the frequency of usage of any
word is inversely proportional to its rank in the frequency table. This approach
has already been applied to software projects for understanding whether the
assignment of developers to tasks in a software project could be predicted [7].
Here, we focus on understanding whether the Zipf’s law holds true also for work
dependencies within a project.

To this end, we selected one big and one small project from Table 3, namely
Biglist and Caret. Biglist is a small project on a list of strings which are known to
cause issues when used as user-input data. Caret is a big project consisting in the
development of a sublime text editor for Chrome OS. We collected how frequently
were the artifacts worked on to generate a ranking. Figure 5 depicts the corre-
sponding charts and the fitted Zipf distribution. We notice that both projects
present a similar distribution of values. This holds also for the other projects
analyzed. In particular, Zipf’s law is valid for the most frequently changed files.
Afterwards, the distribution drops because of files not being worked anymore
but still being part of the project.

4.2 Qualitative Evaluation

In this section, we address requirement R1 by showing insights on the work
history of files that are related. To this end we focused on the project smsr,
which has 21 commits over a time span of ten days.

Let us consider an example where our technique proves helpful. Our tech-
nique finds 6 highly related pairs, as shown in Table 3. We excluded files that have
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Fig. 5. Zipf distribution of the worked files

Update
requirements.txt

Specify solve time
for problem

Add requirements
file

Modify
requirements

Update
requirements

(a) Evolution of file requirements.txt

Modify
method A

Fix bug Create model Add solver
methods

Implement
method B

Update
model.java

(b) Evolution of file model.java

Fig. 6. Processes of two work-dependent files

a functional dependencies, e.g. interface-class relations, where a change in the
interface trivially brings change in the class. Thus, we were able to select the files
smsr/running example/Requirements/requirements.txt and smsr/running
example/Software/model.java, having χ = 0.7 and d = 4. Moreover, by
observing the content we verified that they do not have functional dependen-
cies. Therefore, these two files are work dependent. Figure 6 shows the extracted
processes after mining their stories. Interestingly, the two processes do not share
any activity because they were never changed together in the same commit.

Our technique can fail under some circumstances. Consider the example
above. We know that the files requirements.txt and model.java are work
dependent. Let us now assume that the assumption of regular commits in the
VCS does not hold. Nevertheless, we know that there is the following work pat-
tern: at irregular times, one change in the requirements produces 2 changes of
work that must be implemented in model in the next day. In a short time window
of 4 days, the time series would be Xreq = (1, 0, 1, 0), Xmodel = (0, 2, 0, 2) and
their correlation is σ(freq, fmodel) = −1. Hence, they would score a high degree
of co-evolution χ = 1. However, if we double the time window and observe only
another pattern the correlation would change. We get Xreq = (1, 0, 1, 0, 0, 1, 0, 0),
Xmodel = (0, 2, 0, 2, 0, 0, 2, 0) which score a σ(freq, fmodel) = −0.66, χ = 0.66 and
therefore not a high value of correlation.
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These results show that our technique helps uncovering work dependencies
that are not captured by existing approaches in literature which leverage on
social network analysis [23,25]. On the other hand, our technique is currently not
yet able to retrieve dependencies with delay. We plan to address this challenge
by using moving-average time series models.

5 Conclusion

In this paper, we addressed the problem of uncovering hidden work dependencies
from VCS logs. The main goal was to provide project managers with knowledge
about the artifacts co-evolution in the project. Three perspectives of analysis
were considered, evolution of the artifacts over time, dependencies among them
and structural organization of the project.

Our approach works under the assumptions that repositories reflect the hier-
archical structure of the project, project participants commit their work regu-
larly during active working times and they provide informative comments for
the changes done. The approach was implemented as a prototype. A scenario of
use was provided showing how the approach can be applied and providing some
discussions. We also evaluated our approach in real-world data from open source
projects showing the potential of the approach.

In future work, we will improve our evaluation varying for instance the time
window, the dependency threshold and consider a study case with project man-
agers. We plan to investigate other types of dependencies between artifacts.
Specifically, we are interested in a semantic analysis of the work performed in
both artifacts, considering for instance some similarity measures. We also aim
to improve the visualization to consider other knowledge extracted, for instance
the type of change performed in the aggregate events could be shown associated
to the activities in the artifact process.

References

1. Abate, P., Cosmo, R.D., Boender, J., Zacchiroli, S.: Strong dependencies between
software components. In: 3rd International Symposium on Empirical Software
Engineering and Measurement ESEM, pp. 89–99 (2009)

2. Bala, S., Cabanillas, C., Mendling, J., Rogge-Solti, A., Polleres, A.: Mining project-
oriented business processes. In: Motahari-Nezhad, H.R., Recker, J., Weidlich, M.
(eds.) BPM 2015. LNCS, vol. 9253, pp. 425–440. Springer, Cham (2015). doi:10.
1007/978-3-319-23063-4 28

3. Bani-Salameh, H., Ahmad, A., Aljammal, A.: Software evolution visualization tech-
niques and methods - a systematic review. In: 2016 7th International Conference
on Computer Science and Information Technology (CSIT), pp. 1–6 (2016)

4. Beheshti, S.-M.-R., Benatallah, B., Motahari-Nezhad, H.R.: Enabling the analysis
of cross-cutting aspects in ad-hoc processes. In: Salinesi, C., Norrie, M.C., Pastor,
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Abstract. The interest of integrating decision analysis approaches with
the automated discovery of processes from data has seen a vast surge over
the past few years. Most notably the introduction of the Decision Model
and Notation (DMN) standard by the Object Management Group has
provided a suitable solution for filling the void of decision representation
in business process modeling languages. Process discovery has already
embraced DMN for so-called decision mining, however, the efforts are
still limited to a control flow point of view, i.e., explaining routing (con-
structs) or decision points. This work, however, introduces an integrated
way of capturing the decisions that are embedded in the process, which
is not limited to local characteristics, but provides a decision model in
the form of a decision diagram which encompasses the full process exe-
cution span. Therefore, a typology is proposed for classifying different
activities that contribute to the decision dimension of the process. This
enables the possibility for an in-depth analysis of every activity, deciding
whether it entails a decision, and what its relation is to other activities.
The findings are implemented and illustrated on the 2013 BPI Challenge
log, an exemplary dataset originating from a decision-driven process.

Keywords: Decision mining · Decision Model and Notation · Process
mining

1 Introduction

The prevalence of new works on decision modeling and mining, as witnessed
by the vast amount of new works on Decision Model and Notation [1], shows
an increasing interest in documenting, modeling, and analyzing the decision
dimension of processes. Many research efforts have pursued the discovery of
the decision layer of processes already, including the seminal work on decision
mining [2], and its extensions and improved versions [3–6]. Nevertheless, this
c© Springer International Publishing AG 2017
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form of decision mining is focusing on decision point analysis, i.e., the discovery of
split-operators in the control flow which are dependent on certain data variables
tied to the activities that need to be performed subsequently. Hence, the focus
still lies with the extraction of control flow information, rather than decision
information. Furthermore, issues arise when dealing with loops and non-local
dependencies, i.e., decision variables that are not only affecting its subsequent
routing construct(s), but also other variables processed by activities further down
the process. This work complements the typical decision point analysis by rather
constituting the different types of activities that are present in a process model
and establishing how they contribute to the decision layer of the whole model.
It proposes a framework for connecting decision variables which can be linked
according to any control flow representation and any data mining algorithm by
constructing decision requirement diagrams. It consists of a four step approach
that decides how activities are influencing variables, classifying whether they
form decisions, building a decision requirement diagram, and finally, building
the control flow of the process by taking into account the decisions, rather than
solely the routing of activities.

This paper is structured as follows. In Sect. 2, an overview of decision model-
ing and mining is constituted to frame the problem. In Sect. 3, the necessities for
an integrated technique are introduced and illustrated, followed by Sect. 4, which
introduces the approach for doing so. Section 5 outlines the implementation, as
well as the application of the proposed technique to the 2013 BPI Challenge log.
Finally, Sect. 6 concludes and discusses future work.

2 Decision Modeling and Mining

This section introduces and situates the concepts used for decision modeling and
mining subsequently, i.e., first decision models are elaborated and formalized,
next decision mining is discussed in more detail.

2.1 Decision Models and Related Work

The decision modeling approaches present in process management literature
often breach the separation of concerns between control and data flow, hence
negatively influencing maintenance and reusability. They do this by hard-coding
and fixing the decisions in business processes [7]. Consequently, splits and joins
in business processes are misused to represent typical decision artifacts such
as decision tables. Recently, the separation of processes and decision logic has
become an evident trend. Such an approach is supported by the DMN standard
[1], since it has the clear intention to be used in conjunction with the Business
Process Model and Notation (BPMN) [8]. Decoupling decisions and processes to
stimulate flexibility, maintenance, and reusability, yet integrating decision and
process models is therefore of paramount importance [9]. The DMN standard
allows to model and describe decisions in a declarative way on two levels, the
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requirements level and decision logic level. For the first level decisions require-
ment diagrams (DRD) are used to represent the information requirements of
the decisions in the model. These diagrams can consist of several types of ele-
ments, decisions, input data, business knowledge models, and knowledge sources.
Information requirements in the DRDs represent the requirements of decisions
in terms of subdecisions and input data, depicted using arrows going from the
requirement to the decision. The second level uses the FEEL expression language
to describe the decision logic behind every decision. The FEEL language allows
to write executable decisions in a declarative language.

Besides DMN, also the Product Data Model (PDM) [10] is a well-known lan-
guage to capture the dependencies that exist between decisions and their input
in workflows. DMN, however, is more driven by the decision and its rationale
compared to PDM, which rather focuses on the data and its impact on the
workflow.

To support our approach we introduce a formal basis for decisions and
requirements in DMN models. We take abstraction from the use of Business
Knowledge Models and Knowledge Sources, as defined in the DMN standard.
However, all definitions and theorems provided can be readily extended to
include the use of these concepts.

2.1.1 Formal Definition
A DMN model can be represented as follows. We adopt the definition of decisions
and decision requirement diagrams from [9].

Definition 1. A decision requirement diagram DRD is a tuple (Ddm, ID, IR)
consisting of a finite non-empty set of decision nodes Ddm, a finite non-empty
set of input data nodes ID, and a finite non-empty set of directed edges IR
representing the information requirements such that IR ⊆ Ddm ∪ ID × Ddm,
and (Ddm ∪ ID, IR) is a directed acyclic graph (DAG).

The DMN specification allows a DRD to be an incomplete or partial repre-
sentation of the decision requirements in a decision model. The complete set of
requirements is derived from the set of all DRDs in the decision model.

Definition 2. The decision requirements level RDM of a decision model DM is
the set of all decisions requirement diagrams in the model.

The information contained in this set can be combined into a single DRD
representing the entire decision requirements level. The DMN standard calls such
a DRD a decision requirement graph (DRG). We extend the notion of a DRG, in
such a way that a DRG is a DRD which is self-contained, i.e. for every decision
in the diagram all its requirements are also represented in the diagram.

Definition 3. A decision requirement diagram DRD ∈ RDM is a decision
requirement graph DRG if and only if for every decision in the diagram all
its modeled requirements, present in at least one diagram in RDM , are also
represented in the diagram.
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According to the DMN standard a decision is the logic used to determine
an output from a given input. In BPMN a decision is an activity, i.e. the act
of using the decision logic. Another common meaning is that a decision is the
actual result, which we call the output of a decision. We define a decision using
its essential elements.

Definition 4. A decision d ∈ Ddm is a tuple (Id, Od, L), where Id ⊆ ID is a
set of input symbols, Od a set of output symbols and L the decision logic defining
the relation between symbols in Id and symbols in Od.

In case of decision tables, a commonly used reasoning construct in decision
models, Id and Od contain the names of the input and output elements, respec-
tively, and L is the table itself, i.e. the set of decision rules present in the table.
Note that, since a DRD is a DAG, Id ∩ Od = ∅.

2.2 Decision Mining and Related Work

In recent business process management literature, decision mining arises as a
frequent term. It was first introduced in process literature in the work of [2].
The work derives and describes the routing in so-called decision points in Petri
nets [11] through a decision tree algorithm. The main idea is to use the control
flow data to determine the overall structure of the process first, and consequently
use the instances’ attributes to define where the data had an impact on the work
flow. Following this seminal work, numerous other studies have been dedicated to
refining decision point analysis and assessing variations of the problem [3,5,6,12].
The most holistic outcomes are provided by [4,13]. The former mines for read
and write operations on the variables and relates them to the guards of the
different activities present in a Petri net, obtaining a data-aware Petri net. The
latter incorporates XOR-splits in the decision model which also consists of data
attributes, which are either considered inputs or decisions themselves. This way,
a combination of attributes and control flow elements is found in the form of a
DMN model. A different approach is to mine for the mental actions performed
by decision makers [14], captured in a Product Data Model [10].

Contrary to focusing on the control flow, other works exist that rather start
from the data perspective while either incorporating control flow for clarification,
or by structuring the results. In [15] a general framework for correlating busi-
ness activity variables and process variables is proposed, and in [12], the resource
perspective is mixed with the control flow for recommendations of future exe-
cutions. In [16], Guard Stage Milestone models [17] are mined by extracting
business objects and enriching them with their lifecycle information. Neverthe-
less, these approaches do not focus on deriving the decision rationale that is
present in the process.

In [18], a framework to position all these works was proposed. This frame-
work, depicted in Fig. 1, consists of two dimensions, i.e., the decision control flow
dimension and the decision model maturity dimension, to classify each approach
into four quadrants. The presence of an elaborate decision control flow dimen-
sion is depicted along the vertical axis. Typical data mining approaches belong
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in Q1, as they do not incorporate dynamic data aspects. On the other hand,
Q2 represents an approach where the primary objective is to derive the control
flow of activities by fitting process models such as Petri nets [19]. Along the
horizontal axis, the decision model maturity dimension is pictured. This dimen-
sion evaluates the presence of a decision model. In Q1 and Q2, no such model is
available, while a decision model is present in Q3 and Q4. Quadrants Q3 and Q4
differ in prioritisation, as in Q3 the decision model is not orthogonally connected
to the process, but rather parts of the decision model are incorporated in seg-
ments of the control flow. Hence, a holistic decision model is absent in Q3. On
the contrary, Q4 approaches provide a holistic decision model that incorporates
all the decisions made and that can be reused throughout the process.

Clearly, the approaches building on [2] display strong abilities to extract the
control flow and relating data variables to its routing elements. Other approaches
provide a strong decision model output, but do not focus on how the decision
was established throughout the process. Hence, there is a gap between strong
control flow-driven and decision model-driven approaches, as the challenge is to
develop a decision mining approach that is driven by the decision model, rather
than by the control flow containing decision points. In [20] both event labels
and data attributes are considered, as dependency conditions are discovered
using classification and embedded in process discovery. The information on the
discovered rules annote the resulting process models. Hence, this method hovers
between Q3 and Q4. The approach in [16] constructs artifacts by correlating the
data of the events. The control flow over these artifacts is mined as well and the
outcome is presented in a holistic model containing both layers. Consequently,
this is the only approach to the authors’ knowledge that truly belongs in Q4,
as it both handles the complexity of the data and the dynamic behavior of its
activity generators.

In this paper, we will address the research gap in Q4 by introducing the
Process Mining Integrating Decisions (P-MInD) framework by focusing on
constructing DRDs which are compatible with process models that are activity
diagram-based (e.g. Petri nets and BPMN).

2.2.1 Event Logs
Process mining and its related techniques employ the notion of the event log to
define the structure of data suitable for activity- and case-based discovery.

Definition 5. An event log is a tuple (E, A, λ, V, var, V al, L), where:
– E is a set of events.
– A is a set of activities (event types).
– λ : E → A is a labelling function mapping events to activities.
– V is a set of variables.
– var : E → 2V is a function mapping events to the subset of variables used in

this event.
– For each v ∈ V a partial function valv : E → domv mapping events to values

in the domain of v. We denote the set of these partial functions as V al.
– L ⊆ ⋃

n∈N
En the set of event tuples in the log.
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Fig. 1. The decision mining quadrant.

For brevity we use var(a) = {v ∈ var(E)|λ(E) = a}, i.e. var(a) for a ∈ A
denotes the variables for the event label with a.

Typically, special variables include the timestamp (t ∈ V ) and resource (res ∈
V ). The timestamp is denoted T (e) = valt(e).

Consider for example the set of events E = {e1, e2, e3, e4, e5}, a set of variables
V = {res, time, docid}, and a set of activity labels A = {register, send, receive}.
Then L = {(e1, e2), (e3, e4, e5)}, with λ(e1) = register, λ(e2) = send, λ(e3) =
receive, λ(e4) = send, λ(e5) = receive, var(e1) = {res, time}, var(e2, e3) =
{res, time, docid}, var(receive) = {res, time, docid}, and valres(e1) = john,
valres(e2, e3) = ann, T (e1) = 1, T (e2) = 4, T (e3) = 9.

3 Business Process Activities and Their Relation
to Decisions

In this section, a typology for different activities used for making decisions in
processes is proposed, as well as a running example of a decision model inter-
twined with a process model.

3.1 Business Activities

Decisions do not surface solely as the driver of control flow. Rather, they both
encompass the routing of cases, i.e., because of decision outcomes that steer
toward a certain activity tailored towards supporting its output, and the changes
in the data layer of the process as well. The latter introduces numerous types of
activities that are representatives of the decision model in the process model:

Definition 6. The input and output data variables of business activities are
defined as follows:
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– I : A → V , function assigning activities which receive input of a certain
variable,

– O : A → V , function assigning activities which deliver output for a certain
variable.

This enables the construction of the following activity types:

1. Operational activities ((no) inputs, no outputs): do not have any influ-
ence on the process’ decision dimension and only act as a performer of a spe-
cific action that is tied to that specific place in the control flow. They might
serve as the end of a decision. They are provided with the decision inputs
needed, which are not used further in the process,
Ao = {a ∈ A | O(a) = ∅}.

2. Administrative activities (no inputs, outputs): have the purpose to
introduce decision inputs into the process,
Aa = {a ∈ A | I(a) = ∅ ∧ O(a) 	= ∅}.

3. Decision activities (inputs, outputs): serve a true autonomous decision
purpose as they transform decision inputs into a decision outcome,
Ad = {a ∈ A | I(a) 	= ∅ ∧ O(a) 	= ∅}.

It holds that Aa ∪ Ao ∪ Ad = A. Typically, the decision points that are used
for decision mining in processes are of the decision activity type, but tailored
towards deciding which activity should be performed next based on the event
labels. Note that these are not included in V .

We can now make the connection with decisions and decision models.

Definition 7. A decision in a business process can be defined as follows:

– A decision in a process model, da ∈ Ddm is a tuple (Ida
, Oda

, Lda
), where

a ⊆ Ad, Ida
⊆ I(a), Oda

⊆ O(a), and Lda
⊆ L.

This last definition connects a decision activity with a decision and it shows
than one decision activity can be tied with multiple decisions. The latter implies
that, within an event log, the same activity can make different decisions, i.e.,
changes in variable values, and can be represented as different decision nodes
within a decision model, as well as different activity types. This interpretation
of how activities are present in process models is the main difference with other
decision mining techniques, who keep the one-to-one mapping of activities and
decisions.

3.2 Running Example

Consider the example BPMN model in Fig. 2 and the corresponding decision
model, which illustrates the different activity types elaborated earlier, in Fig. 3.
The process model contains a simple control flow with an AND-split and -join,
as well as an XOR-split and -join that gets repeated later on. In the first part
of the model, two variables are set, i.e., Retrieve liability (RL) and Retrieve
category (RC) set the liability score and risk category respectively. Since they
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do not contain any inputs, they are administrative activities. Determine risk
(DR) uses those variables to set the risk score, hence it is a decision activity
with ID = {liability score, risk category}, OD = {risk score}. The risk score
serves as an input for Evaluate risk level and case (ERLC), which also uses the
Case characteristics (CC) as an input (they are undefined by default). It does
not have output variables, however, it decides which activity is performed next.
Notice that this is the typical example of a decision point [2]. The label of the
subsequent activities is not part of V , hence ERLC is not a decision activity,
but an operational activity. Subscribe policy B (SPB) uses the CC, but has no
output, hence it is an operational activity. Notice that Subscribe policy A (SPA)
is the most convoluted activity. It serves both as a decision activity, as it sets
the CC based on the liability score, as well as an administrative activity when it
sets CC. Note that this is because there can exist no overlap between the inputs
and outputs of decisions, hence there exist two instantiations of the activity and
the model is capable of revealing how the activity contributes to the decision-
making over the different iterations of the loop. Finally, Print category (PC) and
Archive claim (AC) are two operational activities.

Review 
claim

Retrieve 
liability

Retrieve 
category

Print 
category

Determine 
risk

Evaluate 
risk level 
and case

Subscribe 
policy A

Subscribe 
policy B

Case undefined
or risk score=A

Else

Archive 
claim

Liability score

Risk category

Risk score

Case characteristics

Fig. 2. BPMN model representing a liability claim process based on different decisions
throughout.

In Fig. 3 the corresponding DRDs are provided. In DMN, decision activities
are the typical nodes present in the model. Only a conjunction of inputs and a
rationale to make decisions based on them is incorporated. Nevertheless, in this
representation the administrative (indicated with ♦) and operational (indicated
with �) activities are added in gray to illustrate how the input data and all the
activities in the process are related. Only DR and SPA fully process their inputs
into a Risk score (RS). ERLC has inputs, but has the label of the subsequent
activities as an output. This is the typical decision point analysis approach.
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However, decision point analysis techniques would not be able to discover the
long-distance decision dependencies of Liability score (LS) and Risk category
(RiC) with their respective administrative and decision activities, as they only
resolve calculations in areas of a process model that introduce XOR-gates.

4 Discovering Decision Models

In this section, an approach is introduced to mine DRDs from event logs. The
main driver of the approach is the classification of activities into the different
types that were discussed previously, which are matched afterwards with how
they influence the different data variables in the log.

4.1 P-MInD Approach

In order to obtain a decision model from an event log, the decisions need to be
derived from the activity information in the event log first. The exact steps the
approach follows are outlined in Algorithm1.

4.1.1 Step 1: Evaluate Activity Involvement
Every event is scrutinized and information regarding its variables is stored. In
order to get a grasp on the effect a particular event type, i.e., activity, has on
a certain variable, it is checked whether the value of a particular variable is
changed. Note that the approach assumes that this data is fully and correctly
recorded in the event log. This is done by comparing the previous value of the
variable in the previous event (et−1 = l : T (l) < T (e), T (l) > T (f) ,∀f, T (f) <
T (e)) and the current event (line 6) in case the event in question is not the
start point of the particular execution trace. This is done for every event, and
populates the shift metric for a certain activity. This shift is defined as S :
(V,A) → N, i.e., the number of shifts in value of a variable v ∈ V for an activity
a ∈ A. A shift threshold, st, is offered to the user to adjust the sensitivity of
the algorithm to take a certain variable under scrutiny. The user can also opt to
exclude variables, Vu, in order to avoid the inclusion of, e.g., exogenous variables
such as time stamps of events.

Determine risk

Liability score Risk category

Retrieve liability

Evaluate risk 
level and case

Subscribe policy A

Subscribe policy A

Retrieve category

Liability score

Retrieve liability

Fig. 3. The corresponding DMN model based on the process in Fig. 2.
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Algorithm 1. Mining a DMN model from an event log
1: procedure Mine DMN mod(L, st, Vu, minsup) � Input: Log and parameters
2: Ddm, ID ← ∅, S(V, A) ← 0 � Initialize variables
3: for e ∈ L do
4: if et−1 �= ∅ then � Skip first event to avoid non-existing et−1

5: for v ∈ var(e) \ Vu do � Vu excludes user-set variables
6: if valv(et−1) �= valv(e) then
7: S(v, a) + + � Raise the variable’s shift counter

8: for a ∈ A do (Ddm, ID) ∪ buildModels(a, st, minsup)

9: return buildDMNmodel(Ddm, ID)

4.1.2 Step 2: Classify the Activities
Once the influence of activities over variables is extracted, it can be used to
determine whether a rationale between input and output of an activity exists.
The shift metric is used to determine whether an activity actually altered the
value of the variable, as outlined in Algorithm2. If this is the case, i.e., the
variable a is believed to have changed, then a predictive model is built which
takes a as the target variable. Note that any type of predictive model can be
used, e.g., decision trees, neural networks, SVMs, and so on. All other variables,
i.e., var(a)\a, are used as independent variables to determine the value of a. The
downside of doing this, however, is that variables which are set together should
not serve each other’s predictive model as they are completely dependent of each
other. This is somewhat remedied in step 3, however, cannot be fully avoided in
the current approach. The evaluation of the model L is then considered to justify
whether there was a causal link between the newly-set variable (v), and the other
ones (var(a)\v). For this, the Area Under Receiver Operating Curve (AUROC)
value is evaluated. In case the value L.AUROC is high enough, determined
by the adjustable parameter minsup, the value is considered to be determined
by the activity, which gets saved as a decision node da = (vL, v, L) in Ddm

with vL the significant independent variables of the predictive model and L the
decision logic (e.g. a decision table). Note that only a singleton is considered
for output, and the decisions are not multi-objective due to the nature of the
predictive models used. If an activity is considered not to be a decision activity,
but the event witnessed a shift nonetheless, the activity is considered to be an
administrative activity, for it introduces a new value to a variable. It is stored
in ID. If no shifts are made by the activity, it is considered to be an operational
activity and out of scope for the decision model. Note that at any time, the
corresponding decision logic is stored in L.

4.1.3 Step 3: Build the Decision Model(s)
Next, the elements from Ddm and ID need to be connected by IR to obtain a
DMN model. To do so, all the inputs from ID that correspond with the inputs
of the decisions in Ddm are connected, as well as the outputs of decisions in
Ddm that also correspond with the inputs of other decisions. This is shown in
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Algorithm 2. Constructing relations between variables of an activity
1: procedure buildModels(a, st, minsup) � Input: event log and parameters
2: for v ∈ var(a) do
3: if S(v, a) > st then
4: L ← buildPredictiveModel(a, var(a) \ v)
5: if L.AUROC > minsup then � Check if the model is explanatory
6: Ddm ← da = (vL, v, L) � Save decision as decision node
7: else ID ← (a, v) � Save variable as input node set by a

8: return (Ddm, ID)

Algorithm 3. For every relation between two decisions, it is checked whether the
sequence of the relation is correct, i.e., the decision input is indeed decided before
the decision is used as an input, as shown as a1 < a2 on lines 4 and 6. This can
be done in numerous ways, according to, e.g., the number of times the decision
delivering the input is followed by the decision using the input. This somewhat
counters the effect of correlating variables that are set together, as discussed in
step 2, because although they are related the check identifies whether there has
been a previous value on which the shift might have been based. This can also
indicate that a variable is influencing its own future value, such as is the case
for CC in the running example. The number of DRDs depends on whether all
components are connected, or not. Noteworthy is that multiple decisions can
happen simultaneously, as an activity can set multiple variables at the same
time. Control flow-based approaches do not incorporate this possibility.

Algorithm 3. Constructing the output DMN model
1: procedure buildDMNmodel(Ddm, ID)
2: for da

1 = (I1, o1, L) ∈ Ddm do
3: for da

2(I1, o1, L) ∈ Ddm do
4: if o1 ∈ I2 ∧ a1 < a2 then IR ← (a1, a2)
5: else if o2 ∈ I1 ∧ a1 > a2 then IR ← (a2, a1)

6: add all i ∈ I1 that were not added by other decisions

7: return (Ddm, ID, IR) � The DMN model as DRD

4.1.4 Step 4: Mine the Control Flow of the Decisions
The final step from the P-MInD approach exists in substituting all the occurrences
of the activities, once classified, with the corresponding decision nodes from the
DRD in the event log. I.e., According to which values are set in a certain instantia-
tion of the activity in the event log, the appropriate decision variant of that activity
setting that value replaces the generic activity label. If multiple variables are set
at the same time, they are merged in one label. This way, the control flow over
the decisions can be mined directly as well. It can also be used to verify the rela-
tions between the decisions, i.e., lines 4 and 6 in Algorithm 3. Any process mining
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technique that mines control flow, e.g., Inductive Miner [21] can be used towards
this outcome. Hence, the event log forms the source for both the decision and the
process model, which gets extended with decision information.

The P-MInD approach can be considered a framework for integrated decision
and process mining as numerous placeholders are present in the steps. Both the
inference of connections between the different inputs and outputs of decisions,
as well as the control flow perspective can be adjusted according to the most
appropriate algorithms. However, the 4-step approach provides a fundamental
basis for obtaining an integrated model that contains a decision model that spans
the whole control flow and in which long distance dependencies and loops in the
control flow do not clutter the decision model.

4.2 Application to Running Example

Consider the running example in the case of it being recorded in an event log
L. The algorithm will first evaluate all events (e ∈ L) and classify the activities.
There are shifts (S(v, a) > 0) of variable values for activities RL, RC, DR, and
SPA. In step 2, predictive models are built for all the variables for which the
values shifted (S(v, a) > st). Models with a significant AUROC can be trained,
i.e., Ddm gets dDR = ({LS,RiC}, RS, LDR→RS) and dSPA(LS,CC,LSPA→CC),
in case no noise is present. The other activities with shifts are administrative
activities and are considered as input nodes, i.e., ID gets {(RL,LS), (RC,RiC)}.
In step 3, the models are constructed by connecting the input and output nodes
of the different decision models where RL and RC serve as inputs for DR and
LS serves as input for SPA. This way, the same DRD as in Fig. 3 is obtained,
without the operational activities. Finally in step 4, all the decision activities in
Ddm replace the activity instances of DR and SPA. Note that in this case, there
are no multiple variants of the activities as they only decide on one variable.

Fig. 4. DRDs mined from the 2013 BPI challenge logs with st = 0.1 and minsup = 0.8.
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5 Implementation and Empirical Evaluation

In this section, an overview of the implementation and empirical evaluation is
given. Additionally, a concise comparison with existing techniques is provided.

5.1 Implementation

The concepts of Sect. 4 are implemented in Java and can be used with any XES
file [22]. A working prototype can be found at http://processmining.be/PMInD.
The current models are built using the decision table plugin of the Weka data
mining toolbench1, however, any inference technique can be used to build the
decision model. The output is displayed as a (set of) DRDs and can be set to
display the decision logic layer in form of a decision table as well.

5.2 Evaluation

The approach was applied to the event logs made available for the 2013 BPI
Challenge2. No extra pre-processing was performed, i.e., the unaltered files were
used to create the output. The contents pertain to an incident management log
at Volvo IT Belgium, in which cases are assigned a certain status according to
their nature and urgency. This type of process is typically very decision-driven
and provides a suitable example to illustrate how the decision model surrounding
the process can be constructed. The log is used to evaluate the first three steps
of the P-MInD framework and the output can be found in Fig. 4. A Petri net
representing the control flow model for the closed problems log, mined with
Inductive Miner (noise threshold 0.2) [21] and annotated with read and write
operations (standard settings) [13] is depicted in Fig. 5.

The results for the incident and closed problems logs are shown. Small, two
node-DRDs are excluded from the results (hence also the DRD for the open
problems variant). In the DRDs, it can be seen how the variables are actually
used to decide on other variables. Furthermore, it creates a picture of how the
loops should be interpreted. Many decisions in the DRDs are re-initiated many
times, and it might be that, e.g., the resource’s country that deals with a certain
case is determined, and later redetermined, as is the case for Queued Awaiting
Assignment and Accepted Assigned. Finally, multiple decisions can occur at the
same time. The downside of relating dependent variables, e.g., resource country
and org resource are frequently set together and therefore should not be included
in each other’s predictive model, is present. However, the DRD still explains
how the re-occurrence of the decision activity Queued awaiting assignment does
influence the decisions regarding the variables’ values over time. This is invisible
to control flow-based approaches.

Other techniques for decision (point) analysis have a hard time to capture
the intrinsics of the relations between the activities as their results are still

1 http://weka.sourceforge.net/doc.dev/weka/classifiers/rules/DecisionTable.html.
2 http://dx.doi.org/10.4121/uuid:a7ce5c55-03a7-4583-b855-98b86e1a2b07.

http://processmining.be/PMInD
http://weka.sourceforge.net/doc.dev/weka/classifiers/rules/DecisionTable.html
http://dx.doi.org/10.4121/uuid:a7ce5c55-03a7-4583-b855-98b86e1a2b07
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intertwined with the specific areas of a process model that contain XOR-gates.
Indeed, the control flow needs many invisible activities and extra places (which
constitute decision points) to tailor for the convoluted control flow, while the
data, and hence the decisions, are driving the process. In Fig. 5, it is illustrated
that the technique of [13] has a hard time deriving interesting guards from the
control flow. In Fig. 4, the result of applying the approach from [4] shows that,
as a result of the unclear interplay of control flow constructs, only a single DRD
can be constructed because of the presence of loops and convoluted decision
dependencies, as well as nominal data variables. They prevent the algorithm from
finding relations between data decisions (attributes), and control flow decisions.
In this respect, P-MInD is better capable of giving insights into how the process
actually evolved. By applying step 4 and replacing activities by their decision
variants, no clearer control flow could be retrieved than in Fig. 5, confirming that
the process is decision-driven (Fig. 6).

5.3 Comparison with Existing Techniques and Limitations

Contrary to [2–4], P-MInD considers the activities as the main contributors of
the decision model, i.e., the decisions are made by the activities, rather than
focusing on how the control flow has decided on how and where the decisions
are made. Unlike P-MInD, techniques based on decision point analysis are not
able to discover long-distance decision dependencies (with the exception of [4]),
as they only focus on the XOR-gates of a process model. Besides, P-MInD also
supports the occurrence of multiple decisions at the same time, as activities are

Fig. 5. Petri net mined with Inductive Miner to visualize the control flow and annotated
with read and write operations.

Fig. 6. DRD mined with the approach proposed in [4].
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able to set multiple variables simultaneously. Furthermore, the interplay between
the minsup and st threshold provides a way to deal with noise, rather than only
incorporating results of a perfectly fitting decision tree inference. The retrieval
of reading and writing operations as in [13] is similar, however, the way in which
they are related to the activities is different. In P-MInD, the variables are incor-
porated into the activities to form decisions. The focus is on the relation between
the attributes through the activities, rather than towards determining the guards
of the activities. While the approach of [4] is also capable of finding long dis-
tance dependencies and mining DRDs, it suffers from incorporating control flow,
which can clutter up DRDs and is incapable of displaying loops. Furthermore,
attributes are considered decisions, while P-MInD considers the activities as the
drivers of decisions. Overall, P-MInD does not heavily rely on control flow infor-
mation, although it is incorporated in steps 3 and 4 (by the < relations). It
adheres to the separation of concerns between decisions and processes. Hence,
P-MInD can be categorised in the fourth decision mining quadrant of Fig. 1.
Nevertheless, decision point analysis is compatible with P-MInD. By mining for
the exact locations where certain decisions are made, the DRDs can be refined,
or augmented with routing information.

The major limitation of the technique, however, stems from its independence
of control flow. As illustrated before, it requires a more profound explanation
of loops to avoid correlating dependent variables that are set at the same time,
and does not use a strong way to incorporate sequence information in the DRD.

6 Conclusion and Future Work

This work revised the way in which a holistic decision model for process-driven
environments can be retrieved. First of all, a classification of process activities
was made to bridge the gap with decision model constructs. Next, an approach
for retrieving DRDs based on the concept of operational, administrative, and
decision activities was proposed. The approach was evaluated on the 2013 BPI
Challenge log to illustrate the empirical usefulness of the framework. The results
show that it is better capable of representing the decision layer of a process than
existing techniques, as it does not solely rely on control flow, hence allowing for
different insights into how data variables and decisions are related to activities,
over long distance dependencies and loops as well.

In future endeavors, it will be investigated in what way the decision model
can aid in refactoring the process model, according to the findings of [9]. This
way, redesign can be suggested automatically. Furthermore, it will be tested
which inference techniques are the most suitable to refine the retrieval of decision
models, as P-MInD was only tested with decision table learning. Finally, while it
is now assumed that the shifts hold over the whole model and can be conjoined
for a global decision model, it will be investigated how an event log can be broken
down according to the shifts, and the models that correspond to the particular
decisions they are tied to.
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Abstract. Business process models are widely used in organizations by infor‐
mation systems analysts to represent complex business requirements and by busi‐
ness users to understand business operations and constraints. This understanding
is extracted from graphical process models as well as business rules. Prior
research advocated integrating business rules into business process models to
improve the effectiveness of important organizational activities, such as devel‐
oping shared understanding, effective communication, and process improvement.
However, whether such integrated modeling can improve the understanding of
business processes has not been empirically evaluated. In this paper, we report
on an experiment that investigates the effect of linked rules, a specific rule inte‐
gration approach, on business process model understanding. Our results indicate
that linked rules are associated with better time efficiency in interpreting business
operations, less mental effort, and partially associated with improved accuracy of
understanding.

Keywords: Business process modeling · Business rule modeling · Cognitive
research

1 Introduction

In the Business Process Management (BPM) life cycle, the success of business process
(re)design, analysis, and simulation are all underpinned by the assumption that the busi‐
ness activities are well understood. This understanding is extracted from graphical
process models, which mainly focus on the temporal or logical relationships between
business activities, as well as business rules, which are constraints and mandates that
control the behavior of the process and business activities. Lack of good understanding

This work is partially supported by ARC DP140103171 and China Scholarship Council.

© Springer International Publishing AG 2017
J. Carmona et al. (Eds.): BPM 2017, LNCS 10445, pp. 200–215, 2017.
DOI: 10.1007/978-3-319-65000-5_12



of a business process and business rules that constrain the process can give rise to many
risks. Users may inadvertently breach required standards of operation or make ill-
informed decisions. Different stakeholders, such as process designers, information
systems developers, and process participants may have inconsistent, or even conflicting,
understanding of the same process. Ultimately, such inconsistencies hinder the effec‐
tiveness of important organizational activities and introduce risks of noncompliant
process execution.

While all graphical process models generally integrate some aspects of rules (e.g.
through control flow of the process), business rules can be represented in an integrated
manner or in a separated manner. When represented in an integrated manner, they are
shown graphically in a process model, either as textual annotations [1], as graphical
links to external rules [2], or diagrammatically using the native notation of the graphical
model [3], e.g. through a combination of sequence flows, activities and gateways. When
modeled in a separated manner, rules are captured in separate documents or rule engines,
and the relationships between the business process models and the rules are not explicitly
represented in the process models. Traditionally, due to limited support for representa‐
tion of business rules in graphical process modeling techniques [4], organizations often
store such representations in separate text documents, spreadsheets, or disconnected
business rule repositories [5]. Over the past two decades, prior work has argued for the
need to model business rules in an integrated manner with business processes [6, 7], and
a variety of integration methods [1–3, 6, 8–11] and initial guidelines on rule integration
[5] have been developed.

Arguments for such integration are typically based on an assumption of process
improvement and shared understanding [5]. However, despite such arguments, and
despite the different integration methods developed, if and to what extent such integra‐
tion improves user understanding of the process models has not been investigated. In
particular, while researchers have argued that integrated modeling can improve the
understanding of business processes [5], this proposition has not been empirically eval‐
uated. In this paper, we first present the theoretical foundation of the effects of rule
integration on the cognitive activities of process model comprehension. With a focus on
linked rules, a type of rule integration with process models, we then hypothesize the
relationships between linked rules and process model understanding and report the
results of our experiment to determine if linked rules can improve the understanding of
process models.

2 Background and Related Work

A business process is a structured collection of activities that accomplishes a specific
goal [12]. Such structures also involve business rules, which specify obligations, permis‐
sions, and restrictions that will limit the choice of approaches toward achieving a given
goal [13].

Business process modeling and business rule modeling both focus on creating a
representation of the organization’s current and future practices. They are complemen‐
tary approaches as they address distinct aspects of organizational practices. The overlap
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between business process models and business rules indicates a need to model the two
related aspects together. Researchers argue that the integration of business rules into
business process models can achieve better process model understanding [14–16], and
improved governance, risk management and control [1, 17]. At the same time, however,
researchers have identified a general lack of capability among process modeling
languages to adequately represent business rules [4, 18, 19].

To solve this problem, a variety of integration methods and techniques have been
developed since the publication of the first paper suggesting that business process and rule
modeling approaches should be merged [20]. To name a few, McBrien et al. defined the
structure of rules to couple business process models and rules [21]. Knolmayer et al. refined
process modeling and linked the resulting models to workflow execution through layers
of so-called Reaction Business Rules [22]. Kovacic et al. developed a meta-model to
demonstrate how rules can link process, activity, events, data objects, and software compo‐
nents [13]. To summarize, three forms of integration of business process models and rules
have been developed in literature viz. link integration, text integration, and diagrammatic
integration. These approaches are summarized below and illustrated in Fig. 1.

Link integration. Link integration approaches incorporate information about the loca‐
tion of a related, externally documented, rule in a process model. Links can be static or
automatic. In static link integration, the location information can be the section number
and id, or the page number of the rule in a rulebook, thus allowing process users to locate
the rule. Automatic link integration means the location information can be implemented
as links, which will automatically navigate to the rule in the rule repository when the
link is clicked. Notable contributions on link Integration are [2, 9].

Text integration. Text integration approaches represent the content of a rule textually
in a business process model. For example, BPMN has a text annotation construct which
allows users to put business rules into such an annotation construct in sentential format.
Notable contributions on text integration are [1, 11].

Diagrammatic integration. While rules in link integration and text integration are
represented in a sentential format, diagrammatic integration approaches represent rules in
a diagrammatic format in a process model, using process modeling constructs such as
sequence flows and gateways. A notable contribution on diagrammatic integration is [3].

Link integration Text integration Diagrammatic integration

Fig. 1. Integration methods illustration
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According to [23], the fundamental purpose of conceptual models is to improve
users’ understanding of the static and dynamic phenomena in a domain, and then to help
developers and users to communicate and to serve as a basis for design. Process models
are a typical type of conceptual model, and the factors affecting the understanding of
process models have been well studied. Factors affecting the understanding of process
models can be classified into two categories: process model factors and individual
factors. Process model factors relate to the metrics of the process models, such as modu‐
larization [24], block structuredness [24], and complexity [25]. Individual factors, or
personal factors, relate to process model users, such as an individual’s domain knowl‐
edge [26], modeling knowledge [27], modeling experience [24], and education level
[24]. Figl et al. [28] provided a comprehensive overview of the literature on process
model comprehension.

The argument that rule integration can improve process model understanding is the
foundation that has motivated the development of different integration methods and
techniques. The evaluation of the argument is critical to progress this research field.
However, despite a considerable number of integration methods have been introduced
using existing process modeling constructs, and despite many factors that can effect
process model understanding have been identified, the question of whether integrating
business rules into process models can improve the understanding of process models
has not been theoretically analyzed nor empirically evaluated.

3 Theoretical Background

The limitations of diagrammatic integration are widely known due to the expressibility
limitations of process modeling languages [1]. Similarly the drawbacks of rule integra‐
tion through text annotations are duplicate and potentially inconsistent rule representa‐
tions [29]. Hence in this paper we focus on a specific form of rule integration, namely
link integration – an approach that points the model to the relevant rule, rather than
duplicating that rule in the process model in either text or graphical form.

Link integration approaches incorporate visual links that connect the relevant rules
to a section of the model – i.e. the links are explicitly represented on the activities or
gateways that the rules constrain. This approach thus makes the connections of rules
and corresponding activities explicit, presumably reducing cognitive load required to
mentally connect rules to the appropriate part of the process model [16]. When rules are
modeled in a separated manner, on the other hand, they have to be semantically inter‐
preted and manually matched by the model user to the relevant parts of the model. This
is an error-prone process that requires the user to interpret the business rule against the
background of the entire model to determine best fit. Accordingly, our first aim is to
investigate the effect of link integration on process understanding accuracy, which
means how well a process model is understood:

Hypothesis 1: Process models with linked rules are associated with better under‐
standing accuracy compared with separated rules.

When rules are separated, all rules are organized as one set of rules, represented in
some textual form (either plain text or in one of the business rule modeling languages).
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Finding the relevant rules that constrain a specific activity or gateway requires a compre‐
hensive search and semantic interpretation of the set (e.g. linearly down the entire list
of rules), which takes more time to mentally connect rules and a process model.

Accordingly, our second aim is to investigate the effect of rule linking on process
understanding efficiency, focusing on how much time it takes a participant to review the
process model and related rules to demonstrate understanding accuracy.

Hypothesis 2: Process models with linked rules are associated with better under‐
standing time efficiency compared with separated rules.

As extra cognitive activities such as search and semantic interpretation are needed
with rule linking, our third aim is to investigate the mental effort:

Hypothesis 3: Process models with linked rules are associated with less mental effort
needed for understanding.

Despite the benefits, link integration is not without limitations. First, people using
linked rules may focus on the interactions of specific rules and process components,
without a holistic understanding of the process model and rules as a prerequisite, thus
may have inaccurate understanding. Second, it can cause the attention switching effect
[30], which means that users need to split their attention among multiple sources of
information and mentally integrate them. Given separated rules as a whole list, one can
choose to learn and assimilate more rules before switching attention to a process model,
thus to reduce attention switches and time needed. It is therefore not clear to which
degree the additional cognitive cost in terms of attention switching counter-balances the
improvement in understanding. Thus, a study is needed to investigate this effect of busi‐
ness process and rule integration. To this end, we propose an experimental approach to
test our hypotheses.

4 Research Method

This study applies an experiment research method to explore differences between linked
and separated business process models and rules. In this section, we introduce our
experimental design and describe our instruments, experiment settings and participants.

4.1 Experiment Design

The experiment is a single factor experiment. In our experiment, the use of linked rules
is the considered factor, with factor levels “present” and “absent”. We used two groups,
two factor levels, and two domains in our experiment. Each group was tested with two
domains separately, and for each domain, the two groups had different factor levels.

We have three main considerations in our between-subject design. First, our experi‐
ment environment only allows us to have one participant to do the experiment at a time.
Second, the understanding performance depends on an individual’s cognitive compe‐
tence and experience. Thus, group imbalance is a challenge for between-subject design.
Third, we want to increase the generalization ability of the experiment in terms of
domains, while controlling the learning effect.
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Under these considerations, we designed our experiment as a balanced single factor
experiment with repeated measurement, based on an experiment design from [24] which
can increase the power of the experiment given the same number of participants [31].
The overall design is illustrated in Fig. 2. In this design, each participant will be tested
for all factor levels and all domains, thus (1) more data will be collected than in a single
run experiment, (2) two domains are tested to increase the generalizability of the results.
The order of factor levels is reversed between groups, so the factor of order of treatment
and learning effect are counterbalanced across groups. Please note that the forms of rule
representation are inversed in the two runs. In the first run, Group 1 are given linked
rules and Group 2 are given separated rules, while, in the second run, Group 1 are given
separated rules and Group 2 are given linked rules.

Fig. 2. Overall experiment approach

As illustrated in Fig. 3, when linked rules are present, link buttons (labeled with “R”)
will be shown on activities and gateways in a process model, when a link button is
clicked, the rules that are connected to the activity/gateway via the link button will be
displayed on the “Relevant Rules” area on the right of the screen. When linked rules are
absent, no link buttons will be shown in a process model, and all rules will be displayed
in the “Relevant Rules” area on the right side of the screen.

4.2 Measurements

To measure the accuracy of understanding we use the percentage of correct answers to
comprehension questions. We use the time from the point that a process model is
displayed on the screen, to the point that the last question for this process model is
answered as the measurement of time efficiency. To measure mental effort we use both
an objective measure and a perception measure. We used the eye-fixation duration for
each model as the objective measure. Eye-fixation is the maintaining of the visual gaze
on a single location. Vision is suppressed during the eye saccade, and new information
is acquired only during the fixation. Eye-fixation duration was proved to surpass pupil
size as a mental effort measure [32]. As measure of perception of required mental effort,
we asked each participant to select the model he or she perceived more difficult.
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4.3 Instruments

We briefly describe each part of the experimental instruments below.

Questionnaire. We have a pre-experiment questionnaire and a post-experiment ques‐
tionnaire. Questions for which the answers could be affected by participating in the
experiment, such as the extent of familiarity with business process models and rules,
and the extent of familiarity with the knowledge domains used in the experiment, were
included in the pre-experiment questionnaire. To save a participant’s mental effort
before the experiment, objective questions which could not be affected by the partici‐
pation in the experiment, such as a participant’s major and which year he or she is in,
were put into a post-experiment questionnaire, together with a question asking partici‐
pants which model consumed most of their mental effort in the experiment.

Tutorial and examples. The tutorial covered all BPMN elements and business rule
concepts that participants would need to know to perform the tasks, e.g. activity,
sequence, activity group, parallel gateway, exclusive gateway, and business rules.
Example process models, rules, as well as questions and answers were provided after
the tutorial. The instructions direct participants to study the process models, click the
rule links, read the rules, and answer the questions. The order of treatments in the tutorial
and examples are consistent with the order in the experiment.

(a) Linked rules

(b) Separated rules

Fig. 3. Independent variable illustration
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Treatment design. To limit the learning effect, only two process models were used,
and only three questions were asked for each model. The information needed from a
process model and rules to answer a question are independent from each other thus the
information learned from a previous question has little contribution to the current ques‐
tion. We designed process model A based on previous experiments [33, 34], and
designed process model B to keep the complexity of the two models as close as possible.
The rules and questions of the two process models are designed with the same cognitive
load level in mind. The rules covered common rule violations such as time constraints,
route selections, and data logic. To assimilate what happens in practice, several rules
can control a single activity, and a violation of any of the rules will lead to a breach. We
kept a variety of metrics of the two sets of models, rules, and questions the same or as
close as possible. A package of the entire experiment is available for download on
Dropbox1.

4.4 Settings

The pre-experiment and post-experiment questionnaires were implemented in Qualtrics2.
The tutorial and experiment were implemented as an Eclipse RCP application3. The texts
and diagrams were proved to be clearly visible from a distance of over 60 cm in the pilot
test. As shown in Fig. 4, the screen was divided into three Areas, viz. Process Model Area,
Relevant Rules Area and Questions Area. The complete process model and all the rules
are displayed without the need of scrolling. No zooming is allowed in the application. All
text and diagrams are in black and white so color blindness will not introduce bias to the
experiment. We used Tobii Pro TX300, an eye tracker with a 23-inch screen of a resolu‐
tion of 1920 × 1080 that captures gaze data at 300 Hz4. The experiment was set in a lab.
The lab has no window and the rooftop lights are the only light source. The materials, eye-
tracker, and lights had the same settings for all participants.

1 The experiment can be downloaded from https://www.dropbox.com/s/g6jpb767m474vv2/
experiment.rar?dl=0.

2 Qualtrics is a web-based survey platform. See: www.qualtrics.com.
3 Eclipse RCP is a platform for building applications. See: https://wiki.eclipse.org/

Rich_Client_Platform.
4 For more specifications, please see http://www.tobiipro.com/product-listing/tobii-pro-tx300.
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Fig. 4. Instrument Illustration

4.5 Participants

Students at an Australian university participated in this experiment voluntarily. Eight
PhD students participated in the pilot tests. Fifty coursework students of an information
systems course participated in the main experiment and were randomly assigned to two
groups. Our sample size is considerable compared with other comparable experiments,
which have sample sizes between 20–30 [32, 35]. All participants were required to have
basic knowledge of flowcharts, UML or ER diagrams. We only used the most basic
BPMN symbols and easily understandable daily English in the material, which did not
require substantial experience from our participants. We did not put a time limit for each
student, and all fifty students finished the experiment within an hour. Forty-eight students
finished the experiment successfully, and the eye movements of two students in Group
1 failed to be properly recorded by the eye-tracker. Thus, we discarded the two samples
in the analysis of eye-movement related data. As an incentive, each student was offered
a $30 voucher for participation.

5 Results

For comparing categorical dependent variables between two groups such as answer
correctness and the choice of mental effort, we use Chi-squared test, which can be used
to compare categorical data [36]. For other numerical dependent variables, we first
checked if a dependent variable is normally distributed using Shapiro-Wilk test at a
significance level of 0.05 [36]. If data of both groups were normally distributed, we
checked whether the data met the assumption of equal variance using dependent
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Levene’s test5 at the significance level of 0.05, and then used the independent-sample t
test. If data in any group were not normally distributed, we used the Mann-Whitney U
test6 across groups. We describe the results for each hypothesis in turn.

For Hypothesis 1, we ran Chi-square tests between the two groups, with the correct‐
ness of answers as the dependent variable, for the two models separately. Table 1 shows
the Chi-square test results, which show that understanding accuracy was significantly
correlated with the form of rule presentation in Model 2 (p = 0.03), but not in Model 1
(p = 0.16), which partially supports Hypothesis 1.

Table 1. Test of Hypotheses 1 – understanding accuracy

Group Correct Incorrect Row total p
Correctness in Model 1 G1 55 20 75 0.16

G2 47 28 75
Column total 102 48 150

Correctness in Model 2 G1 47 28 75 0.03
G2 59 16 75
Column total 106 44 150

Conclusion 1: Linked rules are partially associated with an improved understanding
accuracy.

For Hypothesis 2, the time spent of Group 2 in Model 2 was not normally distributed.
We ran independent-sample Mann-Whitney tests between Group 1 and Group 2, with
the time (from beginning to the end of answering the last question in each run) as the
dependent variable. The test result of Hypothesis 2 is shown in Table 2. Table 2 shows
that time used in each model is related to the form of rule presentation, supporting
Hypothesis 2 at a significance level of 0.05.

Table 2. Test of Hypothesis 2: understanding efficiency

Group N Mean Std. Deviation p (1-tailed)
Time used in Model 1 G1 23 368.76 110.23 0.015

G2 25 481.18 218.10
Time used in Model 2 G1 23 468.57 173.06 0.009

G2 25 370.46 116.88

Conclusion 2: Linked rules are associated with increases in understanding efficiency.
For Hypothesis 3, the eye-fixation durations in the two runs were not normally

distributed. We therefore ran independent-sample Mann-Whitney tests for the two runs
separately. The objective test of Hypothesis 3 is shown in Table 3. From Table 3 we can

5 Levene’s test is an inferential statistic used to assess the equality of variances for a variable
calculated for two or more groups.

6 The Mann-Whitney U test is used to compare differences between two independent groups
when the dependent variable is not normally distributed.
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see that the mental effort is associated with the type of rule presentation, supporting
Hypothesis 3 at a significance level of 0.05.

Table 3. Test of Hypothesis 3: objective mental effort

Group N Mean Std. Deviation p (1-tailed)
Fixation duration in Model 1 G1 23 322.98 100.30 0.024

G2 25 411.43 188.22
Fixation duration in Model 2 G1 23 409.68 159.94 0.007

G2 25 318.53 102.31

The results of the perception of mental effort are shown in Table 4. In Group 1, 0
participants selected Model 1 (linked rules), while 23 participants selected Model 2
(separated rules) as the model requiring more mental effort. Two participants selected
‘equal’ as the answer. In Group 2, 11 participants selected Model 1 (separated rules),
while 6 participants selected Model 2 (linked rules) as the model requiring more mental
effort. Eight participants selected ‘equal’ as the answer. From Table 4 we can intuitively
see that participants indicate that models with separated rules require more mental effort,
regardless of model content (model 1 or model 2).

Table 4. Perception of mental effort

Group 1 Group 2
Model 1 requires more mental effort 0 (linked rules) 11 (separated rules)
Model 2 requires more mental effort 23 (separated rules) 6 (linked rules)
Equal 2 8

To statistically compare linked and separated rules, we coded the perception answers
as follows: When a model with linked rules was selected as the model that required more
mental effort, linked rules were assigned 2 points. When the model with separated rules
was selected as the model that required more mental effort, separated rules were assigned
2 points. When a participant selected the two models as equal, both linked rules and
separated rules were assigned 1 point. We used a t test for the difference in average
mental effort perception between linked and separated rules. Table 5 shows that mental
effort in linked rules is significantly smaller than in separated rules.

Table 5. Coded mental effort

N Coded mean Std. Deviation p (1-tailed)
Linked rules 50 0.44 0.70 0.000
Separated rules 50 1.56 0.70

Conclusion 3: Linked rules are associated with reduced mental effort required for
model understanding.
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6 Discussion

Our results support Hypotheses 2 and 3, indicating that linked rules are associated with
increases in understanding efficiency and reduced mental effort required for model
understanding. While Hypothesis 1 has only partial support. For the results of Hypoth‐
esis 1, the p value for Model 1 was greater than 0.05, indicating a lack of statistical
significance. To explore this result further, first we compared the two models, and the
metrics comparison showed that the two sets of models, rules and questions are the same
or close in all the metrics. Second, we investigated answer correctness and time spent
of each model. The statistics showed that the two sets of models, rules, and questions
had no significant difference (with p = 0.647 and p = 0.822 respectively). Thus, we
concluded that there was no bias between Model 1 and Model 2. Finally, we broke down
the correctness of answers to each question to explore the lack of statistical significance
of the differences between linked and separated rules in Model 1. As shown in Fig. 5,
the result of question 1 shows that the group with linked rules had lower understanding
accuracy than the group with separated rules, which is against Hypothesis 1, while the
correctness of all other 5 questions indicates the support of Hypothesis 1. We assume
that one possible reason is that the participants had not learnt how to use linked rules
well when they met the first question. Recall that we had to balance time with fatigue
and tracking data accuracy and thus had a time constrain in the experiment, so we used
a simple illustration of linked rules (See Fig. 3) in the training material, compared with
the models and rules in the formal experiment what were much more complex and
challenging. Thus, participants may not quickly find how to utilize rule links.

Fig. 5. Answer correctness breakdown to each question

Our study is not without limitations. In terms of internal validity, the different layout
of screen areas could possibly affect the results. It is possible that the experiment results
will be different if we change the location of each area. In terms of construct validity,
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we operationalized each construct in our study in limited ways. The questions were
designed to test the understanding of the effect of business rules on business process
models. Following [37], it would have been ideal if we had measured the perceived
quality and efficiency of understanding, and asked questions only about a process model
itself. Thus, our research results are limited to the treatments, measurements, and ques‐
tions that we used. Finally, in terms of external validity, we cannot say that the process
models, rules, and questions we used faithfully reflect those used in organizations in
practice. Organizations may use more complex process models and lager number of
rules and the tasks may be more challenging. The use of students as participants could
also weaken the generalization ability of the results.

7 Conclusions and Outlook

In this paper, we have studied the relationship between rule integration and business
process model understanding. Rules can be integrated into process models in a variety
of ways, and in this paper, we report on our findings based on a specific form of rule
integration, namely linked rules. We focused on 3 aspects of understanding: under‐
standing accuracy, time efficiency, and mental effort. Our study results presented three
conclusions: (1) The association between linked rules and understanding accuracy is
partially supported. (2) Linked rules are significantly associated with improved time
efficiency. (3) Linked rules are significantly associated with reduced mental effort. Our
conclusions are drawn from an experiment design that utilized an eye-tracker. The
design of the experiment provides a methodological contribution towards the study of
process model understanding. Opportunities exist for future research to perform similar
experiments on different rule integration methods such as annotation and diagrammat‐
ical integration [38] and investigate the effects on process model understanding.

Business rules have a broad scope, and business rules can be quite varied in many
aspects such as change frequency, complexity and governance responsibility [38]. Thus,
the best way for each rule to be integrated into a process model can be different. The
characteristics of business rules or different rule categories can influence which inte‐
gration method has the best performance in terms of process model understanding. Quite
a few business rule classification frameworks such as [39, 40] exist in literature. Finding
the connection between type of rule and the best corresponding integration approach to
improve process model understanding will be a valuable topic for future research.
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Abstract. Business process models can serve different purposes, from
discussion and analysis among stakeholders, to simulation and execution.
While work has been done on deriving modeling guidelines to improve
understandability, it remains to be determined how different modeling
practices impact the execution of the models. In this paper we observe
how semantically equivalent, but syntactically different, models behave
in order to assess the performance impact of different modeling prac-
tices. To do so, we propose a methodology for systematically deriving
semantically equivalent models by applying a set of model transforma-
tion rules and for precisely measuring their execution performance. We
apply the methodology on three scenarios to systematically explore the
performance variability of 16 different versions of parallel, exclusive, and
inclusive control flows. Our experiments with two open-source business
process management systems measure the execution duration of each
model’s instances. The results reveal statistically different execution per-
formance when applying different modeling practices without total order-
ing of performance ranks.

Keywords: BPMN 2.0 · Execution performance · Semantic equivalence

1 Introduction

As customer retention becomes strongly related to service execution time, veloc-
ity requirements have gone down from days to hours, minutes and seconds. This
is especially true in fully automated Business Processes (BPs), where any addi-
tional millisecond of performance boost brings companies a competitive advan-
tage and potential cost savings on the Cloud [2]. Assuming that model’s exe-
cution semantics has already been optimized, could such boost be achieved by
using what La Rosa et al. [25] call the “Alternative Representation Pattern”,
i.e., modeling the same execution semantics with different static structures? For
instance, parallelism in BPMN 2.0 can be modeled explicitly by using a paral-
lel gateway, or implicitly through multiple outgoing flows from an activity [23].
Although the modeling practices used in two such models are different in terms
of the model’s graph topology (size and used constructs), their execution seman-
tics is the same, i.e., they both depict parallelism. As modelers freely pick which

c© Springer International Publishing AG 2017
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modeling practice to use, their choice should result in the same execution per-
formance. Does this expectation hold in practice? Does the answer depend on
the Business Process Management Systems (BPMSs)? These are open questions
which have not received the due attention so far.

The first research question (RQ1) we address in this work is: Does the appli-
cation of different modeling practices have significant impact on the duration of
a BP instance execution? Our null hypothesis (HRQ1) is that there is no statisti-
cally significant difference in the execution duration between instances of models
which are semantically equivalent but structurally different. We use trace equiva-
lence [1] to define semantically equivalent models, i.e., models which produce the
same traces (execution logs), regardless of the differences in their static structure
(the control-flow constructs used). The data flow of the models remains unal-
tered. The second research question (RQ2) we address is: If HRQ1 is rejected,
is there a total order between semantically equivalent but structurally different
models, when ranked according to their performance?

By answering RQ1, BPMS vendors can decide whether there is a potential
for performance improvement of their products based on alternative represen-
tations of deployed BPs. For instance, if an implicit parallel gateway executes
significantly faster than an explicit one, the vendor can use the same imple-
mentation for both. The answer to RQ2, on the other hand, indicates potential
generalization opportunities of any identified optimization rules. For instance, it
can show whether the execution of implicit gateways always ranks better than
the execution of explicit gateways, regardless of the gateway type (e.g., paral-
lel, inclusive, exclusive). Answering both questions is required before investing
in further research towards automatic performance optimization by semantics
preserving model transformations.

To this end, we propose a methodology for transforming an initial model into
semantically equivalent models by using a predefined set of transformation rules.
We also propose a statistical procedure to analyze the results of executing the
equivalent models in order to answer the two research questions. To delimit the
exploration space for this paper we have selected three scenarios which follow
some of the modeling guidelines defined by Mendling et al. [21] and deal with the
frequently used parallel and exclusive gateways [22], as well as with the inclusive
gateway which has been found to hinder BP understandability [21]. We run the
initial models as well as the derived semantically equivalent models on two open
source BPMSs, Camunda and Activiti. The contribution of this paper consists of
the methodology, the experimental results, and the analysis, which indicate that
semantically equivalent models with different structure demonstrate statistically
different execution behaviour, thus justifying further research into automated BP
execution performance improvement.

The rest of this paper is organized as follows. In Sect. 2 we propose a method-
ology for defining the experiments needed for assessing the performance differ-
ences. We apply the methodology on three scenarios and discuss the results in
Sect. 3, followed by a short survey of the related work in Sect. 4. We elaborate
on the threats to the validity of our work in Sect. 5, while concluding the paper
in Sect. 6.
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2 Methodology

The methodology (Fig. 1) is divided into two parts: (1) define and perform exper-
iments, which as such can be applied to obtain metrics needed for different
research questions; and (2) statistically analyze the experiment results to test
the HRQ1 hypothesis and rank the performance of the models to answer RQ2.

Fig. 1. Methodology for systematic exploration of the performance of structurally
different but semantically equivalent models

1. Initial Model. The experiment definition process starts with the design
of an initial model (mi) (Fig. 1.1). Such initial model could follow existing best
practices and conventions, or modeler’s personal preferences.

2. Applicable Rules. In addition to the initial model, a set of transfor-
mation rules R =

{
r1, r2, r3, ..., rn

}
are used as input to the second step of the

methodology (Fig. 1.2). A transformation rule is an operation which adds/deletes
elements (nodes, edges) to/from the BP model, provided that certain precondi-
tions are met. In the context of this work, a transformation rule only affects the
structure of the BP graph, leaving the execution semantics and the graph layout
unchanged. The set of transformation rules can reflect different modeling prac-
tices and guidelines. Given R, all feasible combinations of the transformation
rules should be iteratively applied starting from the initial model to generate
semantically equivalent models until a fixed-point is reached. The output of the
second step is RA(mi) ⊆ R, containing only the rules that are applicable to a
given BP model (mi in the first iteration), to produce a correctly deployable and
executable, semantically-equivalent model.

3. Model Transformation. The model transformation function f(rj ,m)
is executed applying the transformation rule rj to model m. Applying all rules
found in RA(mi) results in TM1 =

{
tj |(∀rj ∈ RA(mi))

[
tj = f(rj ,mi)

]}
, the set

of transformed models which are semantically, but not syntactically, equivalent
to the initial model mi and obtained by applying just once all the applicable
transformation rules. The generation process (Fig. 1.2 and 1.3) is repeated for all
elements of TM1, generating a new set of equivalent models TM2 =

{
tjk|(∀tj ∈

TM1)(∀rk ∈ RA(tj))
[
tjk = f(rk, tj)

]}
, by transforming all the models tj ∈ TM1
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with the corresponding applicable rules RA(tj). In other words, starting from
the initial model mi, only one rule is applied to generate the models in TM1,
two rules to generate TM2, etc. This iteration stops when no new models are
generated or after a given maximum number z of model generations. The output

of the iterations is EM = {mi} ∪
z⋃

i=1

TMi, the set of semantically equivalent

models to be executed in the experiment.
4. Model Execution. Finally each of the models in EM is deployed and

multiple instances are started always using the same load functions and test data.
During the execution of the BP instances, performance data is collected and
different metrics (M) are calculated (Fig. 1.4). Depending on the optimization
goal, metrics may include time (e.g., duration of the BP instance/constructs, or
throughput), or resource utilization (e.g., CPU/RAM).

5. Statistical Significance. Determining statistical significance (Fig. 1.5)
requires statistical tests, the nature of which depends on different factors [19].
The first factor to consider is the number and the nature of the samples. In
our case, one sample is comprised of the instances of a given executed model
emi ∈ EM . Thus, the number of samples to be analyzed depends on the car-
dinality of EM , and is greater than two. The samples are unpaired, i.e., inde-
pendent, since the executed instances of different emi ∈ EM are not related.
The difference between samples can go in any direction (increase or decrease),
thus a two-tailed test is required. Next we need to consider the nature and the
distribution of the collected data, i.e., in our case the metrics M . We are working
with quantitative continuous performance data, which based on our experience
in previous work [9,10,27], is not normally distributed, and thus requires the
use of non-parametric tests where the original data is recorded in ranks. This
type of tests are almost as powerful as parametric tests when the sample is
large enough [19]. The appropriate sample size can be determined with the
statistical power analysis [5], which uses as input the level of significance, the
power and the expected effect size. The level of significance refers to the accepted
level of probability that the observed result is a false positive, i.e., it is due to
chance. It is usually conventionally set to 5% or 1% [4]. The power refers to
the probability of false negative, i.e., accepting the H0 when there is actually a
difference between the results. The most commonly accepted level of power is
80% or above [4]. The expected effect size refers to the expected difference in
the measured variable between the different groups. It can be determined based
on pilot data, previous research if available, or an educated guess. As pilot data,
we use the results of one test trial.

Considering all of the above factors, the appropriate test to run is the
Kruskal-Wallis which is a non-parametric one-way ANOVA [6]. The H0 of this
test is that the distribution of the variable being tested is the same across the
samples. The alternative hypothesis (H1) is that the distribution of the same
variable is different across the samples. Thus, rejecting the H0 and accepting
H1, when P − value < 0.05 = α, means that at least one sample stochastically
dominates one other sample, i.e., in our work it means that there is statisti-
cally significant difference in the execution performance of at least two of
the tested semantically equivalent models.
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Given the non-deterministic nature of BPMSs, and software systems in gen-
eral, using just one trial is not sufficient for obtaining reliable results. Having
multiple trials means that each emi is deployed multiple times in isolation,
and each time multiple instances are executed. Running the Kruskal-Wallis test
on multiple trials is sufficient to answer research question RQ1.

6. Model Ranking. If we want to identify the pairs of models between
which performance differences exist (RQ2), an additional post-hoc test, such as
Dunn’s test [6], is necessary (Fig. 1.6). In this test the H0 is that the probability
of observing a randomly selected value from the first sample that is larger than a
randomly selected value from the second sample equals one half, i.e., no sample
dominates the other. Rejecting the H0, implies that the first sample is dominated
by the second sample. Dunn’s test does not account for the number of samples,
thus it needs to be adjusted by the Bonferroni correction [6]. In our methodology,
we use Dunn’s test to rank the models from the best performing one to the
worst performing one in each trial, assigning the same rank to models where
Dunn’s H0 cannot be rejected. To combine the results of the different trials, we
calculate a base-case rank as a sum of the assigned ranks on the emi in each
performed trial using Dunn’s test.

The sufficient number of trials is determined by the stability of the obtained
ranking, which can be assessed using a sensitivity analysis [14], that investigates
how the uncertainty in the output is related to the uncertainty in the input. In
our case, the output is the order of the performance of the executed models as
per the base-case rank. We test the sensitivity of that order on the input, i.e.,
the ranks from the individual trials. We use a deterministic one-at-a-time, also
known as one-side, sensitivity analysis, where we vary the trials to be included
in the calculation of the base-case rank. Namely, we remove one of the trials at
a time in order to observe whether the aggregated order will change.

3 Use Case Scenarios

In this section we specify how we have applied the methodology to three scenar-
ios, each comprised of sixteen semantically equivalent models generated using
four transformation rules, and executed on two different BPMSs.

3.1 Transformation Rules

Based on literature review and analysis of the BPMN standard we have defined
R to include the following transformation rules which preserve the execution
semantics. These rules can be frequently applied on real-world models given
that gateways are among BPMN’s most frequently used constructs [22].

r1 Coalesce Joins - precondition: existence of multiple nested join gateways
of the same type; rule: collapse the multiple join gateways into a single one;

r2 Coalesce Splits - precondition: existence of multiple nested split gateways
of the same type; rule: collapse the multiple split gateways into a single split
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gateway, adjusting the predicates when necessary to maintain the execution
semantics of the model. Rules r1, r2 have been proposed as WFT-JC1 rule
in [8];

r3 Use Inclusive Gateway - precondition: existence of parallel, exclusive
gateway or a combination of parallel and exclusive gateway; rule: replace
the existing gateway(s) with an inclusive gateway adjusting the predicate
logic accordingly. This rule is motivated by [21];

r4 Use Implicit Gateway - precondition: existence of a parallel split, inclu-
sive split or an exclusive join; rule: replace a parallel split with multiple
outgoing flows from the preceding activity, an inclusive split with multiple
conditional outgoing flows from the preceding activity and an exclusive join
with multiple incoming flows to the succeeding activity, as per the BPMN
standard [17, pp. 36–38], [23].

3.2 Executed Models

The three scenarios are aimed at testing the execution performance of semanti-
cally equivalent control flow structures expressing path parallelism (EX1 PCF),
exclusive (EX2 ECF) and inclusive (EX3 ICF) path selection. The correspond-
ing initial models (Fig. 2) are arbitrary and designed so that all four transforma-
tion rules are applicable. By adding the necessary inverse transformation rules
and without loss of generality, any other of the semantically equivalent models
could be used as an initial model.

If we do consider the process modeling guidelines [G] defined by Mendling
et al. [21], we see that the initial models comply with: minimize the routing paths
per element [G2], use one start and one end event [G3], match every split with a
join of the same type [G4] and avoid OR gateways [G5]. [G4] and [G5] are also
recommended by Koehler and Vanhatalo [18]. These initial models however do
not use as few elements as possible [G1]. Still, some of the transformed models
do follow [G1]. Use verb-object activity labels [G6] and decompose a model with
more than 50 elements [G7] are out of the scope of this paper.

Fig. 2. Initial model mi for each use case scenario

Starting from the three initial models, we have generated all the possible
transformed models (Fig. 1.3) by applying combinations of up to four transfor-
mation rules, i.e., z = 4. The set of executed models EM = {mi, t1, t2, ..., t1234}
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contains 16 models, since multiple application of a single rule on a given model
did not result with any structurally different models. By convention, the name
of each model (e.g., t123) contains the index(es) of the transformation rule(s)
applied to generate it (e.g., r1, r2, r3). All the 48 transformed models are visual-
ized at: http://benchflow.inf.usi.ch/bpm2017.

Given our goal of testing the performance impact of alternative control flow
structures, all models in our experiments are fully automated, using mainly
empty script tasks, and no manual or user tasks or service calls. This way we
ensure that any identified performance bottleneck is due to the execution of the
control flow, and not the tasks per se. Only the scripts that precede a deci-
sion gateway, inclusive or exclusive, contain code to generate random numbers,
ensuring a uniform probability of executing any of the gateway’s outgoing paths.

3.3 Load Function

The load start function is comprised of the load time, the ramp-up period, the
number of users and the think time. To avoid BPMS’s saturation, based on our
previous experience with running experiments on Camunda [10], we simulate
500 users who gradually become active within 30 s (ramp-up period), sending
BP instantiation requests each second (think time) for a period of 5 min (load
time). With Activiti, we reduced the number of users to 50 and increased the
load time to 15 min to ensure that a sufficiently high number of instances is
started. This choice allows us to obtain performance data with few outliers after
removing the warm up period instances.

We conducted a pilot study for each of the scenarios to determine the effect
size using each model’s mean and standard deviation. The effect size was nec-
essary to calculate the minimal sample size with a level of significance of 5%
(α = 0.05) and power level of 80% (power = 0.80) using GPower1. We have
verified that the number of executed BP instances (from 22’497 to 53’754 in
Camunda and from 41’912 to 44’677 in Activiti), in each trial, was sufficient to
make statistical inference of the results. We run the experiments (Fig. 1.4) on two
widely-used open-source BPMSs, Camunda v.7.5.0 and Activiti v.5.21.0, using
the BenchFlow framework set up in the testbed environment described in [10].
We were prevented from including more BPMSs at this point due to limitations
in their Management APIs [11] making the automation of the large number of
experiment runs unfeasible.

3.4 Results

For each scenario (3), trial (3), executed model (16) and BPMS (2) we collected
the duration of each BP instance in milliseconds (ms) and run the corresponding
statistical tests as described in Sect. 2. To ease the comparison of the different
models’ performance, in Table 1 (Camunda) and Table 2 (Activiti) we show the
95% confidence interval (CI) of the duration of the BP instances of all the exe-
cuted models (ms) in each trial for each experiment.

1 http://www.gpower.hhu.de.

http://benchflow.inf.usi.ch/bpm2017
http://www.gpower.hhu.de
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The results from running the experiments on Camunda are presented in
Table 1. The initial model in the EX1 PCF has an average duration between
2.51 and 2.59 ms with CI range of ±0.05. Overlapping CIs with the initial models
are noticed for t3, t4, t13 and t34, while for the rest of the transformed models
the CI goes down to 2.16 ± 0.03 for t124 in trial 1. The average duration of the
initial model in EX2 ECF is between 1.53 and 1.55 ms with CI range of ±0.02.
In this experiment only the model t3 has a significantly overlapping interval with
the initial model, which means that their performance is very similar. The best
performing model with CI of 1.32 ± 0.02 is in trial 3 for t124, as is the case in
EX1 PCF. The average duration of the initial model in EX3 ICF is between
2.55 and 2.76 ms with CI range of ±0.03 to ±0.08. When the inclusive gateway
is not used, i.e., for models not applying r3, the magnitude of the variation
in performance compared to the initial model is similar as in the other two
experiments, with the best performing model remaining t124 with CI of 2.25 ±
0.03 ms in trial 1. However, CI values get much lower when r3 is used, with CI
of 1.78 ± 0.02 ms in trial 1 for the model that applies all rules (t1234).

Table 1. Camunda: 95% confidence intervals of the BP instance duration (ms)

Parallel Exclusive Inclusive

Trial 1 Trial 2 Trial 3 Trial 1 Trial 2 Trial 3 Trial 1 Trial 2 Trial 3

mi 2.59±0.05 2.55±0.05 2.51±0.05 1.53±0.02 1.54±0.02 1.55±0.02 2.55±0.03 2.76±0.08 2.73±0.06

t1 2.36±0.06 2.44±0.05 2.42±0.04 1.49±0.02 1.46±0.02 1.42±0.02 2.63±0.06 2.43±0.03 2.44±0.03

t2 2.39±0.05 2.45±0.05 2.39±0.04 1.46±0.02 1.49±0.02 1.46±0.02 2.67±0.08 2.53±0.04 2.64±0.07

t3 2.57±0.05 2.51±0.05 2.58±0.05 1.57±0.02 1.53±0.02 1.53±0.02 2.02±0.03 2.03±0.03 2.09±0.04

t4 2.49±0.06 2.45±0.04 2.42±0.04 1.46±0.02 1.49±0.02 1.47±0.02 2.57±0.04 2.66±0.05 2.68±0.08

t12 2.21±0.04 2.24±0.04 2.25±0.04 1.42±0.02 1.41±0.02 1.40±0.02 2.43±0.04 2.51±0.05 2.45±0.07

t13 2.49±0.06 2.44±0.03 2.45±0.04 1.47±0.02 1.48±0.02 1.42±0.02 1.90±0.03 1.98±0.03 2.03±0.05

t14 2.31±0.05 2.28±0.04 2.28±0.03 1.44±0.02 1.41±0.02 1.36±0.02 2.43±0.03 2.50±0.05 2.68±0.08

t23 2.37±0.04 2.48±0.05 2.41±0.05 1.48±0.02 1.47±0.02 1.46±0.02 1.89±0.03 1.97±0.03 2.05±0.04

t24 2.29±0.04 2.35±0.05 2.30±0.04 1.43±0.02 1.39±0.02 1.40±0.02 2.38±0.03 2.57±0.04 2.44±0.03

t34 2.48±0.06 2.49±0.04 2.58±0.06 1.47±0.02 1.43±0.02 1.46±0.02 1.99±0.03 2.05±0.03 2.03±0.03

t123 2.23±0.04 2.29±0.05 2.28±0.05 1.41±0.02 1.41±0.02 1.39±0.02 1.90±0.03 1.87±0.03 1.83±0.02

t124 2.16±0.03 2.21±0.04 2.23±0.04 1.38±0.02 1.33±0.02 1.32±0.02 2.25±0.03 2.34±0.03 2.48±0.06

t134 2.35±0.04 2.38±0.05 2.34±0.05 1.45±0.02 1.40±0.02 1.41±0.02 1.92±0.03 1.90±0.03 1.91±0.03

t234 2.33±0.03 2.39±0.04 2.34±0.04 1.40±0.02 1.43±0.02 1.42±0.02 1.92±0.03 1.90±0.03 1.98±0.04

t1234 2.20±0.03 2.21±0.04 2.28±0.04 1.36±0.02 1.35±0.02 1.37±0.02 1.78±0.02 1.81±0.02 1.87±0.03

The results from running the experiments on Activiti are presented in
Table 2. The average values of the duration of the initial model in EX1 PCF
are between 25.22 and 26.04 ms with CI range of ±0.21. None of the transformed
models has an overlapping interval with the initial parallel flow model, and the
CI of the duration goes down to 15.83 ± 0.12 ms for t1234 in trial 1. Exclu-
sive control flow executes faster with average duration of the initial model in
EX2 ECF between 2.01 and 2.14 ms with CI range between ±0.06 to ±0.07.
In this experiment, although many of the transformed models have overlapping
intervals with the initial model, still the best performing model t124 in trial
1 has a rather lower duration CI of 1.39 ± 0.02 ms. In EX3 ICF the average
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duration of the initial model returns closer to the one in EX1 PCF with values
between 27.93 and 29.87 ms with CI range between ±0.24 and ±0.30. Overlap-
ping intervals are only noticed for t4, and while the CI of the duration for models
without inclusive gateway goes only down to 22.42 ± 0.21 ms in trial 2 for t124,
for model t1234 in trial 2 it goes all the way down to 9.93 ± 0.14 ms.

Table 2. Activiti: 95% confidence intervals of the BP instance duration (ms)

Parallel Exclusive Inclusive

Trial 1 Trial 2 Trial 3 Trial 1 Trial 2 Trial 3 Trial 1 Trial 2 Trial 3

mi 26.04±0.21 25.33±0.21 25.22±0.21 2.12±0.07 2.01±0.06 2.14±0.07 29.87±0.30 27.93±0.24 29.57±0.27

t1 21.62±0.18 21.47±0.16 20.90±0.17 2.09±0.07 1.93±0.05 1.91±0.06 24.04±0.21 27.14±0.26 24.75±0.22

t2 21.34±0.17 20.38±0.14 20.55±0.15 2.02±0.06 1.98±0.06 1.95±0.05 25.43±0.24 27.29±0.26 26.75±0.26

t3 19.57±0.18 20.02±0.19 20.00±0.19 2.10±0.06 2.06±0.06 2.02±0.06 11.82±0.16 11.66±0.16 11.74±0.17

t4 25.32±0.21 24.55±0.20 24.66±0.20 2.06±0.06 1.92±0.05 1.99±0.06 28.92±0.26 28.24±0.26 29.64±0.27

t12 18.83±0.14 18.38±0.14 18.79±0.15 1.84±0.05 1.91±0.06 1.89±0.06 23.68±0.22 23.00±0.21 24.53±0.23

t13 18.26±0.15 17.39±0.14 17.42±0.15 1.92±0.06 1.93±0.06 2.02±0.06 11.38±0.18 11.19±0.18 11.11±0.15

t14 21.25±0.16 21.39±0.17 20.88±0.18 1.91±0.06 1.85±0.05 1.77±0.05 24.78±0.23 23.07±0.19 23.61±0.20

t23 16.52±0.14 16.37±0.14 15.62±0.12 2.11±0.06 1.93±0.05 2.12±0.07 10.56±0.14 10.90±0.16 11.06±0.16

t24 21.67±0.17 21.80±0.17 21.72±0.18 1.91±0.05 1.86±0.06 1.86±0.05 23.66±0.21 25.08±0.24 23.45±0.21

t34 19.06±0.17 18.06±0.15 19.13±0.17 2.11±0.07 1.89±0.05 1.93±0.05 11.14±0.15 11.02±0.15 11.06±0.15

t123 17.35±0.16 17.39±0.21 16.47±0.13 1.92±0.06 2.01±0.07 2.05±0.07 10.19±0.14 10.27±0.14 10.01±0.15

t124 19.09±0.14 17.86±0.12 18.64±0.14 1.39±0.02 1.45±0.03 1.59±0.04 22.46±0.21 22.42±0.21 23.31±0.24

t134 18.03±0.16 18.61±0.17 18.53±0.16 1.92±0.06 2.03±0.09 1.92±0.05 10.51±0.14 11.46±0.20 10.83±0.15

t234 18.04±0.16 17.36±0.16 17.08±0.15 1.89±0.05 1.98±0.07 2.01±0.07 10.53±0.15 10.51±0.15 10.71±0.16

t1234 15.83±0.12 15.75±0.13 15.86±0.13 1.72±0.04 1.67±0.04 1.62±0.04 10.03±0.13 9.93±0.14 9.99±0.13

On the raw data for the duration of each BP instance of all of the models
belonging to the same experiment, we have run the Kruskal-Wallis Test (Fig. 1.5)
for the significance of the differences between the models using IBM SPSS Statis-
tics Version 24. Summary of the test’s results is provided in Table 3. The Total #
shows the total number of BP instances compared in the test, where larger test
statistic values indicate larger differences between the compared models. The
HRQ1 gets rejected if the values of the Asymptotic Sig. are smaller than 0.05.

Table 3. Kruskal-Wallis test summary results

EX1 PCF EX2 ECF EX3 ICF

Trial 1 Trial 2 Trial 3 Trial 1 Trial 2 Trial 3 Trial 1 Trial 2 Trial 3

Camunda Total # 739’845 721’265 775’940 765’393 817’415 850’040 487’213 494’020 544’059

Test Statistic 6’036 5’686 3’989 2’852 3’290 3’695 27’512 29’646 29’530

Asymptotic Sig. 0 0 0 0 0 0 0 0 0

Activiti Total N 697’492 698’976 699’478 708’138 710’987 710’467 687’930 687’011 687’746

Test Statistic 135’513 141’611 139’567 1’268 1’268 1’882 351’816 354’735 354’047

Asymptotic Sig. 0 0 0 0 0 0 0 0 0

The post-hoc Dunn’s test (Fig. 1.6) indicates the pairs of models with statisti-
cally significant differences in the duration of their instances. We used its results
to rank each model, assigning the same rank to models where the performance
differences were not significant (Table 4). The sensitivity analysis confirmed that
running 3 trials in each experiment is sufficient for the desired rank stability.
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3.5 Discussion

3.5.1 Statistically Significant Performance Differences (RQ1)
The values of the asymptotic significance very close to 0 in the results of the
statistical tests (Table 3) shows that there are statistically significant differ-
ences in the execution duration between instances of models which are seman-
tically equivalent but structurally different. Thus, we can reject HRQ1. The
extent of performance differences between the models varies between experiments
(EX1 PCF, EX2 ECF and EX3 ICF), as well as between BPMSs (Camunda and
Activiti).

3.5.2 Total Order (RQ2)
Given the cardinality of the executed models set, |EM | = 16, the theoretical
maximal rank is 16 and would imply significantly different performance among
all models. As can be seen in Table 4, execution of the models on Camunda
results with 12 ranks for the parallel, 6 for the exclusive and 12 for the inclusive
control flow experiment. Execution on Activiti results with 14 ranks for the
parallel, 6 for the exclusive and 11 for the inclusive control flow experiment.
Therefore, it is not possible to induce a total ordering (16 ranks) between all
semantically equivalent models in a given experiment based on their execution
duration. The actual number of ranks depends both on the BPMSs and on the
experiment. In our use case the exclusive control flow models seem to have the
most performance similarities, thus resulting with the smallest number of ranks
(6 ranks in both BPMSs).

Table 4. Models ranked over their performance in three trials using Dunns’ test

Camunda Activiti

EX1 PCF EX2 ECF EX3 ICF EX1 PCF EX2 ECF EX3 ICF

Model Rank Model Rank Model Rank Model Rank Model Rank Model Rank

t124 1 t124 1 t1234 1 t1234 1 t124 1 t1234 1

t1234 2 t1234 1 t123 2 t23 2 t1234 2 t123 1

t12 3 t12 2 t134 3 t123 3 t24 2 t234 2

t123 3 t123 2 t234 3 t234 4 t12 3 t23 2

t14 4 t24 2 t13 4 t13 5 t14 3 t13 3

t24 5 t234 2 t23 4 t134 6 t123 4 t134 3

t234 6 t14 3 t34 5 t34 7 t134 4 t34 3

t134 6 t134 3 t3 6 t3 8 t234 4 t3 4

t2 7 t1 4 t124 7 t12 9 t1 5 t124 5

t1 7 t13 4 t12 8 t124 9 t2 5 t12 6

t23 8 t2 5 t1 9 t14 10 t4 5 t14 7

t4 8 t23 5 t24 9 t1 11 t13 5 t24 8

t13 9 t34 5 t14 9 t2 12 t23 5 t1 9

t34 10 t4 6 t2 10 t24 12 t34 5 t2 10

mi 11 t3 7 t4 11 t4 13 mi 6 mi 11

t3 12 mi 7 mi 12 mi 14 t3 6 t4 11
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3.5.3 Experiments Performance Variability
To facilitate the visualization (Fig. 3) of the differences between the duration
interval of the initial model and that of the transformed models, we have decided
to use the acceptability index [26]. The acceptability index is calculated as
I(A,B) = m(B)−m(A)

w(B)+w(A) such that A = [al, ar] and B = [bl, br] are interval values,

Fig. 3. Performance differences of transformed models relative to the three initial mod-
els with Activiti and Camunda (ranks and acceptability index of three trials)
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where al, bl and ar, br stand for the left and right limits of the interval. m(A) and
m(B), in our case, are the average duration of all the instances of the respective
model, w(A) and w(B) are the half-width of the corresponding confidence inter-
val. In this paper A always refers to the duration interval of the initial model
mi, and B refers to the duration interval of the transformed model t1, ..., t1234.
Thus, negative values of the index show that on average the initial model’s
instances have longer execution than the instances of the respective transformed
model, and vice-versa with positive index values. Index values between −1 and
1 indicate an overlap between the compared intervals A and B.

As visualized in Fig. 3, the differences between BPMSs are particularly evi-
dent in the parallel (EX1 PCF) and the inclusive (EX3 ICF) control flow exper-
iments. In EX1 PCF all transformed models perform better than the initial
model when executed on Activiti (c.f. Table 2). When EX1 PCF is run on
Camunda, the differences are lower in magnitude (c.f. Table 1), but still statis-
tically significant as shown by Dunns’ test (c.f. Table 4). In Camunda, the only
transformed model that performs worse than the initial model is t3 which uses
the inclusive gateway with parallel gateway logic, i.e., with conditional state-
ments which are always true. In Activiti on the other hand, t3 performs better
than half of the models. As evident from Fig. 3, although applying the combina-
tion of all the transformation rules (t1234) seems to work well for both BPMSs,
as mentioned earlier, in Camunda it is better not to use the inclusive gateway
to implement parallelism since t124 ranks as the most performant one. Table 4
shows that, in Camunda all of the top performant models coalesce the split and
join, i.e., contain the combination of r1 and r2, while in Activiti they coalesce
the split while using the inclusive gateway to implement parallelism, i.e., they
result from the combination of r2 and r3.

In EX2 ECF, both the difference between BPMSs and the difference
between the transformation models (c.f. Fig. 3), is much smaller than in the other
two experiments, with the confidence intervals, when applying just one transfor-
mation rule in Activiti, overlapping with initial model’s confidence interval. The
best performance is obtained by combining all rules, using either exclusive (t124)
or inclusive gateway (t1234). These two models rank the same in Camunda, while
in Activiti t124 ranks first, and t1234 second. The noticed trend in the first exper-
iment for Camunda, to combine r1 and r2 in all top performing models, is also
evident in this experiment.

The performance of the initial model in EX3 ICF, in both BPMSs, is similar
to the one in EX1 PCF, with an even greater magnitude of differences between
the initial and the transformed models in EX3 ICF (c.f. Fig. 3). The top two
models (t1234 and t123) are the same in both BPMSs, with no statistically
significant performance differences between them in Activiti as evident by their
equal rank. The trend mentioned in EX1 PCF, i.e., to combine r2 and r3 in
Activiti in the top performing models, reemerges in this experiment as well. In
general, in EX1 PCF and EX3 ICF, the results indicate greater potential for
performance improvement in Activiti than in Camunda.
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3.5.4 Impact of Modeling Practices
Dumas et al. [7] show that there is no absolute truth about the impact of struc-
turedness on understandability and that it depends on the number of gateways in
the model. Minimizing the overall model size [G1] and minimizing the number of
routing paths per element [G2] cannot be both fulfilled, as acknowledged by [21].
Another controversial guideline refers to the implicit gateway which according to
Koehler and Vanhatalo [18] simplifies BP model’s visualization, while Recker’s
empirial study [23] shows that explicit gateways improve the interpretational
fidelity, i.e., understandability.

Having this in mind, systematically applying the transformation rules (R)
described in this paper generates a variety of models which give priority to
different modeling practices. The graph layout guidelines and practices are not
taken into consideration.

The initial model in EX3 ICF follows the guidance of avoiding inclusive gate-
ways [G5], by using a combination of parallel and exclusive gateways. However,
the results in both BPMSs, show that using r3, i.e., an inclusive gateway, on
EX3 ICF models significantly improves the performance, as all the transforma-
tions applying r3 outrank the ones that do not. As evident from Table 4, the
performance of the model combining all rules together (t1234) is always ranked
as first or second in all experiments and in both BPMSs. When it is ranked sec-
ond, t124 is ranked as first. While t1234 is indeed the smallest executed model
in size [G1], not all the best performing models are among the smallest ones.
For instance, in Activiti in EX1 PCF model t23 is second ranked, but it has
24 elements, as opposed to the smallest models in this experiment (t1234 and
t124) which have 18 elements. Furthermore, both t1234 and t124 do not comply
with other modeling guidelines, since their maximum number of routing paths
per element is 5, as opposed to 3 in the initial models [G2], they do not use
explicit gateways thus they are not structured [G4], and t1234 also uses inclu-
sive gateways [G5]. Thus, in most of the cases when modeling for deployment,
if performance is important, priority should be given to minimizing the overall
model size [G1] with respect to [G2] or [G4].

However, as previously stated, modeling should be a discretional decision of
the modeler and we do not aim at changing modeling practices (or guidelines)
to improve the execution performance. Our goal is to elicit BPMS performance
improvements by enabling different BPMS vendors to test their products by
using the proposed methodology, with the same or different set of transformation
rules and models. If they notice that the acceptability indexes they calculate are
significantly lower than −1, dedicating time to implementing performance opti-
mization can bring them competitive advantage. For instance, although further
work with greater number of initial models and with different BPMSs is required
to make generalization about the effect of the transformation rules included in
this paper, the initial results already provide some useful hints. Clearly, BPMS
vendors can boost the performance of their products by coalescing multiple splits
and joins of the same type. Activiti could also take inspiration of their implemen-
tation of the inclusive gateway, when implementing parallelism as r3 provides a
non-negligible performance improvements.
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4 Related Work

Previous studies have analyzed the impact of BP model structure on its under-
standability [23,24] or error-proneness [20]. For example, Mendling et al. [21]
provide seven modeling guidelines towards more comprehensive and syntacti-
cally correct models, synthesized from empirical work linking model’s structural
characteristics with its understandability, error probability and label ambiguity.

We are not aware of any existing work studying the connection between
the BPMN static control flow structure and its execution performance. On the
other hand, there is extensive work on programming language compiler optimiza-
tion based on transformations that reduce the number of instructions or max-
imise parallelism. Bacon et al. [3] provide a comprehensive overview of compiler
transformations, while Hoste et al. [15] discuss optimization space exploration
strategies to provide for inevitable optimization trade-offs. Furthermore, in Data-
base Management Systems (DBMSs), queries are optimized using transformation
rules which preserve their execution semantics. Jarke and Koch [16] propose a
framework for evaluation of query optimization, comprised of four steps: (1) find
an internal query representation, (2) apply logical transformations, (3) define
alternative sequences of elementary operations, and (4) find the cheapest alter-
native among the ones proposed in step 3 and execute it. Taking inspiration
from this existing work, we focus on transformation optimization strategies in
BPMSs, and our initial goal is to assess whether different representations of the
same BP significantly impact its execution performance. Gournaris [13] already
points to DBs and data-centric flows as automated performance optimization
opportunity in BPMN process models’ execution. BPMN elements are mapped
to annotated directed acyclic graphs used for optimal task ordering and task
assignment based on statistical metadata, such as task duration, gathered from
execution logs. While [13] targets optimal task execution, in this paper we focus
on the control flow.

Work on BP models’ equivalence [1] and modeling best practices [21] is
related to what we do, since we use semantically equivalent models to study
the effect that their structure has on their execution by a given BPMS. Eder
et al. [8] propose a set of basic operations (e.g., moving or confluence of gate-
ways) to transform a given BP model represented as a structured graph to a
semantically equivalent model. Gert et al. [12] propose a language independent
algorithm for determining semantical equivalence of fragments of structured or
unstructured BP models, motivated by the industry need of BP model change
management. They use a non-exhaustive set of rules for rewriting BPs into a nor-
mal form, later used for fragment comparison. While we use the operations and
rules mentioned in existing work [8,12], we also take into consideration BPMN-
specific transformations, such as replacing explicit gateways with implicit ones.
Our approach also differs in the goal of the use case which requires such trans-
formations.
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5 Threats to Validity

Construct Validity - We conduct our experiments on a single version of two
BPMSs in a standalone deployment and only in their default configuration, since
it is the configuration usually utilized by potential users when evaluating sys-
tem’s performance. Although each model is executed in isolation from the other
models, all the instances of the same model are executed together.

Internal Validity - The experiments we perform are inherently subject to
variability in the obtained metrics value, due to the many factors impacting
the runtime of a software system. We mitigate this variability by defining load
functions that do not overload the BPMSs [27], performing multiple trials for
each of the models, and verifying the variance among trials in order to provide
reliable measures validated by significance testing.

External Validity - The results we obtained present limited generalizability
since: they depend on the behaviour of different BPMSs, or the same BPMS
under a different load function; the size and the number of the initial models
are rather small; and all models are realized by script tasks. We plan further
experiments to improve and delimit the generalizability of our results w.r.t.
different BPMS, load functions, initial model sizes and used BPMN 2.0 elements.

6 Conclusion and Future Work

In this work we study and compare the execution performance of semantically
equivalent BP models with different control flow structures. To do so, we propose
a methodology for deriving such models based on an initial model and a set of
semantics-preserving transformation rules. The models are executed on different
BPMSs measuring the corresponding process instance duration, which is statis-
tically analyzed to identify and characterize significant performance differences.
By applying the methodology on three scenarios (parallel, exclusive and inclusive
control flows), we identify significantly different performance among the mod-
els in both BPMSs (RQ1). However, in all experiments, it was not possible to
establish a total order among all 16 semantically equivalent models (RQ2).

The observed performance variability is more evident in Activiti (acceptabil-
ity index up to −38.53) than in Camunda (up to −13.07). We discover that fol-
lowing certain modeling guidelines, e.g., avoiding the use of inclusive gateways
when implementing inclusive control flow execution semantics, has a negative
performance impact on the model’s execution duration. These are only initial
but promising results, measured with load functions designed to avoid system
saturation: 500 users for Camunda and 50 for Activiti. Further experiments are
necessary to investigate the impact of the load function on the observed perfor-
mance differences. However, these results are already sufficient to demonstrate
the existence of statistically significant differences in the execution of semanti-
cally equivalent models designed following different modeling practices.

Our research efforts will further explore the execution performance improve-
ment opportunities by using larger initial models, larger sets of transformation
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rules and more BPMSs. We are currently comparing each of the transformation
rules individually to draw conclusions on which of them are good candidates
for optimization rules. These initial results pave the way towards automatic BP
model performance optimization by means of semantics-preserving transforma-
tion rules that can be applied when a BP model is deployed on a specific BPMS.
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Abstract. A workflow (WF) is a formal description of a business process
in which single atomic work units (tasks), organized in a partial order, are
assigned to processing entities (agents) in order to achieve some business
goal(s). A workflow management system must coordinate the execution
of tasks and WF instances. Usually, the assignment of tasks to agents
is accomplished by external constraints not represented in a WF. An
access-controlled workflow (ACWF) extends a classical WF by explic-
itly representing agent availability for each task and authorization con-
straint. Authorization constraints model which users are authorized for
which tasks depending on “who did what”. Recent research has addressed
temporal controllability of WFs under conditional and temporal uncer-
tainty. However, controllability analysis for ACWFs under conditional
uncertainty has never been addressed before. In this paper, we define
weak, strong and dynamic controllability of ACWFs under conditional
uncertainty, we present algorithmic approaches to address each of these
types of controllability, and we synthesize execution strategies that spec-
ify which user has been (or will be) assigned to which task.

Keywords: Access-controlled workflow · Uncertainty · Dynamic
controllability · AI-based security

1 Introduction

Context and motivation. A workflow schema (or simply workflow, WF ) is a
formal description of a business process in which single atomic work units (tasks),
organized in a partial order, are assigned to processing entities (agents) in order
to achieve some business goal(s). A workflow management system (WfMS) must
coordinate the execution of tasks and WF instances. Usually, the assignment of
agents to tasks considers external constraints not represented in a WF [11].

An access-controlled workflow (ACWF) extends a classical WF by adding
users and authorization constraints. Users are authorized for tasks whereas
authorization constraints say which users remain authorized for which tasks
depending on who did what.
c© Springer International Publishing AG 2017
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The conceptual modeling of WFs underlying business processes has been
receiving increasing attention over the last years and many technical aspects
have been discussed, including WF flexibility, structured vs. unstructured mod-
eling, change management, authorization models, and temporal features and
constraints (see, e.g., [4,15,17]). Recently, attention has been devoted to the
issue of expressing temporal features of WFs, such as task-duration constraints,
temporal constraints between non-consecutive tasks, deadlines and so on. More-
over, properties of such temporal WF models have been defined and analyzed.
The most interesting property is dynamic controllability, which ensures that a
WF can be executed satisfying all the given temporal constraints without the
WfMS restricting and/or controlling task durations but only assuming that each
such duration is within a designed range (temporal uncertainty) [4]. The authors
of [4] also tackled dynamic controllability under another uncertainty, conditional
uncertainty, represented by the fact that some subsets of tasks have to be exe-
cuted if and only if some conditions (abstracted as Boolean propositions) are
true. Similarly to what happens for uncontrollable task durations, the truth-
value assignments to such propositions are out of control. For instance, when a
patient enters the ER, the severity of his condition is not known a priory but it is
established by a physician, while the WF is being executed. Since such a condi-
tion discriminates what tasks have, or have not, to be executed, the system must
be able to get to the end of the WF satisfying all relevant temporal constraints
regardless of which tasks have to be executed and which task durations have to
be satisfied. However, to the best of our knowledge, controllability analysis of
(non-temporal) ACWFs (e.g., those presented in [17]) remains unexplored.

Contributions. Towards this aim, our contributions are four-fold: (1) We define
ACWFs under conditional uncertainty as a structured extension of a fragment
of BPMN. (2) We define weak, strong and dynamic controllability of an ACWF
under conditional uncertainty. (3) We provide an encoding from WF-paths into
binary constraint networks and exploit directional consistency algorithms to
check the consistency of a single (unconditional) path. (4) We present algorith-
mic approaches for the three kinds of controllability and we synthesize execution
strategies that specify which user has been (or will be) assigned to which task.

Organization. Section 2 introduces a motivating example that we will use
throughout the paper. Section 3 gives essential background on structured WFs
and constraint networks. Section 4 introduces ACWFs under conditional uncer-
tainty, and Sect. 5 discusses weak, strong and dynamic controllability of such
ACWFs. Section 6 gives an encoding from WF-paths into constraint networks.
Section 7 discusses the algorithmic approaches to the three kinds of controllabil-
ity. Section 8 discusses related work. Section 9 draws conclusions and discusses
future work.

2 A Motivating Example

As a running, motivating example coming from the health-care domain, we con-
sider (an excerpt of) a simplified triage WF schema taken from [2]. We slightly
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+

CardioEv

(EV-Resp,
Head)

NeuroEv

(EV-Resp,
Head)

+ × Emergency?
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Head)
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=

�= ρ1

ρ2

=

Fig. 1. An excerpt of a simplified triage WF schema. Head = {B}, EV-Resp = {A, C},
ER-Phy = {D, E}, Subst = {C, D}, TH-Resp = {A, E}.

modified it and added some access control to get a few features of interest that
we want to discuss. Figure 1 shows an ACWF under conditional uncertainty hav-
ing 6 tasks, 5 roles (EV-Resp, ER-Phy, Subst, TH-Resp and Head) and 5 users
(Alice, Bob, Charlie, David and Eve). EV-Resp contains Alice and Charlie,
ER-Phy contains David and Eve, Subst contains Charlie and David, TH-Resp
contains Alice and Eve, Head contains only Bob. Head is senior to all roles besides
ER-Phy. Thus, Head is authorized for all tasks except for EM-Treat.

The ACWF starts with a cardiological evaluation (CardioEv) and a neurolog-
ical evaluation (NeuroEv) where an evaluation-responsible (EV-Resp) establishes
whether the patient is in need of immediate medical attention. The order of these
two tasks does not matter. However, this example requires that CardioEv and
NeuroEv are not executed simultaneously. Hereinafter, we will assume, without
loss of generality, that in the considered executions CardioEv happens before
NeuroEv. The physicians executing these two tasks must be different.

After this initial parallel block terminates (and consequently the level
of emergency has been assessed), the flow of execution splits in two
(mutually-exclusive) paths. If the patient needs immediate medical attention
(Emergency? = �), then an ER-physician (ER-Phy) executes an emergency
treatment (EM-Treat), and afterwards a substitute (Subst) takes care of the
ICU-Hospitalization process (ICU-Hosp). This last physician must be the same
who did CardioEv and must be different from the one who has just concluded
EM-Treat. Instead, if Emergency? = ⊥, then a therapy-responsible (TH-Resp)
carries out a standard therapy. This physician must be the same who did
CardioEv.

Regardless of which WF-path (see Sect. 5) has been taken, the process con-
cludes with a discharge letter (DischLet) released by a Subst who must be dif-
ferent from, and not a relative of, the physician who did CardioEv (we shorten
it in Fig. 1 as �= ∧¬Rel). Alice and Bob, who are married, are the only rela-
tives in this example. Furthermore, assume that Emergency? = �; if ICU-Hosp
was executed by Bob (respectively, Charlie), then DischLet will be executed
by Charlie (respectively, Bob); we shorten it in Fig. 1 as ρ1. Conversely, assume
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that Emergency? = ⊥; if STD-Tr was executed by Bob or Alice, then DischLet
will be executed by David (we shorten it in Fig. 1 as ρ2). In the rest of the paper,
we will shorten Alice, Bob, Charlie, David and Eve as A, B, C, D and E.

3 Background

In this section, we give useful background on structured WFs and constraint
networks (CNs), a formalism to model the constraint satisfaction problem (CSP).

3.1 Structured Workflows

In this paper, we consider an excerpt of BPMN restricting the analysis on loop-
free WFs and following the structured approach of the conceptual model Nest-
Flow [3], where the specification of a WF is given by a WF schema, a directed
graph (also called WF graph) where nodes correspond to activities and arcs rep-
resent the control flow defining dependencies between the order of execution of
such activities. There exist two different types of activity: tasks (rounded boxes)
and connectors (diamonds). Tasks represent elementary work units that cannot
be decomposed further and that will be executed by external agents. Connectors
(or gateways in BPMN) represent internal activities executed by the WfMS to
achieve a correct and coordinated execution of tasks.

Since we focus on access control, connectors are restricted to being of two
types: total (+) and conditional split (×). A connector is conditional when it
splits a single flow of execution in exactly two mutually-exclusive branches or
it joins two mutually-exclusive branches into a single one. A connector is total
when it splits the flow of the execution into n > 1 parallel branches or it joins
n > 1 incoming parallel branches into a single outgoing flow.

Figure 2 depicts the basic components of a business process. Each component
can be thought of as a symbol in a context-free grammar. In particular, PROCESS
(Fig. 2a) can be thought of as the starting symbols of such a grammar embedding
the non-terminal symbol block 〈B〉. A non-terminal block can be a Sequence
(Fig. 2b), a Parallel (Fig. 2e) or a Choice (Fig. 2f), whereas a terminal block
can be a Task (Fig. 2c) or Skip (Fig. 2d).

〈B〉
(a) PROCESS

〈B1〉 〈B2〉
(b) Sequence

task

(c) Task (d) Skip

+

〈B1〉

〈Bn〉

+

(e) Parallel

× cond?

〈B�〉

〈B⊥〉

×

Yes

No

(f) Choice

Fig. 2. A fragment of a structured BPMN.
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3.2 Constraint Networks and the Constraint Satisfaction Problem

Definition 1 (CN, CSP and consistency [7]). A Constraint Network (CN)
R is a triple 〈X,D,C〉, where X = {x1, . . . , xn} is a finite set of variables,
D = {D1, . . . , Dn} is a set of associated domains Di = {v1, . . . , vj} (one for
each variable), and C = {C1, . . . , Ck} is a finite set of constraints. Each Ci is a
relation Ri defined over a scope of variables Si ⊆ X (i.e., if Si = {xi1 , . . . , xir

},
then Ri ⊆ Di1 × · · · × Dir

). A Constraint Satisfaction Problem (CSP) is the
problem of assigning a value vi ∈ Di to each variable xi ∈ X such that all
constraints in C are satisfied. If this is possible, then the CN is consistent.

CSP is NP-hard [7]. A CN is binary if all constraints have scope cardinality
≤ 2 (in general, k-ary if all constraints have scope cardinality ≤ k) [7,13]. Let
Rij be a shortcut to represent a binary relation having scope S = {xi, xj}.
A binary CN is minimal if any tuple (vi, vj) ∈ Rij ∈ C belongs to at least
one global solution for the underlying CSP [13]. Thus, a minimal CN models
an n-ary relation whose scope is X and whose tuples represent the set of all
solutions. Besides for a few restricted classes of CNs, the general process of
computing a minimal network is NP-hard [13]. Furthermore, even considering
a binary minimal network, the problem of generating an arbitrary solution is
NP-hard if there is no total order on the variables [10].

Therefore, a first crude technique is that of searching for a solution by exhaus-
tively enumerating (and testing) all possible solutions and stopping as soon as
one satisfies all constraints in C. This initial idea entailed the employment of
more sophisticated techniques such as backtracking combined to heuristics such
as node, arc and path consistency (pruning techniques) [12].

A variable xi is node-consistent if for each v ∈ Di we have that v ∈ Rxi
.

A CN is node-consistent if each variable is node-consistent. A variable xi is
arc-consistent with respect to a second variable xj if for each v ∈ Di there
exists u ∈ Dj such that (v, u) ∈ Rij . A CSP instance is arc-consistent if every
variable is arc-consistent with respect to any other variable. A pair of variables
(xi, xj) is path-consistent with respect to a third variable xk if for any assignment
xi = v, xj = u, where v ∈ Di and u ∈ Dj , there exists k ∈ Dk such that
(v, k) ∈ Rik and (k, u) ∈ Rkj . A CSP instance is path-consistent if any pair of
variables are path-consistent with any other third variable.

k-consistency guarantees that any (locally consistent) assignment to any sub-
set of (k − 1)-variables can be extended to a kth (still unassigned) variable such
that all constraints between these k-variables are satisfied. Strong k-consistency
is k-consistency for each j such that 1 ≤ j ≤ k [9]. As a result, 1, 2 and 3-
consistency are node, arc and path consistency, respectively.

Directional consistency has been introduced to speed up the process of syn-
thesizing a solution for a constraint network limiting backtracking [8]. In a nut-
shell, given a total order on the variables of a CN, the network is directional-
consistent if it is consistent with respect to the given order that dictates
the assignment order of variables. In [8], an adaptive-consistency (adc) algo-
rithm was provided as a directional consistency algorithm adapting the level of
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Algorithm 1. adc(R, d)
Input: A constraint network R = 〈X, D, C〉 and an ordering d = {x1, . . . , xn}
Output: A backtrack-free network (along d) if R is consistent, inconsistent otherwise.

1 Partition the constraints as follows:
2 for i ← n downto 1 do
3 Put in Bucket(xi) all unplaced constraints mentioning xi

4 for p ← n downto 1 do
5 Let j ← |Bucket(xp)| and Si be the scope of RSi

∈ Bucket(xp)

6 A ← ⋃j
i=1 Si \ {xp}

7 RA ← πA(��j
i=1 RSi

)

8 if RA is not empty then
9 Bucket(x′) ← Bucket(x′) ∪ {RA}, where x′ ∈ A is the “latest” variable w.r.t. d.

10 else
11 return inconsistent

12 return R′ = 〈X, D,
⋃n

i=1 Bucketi〉

k-consistency needed to guarantee a backtrack-free search once the algorithm
terminates, if the network is not inconsistent (see Algorithm1). The input of
adc is a CN R = 〈X,D,C〉 along with an order d for the set X. At each
step the algorithm adapts the level of consistency to guarantee that if the net-
work passes the test, a backtrack-free solution can be generated. If the network
is inconsistent, the algorithm detects it before the solution generation process
starts. adc initializes a Bucket(xi) for each variable xi and first processes all the
variables top-down (i.e., from last to first in the order d) by filling each bucket
with all (still unplaced) constraints RSi

∈ C whose scope Si contains xi. Then,
it processes again the variables top-down and, for each variable xi, it computes
a new scope A consisting of the union of all scopes of the relations in Bucket(xi)
neglecting xi itself. After that, it computes a new relation RA by joining all
RSi

∈ Bucket(xi) and projecting with respect to A (�� and π are the classical
relational algebra operators). In this way, it enforces the appropriate level of
consistency. If the resulting relation is empty, then R is inconsistent; otherwise,
the algorithm adds RA to the bucket of the latest variable in A (with respect
to the order d), and goes on by processing the next variable. Finally, it returns
a network R′ (possibly tighter than the initial R) whose set of constraints is
equal to the union of all (tighten) relations in the buckets. Note that adc takes
as input a k-ary CN R and returns a k′-ary CN R′, where k′ ≥ k (an example
of a binary CN turned into a ternary one can be found in [7, Chap. 4]).

Time and space complexity of adc are O(n(2z)w�+1) and O(nzw�

), respec-
tively, where n = |X|, z = maxi=1,...,n |Di| and w� is the induced width of the
graph along the order of processing [7, Chap. 4]. Informally, w� represents the
maximum number of variables that can be affected by the value assumed by
another variable.

4 ACWFs Under Conditional Uncertainty

In this section, we extend the fragment of (the structured) BPMN we discussed
in Sect. 3.1 by injecting a role-based access-control model (RBAC, [16]) and
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formalizing authorization constraints at user level into the process specification.
We call this language access-controlled BPMN (ACBPMN). Before we begin, we
point out our assumptions on Choice blocks.

Given a set P of propositional letters, a label � is any (possibly empty) con-
junction of literals, where a literal is either a propositional letter p ∈ P or its
negation ¬p. The empty label is denoted by �. The label universe of P , denoted
by P ∗, is the set of all possible labels representing all possible (finite) conjunc-
tions of literals we can obtain from P . Two labels �1, �2 ∈ P ∗ are consistent if
and only if their conjunction �1 ∧ �2 is satisfiable.

We assume that each conditional split connector of a Choice block is associ-
ated to a unique proposition p ∈ P whose truth value assignment is not decided
by the WfMS but by some run-time condition. We call such property conditional
uncertainty. That is, the WfMS is only able to observe such a truth value assign-
ment once the conditional split connector has been executed. We also assume
that all tasks of the WF are implicitly labeled by labels according to the nest-
ing levels of the Choice blocks. This is implicit since the WF is structured. For
example, in Fig. 2f, the label of each task in B
 contains c, whereas that of
each task in B⊥ contains ¬c, where c is a Boolean proposition modeling cond?.
In case of nested conditional blocks (suppose that B
 is another Choice block
having sub-blocks F
 and F⊥ and split connector associated to f), the labels of
tasks in F
 are c ∧ f , whereas those of F⊥ are c ∧ ¬f , and so on.

We formalize the label of each task as a function L : T → P ∗, where T
is the set of tasks. Getting back to our example, we have that P = {e},
where e abstracts Emergency, the condition associated to the (unique) condi-
tional connector. The labels of the tasks are: L(CardioEv) = L(NeuroEv) = �,
L(EM-Treat) = L(ICU-Hosp) = e, L(STD-Tr) = ¬e and L(DischLet) = �,
meaning that all tasks labeled by � are always executed, and the remaining
ones are conditionally executed depending on the truth value of their labels.

Definition 2 (Role-Based Access-Control Models for Workflows). The
RBAC part of a business process consists of a finite set of roles R = {r1, . . . , rl},
a finite set of users U = {u1, . . . , um} and a finite set of tasks T = {t1, . . . , tn}.
Roles are associated to both users and tasks, acting as an interface between them.
Formally, UA ⊆ U × R is the many-to-many user-to-role assignment relation,
whereas TA ⊆ T × R is the many-to-many task-to-role assignment relation.
Thus, (u, r) ∈ UA means that u belongs to role r, whereas (t, r) means that
task t can be executed by any user (i.e., agent) belonging to role r. We write
users(r) = {u | (u, r) ∈ UA} for the set of users belonging to a role r, and
roles(t) = {r | (t, r) ∈ TA} for the set of roles authorized for a task t. We abuse
notation and write users(t) = {u | (u, r) ∈ UA∧r ∈ roles(t)} for the set of users
authorized for a task.

Figure 3 shows the two main extensions to the language given in Fig. 2. We
label a task t by a finite set of roles {r1, . . . , re} ⊆ R (Fig. 3a) meaning that
(t, r1), . . . , (t, re) ∈ TA. Assigning roles to tasks models “who does what”.
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task
(r1, . . . , re)

(a) Task

task1

(ri, . . . , rj)
task2

(rk, . . . , rp)

ρ1 ∧ · · · ∧ ρn

(b) AuthorizationConstraint

Fig. 3. Injecting roles (a) and authorization constraints (b).

However, classical RBAC models are unable to specify security policies at
user level such as separation of duties (SoD) and binding of duties (BoD).1 To
address such an issue, we express authorization constraints between pairs of
tasks t1, t2, having consistent labels2 L(t1) and L(t2), as a conjunction of binary
relations ρ1 ∧ · · · ∧ ρn over users (ρi ⊆ U × U) such that if u1 ∈ users(t1) and
u2 ∈ users(t2) and the pair (u1, u2) also belongs to all ρi, then any execution
assigning t1 to u1 and t2 to u2 satisfies the authorization constraint. In Fig. 1
L(CardioEv) = � and L(ICU-Hosp) = e are consistent; thus, in the execution
where the conditional split connector assigns � to e, both of these two tasks
must be executed, and the authorization constraint labeled by = (connecting
them) satisfied.

In ACBPMN, we draw authorization constraints as undirected dashed edges
(Fig. 3b) connecting pairs of tasks and label them by a conjunction of binary
relations as we have just discussed. Figure 1 is an ACWF under conditional
uncertainty expressing which roles are authorized for which tasks, and which
are the authorization constraints. Again, no authorization constraint is specified
between EM-Treat and STD-Tr as L(EM-Treat) = e and L(STD-Tr) = ¬e are
inconsistent with each other.

5 Controllability of ACWFs Under Conditional
Uncertainty

We give the semantics for weak, strong and dynamic controllability of ACWFs
under conditional uncertainty. Our goal is that of synthesizing execution strate-
gies specifying which user to assign to which task so that all relevant autho-
rization constraints will eventually be satisfied no matter which (uncontrollable)
truth values the conditional connectors assign to their associated propositions.
Tasks and constraints are relevant if the WfMS must consider them during exe-
cution.

A scenario (or interpretation function) s : P → {�,⊥} is a complete assign-
ment of truth values to the propositions associated to all conditional split con-
nectors in the Choice blocks. I models the set of all possible scenarios.

In our example, there are two possible (mutually-exclusive) scenarios
s1(e) = � and s2(e) = ⊥, modeling the patient’s urgency level. Once a sce-
nario is selected, the WF-path corresponding to the considered scenario is the
projection of the initial WF with respect to the scenario.
1 SoD is a security policy saying that a subset of tasks must be carried out by different

users, whereas BoD says that a subset of tasks must be carried out by the same user.
2 Two tasks with consistent labels must be considered in at least one WF execution.
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Definition 3 (WF-path). A workflow path (WF-path) is the projection of an
ACWF with respect to a given scenario s; i.e., a new (unconditional) ACWF
obtained as a copy of the considered ACWF, where all tasks and authorization
constraints having label not consistent with s are removed.

The ACWF in Fig. 1 consists of the following two WF-paths

(1) CardioEv → NeuroEv → EM-Treat → ICU-Hosp → DischLet
(2) CardioEv → NeuroEv → STD-Tr → DischLet

where (1) is the result of the projection according to scenario s1, and (2) to s2.
For both WF-paths, the order of CardioEv and NeuroEv does not matter.

Definition 4 (Schedule). A schedule, for a subset of tasks T ′ ⊆ T , is a map-
ping ψ : T ′ → U assigning users to those tasks. The set of all possible schedules is
represented by Ψ . A schedule is consistent if the assignments it makes eventually
satisfy all relevant authorization constraints.

An execution strategy is a mapping σ : I → Ψ from scenarios to schedules
such that the domain of the resulting ψ consists of all tasks belonging to the
WF-path arising from the projection of the ACWF with respect to s. If ψ = σ(s)
is also consistent, then we say that σ is viable. We denote the user u assigned to
the task t by the strategy σ in the scenario s as [σ(s)]t = u.

The first kind of controllability is weak controllability, which ensures that we
can execute the WF satisfying all user and authorization constraints whenever
we have full information on the uncontrollable part before starting the execution.
That is, whenever we know what truth values the Choice blocks will assign to
the associated propositions.

Definition 5 (Weak Controllability). An ACWF under conditional uncer-
tainty is weakly controllable if there exists a viable execution strategy.

Dealing with such a controllability is quite complex as it always requires one
to predict how all uncontrollable parts will behave before starting the execu-
tion (i.e., to predict which the scenario will be). This lead us to considering the
opposite case, the one in which we want to synthesize a strategy returning a
static schedule working for all combinations of truth value assignments (i.e., for
all scenarios) before starting the execution. Thus, the second kind of controlla-
bility is strong controllability, which ensures that we can preassign users to tasks
before starting, being guaranteed that such an assignment will always satisfy all
constraints whatever the truth value assignments.

Definition 6 (Strong Controllability). An ACWF under conditional uncer-
tainty is strongly controllable if there exists a viable execution strategy σ such
that for any pair of scenarios s1, s2 ∈ I and any shared task t belonging to the
WF-paths arising from the projections of s1, s2, we have that [σ(s1)]t = [σ(s2)]t.
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Strong controllability is, however, “too strong”. If an ACWF is not strongly
controllable, it could be still executable deciding which user to commit to which
task by reacting to the uncontrollable parts as soon as they become known.
To achieve this purpose, we introduce dynamic controllability. An ACWF is
dynamically controllable if it admits a viable execution strategy able to modify
its associated schedule (if needed) whenever a truth value for a still unknown
proposition becomes known due to the execution of the associated conditional
split connector. Since the truth values of propositions are revealed incrementally,
in what follows we introduce the formal definition of history that we then use
to define dynamic controllability.

Definition 7 (History). The history H(t, s) of a task t in the scenario s con-
sists of the set of truth value assignments to the propositions made by the con-
ditional split connectors executed before task t in s.

Take Fig. 1 as an example and consider the scenario s(e) = �. It holds
that H(CardioEv, s) = ∅ before executing the conditional split connector and
H(EM-Treat, s) = {e} after executing the conditional split connector.

Definition 8 (Dynamic Controllability). An ACWF is dynamically con-
trollable if there exists a viable execution strategy σ such that for any pair of
scenarios s1, s2 ∈ I and any task t belonging to the WF-path arising from the
projection s1, it holds that if H(t, s1) = H(t, s2), then t belongs to the WF-path
arising from the projection of s2, and [σ(s1)]t = [σ(s2)]t.

That is, an ACWF is dynamically controllable if there exists an execution
strategy assigning users to incoming tasks consistently (with the previous assign-
ments), knowing only the values of propositions associated to the conditional
split connectors already executed.

6 Encoding WF-Paths into Constraint Networks

As we have discussed previously, a WF-path is the projection of a particular
scenario. Uncontrollable parts no longer exist in this projection.

We focus on tasks only, implicitly considering that the WfMS takes care of
executing the connectors and that no constraints between connectors exist.

To encode a WF-path into a CN suitable for our purposes, we first turn the
current partial order between tasks into a total one d = (t1, . . . , tn), where
t1, . . . , tn ∈ T . In this way, we can guarantee an efficient (dynamic) user
assignment during execution as we exploit directional consistency. Recall that a
dynamic assignment of values (i.e., users) to variables (i.e., tasks) no matter the
order in which the variables are chosen (i.e., tasks executed by users) has already
been proved to be NP-hard in [10]. Instead, following an order when assigning
the variables has been proved to be linear [7,8] after checking the consistency of
the initial CN, which remains NP-hard.

Indeed, the initial checking does not worry about computing a solution, but it
only focuses on proving that at least a solution exists by tightening the network
(this is the hard part).
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CardioEv {A, B, C}

NeuroEv {A, B, C}

EM-Treat {D, E}

ICU-Hosp {B, C, D}

DischLet {B, C, D}

RCN

RCI

RCD

RID

REI

(a) WF-path 1.

CardioEv {A, B, C}

NeuroEv {A, B, C}

STD-Tr {A, B, E}

DischLet {B, C, D}

RCN

RCD RCS

RSD

(b) WF-path 2.

CardioEv {A, B, C}

NeuroEv {A, B, C}

EM-Treat {D, E}

ICU-Hosp {B, C, D}

STD-Tr

{A, B, E}

DischLet {B, C, D}

RCN

RCD RCS

RSD

RID

REI

(c) Super-path.

Fig. 4. (Binary) Constraint networks for WF-path 1 (a), WF-path 2 (b), and the super-
path modeling the whole WF turned unconditional (c). The order of tasks has to be
interpreted bottom-up (↑).

In this paper, we accept that the initial check of consistency on these equiv-
alent CNs is NP-hard in favor of guaranteeing an efficient (dynamic) execution.
Of course, the more users, tasks and Choice blocks a WF specifies, the more
this approach becomes intractable in its preliminary phase.

We start from a single WF-path and we encode it in an equivalent CN
R = 〈X,D,C〉. We fill X with the set of tasks belonging to the WF-path
under analysis. Considering WF-path 1, we have that X = {CardioEv, NeuroEv,
EM-Treat, ICU-Hosp, DischLet}. We now restrict the current partial order so
that it becomes total. In this WF-path, the unordered tasks are CardioEv and
NeuroEv, and, as we previously said in Sect. 2, we assume that CardioEv exe-
cutes first. Thus, the order is d = (CardioEv, NeuroEv, EM-Treat, ICU-Hosp,
DischLet), where CardioEv and DischLet are the first and the last task, respec-
tively. As for classic ordered CNs, we show the graphical representation of the
ordered tasks of WF-path 1 in Fig. 4a. We interpret the figure bottom-up (↑).
For each variable xi modeling the task ti, the corresponding domain of the vari-
able consists of all users authorized for ti, i.e., Dti

= users(ti). For WF-path
1, DCardioEv = DNeuroEv = {A, B, C}, DEM-Treat = {D, E}, DICU-Hosp = DDischLet =
{B, C, D}. We show these domains on the right of the variables in Fig. 4a.

We initialize the set C of constraints as follows. For each pair of tasks t1, t2
connected by an authorization constraint (labeled by ρ1∧· · ·∧ρn) in the original
WF-path, we add to C the relation Rt1 t2 = ρ1 ∩ · · · ∩ ρn as the set of all tuples
(ui, uj) satisfying the resulting relation where ui ∈ Dt1 and uj ∈ Dt2 . Any
tuple (ui, uj) of Rt1t2 means that if task t1 is assigned to user ui and task t2 is
assigned to user uj , then the original authorization constraint between t1 and t2
is satisfied. For instance, we encode �= ∧¬Rel between CardioEv and NeuroEv
as the binary relation RCN (Table 1a). To ease reading, we shorten the subscript
of each relation with the first letters of the two tasks it constrains.
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Table 1. Relations of the example in Fig. 1. Initial: RCN , RCD (common) RCI , REI ,
RID (WF-path 1), and RCS , RSD (WF-path 2). Generated: RCE , R1

C (WF-path 1) and
R2

C (WF-path 2).

We do the same with the authorization constraints between CardioEv and
ICU-Hosp (RCI , Table 1i), CardioEv and DischLet (RCD , Table 1b), EM-Treat
and ICU-Hosp (REI , Table 1c), and ICU-Hosp and DischLet (RID , Table 1f). We
proceed similarly for WF-path 2 (we show its CN in Fig. 4b).

7 Weak, Strong and Dynamic Controllability Checking

We now address the algorithmic part for weak, strong and dynamic controllabil-
ity defined in Sect. 5.

7.1 Weak Controllability Checking

Weak Controllability Checking (WC-checking) simply checks that each CN
encoding a WF-path is consistent. Once we have encoded each WF-path in a
CN, we can simply employ any algorithm for directional consistency we like and
run it on each one of these networks as input. If these CNs are all consistent,
then the WF is weakly controllable.

In our example, we use adc (discussed in Sect. 3.2). Figure 5a shows the run
of adc for the CN of WF-path 1 (Fig. 4a), whereas Fig. 5b shows the run for
the CN of WF-path 2 (Fig. 4b). More precisely, for WF-path 1 we start from the
equivalent CN R = 〈X,D,C〉 along with the order d we discussed in the second
half of Sect. 6. adc processes the variables (i.e., tasks) top down (↓) by filling
the corresponding buckets with the relations in C (Table 1) as we discussed
at the end of Sect. 3.2. Initial relations appear on the left of ‖, whereas new
ones generated by the algorithm appear on the right. adc starts by processing
Bucket(DischLet) by computing the new scope A = {C,D, I} \ {D} = {C, I}.
It then computes (i.e., infers the implicit possibly missing) relational constraints
RCI = πC ,I (RCD �� RID). Since we will assign ICU-Hosp after CardioEv (as in
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Bucket(DischLet) : RCD , RID‖
Bucket(ICU-Hosp) : RCI , REI ‖
Bucket(EM-Treat) : ‖RCE

Bucket(NeuroEv) : RCN‖
Bucket(CardioEv) : ‖R1

C

(a) WF-path1.

Bucket(DischLet) : RCD , RSD‖
Bucket(STD-Tr) : RCS‖
Bucket(NeuroEv) : RCN ‖
Bucket(CardioEv) : ‖R2

C

(b) WF-path2.

Fig. 5. adc run on WF-path1 and WF-path2.

WF-path 1 ICU-Hosp is the latest variable in the set {ICU-Hosp, CardioEv}),
we add RCI to Bucket(ICU-Hosp). Actually, since Bucket(ICU-Hosp) already
contains RCI , adding the new one is equivalent to tightening the existing one to
the intersection between itself and this new one. But since this intersection results
in the same RCI , adc does nothing. Also, since the generated RCI �= ∅, adc goes
ahead by processing Bucket(ICU-Hosp). This time, the scope of the generated
constraint is A = {C, I,E} \ {I} = {C,E}. Therefore, adc computes RCE =
πC ,E (RCI �� REI ) (Table 1d) and adds it to Bucket(EM-Treat) since the bucket
is empty and EM-Treat comes after CardioEv. Since REI �= ∅, adc now takes
into account EM-Treat, by computing the new scope A = {C,E} \ {E} = {C}.
It then computes R1

C = πC(RCE ) (Table 1e) and adds to Bucket(CardioEv).
This (node-consistency) constraint rules out A for CardioEv. Again, R1

C �= ∅ so
adc processes Bucket(NeuroEv) resulting in no tightening for Bucket(CardioEv)
(it just generates (again an) R1

C = πC(RCN ), which does not imply any new
tightening for R1

C in Bucket(CardioEv)). Since adc did not come across any
empty relation, the CN in Fig. 4a is consistent.

We proceed similarly for WF-path 2. This time adc eventually generates R2
C

(Table 1j) ruling out C for CardioEv.
Our example is weakly controllable. A viable strategy is σ is σ(e) = ψe and

σ(¬e) = ψ¬e, where ψe(CardioEv) = C, ψe(NeuroEv) = A, ψe(EM-Treat) = E,
ψe(ICU-Hosp) = C, ψe(DischLet) = B (WF-path 1), whereas ψ¬e(CardioEv) =
A, ψ¬e(NeuroEv) = C, ψ¬e(STD-Tr) = A, ψ¬e(DischLet) = D (WF-path 2).

The time complexity of WC-checking is O(2mn(2z)w�+1). Indeed, it corre-
sponds to the complexity of adc multiplied for the number of possible different
WF-paths, which in the worst case are 2m when considering a sequence of m
Choice blocks. However, the complexity of the execution is linear in the number
of the tasks (the strategy σ has already been synthesized).

7.2 Strong Controllability Checking

Strong Controllability Checking (SC-checking) does not need to unfold all WF-
paths and test them independently. SC-checking works as follows. We first turn
every conditional split connector × into a total one + (i.e., all Choice blocks
become Parallel ones). Then, we encode this (now unique) super-path into
a CN exactly as we discussed in Sect. 6 for a single WF-path and run again
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any algorithm for directional consistency in order to synthesize a strategy σ(s)
working no matter s. We show the corresponding CN in Fig. 4c.

Our example is not strongly controllable. Indeed, any viable strategy σ
implies ψ(CardioEv) = B, the only conservative choice for CardioEv not hav-
ing any information on which WF-path we will have to take. This implies in
turn that both ψ(ICU-Hosp) = B and ψ(STD-Tr) = B (recall that the autho-
rization constraints between CardioEv and ICU-Hosp (WF-path 1) and between
CardioEv and STD-Tr (WF-path 2) are both labeled by =). Now, since there
are two authorization constraints connecting ICU-Hosp, STD-Tr to DischLet
labeled by ρ1 and ρ2, we can see that there is no valid user for DischLet as
ψ(ICU-Hosp) = B implies ψ(DischLet) = C, whereas ψ(STD-Tr) = B implies
ψ(DischLet) = D. The time complexity of SC-checking coincides with that of
adc after turning the WF unconditional (linear in the number of tasks and
constraints).

7.3 Dynamic Controllability Checking

Dynamic Controllability Checking (DC-checking) refines the WC-checking by
reasoning on the labels of tasks shared by different WF-paths. In our exam-
ple, WF-path 1 and WF-path 2 share CardioEv, NeuroEv, and DischLet tasks.
These tasks must always be executed since L(CardioEv) = L(NeuroEv) =
L(DischLet) = � (in the initial ACWF under conditional uncertainty).

Approaches such as keeping the intersection of the users authorized for those
tasks with respect to different WF-paths are in general wrong. In our example,
the authorized users for DischLet are {C, B} (WF-path 1), and {D} only (WF-
path 2). Thus, {C, B}∩{D} = ∅ (indeed, the ACWF is not strongly controllable).

The intuition is that given a WF-path along with its total order among tasks,
for each pair of tasks t1 and t2 such that t1 is before t2, we have that L(t2) must
also contain L(t1). Getting back to our example, we have that L(DischLet) = e
because L(ICU-Hosp) = e if we focus on WF-path 1, and L(DischLet) = ¬e
because L(STD-Tr) = ¬e if we focus on WF-path 2. Therefore, our idea is that
of conditionally intersecting the set of authorized users for tasks shared by WF-
paths if and only if the labels of these tasks are consistent.

As a result, a “fixed-point” DC-checking algorithmic approach works in
rounds until no tightening is possible. First, we encode each WF-path into a
CN using the encoding provided in Sect. 6 as we did for weak controllability.
Then, every round is as follows. (1) We run adc on every CN. If one of these
CNs is inconsistent, then the ACWF is not dynamically controllable (this is the
certificate of “no”). (2) For each task t shared by more than one WF-path, we
put in Bucket(t) of each WF-path (containing t) all the relations appearing in
the same bucket of all other WF-paths (containing t) provided that the labels
for t in these different WF-paths are consistent.

In our example, we have that, after running adc on WF-path 1 and WF-
path 2 as input we have generated RCE , and R1

C = {B, C} (WF-path 1), and
R2

C = {A, B} (WF-path 2). Therefore, in the CN encoding WF-path 1 we add
R2

C to Bucket(CardioEv) and in the CN encoding WF-path 2 we add R1
C to
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Bucket(CardioEv). That is, for both CNs we tighten the unary constraint getting
R1,2

C = R1
C ∩ R2

C = {B} (ruling out both A and C since no dynamic strategy
assigning one of these users to CardioEv exists). We do the same with RCN for
both NeuroEv’s buckets resulting in no tightening. We now run again adc on
the two WF-paths since in the previous round we made at least one modification
(we tightened Bucket(CardioEv) in all CNs). In round 2 no tightening occurs, so
the DC-checking terminates. Since no inconsistent WF-path has been detected,
the ACWF under conditional uncertainty is dynamically controllable.

Dynamic controllability ensures that we can synthesize a strategy σ(s) both
offline and online (i.e., during execution) no matter which s is being generated.

We synthesize a strategy offline as we did for WC-controllability. The differ-
ence is that the choices of users for shared tasks have already been restricted.

We (efficiently) synthesize a strategy online by generating a solution as fol-
lows. We start by considering all those WF-paths containing the initial task t
and we assign a user u such that u satisfies all the relations in Bucket(t) (for the
first task Bucket(t) only contains unary relations enforcing node-consistency). If
the ACWF starts with a Choice block, we choose the WF-paths to start from
according to the truth value observed (in case of nested Choice blocks we pro-
ceed recursively). Then, we execute the next tasks moving from the considered
set of WF-paths to others (more specific) according to the scenario being gen-
erated and picking a user satisfying all relations in their corresponding buckets
(that is, a users satisfying all the constraints between that task and all tasks
which have already been executed).

Our example is dynamically controllable. A viable strategy σ(s) must ini-
tially consider both WF-paths, so the only conservative choice is σ(�) = ψ�,
where ψ�(CardioEv) = B. Then, if the conditional connector assigns � to e
the strategy knows it has to go through WF-path 1. Hence, σ(e) = ψe where
ψe(EM-Treat) = D , ψe(ICU-Hosp) = B and ψe(DischLet) = C. Instead, if
e = ⊥, then σ(¬e) = ψ¬e where ψ¬e(STD-Tr) = B and ψ¬e(DischLet) = D.
Since every execution takes into consideration either ICU-Hosp or STD-Tr (as the
tasks belong to WF-paths which are mutually-exclusive) no authorization con-
straint is violated. The time complexity of DC-checking is O(2(m+1)n(2z)w�+1),
where 2m is the number of possible different WF-paths in the worst case and
O(n(2z)w�+1) is the complexity of adc algorithm (see Sect. 3).

8 Related Work

The problem of verifying WF features related to the assignment of agents to
tasks is known in literature as WF satisfiability and resiliency [17]. More specif-
ically, the workflow satisfiability problem (WSP) is the problem of finding an
assignment of users to tasks such that the execution of the WF gets to the
end satisfying all authorization constraints. The workflow resiliency problem is
WSP under the uncertainty that a maximum number of users may become (tem-
porally) absent before or during execution. WSP does not address conditional
uncertainty. In this work, we exploited controllability analysis to deal with a
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dynamic WSP, where we decide, during execution, which users to assign to
which tasks depending on how the uncontrollable conditional part is behaving.

Other related work lies in the area of temporal networks, where some exten-
sions injecting users and authorization constraints into the specification have
been provided. In [6], simple temporal networks with uncertainty (STNUs, [14])
are extended with security constraints in order to model temporal role-based
ACWFs in which authorization constraints and temporal constraints mutually
influence one another. Controllability checking has not been addressed for such
an extension. Access-Controlled Temporal Networks (ACTNs) [5] address users
and (conditional) temporal authorization constraints. DC-checking is done via
timed game automata. WC-checking and SC-checking have not been addressed
for ACTNs. Moreover, the analysis phase in [5] (i.e., the checking for DC before
starting) stops as soon as one (offline) dynamic execution strategy is synthesized.
In this work, DC-checking does not synthesize a particular dynamic strategy, but
it handles all possible strategies satisfying the initial constraints.

In [1], Cabanillas et al. address the resource allocation for business processes.
They consider an RBAC environment and they do not impose any particular
order on activities. They also address loops. However, the authors clearly state
that their work is unable to address History-Based Allocation of resources.

9 Conclusions and Future Work

We defined ACWFs under conditional uncertainty by injecting access control
into BPMN. We then gave the semantics for weak, strong and dynamic control-
lability of ACWFs under conditional uncertainty and discussed the algorithmic
approaches to both address these decision problems and synthesize execution
strategies. We also discussed the complexity of WC, SC, and DC-checking. For
classic (unconditional) ACWFs if the authorization constraints are monotone
(e.g., =) the checking is done in n3 where n is the number of tasks [13]. The same
holds for non-monotone relations if each task has no more that 2 users autho-
rized. In general, the problem is NP-hard. Adding conditions can only make it
worse. However, adc considerably speeds up the analysis (for the general CSP)
allowing one to compute the necessary level of consistency to guarantee that a
solution can be generated without backtracking. Once this check is done, every
solution (i.e., assignment of users to tasks) can be generated in polynomial time.
This means that the runtime phase is tractable.

As future work, we plan to implement and verify our approach on real-world
ACWFs, where, as in the clinical domain, sophisticated security policies need
to be specified, managed and enforced while executing the WF. We also plan to
benchmark the proposed algorithms once we have carried out a more thorough
analysis on how to compute the most conservative order for tasks. This is because
for some WF instances the answer “dynamic controllable” or “uncontrollable”
depends on how the tasks have been ordered.
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Abstract. Predictive business process monitoring aims at leveraging
past process execution data to predict how ongoing (uncompleted)
process executions will unfold up to their completion. Nevertheless, cases
exist in which, together with past execution data, some additional knowl-
edge (a-priori knowledge) about how a process execution will develop in
the future is available. This knowledge about the future can be leveraged
for improving the quality of the predictions of events that are currently
unknown. In this paper, we present two techniques - based on Recurrent
Neural Networks with Long Short-Term Memory (LSTM) cells - able to
leverage knowledge about the structure of the process execution traces
as well as a-priori knowledge about how they will unfold in the future
for predicting the sequence of future activities of ongoing process execu-
tions. The results obtained by applying these techniques on six real-life
logs show an improvement in terms of accuracy over a plain LSTM-based
baseline.

Keywords: Predictive Process Monitoring · Recurrent Neural
Networks · Linear Temporal Logic · A-priori Knowledge

1 Introduction

Predictive business process monitoring [19] is a research topic aiming at develop-
ing techniques that use event logs extracted from information systems in order to
predict how ongoing (uncompleted) process executions (a.k.a. cases) will unfold
up to their completion. A recent stream of work [12,13,23,28] has been focused
on the provision of techniques able to predict the future path (continuation) of
an ongoing case, a type of predictions that can be used to provide valuable input
for planning and resource allocation. These predictions are generally based on:
(i) the sequence of activities already executed in the case; (ii) the timestamp
indicating when each activity in the case was executed; and (iii) the values of
data attributes after each execution of an activity in the case.
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What motivates this paper is the surmise that past event logs, or more in
general knowledge about the past, is not the only important source of knowl-
edge that can be leveraged to make predictions. In many real life situations,
cases exist in which, together with past execution data, some case-specific addi-
tional knowledge (a-priori knowledge) about the future is available and can be
leveraged for improving the predictive power of a predictive process monitoring
technique. Indeed, this additional a-priori knowledge is what characterizes the
future context of execution of the process that will affect the development of the
currently running cases. Think for instance to the temporary unavailability of a
surgery room which may delay or even rule out the possibility of executing cer-
tain activities in a patient treatment process. While it is impractical to retrain
the predictive algorithms to take into consideration this additional knowledge
every time it becomes available, it is also reasonable to assume that considering
it in some way would improve the accuracy of the predictions on an ongoing
case.

In light of this motivation, in Sect. 5, we provide two techniques based on
Recurrent Neural Networks with Long Short-Term Memory (LSTM) cells [16]
able to leverage a-priori knowledge about process executions for predicting the
sequence of future activities of an ongoing case. The proposed algorithms are
opportunely tailored in a way that the a-priori knowledge is not taken into
account for training the predictor. In this way, the a-priori knowledge can be
changed on-the-fly at prediction time without the need to retrain the predictive
algorithms. In particular, we introduce:

– a Nocycle technique which is able to leverage knowledge about the struc-
ture of the process execution traces, and in particular about the presence of
repetitions of sequences (i.e., cycles), to improve a plain LSTM-based baseline
so that it does not fall into a local minimum, a phenomenon already hinted
in [28] but not yet solved;

– an A-priori technique which takes into account a-priori knowledge together
with the knowledge that comes from historical data.

In Sect. 6, we present a wide experimentation carried out using six real-life logs
and aimed at investigating whether the proposed algorithms increase the accu-
racy of the predictions. The outcome of our experiments is that the application
of these techniques provides an improvement up to 50% in terms of prediction
accuracy over the baseline. In addition to the core part (Sects. 5 and 6), the paper
contains an introduction to some background notions (Sect. 2), a detailed illus-
tration of the research problem (Sect. 4), related work (Sect. 3) and concluding
remarks (Sect. 7).

2 Background

In this section, we report the background concepts useful for understanding the
remainder of the paper.
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x〈1〉 x〈2〉 x〈3〉 . . . x〈K〉

h〈1〉 h〈2〉 h〈3〉
. . .

h〈K〉

y〈1〉 y〈2〉 y〈3〉 . . . y〈K〉

Fig. 1. Recurrent Neural Network

2.1 Event Logs and Traces

An event log is a set of traces, each representing the execution of a process (case
instance). Each trace consists of a sequence of activities, each referring to the
execution of an activity in a finite activity set A.

Definition 1 (Trace, Event Log). A trace σ = 〈a1, a2, ...an〉 ∈ A∗ over A is
a sequence of activities. An event log L ∈ B(A) is a multi-set of traces over the
activity set A.

A prefix of length k of a trace σ = 〈a1, a2, ...an〉 ∈ A∗, is a trace pk(σ) =
〈a1, a2, ...ak〉 ∈ A∗ where k ≤ n; the suffix of the prefix of length k is defined
as the remaining part of σ, that is, sk(σ) = 〈ak + 1, ak + 2, ...an〉 ∈ A∗. For
example, the prefix of length 3 of 〈a, c, r, f, s, p〉 is 〈a, c, r〉, while the suffix of
this prefix is 〈f, s, p〉.

A cycle in a trace σ ∈ A∗ is a sequence of activities repeated
at least twice in σ (with adjacent repetitions). For example, trace
〈a, b, a, b, a, b, c, d, e, f, g, e, f, g, c, d〉 contains two cycles: 〈a, b〉 (3 repetitions) and
〈e, f, g〉 (2 repetitions).

2.2 RNNs and LSTM

Artificial Neural Networks (or just Neural Networks, NNs) are a well known
class of discriminative models. In classification tasks, they are used to model the
probability of a given input to belong to a certain class, given some features of
the input. We can describe them in mathematical terms as follows:

p(y|x) = fNN (x; θ). (1)

In (1), x is the feature vector that represents the input, y is a random variable
representing the output class labels, fNN is the function modeled by the neural
network, and θ is the set of parameters of such a function to be learnt during
the training phase.

Recurrent Neural Networks (RNNs, see Fig. 1) are a subclass of Neural Net-
works. We illustrate them with the help of an example in which the classification
task concerns in assigning the correct part of speech – noun, verb, adjective, etc. –
to words. If we take the word “file” in isolation, it can be both a noun and a
verb. Nonetheless, this ambiguity disappears when we consider it in an actual
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sentence. Therefore, in the sentence “I have to file a complain” it acts as a verb,
while in the sentence “I need you to share that file with me” it acts as a noun.

This simple example shows that for some tasks the classification at a certain
time-step t depends not only on the current input (i.e., “file”) but also on the
input (i.e., the part of the sequence) seen so far. The tasks that share this
characteristic are said to be recurrent. Natural Language tasks are a typical
example of recurrent phenomena.

In mathematical terms, let us write x〈1〉, ...,x〈K〉 to indicate an input
sequence of K time-steps, represented by the superscript between angle brackets.
In this way, at each time-step t, the conditional probability of a given input to
belong to a certain class is described by

p(y〈y〉|x〈t〉, ...,x〈1〉) = fRNN (x〈1〉, ...,x〈t〉; θ). (2)

RNNs have been proven to be extremely appropriate for modeling sequential
data (see [15]). As shown in Fig. 1, they typically leverage recurrent functions
in their hidden layers, which are, in turn, composed of hidden states. Let h〈t〉,
with

h〈t〉 = h(x〈t〉,h〈t−1〉; θh); (3)

be the activation of the hidden state at the t-th time-step. h is a so-called cell
function, parameterized over a set of parameters θh to be learnt during the
training, and accepting as inputs the current input x〈t〉 and its value at the
previous time-step h〈t−1〉. The activation of the hidden state is then mapped
(using a linear map) into a continuous vector of the same size as the number
of output classes. All the elements in such a vector are greater than zero and
their sum is equal to one. Therefore, this vector can be seen as a probability
distribution over the output space. All these constraints can be easily achieved
specifying the generic Eq. (2) by means of a softmax function:

p(y〈y〉|x〈t〉, ...,x〈1〉) = softmax(Wh〈t〉 + b); (4)

where the weight matrix W and the bias vector b are parameters to be learnt
during the training phase.

Among the different cell functions h (see Eq. (3)) explored in literature, Long
Short-Term Memory (LSTM) [16] shows a significant ability to maintain the
memory of its input across long time spans. This property makes them extremely
suitable to be used in RNNs that have to deal with input sequences with complex
long-term dependencies such as the ones we consider in this paper.

2.3 RNNs with LSTM for Predictive Process Monitoring

In order to provide predictions on the suffix of a given prefix (of a running
case), state-of-the-art approaches for predictive process monitoring use RNNs
with LSTM cells. The most recent and performing approach in this field [28]
relies on an encoding of activity sequences that combines features related to the
activities in the sequence (the so called one-hot encoding) and features related
to the time characterizing these activities. Given the set A = {a1A , . . . amA

}
of all possible activities, an ordering function idx : A → {1, . . . , |A|} ⊆ N is
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defined on it, such that aiA <> ajA if and only if iA <> jA, i.e., two activities
have the same A-index if and only if they are the same activity. For instance,
if A = {a, b, c}, we have idx : A → {1, 2, 3} and idx(a) = 1, idx(b) = 2 and
idx(c) = 3. Each activity ai ∈ σ is encoded as a vector (Ai) of length |A| + 3
such that the first |A| features are all set to 0, except the one occurring at the
index of the current activity idx(ai), which is set to 1. The last three features
of the vector pertain to time: the first one relates to the time increase with
respect to the previous activity, the second reports the time since midnight (to
distinguish between working and night time), and the last one refers to the time
since the beginning of the week.

A trace is encoded by composing the vectors obtained from all activities in the
trace into a matrix. During the training phase, the encoded traces are used for
building the LSTM model. During the testing phase, a (one-hot encoded) prefix
of a running case is used to query the learned model, which returns the predicted
suffix by running an inference algorithm. Algorithm 1 reports the inference algo-
rithm introduced in [28] and based on RNN with LSTM cells for predicting the
suffix of a given prefix pk(σ) of length k. The algorithm takes as input the prefix
pk(σ), the LSTM model lstm and a maximum number of iterations max and
returns as output the complete trace (the prefix and the predicted suffix). First,
the prefix pk(σ) is encoded by using the one-hot encoding (line 5). The resulting
matrix is then used for feeding the LSTM model and getting the probability
distribution over different possible symbols that can occur in the next position
of the trace (line 6). The symbol with the highest probability is hence selected
from the ranked probabilities (line 7). Then, a new trace is obtained by concate-
nating the current prefix with the new predicted symbol (line 8). In order to
predict the second activity, the one-hot encoding of the new prefix is computed
and used to recursively feed the network. The procedure is iterated until the
predicted symbol is the end symbol or a maximum number of iterations max is
reached (line 10).

Algorithm 1. Inference algorithm for predicting the suffix of pk(σ)
1: function PredictSuffix(pk(σ), lstm, max)
2: h = 0
3: trace = pk(σ)
4: do
5: traceencoded = encode(trace)
6: next symbol probs = predictNextSymbols(lstm, traceencoded)
7: next symbol = getSymbol(next symbol prob, traceencoded)
8: trace = trace · next symbol
9: h = h + 1

10: while (next symbol <> end symbol) and (h < max)
11: return trace
12: end function
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2.4 Linear Temporal Logic

In our approach, the a-priori knowledge that describes how a running case will
develop in the future is formulated in terms of Linear Temporal Logic (LTL)
rules [22]. LTL is a modal logic with modalities devoted to describe time aspects.
Classically, LTL is defined for infinite traces. However, to describe the charac-
teristics of a business process, we use a variant of LTL defined for finite traces
(since business processes are supposed to complete eventually). We assume that
activities occurring during the process execution fall into the set of atomic propo-
sitions. LTL rules are constructed from these atoms by applying the temporal
operators © (next), ♦ (future), � (globally), and 	 (until) in addition to the
usual boolean connectives. Given a formula ϕ, ©ϕ means that the next time
instant exists and ϕ is true in the next time instant (strong next). ♦ϕ indicates
that ϕ is true sometimes in the future. �ϕ means that ϕ is true always in the
future. ϕ	ψ indicates that ϕ has to hold at least until ψ holds and ψ must hold
in the current or in a future time instant.

3 Related Work

The literature related to predictive business process monitoring can be roughly
classified according to the type of predictions that is provided. A first group
of works focuses on the time perspective. In [2], the authors present a set of
approaches in which annotated transition systems, containing time information
extracted from event logs, are used to: (i) check time conformance; (ii) predict
the remaining processing time of incomplete cases; (iii) recommend appropriate
activities to end users working on these cases. In [14], an approach for pre-
dicting business process performances is presented. The approach is based on
context-related execution scenarios discovered and modeled through state-aware
performance predictors. In [24], the authors use stochastic Petri nets to predict
the remaining execution time of a process execution. In [20], the authors present
a technique for predicting the delay between the expected and the actual arrival
time of cases pertaining to a transport and logistics process. In [25], queue theory
is used to predict possible delays in process executions.

Another set of works in the literature focuses on approaches that generate
predictions and recommendations to reduce risks. For example, in [6], the authors
present a technique to support process participants in making risk-informed deci-
sions with the aim of reducing the process risks. Risks are predicted by traversing
decision trees generated from logs of past process executions. In [21], the authors
make predictions about time-related process risks by identifying and leveraging
statistical indicators observable in event logs that highlight the possibility of
transgressing deadlines. In [27], an approach for Root Cause Analysis through
classification algorithms is presented.

A third group of prediction approaches predicts the outcome (e.g., the sat-
isfaction of a business objective) of a case. In [19] a framework is introduced,
which is able to predict the fulfillment (or the violation) of a boolean predicate
in a running case, by looking at: (i) the sequence of activities already performed
in the case; and (ii) the data payload of the last activity of the running case.
The framework, which provides accurate results at the expense of a high runtime
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overhead, has been enhanced in [9] by introducing a clustering preprocessing step
in which cases sharing a similar activity history are clustered together. A classi-
fier for each cluster is trained with the data payload of the traces in the cluster.
In [17], the authors compare different feature encoding approaches where traces
are treated as complex symbolic sequences, that is, sequences of activities each
carrying a data payload consisting of attribute-value pairs. In [29], unstructured
information contained in text messages exchanged during process executions has
been leveraged for improving the prediction accuracy.

The problem investigated in this paper falls into a fourth and last set of
works, i.e., into the set of very recent efforts aiming at predicting the sequence of
future activities given the activities observed so far. In [23], Polato et al. propose
several techniques for predicting the remaining time and the sequence of future
activities in an ongoing case using simple regression, regression with contextual
information, and data-aware transition systems. Other approaches [12,13,28]
make use of RNNs with LSTM cells. In particular, Evermann et al. [12,13] pro-
pose an RNN with two hidden layers trained with back propagation, while Niek
et al. [28] leverage LSTM and an encoding based on activities and timestamps
(illustrated in detail in Sect. 2.3) to provide predictions on the next activities and
their timestamps. Differently from all these works, this paper investigates how
to take advantage of possibly existing a-priori knowledge for making predictions
on the sequence of future activities.

4 The Problem

Predictive business process monitoring methods use past process executions,
stored in event logs, in order to build predictive systems that work at runtime to
make predictions about the future. Among the different interesting and appealing
types of predictions about the future of an ongoing case, such as the remaining
time or the fulfilment of a predicate, we can find the prediction of the sequence
of future activities. This type of predictions can be useful in the scenario where
some planning and resource allocation are needed for the running case. For
instance, the hospital management can be highly interested in predicting the
future activities of patients to be able to best organize machines and resources
of a hospital.

Nonetheless, predicting sequences of activities is a quite complex and chal-
lenging task, as the longer the sequence is, the more difficult is to predict the most
far-away activities. While predicting the sequence of future activities entirely
from past execution data may be difficult, in real world scenarios, we often
observe that some a-priori knowledge about the future of the running process
executions exists and could hence be leveraged to support the predictive methods
and improve their accuracy. For instance, in the hospital example, new medical
guidelines may provide new knowledge on the fact that two treatments are not
useful if used together in order to cure a certain disease, or that a certain screen-
ing is required in order to perform a specific surgery, or also that if a patient is
allergic to a specific treatment she will never go to take it.
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This a-priori knowledge can be expressed in terms of LTL rules. For instance,
in the hospital example, LTL can be used for defining the following rules:

1. treatmentA and treatmentB cannot be both used within the same course
of cure of a patient:

¬(♦treatmentA ∧ ♦treatmentB) (5)

2. screeningC is a pre-requisite to perform surgeryD:

(¬surgeryD 	 screeningC) ∨ �(¬surgeryD) (6)

3. treatmentB cannot be performed on this course of cure (e.g., because the
patient is allergic to it):

¬♦treatmentB (7)

In this paper, we aim at understanding whether and how a-priori knowl-
edge can be leveraged in order to improve the accuracy of the prediction of the
(sequence of the) next activity(ies) of an ongoing case in a reasonable amount
of time. For instance, in the example of the hospital, being aware of the fact
that treatmentA and treatmentB can never be executed together could help
in ruling out a prediction of treatmentB whenever we have already observed
treatmentA and vice versa.

Formally, given a prefix pk(σ) = 〈a1, ..., ak〉 of length k of a trace σ =
〈a1, ..., an〉 and some knowledge K(σ) on σ, the problem we want to face is
to identify the function f such that f(pk(σ),K(σ)) = sk(σ).

5 The Solution

Predicting the suffix of a given prefix is a problem that is tackled by state-of-the-
art approaches that make use of LSTM-based RNNs [12,13,28]. We hence start
from these approaches and build on top of them to take into account a-priori
knowledge.

Before presenting our approach, we need to observe that a basic solution
that can be used to leverage a-priori knowledge for making predictions is the
one provided by the inclusion of the a-priori knowledge in the data used for
training the prediction model. However, this solution would raise a main practical
problem: since the a-priori knowledge can in principle change from case to case,
this would require to retrain the model for each prediction, thus hampering the
scalability of the predictive system. A smarter approach is hence required for
taking into account a-priori knowledge when predicting the future path of an
ongoing case.

In the next sections, we first introduce an enhancement, called Nocycle,
of state-of-the-art approaches for overcoming the issues encountered with traces
characterized by a high number of cycles (Sect. 5.1). We then describe A-priori,
an algorithm that allows us to take into account a-priori knowledge expressed
in terms of LTL rules (Sect. 5.2). In both cases, we use the RNN architecture
with LSTM cells and training system proposed in [28], while we extend and
enhance the prediction phase. The A-priori algorithm for accounting for a-
priori knowledge and the enhancement for dealing with cycles are then combined
into the A-priori∗ technique.
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5.1 Learning from Trace Structures

By experimenting the LSTM approach on different event logs, we found that
event logs with traces containing a high number of repetitions of cycles perform
worse than others, as also observed in [28]. This is mainly due to the fact that
frequent repetitions of a cycle cause an increase in the probability distribution
of the back-loop, i.e., the connection between the last and the first element of
the cycle. To overcome this problem, we propose to equip Algorithm 1 with an
additional function in charge of weakening such a back-loop probability. This
function is composed of two parts: in the first part, the current trace is analyzed
in order to discover possible cycles; in the second part, the cycle discovery is
used for preventing the prediction of further repetitions of the cycle. More in
detail:

1. For each prefix pk(σ) = 〈a1a2 . . . ak〉 of size k, the algorithm checks if there
are j (j >= 2) consecutive occurrences of a cycle c = 〈ac1 . . . acs〉, such that
the last activity of the prefix corresponds to the last activity of the cycle
idx(ak) = idx(acs);

2. j is then used to correct the distribution over different possible activities that
can occur in the next position by decreasing the probability of the first activity
of the cycle ac1 to occur again. To decrease this probability, the algorithm
uses a coefficient, function of the number of cycle repetitions j, as a weight
to adjust the probability distribution. Examples of formulas that can be used
for this purpose are j2 or ej .

Algorithm 2 reports the pseudo-code of the Nocycle technique. Similarly to
Algorithm 1 presented in Sect. 2.3, it takes as input a prefix pk(σ), the trained
LSTM model lstm, and the maximum number max of iterations allowed. Then,
it returns as output the complete trace (the prefix and the predicted suffix). In
particular, the algorithm adds to the state-of-the-art Algorithm 1 the weak-
enProb procedure described above to find cycles in the trace and decrease the
probability of the first activity of the cycle to occur again at the end of a rep-
etition. The resulting vector of weakened probabilities is hence used for getting
the next symbol as in the basic procedure.

5.2 Learning from A-priori Knowledge

The overall idea for leveraging a-priori knowledge for predictive monitoring is
simple: (i) we use the LSTM approach to get the possible predictions for an
ongoing trace; (ii) we rank them according to the likelihood of the prediction;
and (iii) we select the first prediction that is compliant with the LTL rules
describing the a-priori knowledge. However, although RNN inference algorithms
are not computationally expensive per se, building all the possible predicted
suffixes could be costly and inefficient.

Therefore, the alternative investigated in this paper leverages, on top of state-
of-the-art LSTM techniques, the approach classically used in statistical sequence-
to-sequence predictions in translation tasks [30], i.e., the beamSearch algorithm.
The beamSearch is a heuristic algorithm based on graphs that explores the search
space by expanding only the most promising branches. Then, in the testing
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Algorithm 2. Nocycle extension for predicting the suffix of pk(σ)
1: function PredictSuffixNoCycle(pk(σ), lstm, max)
2: h = 0
3: trace = pk(σ)
4: do
5: traceencoded = encode(trace)
6: next symbol prob = predictNextSymbols(lstm, traceencoded)
7: weak next symbol prob = weakenProb (trace, next symbol prob)
8: next symbol = getSymbol(weak next symbol prob, traceencoded)
9: trace = trace · next symbol

10: h = h + 1
11: while (next symbol <> end symbol) and (h < max)
12: return trace
13: end function

phase, to predict a certain suffix, we use a new inference algorithm (A-priori),
which explores the probability space using beamSearch to cut the branches of
the LSTM model which bring to predictions that are not compliant with the
a-priori knowledge.

Algorithm 3 reports the pseudo-code describing the A-priori algorithm. It
takes as input the prefix pk(σ), the available a-priori knowledge K(σ), and the
trained LSTM model lstm, together with three parameters: (i) bSize, which is
the maximum number of next symbols predicted by the LSTM model and used
to construct the possible predicted suffixes at each iteration; (ii) maxSize, which
is the maximum number of branches that can be explored by A-priori at the
same time; and (iii) max, which is the maximum number of allowed iterations.

Algorithm 3. A-priori algorithm for predicting the suffix of pk(σ)
1: function A-priori (pk(σ), K(σ), lstm, bSize, maxSize, max)
2: h = 0
3: prefixes = {pk(σ)}
4: while (h ≤ max) and (not isEmpty(prefixes)) do
5: candidates next = predictPrefNextSymbols(lstm, prefixes, bSize)
6: top candidates = topRank(candidates next, maxSize)
7: empty(prefixes)
8: for all candidate in top candidates do
9: if last symbol(candidate) <> end symbol then

10: push(candidate, prefixes)
11: else
12: if check(candidate, K) then
13: return candidate
14: end if
15: end if
16: end for
17: h = h + 1
18: end while
19: end function
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Intuitively, the algorithm iterates over a priority queue of prefixes, which is
initialized with the input prefix pk(σ) (line 3) and is used for regulating the
number of branches to be explored. For each prefix in prefixes, bSize possible
next activities are predicted using the model lstm and, for each prefix, bSize
new traces are obtained by concatenating the prefix with the corresponding bSize
predicted next activities (line 5). In this way, the algorithm generates |prefixes|∗
bSize traces. In order to limit the search space, the algorithm ranks the predicted
traces based on their estimated probability1 and takes only the top maxSize ones
(line 6). For each of these traces (line 8), if the last symbol predicted is not the
end symbol, the trace is added to prefixes (line 10). Otherwise, if the trace
is complete, the algorithm checks if it is compliant to the LTL rules in K(σ)
(line 12). In this case, the trace is returned (line 13). The algorithm is then
iterated until the queue of prefixes is empty or the maximum number of iterations
max is reached (line 4).

5.3 Implementation

Algorithms 2 and 3 (and their combination) have been implemented in Python
2.6. In particular, the Keras [5] and TensorFlow [3] libraries have been used for
neural networks. The LTL checker for checking the compliance of traces with
respect to LTL rules is instead based on automata and written in Java. The
Py4J library has been used as a gateway to access Java code from Python.
The full source code is available on github at https://github.com/yesanton/
ProcessSequencePrediction.

6 Evaluation

In this section, we provide an evaluation of our predictive business process
monitoring techniques based on a-priori knowledge. In detail, we check: (i)
whether the Nocycle algorithm leveraging knowledge about the structure of
the process execution traces (and in particular about the presence of cycles)
actually improves the accuracy of the predictions; and (ii) whether the combina-
tion of Nocycle with A-priori, the A-priori∗ algorithm, is able to leverage
a-priori knowledge to improve the performance of the LSTM model.

6.1 Event Logs

For the evaluation of the techniques, we used six real-life event logs. Four of them
were provided for the BPI Challenge (BPIC) 2011 [1], 2012 [10], 2013 [26], and
2017 [11], respectively. We also used two additional event logs, one pertaining
to an environmental permit application process (“WABO”), used in the context
of the CoSeLoG project [4] (EnvLog for short in this paper), and another con-
taining cases from a ticketing management process of the help desk of an Italian
1 Note that, in order to prevent overflow in the computation, the estimated probability

for sequences of activities is computed as the sum of the logarithm of the probabilities
of the next activities rather than as the product of the probabilities of the next
activities.

https://github.com/yesanton/ProcessSequencePrediction
https://github.com/yesanton/ProcessSequencePrediction
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Table 1. The event logs

Log #Tr. #Act. avg-TL avg-CR Spars.

EnvLog 937 381 41.562 0.14 0.3191
HelpDesk 3804 9 3.6 0.22 0.0024
BPIC11 911 424 54.168 5.05 0.4654
BPIC12 9 658 6 7.5 1.35 0.0006
BPIC13 7 554 13 8.675 1.45 0.0017
BPIC17 31 508 26 17.826 0.46 0.0008

software company (Helpdesk2 for short). Note that all the logs have been filtered.
In particular, BPIC12, BPIC13, EnvLog and HelpDesk are the ones used in [28],
in order to ease the comparison of our techniques with the state-of-the-art. Sim-
ilarly, BPIC11 and BPIC17 have been filtered by removing outlier traces with
respect to the average trace length.

The characteristics of these logs are summarized in Table 1. For each log, we
report the total number of traces, the number of activity labels (i.e., the size
of the activity set of the log), the average trace length (avg-TL), the average
number of repetitions of all cycles in the log (avg-CR), and the ratio between
the number of activity labels and the number of traces, indicating the sparsity
of the activity labels over the log.

6.2 Experimental Procedure

In order to evaluate the techniques presented in this paper, we adopted the
following procedure. For each event log:

1. We divided the event log in two parts: a training set composed of 67%
of traces of the whole event log used for building the LSTM models and a
testing set composed of the remaining 33% used for testing the predictions
of suffixes.

2. We derived the a-priori knowledge on the traces of the testing set as fol-
lows. We randomly selected 10% of traces of the testing set. We used the
DeclareMiner ProM plug-in [18] to discover LTL rules satisfied in all these
traces. Then, we defined 2 conjunctive rules describing a strong a-priori
knowledge and a weak a-priori knowledge, which respectively strongly and
weakly constrain the traces. In particular, we discovered rules of type ♦A
(which imposes the occurrence of A) for defining the weak a-priori knowledge
and rules of type �(A → ♦B)∧♦A (which imposes the occurrence of both A
and B and that every occurrence of A is followed by an occurrence of B) for
defining the strong a-priori knowledge. For the weak a-priori knowledge, we
randomly selected from the discovered rules one, two or three3 rules of type
♦A and we composed them into a single conjunctive formula. Similarly, for
the strong a-priori knowledge, we randomly selected one, two or three rules
from the discovered rules of type �(A → ♦B) ∧ ♦A and we composed them

2 https://data.mendeley.com/datasets/39bp3vv62t/1.
3 The number of rules selected has been determined empirically to allow them to be

satisfied in around 50% of the traces of the testing set.

https://data.mendeley.com/datasets/39bp3vv62t/1
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into a single conjunctive formula. We followed this systematic procedure for
defining the a-priori knowledge, to limit the bias of the selected rules while
guaranteeing that they are satisfied in a reasonable number of traces in the
testing set. The schematic form of the rules used in the evaluation is reported
in Table 2, where - for the sake of readability - we replace the original activity
names with single characters. Starting from strong and weak a-priori knowl-
edge, we built a strong a-priori testing set and a weak a-priori testing set,
respectively composed of the subsets of traces of the testing set satisfying
strong and weak a-priori knowledge.

3. From each trace in the testing sets, we extracted 4 prefixes of lengths cor-
responding to the 4 integers in the interval [mid − 2,mid + 2], where mid
is half of the median of the trace lengths. Then, we compared Nocycle
and A-priori∗ against a baseline provided by the technique presented in
[28], when predicting the suffixes of these prefixes.4 For each technique, we
computed: (i) the length of the predicted suffixes; and (ii) their similarity
with the prediction ground truth measured using the Damerau-Levenshtein
similarity [7].

Table 2. The a-priori knowledge

Log A-priori Strong A-priori Weak

EnvLog �(a → ♦b) ∧ ♦a ∧ �(c → ♦d) ∧ ♦c ♦a ∧ ♦c
HelpDesk �(e → ♦f) ∧ ♦e ♦e
BPIC11 �(g → ♦h) ∧ ♦g ∧ �(i → ♦l) ∧ ♦i ∧ �(m → ♦n) ∧ ♦m ♦i ∧ ♦h ∧ ♦o
BPIC12 �(p → ♦q) ∧ ♦p ♦p
BPIC13 �(r → ♦s) ∧ ♦r ∧ �(t → ♦r) ∧ ♦t ♦s ∧ ♦r
BPIC17 �(u → ♦v) ∧ ♦u ♦u

The experiments have been performed both on a GPU Tesla K40c and on a
conventional laptop CPU on Code i5. As for the LSTM training settings we
used the ones identified by Tax et al. [28] as the most performing ones for facing
the problem of predicting sequences of future activities.5 The time required for
training the LSTM models is about 2 min per epoch using the GPU and 15 min
using the CPU. The inference time for Nocycle is about 0.1–2 seconds per
trace (depending on the log), whereas the inference time for A-priori∗ is 4
times higher on average.

6.3 Results and Discussion

Tables 3 and 4 report, for each event log, the performances of the two techniques
we propose on the strong a-priori and weak a-priori testing sets. The results for

4 We set bSize to 3 and, for the coefficient in charge of weakening the probabilities of
activities in a cycle, we used the exponential formula (ej , where j is the number of
cycle repetitions).

5 We used an architecture characterized by two LSTM layers. The algorithm used is
the Adam learning algorithm with categorical cross entropy loss and the dropout
coefficient has been set to 0.2.
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both testing sets are compared with the baseline presented in [28]. For each log,
we provide the average Damerau-Levenshtein similarity between the predicted
sequence (in square brackets, its average length) and the ground truth (in column
5 its average length). The best average Damerau-Levenshtein similarity for each
log is emphasized in gray. Column 6 reports the number of traces tested while
column 7 specifies the range of the prefix lengths used for the specific event log.

Table 3. Prediction results on the strong a-priori testing set

Table 4. Prediction results on the weak a-priori testing set

The tables show that the proposed algorithms outperform the baseline in
most of the logs. The presence of cycles in the logs has a strong impact on the
performance of the Nocycle algorithm. In particular, if the logs have an average
number of cycle repetitions smaller than 0.5, as in the case of EnvLog, HelpDesk
and BPIC17, then Nocycle does not show any improvement over the baseline.
Therefore, we can conclude that Nocycle correctly deals with the presence of
cycles in the logs to improve the predictions.

A-priori∗ performs worse on logs EnvLog and BPIC11. The reason for this
can be explained by the fact that, in these two logs, activity labels are sparse
with an unusually high number of labels with respect to the number of traces.
Indeed, Table 1 shows that the ratio between the number of activity labels and
the number of traces (column 6) for these logs is higher with respect to the other
logs. We can also notice that the availability of highly constraining rules in the
a-priori knowledge improves the performance of A-priori∗. Therefore, we can
conclude that A-priori∗ is able to correctly leverage a-priori knowledge in a way
that it performs better when the activity set of the log is not particularly large
(and the log does not contain sparse behaviors) and when the a-priori knowledge
constrains more the process behavior.

7 Conclusions

In this paper, we have presented two techniques based on RNNs with LSTM cells
able to leverage knowledge about the structure of the process execution traces
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as well as a-priori knowledge about their future development for predicting the
sequence of future activities of an ongoing case. In particular, we show that, by
opportunely tailoring LSTM-based algorithms, it is possible to take into account
a-priori knowledge at prediction time without the need to retrain the predictive
algorithms in case new knowledge becomes available. The results of our experi-
ments show that Nocycle correctly deals with the presence of cycles in the logs
and A-priori∗ is able to correctly leverage a-priori knowledge in a way that it
performs better with logs characterized by a low degree of sparsity of activity
labels and when the a-priori knowledge constrains the behavior of the process
more.

Future work will include: (i) dealing with more complex forms of a-priori
knowledge. In particular, we aim at leveraging a-priori knowledge on activities
and on their data payload, as well as dynamic knowledge that can evolve in the
future of an ongoing case; (ii) extending the proposed algorithms to leverage
a-priori knowledge also for other types of predictions; (iii) extending the experi-
mental evaluation especially focusing on the investigation of metrics for evaluat-
ing the influence on the predictions of the different degrees of freedom/strength
of the a-priori knowledge; and (iv) inserting the presented techniques in predic-
tive business process monitoring frameworks such as the ones discussed in [8,9].
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Fernanda Araujo Baião, and Flávia Maria Santoro
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Abstract. Knowledge-intensive Processes (KiPs) are unstructured
processes that demand an understanding beyond control flow and data.
Being knowledge-centric and varying at each instance, KiPs demand new
perspectives for proper process analysis. Most KiPs have strong collabo-
ration characteristics, where interactions among participants are crucial
to achieve process goals. Process participants perform activities and col-
laborate with each other, driven by their Beliefs, Desires and Intentions;
therefore, the analysis of these elements is vital to the correct under-
standing, modeling and execution of a KiP. This research proposes a
method based on Speech Act Theory and Process Mining to discover the
flow of speech acts related to Beliefs, Desires and Intentions from event
logs, and shows how this relation fosters process performance analysis.
The approach was evaluated through a case study in a real life scenario,
and results showed that relevant insights in forms of speech acts flow
patterns were discovered and related to performance issues of the KiP.

Keywords: Knowledge-intensive Process · Speech act · Process
performance measures

1 Introduction

The research on Knowledge-intensive Processes (KiPs) has gained focus as an
emerging area within Business Process Management, since many modern busi-
ness functions have been acknowledged as knowledge-intensive, mainly due to
collaborative interactions among process participants and flexibility to perform
the work, making the process less predictable than routine structured work [8].
Examples of KiPs include healthcare processes, disaster management, informa-
tion and communication technology troubleshooting and air traffic control.
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Human knowledge and involvement are key to KiPs execution [10]. How-
ever, it is not trivial to properly understand and represent these two aspects in
the context of a business process [18]. The involvement of process participants
become evident when they collaborate with each other via interactions, in which
knowledge is exchanged to achieve the process goal. Process participants have
their own beliefs, desires and intentions that motivate them to act to perform
their work. When process participants interact, all three elements are present in
their communications, and in most of the time people communicate using nat-
ural language. In this work, we take this as an opportunity to analyze human
interactions as conversations, supported by the Speech Act Theory [2]. Accord-
ing to this theory, an illocutionary act holds the pragmatics of an utterance and
is characterized by a distinct illocutionary point [19].

We argue that these illocutionary points can be correlated to beliefs, desires
and intentions, which opens a path to analyze speech acts that may represent
part of human knowledge and involvement in KiPs, as previously defined in
the Knowledge-intensive Process Ontology (KiPO) [18]. KiPO comprises well-
founded definitions which enable us to precisely define the notions of agents,
the interactions and knowledge-flow among them, and how the mental moments
that are inherent to them (Beliefs, Desires, Intentions and Feelings) influence
(or even drive) their decisions and the control-flow of the activities executed in
each KiP instance.

The problem to be investigated is the difficulty imposed to analyze how
human knowledge and involvement influence a KiP execution when this infor-
mation is present only in unstructured natural language resources. Existing
approaches on discovery of speech acts deal with email classification to track
intentions of message’s senders [5], discovery of business process choreography
diagrams from message logs [13], discovery of speech act categories in dialogue-
based, multi-party educational games [17], recognition of suggestions and com-
plaints in software development online discussions [16], applications using social
media such as Twitter [26,28] and to understand knowledge-sharing process in
online Question and Answer communities [27]. None of these works advance in
the analysis of the impact of the discovered speech acts on process performance.

The ultimate goal of this work is to verify to what extent beliefs, desires,
intentions and feelings of process participants influence process execution. In this
direction we propose an approach, based on the automatic discovery of speech
acts from message logs and the usage of process mining, to analyze process per-
formance from the illocutionary points perspective. We conducted an empirical
study with a real-life KiP from an Information Technology Outsourcing Com-
pany that performs an incident troubleshooting process, in order to evaluate
the proposal. A pre-requisite to employ this approach is the need to have an
information system supporting the subject process and capable of registering
conversations during process execution.

The paper is organized as follows. Section 2 presents background knowledge,
including an Ontology that describes the elements of KiP, the Speech Act The-
ory and Process Mining. Section 3 describes our methodology and definitions
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proposed. Section 4 presents the experimental scenario and results. Section 5 con-
cludes the paper and discusses future work.

2 Background and Related Work

2.1 Speech Act Theory and Automatic Discovery of Speech Acts

Firstly proposed by Austin [2], the Speech Act Theory looks beyond the literal
meaning of utterances within a conversation and considers how context and
intention contribute to their meaning. One of the main focus of the theory is
the analysis of the intended communicative act of an utterance (i.e., what the
utterance was meant to achieve). According to this theory, speech acts may be
analyzed on three levels: a locutionary act (the utterance itself); an illocutionary
act (the social action of utterance, its intended significance: whether it contains
a request, an order, or a promise, etc.); and a perlocutionary act (the actual
effects of the speech act, for example the act of fulfilling the uttered request).

Searle [19] refined the theory, by defining an illocutionary act as an act that
one performs in producing an utterance, such as the act of asserting a proposi-
tion, asking someone a question, or directing someone to do something.

Searle and Vanderveken [20] further defined the illocutionary act as the min-
imal unit of human conversation, such as statements, questions or commands;
thus, whenever a speaker utters a sentence in an appropriate context, with cer-
tain intentions, he/she performs one or more illocutionary acts. An illocutionary
act is formally defined as having an illocutionary force F and a propositional
content P (in the form of “F(P)”), which respectively denotes the speaker’s
intention on making the utterance and the meaning of a clause or sentence that
is constant of the illocutionary act. According to the authors, an illocutionary
act may be decomposed into three different speech acts: an utterance act (simply
uttering an expression), a propositional act (the act of expressing a propositional
content) and, if the illocutionary act is successful, a possible perlocutionary act.

A taxonomy of Speech Acts was proposed by Searle and Vanderveken [20],
composed of five main classes:

– Assertives: commit a speaker to believing the expressed proposition;
– Directives: cause the hearer to take a particular action;
– Commissives: commit a speaker to doing some future action;
– Expressives: express the speaker’s attitudes and emotions towards the propo-

sition;
– Declaratives: change the social sphere in accordance with the proposition of

the declaration.

Bach and Harnish [3] expand this initial classification, taking Austin’s idea of
a division of speech acts between constatives and performatives. Constatives are
speech acts that can be reduced to true/false statements and Performatives are
speech acts that do not conform to true/false statements, being more oriented
towards the performance of an action and the “felicity conditions” of the action
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Fig. 1. Bach and Harnish’s taxonomy of speech acts [3].

itself (i.e. the conditions for its successful performance). For our study, we adopt
Bach and Harnish classification of Constatives and Directives, together with
Searle’s taxonomy of Commissives, Expressives and Declaratives (Fig. 1).

Based on the theory and the taxonomies, applications using computational
methods became feasible on this field. Among the several works at the literature,
Stolcke et al. [21] propose a probabilistic approach to dialogue act modeling for
conversational speech that precludes the modern efforts for automatic extraction
of speech acts. Tenschert and Lenz [22] state that, depending on the domain,
the contents of a case and a representation of speech acts may vary. They also
present definitions of the contents of a case, a representation for instances of
speech acts, and speech act libraries to classify illocutionary speech acts forces.

Mavaddat [14] proposed an approach to facilitate the discovery of busi-
ness process by analyzing emails and generating “Conversation for Action” dia-
grams, which can improve understanding of vague and unclear parts of business
processes. However, the author does not elaborate on how to implement the con-
versation elements tagging. Also, Wang et al. [27] propose a framework to analyze
discussion threads in online “Question and Answer” communities, relying on the
identification of dialogue act patterns. After manually tagging thread messages,
they applied process mining techniques to find frequent patterns (process frag-
ments) that occur in helpful, unhelpful and solved threads.

2.2 Process Mining

Process mining is a discipline that aims to provide fact-based insights and to
support process improvements. This discipline can be situated between compu-
tational intelligence and data mining on one hand, and process modeling and
analysis on the other hand [23]. There are three types of process mining tasks:
discovery, conformance and enhancement. As the interest of this work is on dis-
covery, it is important to consider the following definition [1]: a process discovery
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algorithm is a function that maps an event log L onto a process model P such
that model is representative for the behavior seen in the event log.

Real-world business processes may be supported or controlled by software
systems. If these systems are capable of recording the execution history of their
supported processes, it will be possible to apply process mining over their event
logs. Event logs are the history of events over time, with specific attributes.
Typical information stored in an event log is the case ID that groups all events
that occurred in the same process instance. There is a unique identifier for an
event occurred in a given timestamp, and the name of the executed activity
is also presented. In addition, the resource information points to the user (or
user role) who executed the activity, and additional information (e.g. “costs”)
provides more details about the circumstances in which the event was executed.

3 Methodology

This Section describes the methodology applied for the automated discovery of
speech acts from business process message logs. We define concepts related to
the control flow of process executions, as well as to the communication between
process executors during the execution of process.

Our approach relies on some assumptions. First, messages related to a process
instance correspond to the communicative interaction between actors of the
process instance. Second, multiple speech acts may be discovered from each sin-
gle message within a conversation [4]. Finally, a speech act is typically expressed
as the complete sentence (although it may also occur in the form of an one-
word sentence), usually with an “illocutionary force indicating device” such as
a performative verb [19]. Based on these assumptions, concepts concerning the
interactions are mapped to the concepts of the Process Mining field.

3.1 Mapping Control-Flow and Communication Perspectives

Since we assume no a-priori association between communication events and
process execution events (which is the case in practice), this Section presents
formal definitions in the control-flow perspective (event, trace, event log) and in
the communication perspective (sentence, message, extended sentence, conver-
sation message log), which are required for mapping a message log to an event
log. This mapping may be employed on top of any message log with similar
characteristics, such as chat message logs, email conversations and online forum
threads.

Definition 1 (Event). An event e represents the occurrence of an activity
observed during the execution of a process. An event is characterized by the
tuple e = (eid, et, ea, er), where eid is the unique identifier of the occurrence of
event e, et is the timestamp of the event occurrence assumed at its completion,
ea is the identifier of the activity, and er is the identifier of the event executor.



274 P.H.P. Richetti et al.

Definition 2 (Trace). Let T be the set of all logged executions of a single
process P. A trace t (a.k.a. “process instance” or “case”), t ∈ T , is characterized
by the tuple t = (tid, P, σ), where tid is the unique identifier of the trace, P is
the identification of the process and σ = {e1, e2, . . . , en} is a finite sequence of
events ei that occurred during the process instance execution. σ has at least one
event (|σ| >0).

Definition 3 (Event log). An event log LE , characterized by the tuple LE =
(TE , P ), contains all events from the set of traces TE , TE ⊆ T , that are related
to the executions of one specific process P.

Definition 4 (Sentence). A sentence s consists of one or more phrases
expressed in natural language speech, characterized by the tuple
s = (sid, sw, sia), where sid is the unique identifier of the sentence, sw is the
sequence of words and punctuation that forms the sentence and sia is a type of
illocutionary act associated with the sentence, sia ∈ {assertive, predictive, retro-
dictive, descriptive, ascriptive, informative, confirmative, concessive, retractive,
assentive, dissentive, disputative, responsive, suggestive, suppositive, requestive,
question, requirement, prohibitive, permissive, advisory, promise, offer, apolo-
gize, condole, congratulate, greet, thank, bid, accept, reject}.

In the context of an ICT troubleshooting process, three example messages
are presented: s1 = (258, “I advise you to restore the system.”, “suggestive”),
s2 = (259, “Could you report me the situation after the system restoration?”,
“question”) and s3 = (260, “I will perform the system restoration and will send
the results to you.”, “comissive”).

Definition 5 (Message). A message m represents one communication from a
sender to one or more receivers, possibly comprising several messages. It is char-
acterized by a tuple m = (mid,ms,mr,mt, S), where mid is the unique identifier
of the message, ms is the single sender of the message, mr is the set of receivers
of the message, mt is the timestamp of the message occurrence and S is the set
of sentences s ∈ S observed in the message.

Given the sentences defined above, the following messages are defined:
m1 = (6241, “Alice”, {“Bob”}, “2016-10-01 14:02:04”, {s1, s2}) and m2 = (6242,
“Bob”, {“Alice”}, “2016-10-01 17:31:03”, {s3}).

Definition 6 (Extended Sentence). Since each sentence s is always com-
prised within exactly one message m, we further define an extended sentence s’
as the sentence s enriched with characteristics of its message m. Formally, an
extended sentence s’ is characterized by the tuple s’ = (sid, sw, sia, mid, ms,
mr, mt), where the first 3 elements correspond to the elements of the original
sentence s, while the remaining 4 respectively represent the unique identifier of
m, the sender of m, the set of receivers of m, and the timestamp of m.

The impact of this definition for process mining algorithms is that it leads
to the assumption that sentences of the same message occurred at the same
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timestamp. Examples of extended sentences from the above defined sentences
are: s1’ = (258, “I advise you to restore the system.”, “suggestive”, 6241, “Alice”,
{“Bob”}, “2016-10-01 14:02:04”), s2’ = (259, “Could you report me the situation
after the system restoration?”, “question”, 6241, “Alice”, {“Bob”}, “2016-10-01
14:02:04”), and s3’ = (260, “I will perform the system restoration and will send
the results to you.”, “comissive”, 6242, “Bob”, “Alice”, “2016-10-01 17:31:03”).

Definition 7 (Conversation). A conversation c is characterized by the tuple
c = (cid, S’) where cid is the unique identifier of the conversation, and S’ is the
set of all extended sentences s’ ∈ S’ observed during a conversation. An example
of a conversation is c1 = (987, S 1’), where S 1’ = {s1’, s2’, s3’}.

Definition 8 (Message log). A message log LM is characterized by the tuple
LM = (SM , C), where C is a set of conversations selected for analysis, and SM

is the union of the sets of extended sentences observed during each conversation
ci, ci ∈ C. A message log in the ICT Troubleshooting scenario consists of the set
of all conversations between clients and the technical staff about troubleshooting
issues reported in the second semester of the previous year.

Given a set C of conversations ci= (idi, Si’), ci ∈ C, that occurred during
the execution of traces of a process P to be analyzed. Let S’ be the union of
all sets of extended sentences of each ci. Each extended sentence s’ = (sid, sw,
sia, mid, ms, mr, mt), s’ ∈ S’ is mapped to an event e = (sid, mt, sia, mr).
Consequently, each conversation ci is mapped to a trace t = (id i, P, Si’) and
the message log LM = (S’, C) is mapped to an event log LE = (S’, P).

In the ICT troubleshooting scenario, the mapping will result in the events
e1 = (258, “2016-10-01 14:02:04”, “suggestive”, “Alice”), e2 = (259, “2016-
10-01 14:02:04”, “question”, “Alice”) and e3 = (260, “2016-10-01 17:31:03”,
“comissive”, “Bob”) (respectively from the extended sentences s1’, s2’ and s3’);
trace t1 = (987, “ICT Troubleshooting”, { s1’, s2’, s3’}) from conversation c1.

3.2 Extracting Speech Acts

An Information Extraction pipeline was defined for the extraction of speech acts,
extending the proposal in [16]. The main differences from the original pipeline
include the expansion of the gazetteer of performative verbs to be extracted,
covering more categories (all Constatives and Directives classes from [3]) and
more verbs (Commissives, Expressives and Declaratives categories from [24]).

We extended the rules of the original approach to extract the sentences from
messages containing performative verbs, indicating speech acts of a specific type
in our classification scheme. The classified speech acts are then used to extract
KiP elements. More specifically, we assume that the class of the speech act per-
formed by a process agent expresses one of the Mental Moments of the Agent
taking the role of a “speaker” during a Communicative Interaction: a Constative
speech act expresses a Belief, a Directive speech act expresses a Desire, a Com-
missive speech act expresses an Intention and an Expressive speech act expresses
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a Feeling. Additionally, a Declarative speech act expresses a Contingency event
that triggers a KiA or, more specifically, a Decision. Finally, question speech acts
were also identified in trivial cases where messages contained a question mark
(“?”), which greatly improved the results in the case study.

Another distinct feature from the original approach relates to the overall
objective of our method. We aim not only to classify speech acts from raw text
data and identify the beliefs, desires and intentions of process participants, but
also to be able to analyze the flow of interactions among them. Our proposed
method structures a message flow related to a process instance into a series
of speech acts, in order to express how a conversation between process partic-
ipants happens during the instance execution. Taking it to the level of several
instances present at the dataset, it reveals interesting patterns of speech acts
being performed through interactions, related to the general process model as
a whole (instead of an interaction related to an specific instance) that is able
to be processed by ProM as interaction data related to an activity or process
instance.

The pipeline has six distinct phases: (i) Pre-processing: First, all sentences
are splitted and a word-level tokenizer is applied, transforming each message
into a set of sentences, each containing a set of tokens (words and punctuation
marks); (ii) POS-Tagging: The Hepple Tagger is applied to tag each token with
its morphological classification (e.g. verbs, nouns, etc.); (iii) Lemmatization: All
verbs are lemmatized and reduced to its infinite form; (iv) Feature Selection: A
feature selection algorithm using a gazetteer list containing a list of performative
verbs indicative of Speech Acts of each type is applied to each sentence, tagging
each performative verb found according to the specific type of Speech Act (e.g.
“believe” as a performative verb of an Assertive Act); (v) Speech Act extraction:
Each sentence containing a performative verb is extracted as a Speech Act con-
taining its performative verb and propositional content; (vi) Mı́mir Indexing: All
extracted Speech Acts are loaded into the Mı́mir server, in order to be indexed
and queried.

Thus, speech acts discovered from message logs are mapped to ordinary event
logs following the definitions in Sect. 3.1, enabling the application of process
mining techniques [1] to extract the flow of conversations that occurred during
the execution of process instances.

4 Case Study

The methodology proposed for the case study is based on the concept of lag and
lead measures [15]. Lag measures are the measures of success, the results that
the company wants to achieve, often related to strategic goals of an organization.
Lag measures focus on results achieved, so they tend to be less actionable since
they look to the past. On the other hand, lead measures are predictive, meaning
that if the lead measure changes, it should be possible to predict that a related
lag measure will also change. Furthermore, a lead measure must be directly
influenced by the process participants.
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Since conversations mostly depend on process participants, process stake-
holders can benefit from the analysis of speech acts to discover insights from
the behavior of conversations, aiming to extract conversational patterns related
to process performance that are monitored by traditional lag measures. To run
the case study the following steps were planned and then employed: (1) Iden-
tification of existing lag measures that might be potentially influenced by com-
munication aspects of the process; (2) Message log selection, preprocessing and
cleansing; (3) Discovery of speech acts from the message log; (4) Map the message
log to the XES [25] event log according to the definitions presented in Sect. 3;
(5) Enrich the event log with performance data; (6) Run Inductive Visual Miner
[11] and Multi-perspective Process Explorer [12] on ProM1 to discover a Petri
net of the flow of speech acts with data and performance perspectives; and,
finally, (7) Inspect the results for evidences of possible speech acts influence on
process performance.

4.1 Case Study Scenario

The case study was performed in a real life scenario of an Information and Com-
munication Technology (ICT) outsourcing company, which has about a hundred
contracts with diverse clients. One of the main services provided by the company
is customer support, which intends to fulfill technical requests (e.g. e-mail config-
urations, backup and restore) or solve technical problems (e.g. system failures)
that are reported by clients to the company‘s service desk.

The incident troubleshooting process was the object of our case study. When
a client reports a new problem, this triggers the creation of an incident ticket in a
process-aware system called OTRS2 that supports company’s operations. Within
OTRS, incident tickets are registered, alternative solutions are considered, a
solution approach is defined, executed, validated and then deployed. During the
resolution of a ticket, messages are exchanged among process participants (both
technical teams and client) and associated to a ticket in OTRS. These messages
contain natural language texts in chronological order; from them, it is possible
to retrieve speech acts uttered from process participants.

Processes of this nature essentially involve the application of technical skills,
troubleshooting abilities, collaboration and information exchange between stake-
holders, and ad-hoc decisions are frequently discussed and made, since most of
the problems are situational. For all these reasons, this process is characterized
as a KiP and should be managed as so.

4.2 Case Study Execution

In Step 1, we interviewed two company managers directly involved with this
process, and asked them which were the most concerning performance issues
they have to face for this process. They affirmed that the two main measures

1 http://www.processmining.org.
2 https://www.otrs.com/.

http://www.processmining.org
https://www.otrs.com/
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they report monthly to their clients were the volume of opened tickets and the
total duration time of the troubleshooting sessions. Since the volume of opened
tickets depends on the clients, this measure is not directly actionable by the
technical teams (despite company’s efforts to apply proactive monitoring of some
ICT assets). The total duration of troubleshooting sessions, on the other hand,
mostly depends on the complexity of the problems presented and on the solu-
tion strategy applied by the technical teams, which also involves communication
with the clients and among different technical teams. Hence, we chose “total
duration of troubleshooting sessions” as the lag measure to be analyzed from a
communication perspective and the “presence of speech act” and “interplay of
speech acts” as lead measures that might influence the lag measure.

In Step 2, the scope of analysis is the set of all tickets labeled as “incident”
reported in the second semester of 2015, stored in the OTRS repository. A total
of 5,714 tickets were gathered, comprising 25,380 messages exchanged in the
system during the troubleshooting process.

In Step 3, we applied the GATE Developer tool [6] to operationalize our
pipeline for extracting speech acts from messages. GATE is a platform to perform
Text Mining and Natural Language Processing tasks from unstructured text. For
storing, indexing and querying the annotated result data, we used GATE Mı́mir
[9], a multi-paradigm information management index and repository which can
be used to index and search over text, annotations, ontologies, and semantic
meta-data. After the execution of our speech act discovery pipeline through
GATE, the results were stored on the Mı́mir server. We defined and executed
one query for each specific type of speech act according to the taxonomy of
Bach and Harnish’s [3] defined previously, so as to extract the discovered speech
acts of each type as a comma separated text (CSV) file. The results contained
a total of 50,800 extracted speech acts, distributed among 24 different types as
illustrated in Table 1. Each CSV file contained all speech acts of the same type,
as well as information on the corresponding messages from which each speech
act was extracted.

In Step 4, each CSV file was enriched with complementary available informa-
tion about incident tickets. At the case level, the following attributes were added
to each speech act: ticket duration in hours, number of messages exchanged,
ticket final priority (1 to 5, from lower to higher priority), customer anonymous
identification and service id; at the event level, the message sender type (either
“agent” or “customer”) was included. The enriched CSV file was then imported
to ProM and converted to a XES file using the plugin called “Convert CSV to
XES”, following our definitions for mapping message logs to event logs presented
in Sect. 3. Due to the relevance of the speakers during a conversation, we also con-
catenated the sender type to the speech act type to name activities in the log (as
in “AssertiveSpeechAct|agent”, or “InformativeSpeechAct|customer”). This
enabled the distinction between speech acts uttered by customers and by com-
pany agents during a conversation.

In Step 5, considering that the focus of our analysis is to search for possible
associations from the flow of speech acts to the duration of a ticket, we split the
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Table 1. Speech acts discovered using GATE pipeline and Mı́mir.

Type #Total % Type #Total %

{DeclarativeSpeechAct} 4017 15.83 {CommissiveSpeechAct} 458 0.90

{AdvisorySpeechAct} 3505 6.91 {AssentiveSpeechAct} 396 0.78

{SuggestiveSpeechAct} 3447 6.79 {ConcessiveSpeechAct} 344 0.68

{InformativeSpeechAct} 3439 6.78 {AssertiveSpeechAct} 240 0.47

{RequestiveSpeechAct} 2521 4.97 {ExpressiveSpeechAct} 216 0.43

{QuestionSpeechAct} 1371 2.70 {SuppositiveSpeechAct} 181 0.36

{DescriptiveSpeechAct} 1168 2.30 {RetractiveSpeechAct} 142 0.28

{ConfirmativeSpeechAct} 1016 2.00 {DisputativeSpeechAct} 17 0.03

{ResponsiveSpeechAct} 910 1.79 {ProhibitiveSpeechAct} 8 0.02

{PermissiveSpeechAct} 809 1.59 {DissentiveSpeechAct} 7 0.01

{RetrodictiveSpeechAct} 664 1.31 {PredictiveSpeechAct} 6 0.01

{RequirementSpeechAct} 494 0.97 {AscriptiveSpeechAct} 4 0.01

event log in subsets of four duration ranges (in hours): 0.0 to 1.5 (very short),
1.5 to 16.0 (short), 16.0 to 72.0 (regular), more than 72.0 (long). These ranges
uniformly distribute the total number of traces, and are according to company’s
interest for process performance analysis, thus enabling the identification of tick-
ets violating the company service level agreement with customers (which states
that incidents should take less than 72 h to be solved) and also mark interest
intermediate durations. Therefore, the search for process improvement opportu-
nities in such cases is very important for company managers.

4.3 Case Study Results and Discussion

In Step 6, the mainstream process (conversation) for each duration range was
discovered, representing how most of the conversations happened for the cases
solved within that duration range. To discover the mainstream conversation we
applied Inductive Visual Miner, with the following parameters: 50% activities
and 80% of paths. The resulting Petri Net represented the speech act behavior
of each duration range. Then we applied Multi-perspective Process Explorer to
replay each subset event log over its associated Petri Net. With Multi-perspective
Process Explorer each of the four subset event logs were analyzed from the fre-
quency of events, average time between events and data discovery perspectives.
Figure 2 present the discovered models for each duration range with information
about the frequency of events occurrence, and Table 2 shows the main charac-
teristics of the discovered process models for each duration range. For the sake
of space, discovered models images in high resolution and with complementary
information are available in the following repository3.

3 https://bitbucket.org/pedrohr/speechactsprocessdiscovery/downloads/.

https://bitbucket.org/pedrohr/speechactsprocessdiscovery/downloads/
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Fig. 2. Petri Nets representing the most frequent conversational behavior within
(a) 0.0 to 1.5h (very short duration tickets), (b) 1.5 to 16h (short duration tickets),
(c) 16 to 72h (regular duration tickets) and (d) more than 72h (long duration tickets).
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Table 2. Main characteristics of discovered process models for each duration range.

Duration range (hours) [0.0–1.5[ [1.5–16.0[ [16.0–72.0[ [72.0–Infinity[

% Trace frequency 24.48% 25.62% 26.22% 23.68%

# Traces 1,399 1,464 1,498 1,353

# Events 4,296 5,672 7,070 8,342

# Event classes 42 43 44 47

Avg. precision 47.50% 22.10% 27.90% 31.30%

Avg. fitness 97.10% 84.00% 78.40% 93.50%

In Step 7, we focus on the summary presented in Table 2, it is possible to
note that the number of events grows as the duration ranges do the same; this
is rather intuitive, meaning that with more time spent to solve a problem, more
conversations events happened. Although the average precision of all models is
low, fitness is very high, ranging from 78.40% (regular) to 97.10% (short). This
points to a high variability scenario, where each mainstream model has enough
flexibility to accept unobserved behavior. For each duration range, the following
behavior was worth noting:

– Very short duration: incidents which take less than 1.5 h to be solved
have few possible start events initiated by the customers, and some more
events related to acts of communication among agents. This reflects a typical
behavior when a customer directly calls the agent, the agent proactively starts
the troubleshooting and solves the problem right after the first contact. This
was made explicit by a multi-perspective rule in the bottom part of the model,
indicating that tickets with only one interaction follow directly to the end of
the process, without entering in the loop at the end of the process.

– Short duration: this subset presented the most frequent starting path,
going directly to a XOR split-join where the agent plays all communica-
tion using 12 different speech acts, probably in the same conditions as in the
very short duration range. However, the remaining paths before this XOR
split-join present utterances from the customer, indicating what they mostly
say when asking for technical support. The initial speech act types uttered by
the customer are (in descending order of frequency): requestives, informatives,
declaratives, descriptives and questions.

– Regular duration: in comparison to the previous shorter ranges, tickets
solved in regular duration presented a higher number of initial participation
from the customer, clearly identifiable by a XOR split-join in the middle
portion of the process. Note the loop at the end of this join, maybe implying
on more time spent on the customer asking questions to an agent. Also, the
final actions applied by the agent to close the ticket are remarked by another
XOR split-join with 9 different speech act types at the end of the process.

– Long duration: the conversational behavior during these cases resulted in a
Flower-like model with a XOR split to 21 different speech act types, showing
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the high variability of this range. Another remark on variability is the loop
at the end of the process, where 80.2% of the cases return to another loop
interaction, instead of moving to the end of the process. In practice, this
model represents a set of undesired conversational patterns that could be
further analyzed for improvement opportunities.

The process interaction models can be analyzed according to two dimensions:
knowledge intensity (in the form of the “interaction loops” present in the models)
and the most representative speech act types in the models. Beginning with
the analysis of the interaction loops, they can be found in 3 out of 4 datasets.
The very short duration dataset (0h–1.5h) has an interaction loop that repeats
itself between 1–2 times in average, while the regular duration dataset (16h–
72h) shows a new interaction loop, just before the parallel flow, that involves
an interesting subset of Speech Acts; finally, the long duration dataset (72h-
Infinity) has a more recurrent pattern in the form of an interaction loop that
repeats itself 4–5 times. The only model without an interaction loop was the
short duration model (1.5h–16h), composed of a trace with a final split-join XOR
parallel flow. This dimension points out two important facts: First, that the main
indicator that the incident will take more time than the usual is the “knowledge
intensity” shown by the increase of speech acts exchanged in the form of a loop.
Second, it shows that the incidents that are more “straightforward” to be solved
(in the sense of less discussions between clients and agents occurring) typically
last between 1.5 and 16 h. On the other hand, the high knowledge intensity
present in the long duration model clearly raises the importance of monitoring
conversational patterns during real-time ticket troubleshooting, so as to detect
when a case is instantiating a number of interaction loops and will eventually
violate the service level agreement. An improvement practice to be adopted in
this case could be to raise the urgency of an intervention from an agent with more
expertise, trying to shorten the time to close the incident ticket. The knowledge
intensity (viewed as interaction loops) can act as a lead measure, and depending
on the speech acts involved, they can proactively point to possible long duration
incident cases.

The results also evidence frequent speech acts inside the conversational loops.
We find two predominant patterns across all 4 datasets: (i) Suggestives + Advi-
sories acts, and (ii) Declarative + Informative speech acts. The first pattern
indicates an extended interaction at the end of the ticket, composed of final
remarks from the agent (such as an advice or a suggestion to prevent the inci-
dent to happen again in the future). This suggests that human communication
during incident troubleshooting not only comprises the resolution of problems,
but also preventive advice from agents, which was previously unknown and may
indicate a missing activity of the process that was made possible by analyzing
the process from a communication perspective. The second pattern describes
the interaction between the customer and the agent about the request status
and action being taken to solve the incident; it also represent events such as
increasing of priority of a ticket or informing that a system (or a peripheral) is
back on-line.
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5 Conclusions

In the context of Knowledge-intensive Processes, traditional control-flow and
data perspectives may be not sufficient to explain the process behavior. This
work presented an innovative approach, based on text and process mining tools,
to provide an alternative view of the process flow in terms of the interplay of
speech acts, representing the communication dimension of the process. The dif-
ferent types of speech acts and their relationship with process elements also
bring a novel perspective to the KiPs and process mining, since subtle elements
(such as beliefs, desires and intentions of the agents) are found to be somewhat
related to goals, alternate flows of activities and activity instantiations during a
KiP execution. In addition to count, data, time and condition measures used to
evaluate process performance [7], the analysis of speech acts helps to explain how
human communication may influence the process execution. The approach was
assessed in a case study of a real company, resulting in innovative knowledge
about the process that was not possible to be produced with state-of-the-art
techniques available. At its current stage, the approach is limited to scenarios
supported by software systems capable to register the conversations among par-
ticipants during process execution. Although the proposal is general enough to
address any scenario, generalization of the results of the method’s application
is limited to a single case study. Future work includes the usage of improved
detection of speech acts applying logical operators and negations in sentences as
well as a new case study at the scenario of online software development, focusing
on the analysis of the interplay of speech acts during the process.
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7. del-Ŕıo-Ortega, A., Resinas, M., Ruiz-Cortés, A.: Defining process performance
indicators: an ontological approach. In: Meersman, R., Dillon, T., Herrero, P. (eds.)
OTM 2010. LNCS, vol. 6426, pp. 555–572. Springer, Heidelberg (2010). doi:10.
1007/978-3-642-16934-2 41

http://dx.doi.org/10.1007/978-3-642-19345-3
http://dx.doi.org/10.1007/978-3-642-19345-3
http://doi.acm.org/10.1145/1076034.1076094
http://doi.acm.org/10.1145/1076034.1076094
http://dx.doi.org/10.1007/978-3-642-16934-2_41
http://dx.doi.org/10.1007/978-3-642-16934-2_41


284 P.H.P. Richetti et al.

8. Di Ciccio, C., Marrella, A., Russo, A.: Knowledge-intensive processes: An overview
of contemporary approaches. In: Proceedings of the 1st International Workshop on
Knowledge-intensive Business Processes, KiBP@KR 2012, Rome, Italy, 15 June
2012, pp. 33–47 (2012)

9. Greenwood, M.A., Tablan, V., Maynard, D.: Gate mımir: Answering questions
google can’t. In: Proceedings of the 10th International Semantic Web Conference
(ISWC2011), pp. 466–471 (2011)
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Abstract. Business processes are dynamic and change due to diverse
factors. While existing approaches aim to detect drifts in the process
structure, TESSERACT looks for temporal drifts in activity interim
times. This orthogonal view on the process extends the traditional data
cube of events - case id, activities and timestamps - by a fourth dimen-
sion and improves the operational support by a visualization of temporal
drifts in real-time.

Insights about temporal deviations lead to an augmented awareness
of imminent failures or improved service times. The detection of related
structural concept drifts can be improved by early warning, as operation
times of critical parts often increase before they catastrophically fail.

Keywords: Process mining · Event streams · Temporal drift detection ·
Operational support

1 Introduction

Since years, information systems assist in collecting data from daily business
operations and have superseded manual logging. However, mid to large-scale
enterprises produce increasing amounts of data and the need for superior analysis
tools has arisen. Process mining refers to this task by collecting many analysis
techniques for discovery and evaluation of processes. Besides the static event
log files, the online process mining - often referred to as operational support -
is applied to streams of process data. It often supports analysts with the latest
view over the scenario. This allows managers to react to circumstances faster
or to handle larger amounts of data. Process mining emerged as a discipline
between data mining and process analysis, adapting many existing tools to mine
the business data and to return human-readable models. The abstract data logs
are transformed into high value information, which provide better knowledge for
managers to reach more reasonable decisions.

In this work we focus on online mining of event streams. It is rather important
for certain dynamic applications to detect anomalies early. Analyzing logs too
late may result in outdated insights. Factors like stock markets, supply condi-
tions, regulating laws, crisis effects or restructuring attempts within a company
c© Springer International Publishing AG 2017
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cause changes in the processes. Thus the need to identify sources of deviations
and find structural dependencies in the process structure is a very timely prob-
lem. Solving this problem in a certain scenario can help to predict further cas-
cading changes.

Fig. 1. Two models of the same production process can share the same structure, but
can differ in their activity durations. These are indicated by the widths of the activity
boxes. Note that the sojourn time of the left process is dominated by the accounting
step. Some weeks later, a new norm simplified and accelerated the accounting. The
resulting process at the right takes less time, but the process execution time is domi-
nated by the upper branch now. Improving the accounting any further will not increase
the process performance anymore.

Some methods for concept drift handling have been developed and discussed
already [4–7,9,13–15]. We do not aim at competing with those methods by
detecting deviations in the process structure itself. Our approach is orthogonal
as our goal is to find temporal deviations, based on given timestamps. A process
structure can remain unchanged while the operation times of process steps can
change and vice versa. Therefore we do not propose a method to replace existing
concept drift methods in this field. Instead we add another drift perspective by
looking for temporal drifts.

As a motivation, we assume a set of local subsidiaries that might have to fol-
low a certain process model as a common guideline. While all subsidiaries follow
the same structural execution guidelines, small temporal deviations can cause a
wide spectrum of the execution time for specific services. In case of an acceler-
ated sub-operation, which still conforms to the guideline, traditional approaches
would not detect the improvement. The company would lose the benefit after a
change of the subsidiary staff without even recognizing the hidden asset. On the
other hand, detecting an increase in delay can indicate a malfunction of certain
hardware and an issue can be fixed before it gets a true problem. As a third
important application, knowledge about service time deviations can improve
existing sojourn time prediction approaches. Figure 1 contains a visual example
showing the influence of changes of interim times.

The given examples lead to the introduction of the problem addressed in this
work, the detection of deviations of activity durations in an event stream. This
should help answer questions like: Can I rely on my process operation times for
prediction? Are there periods when I should expect shorter or longer operation
times? Can structural drifts be anticipated before they actually occur? Are there
some recurring change patterns?
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In this paper, we present our novel event-stream-based temporal drift detec-
tion method, called TESSERACT. The contributions are as follows:

1. Utilization of event interim times for process analysis
2. Adaptation of a scalable and noise adapting trend detection method from

text mining
3. Anytime drift detection in events streams for operational support
4. Visualization for supervised domain expert interaction

The remainder of this paper is organized as follows: Sect. 2 lists some related
work. In Sect. 3 we give some basic definitions needed the understanding of the
approach. Section 4 describes our novel method called TESSERACT. In Sect. 5
we show our extensive experimental evaluation using synthetic datasets with
known ground truth and two real-world datasets. Section 6 concludes this paper
with some future directions.

2 Related Work

In online process mining or operational support business processes are analyzed
during their runtime. Cases are considered even before they are closed, allowing
a “pre mortem” analysis [20]. Our approach deals with online process mining
to detect concept drifts in the time perspective. We will give a brief overview
about related work in the areas regarding concept drift detection in processes
and temporal process mining.

2.1 Drifts and Deviations

In the field of traditional data mining, concept drift is a very well established
phenomenon. It was first mentioned that way in [17]. Concept Drift refers to
changes in the resulting output, which is caused by a change in the input data.
Over the years many different approaches have been developed to deal with
concept drift in a variety of application fields. In [4,5], Bose et al. transferred the
concept drift phenomenon to the process mining field. They performed statistical
hypothesis testing over feature vectors to deal with change point detection and
localization. The perspective of the drift was the structure of the underlying
process model, which refers to the control-flow perspective. Carmona et al. used
a geometrical approach with membership tests on abstract polyhedrons in [9] to
declare a drift. Burattin et al. [6,7] and Hassani et al. [13] deal with concept drift
in an evolving manner. There are further approaches with hypothesis testing on
the event ordering in cases [14,15]. The mentioned works are dealing with concept
drifts in the process structure. From now on we will refer to this perspective by
structural drifts. To our best knowledge, there has been no work on temporal
drifts in business data. But there has been research on drifts in time series. A
survey on state-of-the-art concept drift methods in time-series is provided by
Aminikhanghahi et al. [1].
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2.2 Temporal Process Mining

This other major part of our approach relates to the time-perspective of business
information. As most events in logs contain timestamps, some characteristics
like service times and frequencies during certain seasons can be derived. Backus
et al. considered factory cycle times in [2]. In [21], van der Aalst et al. enhanced a
transition system of activities to enable the prediction of case remaining times.
Polato et al. improved this further in [16] by building and using a regression
model to estimate the following activities in a current uncompleted case. Bolt
et al. [3] used query catalogs to estimate the remaining times. Although concept
drift is mentioned in the literature, the approaches assume a stationary process.
It is obvious that the prediction accuracy would decrease tremendously in case of
a concept drift. Our novel approach aims at recognizing and pointing to changing
activity completion times to update the remaining time predictors.

2.3 Event-Based Monitoring

In operational process mining, a stream of events is monitored to support the
analysts with beneficial statistics and trends. The mining of process delays is
a research focus in this area. Senderovich et al. [19] worked on the prediction
of delays in service processes that are caused by queuing customers. Gal et al.
[12] predict the travel time of buses considering their travel time which should
be scheduled. [8] et al. developed a framework to monitor a business process
and signal deviating behavior. In this context, TESSERACT can support these
methods with information about temporal trends.

3 Preliminaries

Now we will give a more formal introduction to the terms in process mining.
Traditional process mining deals with event logs. These are sets of cases, each
labeled with a unique case identifier c. Every case consists of a sequence of events
c = {e1, e2, . . . , en} ⊆ E, where E is the complete event space. It is assumed that
each event contains at least the corresponding case identifier, an activity label
to identify the related business action and the timestamp of the occurred action
e = (c, a, t) ∈ E. As a simplified notion, we define c(e) = c, a(e) = a and t(e) = t
as the projected attributes of an event. The timestamps define a temporal order
of events within a case. Using the timestamps only for ordering and projecting a
case to its activity labels yields the trace of this case. Considering Fig. 2, which
shows some actions happening in a short period of time, we can derive the stated
process log below the timeline. Real-world datasets typically consists of a small
activity space compared to the mostly large number of distinct cases.

We traverse from stationary processes to dynamic ones. Using the
timestamps, we can define a stream of events to substitute the event log. For-
mally, we define the mapping S : N → E as an event stream with the following
constraint: For any two events e1, e2, it must hold that S−1(e1) < S−1(e2)
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Fig. 2. Three cases are observed in parallel. They share the same activities a, b, c but
the actions appear in different orders and number.

exactly if t(e1) < t(e2), so the ordering of the timestamps must be conform to
the stream ordering. This is more of theoretical importance, as a real application
would assign timestamps based on the stream arrival time.

Activities usually have an execution time, which starts at some point in time
and finishes at a later point. Sometimes, activities even occur in different life-
cycle states like registered, started, completed, restarted or aborted. In this case,
we can define the activity completion time as the time between the first and the
last occurrence of the activity t(a) = t((c, a : complete, t2)) − t((c, a : start, t1)).
Idle times between activities can also be defined by t(a) = t((c, b : start, t2)) −
t((c, a : complete, t1)).

In many event logs, events are only treated as point-based observations. To
deal with this limitation, we use the time between two events in the same case
instead. If we know the process structure in advance, we can focus on specific
consecutive activity pairs. Otherwise it is useful to observe every interim t(e2)−
t(e1) such that e1 = (c, a, t1), e2 = (c, b, t2) and t2 > t1. We are not able to split
actual activity execution time and the following waiting or idle time, so we just
define the complete interim between both activity timestamps as the completion
time for a.

The process structure is slightly linked to the temporal structure. We will
illustrate this with two examples. First, imagine a book reviewing process with
three consecutive activities getBook, readBook and writeReview. A new book can
be received on the beginning of the month and the review has to be finished at
the end. The reading can happen anytime between both points in time. getBook
and writeReview are not in a directly-follows relation, but they establish a very
consistent time frame for the execution. By observing only the two interims
(getBook, readBook) and (readBook, writeReview) the fluctuation makes it very
difficult to detect slight changes in the global execution time of the process. So
sometimes long-distant-follows relations can be more more relevant than directly-
follows relations in this context.

Second, we consider the process with concurrency in Fig. 1 again. A valid
observed trace could be (manufacture, account, deliver). We remember that the
account-activity is concurrent to the remaining two activities. Due to the parallel
execution of the accounting branch and the production branch, the relations
(manufacture, account) and (account, deliver) are not relevant in the model
and the important relation (manufacture, deliver) is overseen. This means we
could ignore certain relation candidates if we had a good insight into the process
structure. In the remaining paper we will focus on the worse case of not knowing
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the process structure. So results and performance can possibly be improved by
using other process discovery methods in parallel.

Theoretically it does not matter which occurrence of an activity is chosen
to determine the completion time. Most activities should always take the same
amount of time. However, many factors cause an activity to take less or more
time in different instances. For human-influenced activities, appointments can
be set up vaguely or they can just be too late or too early. Traffic can cause
deliveries to arrive unpredictably. And even automated production lines happen
to add some noisy factors to the recognized timestamps. In this paper we assume
that an activity has a certain average completion time. Most speedups or delays
are clustered in the proximity of this average while only few outliers can be found
at some distance to the expected time. Therefore, we want to focus on Gaussian
distributed noise only as a reasonable distribution for completion time series.
There are also other distributions, but this is planned for future work.

4 Algorithm

In the following, we will discuss the three parts of TESSERACT in detail. We
have to deal with collecting the completion times in a stream environment, using
the collected statistics to derive an indicator function and visualize the results.

4.1 Managing Cases and Completion Times

Our starting point is a stream of events. First we need to derive the comple-
tion times of activities. Without given activity life-cycles, we mine the interims
between activity pairs within the same case. The used data structure has a high
influence on the performance here. If we store näıvely all pairs of activities, we
will probably overload our memory. We need a structure with fixed capacity to
meet stream requirements, which has a fast performance for look-up, updating
and deleting. In addition, it has to be capable of an aging mechanism, so we do
not block the memory with deprecated cases.

In [11], Fan et al. developed a hashing data structure to maintain items
very efficiently compared to the already efficient Bloom filters. We adapted and
modified the method to deal with the large amount of concurrent active cases.
Cuckoo hashing applies two different hash functions h1, h2 to an element, that
has to be stored. All items are stored in an array of length n. The element
is then kept in one of two positions h1(x), h2(x) ∈ {0 . . . n − 1}, both defined
by the two hash functions. If both positions are already occupied, the current
element is swapped with one of the blocking items and the swap item has to be
inserted elsewhere. As the swap item also has two possible storage positions, it
can be inserted on its second position. This is repeated until an empty slot for
the pending item has been found or until the swap maximum has been reached.
The swap item is discarded then.

Using a traditional Cuckoo hash-table supports us with a good performance.
Two problems arise, caused by properties of business processes. First, cases can
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be disrupted or canceled without any indication. The data structure needs an
aging mechanism, which does not deteriorate the performance. Second, the pace
of different traces can vary. Some cases are rather quick, others might have a low
activity frequency. As we do not want to give the faster ones a higher influence,
the data structure needs to find a good candidate to discard in a short time
period.

Our modification uses short arrays of size m instead of single item positions.
Then the data structure is a matrix of size n × m. For a new observed event e,
both hash functions determine the two candidate arrays at h1(c(e)), h2(c(e)). In
case of free space and no existing event data for this case, we just store the event
in one of both arrays. If there was already information for this particular case,
we extract the old event data and update the information with e. The resulting
information is a set of relations

R(e) = {(aprevious, a(e), t(e) − tprevious) | aprevious ∈ c(e) ∧ tprevious < t(e)}.

In case of a collision, both arrays are full and the current event case is not
stored. Traversing over the complete table to delete old cases would be too time-
consuming. Our strategy is to replace the new event case with the most obsolete
case data we can find in both rows. Recursively we try to insert the swapped case
data in its alternative position. This is repeated for finitely many times pmax.
(pmax + 1)m items are checked at most. Closing a case is as simple as inserting
new information. Both hash functions define the only two possible locations of
case related information. Two arrays have to be checked and the corresponding
event data has to be removed by visiting at most 2m slots (Fig. 3).

Fig. 3. Processing of a new observation. Two hash functions are applied to the case
identifier. If the case was already opened, it is guaranteed to be found in one of both
rows. The current information is used to update the data in the table and the relation
is built by both the old and the recent event data.

Regarding complexity so far, we have O((pmax +1)m+max |c|) for the max-
imal case length max |c|. The first insertion part is constant because the para-
meters are set in advance. The second part is the update procedure. It can be
assumed to be constant in practice as well. Cases have finite length in practical
scenarios. Often we can assume an upper bound of 20 events per case. Other-
wise we can force the size of the sets to be within a certain margin. Discarding
the oldest events in a case, which are unlikely to be relevant for recent events,
secures the constant complexity again for streaming purposes.
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4.2 Rolling Averages

Now we want to assemble an indicator, that determines how far a new obser-
vation derives from the previous observations. Usually one is interested in the
z-score, which states the distance between the observation and the mean value,
measured as standard deviations:

z(x) =
x − mean(x)
stddev(x)

Calculating the z-score for each observation needs knowledge about the mean
and standard deviation of the complete time series. As we do not want to assume
a stationary model, we need a mechanism to update the statistics incrementally.
In the text mining area, Schubert et al. [18] presented the SigniTrend approach,
which uses such an incremental z-score. The statistics are exponentially weighted
moving averages and variances, namely EWMA and EWMVAR as rolling mean
μ̂ and rolling variance σ̂2:

μ̂0 = x0, μ̂n = (1 − λ)μ̂n−1 + λxn

σ̂2
0 = x0, σ̂2

n = (1 − λ)(σ̂2
n−1 + λ(xn − μ̂n)2)

The tradeoff between a smoothed and history-considering or a very up-to-date
but noise function can be adjusted with the decay factor λ ∈ (0, 1). The moving
z-score is then computed as

ẑ(xi) =
xi − μ̂i√

σ̂2
i

The expectation value of ẑ(x) is zero. Its variance is more complex and dominated
by λ while very robust towards noise in x. Figure 4 shows the results of our
experiments regarding the standard deviation when influenced by different decay
factors and degrees of noise. According to our experiment, we calculated a linear
approximation for the functional influence of λ and define c(λ) = 1 − 3

4λ with a
coefficient of determination of 0.95. Dividing the z-score by c(λ) yields a standard

Fig. 4. The standard deviation of the moving z-score, dependent on the decay factor
(left) and a noise level as standard deviation of the input between 0 and 10000 (right).
For the noise experiment, a decay factor of 0.2 is chosen. σ(ẑ(x)) = c(λ) = 1 − (0.2 ∗
0.75) = 0.85, which explaines the offset on the right-hand side.
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deviation of 1 then. It is interesting to notice that the noise has almost no
influence on the z-score statistical measures. This property is crucial for this
method as we can use the same values on activity relations with different noise
levels without further adjustments. Even time series with changing noise levels
can be handled as the z-score will just adapt to the deviated noise.

Algorithm 1. Tesseract Value
Input: Sr: relation stream, λ, θ: decay parameters
1: Initialize HashMap for relation data R
2: loop
3: r = (a, b, δt) ← Sr.observeStream()
4: data ← R.getData(a → b)
5: if data is empty then
6: data.EWMA ← δt

7: data.EWMVAR ← δt

8: data.out ← δt

9: else
10: diff ← δt − data.EWMA
11: incr ← λ ∗ diff
12: data.EWMA ← data.EWMA + incr
13: data.EWMVAR ← (1 − λ)(data.EWMVAR + diff ∗ incr)

14: ẑ ← x−data.EWMA√
data.EWMVAR∗c(λ)

15: data.out ← (1 − θ) ∗ data.out + θ ∗ ẑ
16: output data.out as Tesseract value
17: end if
18: end loop

Control charts are a common tool in statistical process control. If a process
is “under control”, the significant time series oscillates around the center line
within a certain range. We can use ẑ(x)· 1

c(λ) as an indicator function in a control
chart, which is expected to stay almost equal to zero for stationary values. The
function filters a large ratio of noise, but short peaks are possible and cause
false alerts. Additional smoothing, for example with another EWMA-filter, is
adequate but will slow down detection times.

TESSERACT as presented so far is flexible in its case management and
detection methods. The Cuckoo table is easily interchangeable with another
data structure capable of storing case data. The moving z-score can also be
exchanged with a different approach. For example, an adaptive window approach
is possible, but handling different windows depending on the various relations is
challenging. A second issue is the different pace and frequency of relations, so
a window approach needs more effort for user-defined parameters. This is the
reason we preferred the presented approach.

4.3 Implementation and Visualization

We implemented TESSERACT in the ProM framework. A screenshot is given in
Fig. 5. On the left-hand side, the user can specify the pair of activities to monitor
on the right. In the main frame, we give the observed time intervals between
both activities. Below, the smoothed incremental z-score is plotted. We provide
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Fig. 5. A screenshot of TESSERACT while observing the loan application process [22].
A temporal drift in O Create Offer → O Created can be seen, which halved the time
between both activities from about 1477 ms to roughly 670 ms around July 12th. The
drift can be noticed in Fig. 11 as the most intense red block in the diagram.

a zero line (green) and two alert thresholds (red). The two threshold lines are
positioned at 3σ and −3σ. The white Tesseract value triggers a temporal drift,
if a minimum number of events shift the value out of the in-control limits.

The last step is to use the results in a graphical visualization. TESSERACT
produces weighted interval data, so our first choice is to use a Gantt-chart for its
representation. As you can see in Fig. 6, we use a red/blue diverging colormap.
A strong blue marks a decrease in speed, a red indicates acceleration. The inten-
sities are given by the integrals of the Tesseract values, which exceed the thresh-
old lines.

Fig. 6. The generation of the final Gantt-Chart. TESSERACT uses the durations or
activity interim times to derive the Tesseract value. The values exceeding the thresholds
are used to generate horizontal Gantt-bars.

5 Experiments

We performed some experiments on our novel temporal drift detection method.
We tested our adaptation of the Cuckoo Table and the performance regarding
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collisions and load-factor using a real world dataset. Then we tested the detection
delay of drifts with a large synthetic dataset. Thirdly, we performed complete
runs on real world datasets. The datasets are the Road Traffic Fine Management
Process [10] and the BPI 2017 challenge dataset [22].

5.1 Collision Performance of Cuckoo Hashing

Our variant of a Cuckoo Table is a matrix containing n positions with m buckets
each. Every observed case event causes a look-up at two positions and if it is a
new case, it is swapped with the most obsolete case information, which is then
maybe stored at another position. Having many events in a stream can cause
collisions, which leads to p attempts to reassign oldest items to another position.
Theoretically, this can end in an infinite cycle, especially for almost full tables.
We set a limiter pmax = 10 for our experiments and tested for several table sizes
m × n the average number of reassignment steps, the average load factor, the
total number of collisions and the total number of discards. The results can be
seen in Fig. 7.

Fig. 7. The plots show the detection delay in case of incremental drifts. For several
levels of noise and different drift intensities as gaps, the delay is given as the number
of events between drift start and drift alert. The decay factor is set to 0.05 and the
smoothing factor is 0.005. For each parameter setting, 10k drifts are simulated.

It is not very surprising that collisions are more unlikely for larger storage
capacities. The load factor is high, but it is important to notice, that it only
reaches a factor of 0.8. The usage of short arrays seems to be a good technique
here. Although the load factor is not at maximum capacity, there are still a lot
of discards, which means loosing information. On the other hand, reassigning
elements to other locations takes more time. The m buckets at each position
helps reducing these reassignment steps and discards and saves processing time.

5.2 Detection Delay for Sudden Drifts

TESSERACT is supposed to detect temporal drifts based on data from an event
stream to deliver early results. One wants to react to drifts as soon as possible
to lessen the chance of bad consequences or to prepare for good business oppor-
tunities. Therefore we tested the delay of the detection on synthetic data to
ensure an accurate starting time for a drift as the ground-truth. We estimated
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the noise and the degree of deviation as the most important sources of delay. So
we generated several event streams containing about 10k drifts each. The basis
was a constant function for the time between two activities. For every drift, we
increase or decrease the constant function by a uniformly distributed random
value between -1000 and 1000 to simulate a sudden drift. Between drifts we
include a constant phase so that the trigger function can normalize again and
we are able to map each drift alert to a distinct drift. Finally, we add a normally
distributed noise with a mean of 0 and a variable standard deviation as the noise
level to the signal. We assume a normal distribution to be valid for most applica-
tions. Especially business data contains other distributions as we discovered in a
real world dataset, but for this paper we followed the intuition that a particular
action takes mostly a constant amount of time. A meeting can be scheduled to
take one hour for example. In many cases, it will take approximately the sched-
uled amount but in rare cases, this action can require a lot less or more time. To
simulate incremental drifts, we used a similar strategy by adding incrementally
a value between -1000 and 1000 to the time series for a brief interval per drift.

We measured the time between the start point of the drift in the time series
and the point in time when our method triggers a temporal drift. This is the
case when the indicator value reaches and exceeds 1 or -1. To avoid detect-
ing false positives and to differentiate between sudden and incremental drifts,
we use two thresholds here. The first one defines the cut between outliers and
declared sudden drifts. The second greater one defines the minimum threshold
for incremental drifts. It would not be useful to show results in a time scale
like seconds, because the frequency of actions should not influence the detection
method. Therefore we measure the delay in the number of events between the
first deviating event and the alert.

The results can be seen in Fig. 8 for the sudden drift experiments and in Fig. 9
for the incremental drift experiments. The sudden drifts are more influenced by
noise than the incremental drifts. This is not very surprising as the indicator
function starts to normalize again as soon as the drift is over. The noise forces
the method to adapt to be robust, which degrades the ability to detect the

Fig. 8. The plots show the detection delay in case of sudden drifts. For several levels of
noise and different drift intensities as slopes, the delay is given as the number of events
between drift start and drift alert. The decay factor is set to 0.005 and the smoothing
factor is 0.005. For each parameter setting, 10k drifts are simulated.
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Fig. 9. The plots show the detection delay in case of incremental drifts. For several
levels of noise and different drift intensities as gaps, the delay is given as the number
of events between drift start and drift alert. The decay factor is set to 0.05 and the
smoothing factor is 0.005. For each parameter setting, 10k drifts are simulated.

sudden drifts slightly. The incremental drifts consist of multiple increasing time
values and can be differentiated better from the noise with this method. The
figure shows that our method is capable of detecting incremental drifts in a very
noisy signal.

While the incremental drift detection is rather dependent on the intensity of
the drift, the sudden drifts are almost completely invariant to it. This can be
explained by the fact that incremental drifts are technically a series of sudden
drifts. The incremental aspect of the moving z-score detects longer periods of
growing values more easily. Thus the noise affects sudden drift detection indepen-
dently of the drift intensity. Although noise causes a growing delay for increasing
levels of fluctuation, our method is still able to detect drifts but it might take
more events.

5.3 Real World Application

Finally we want to prove the usefulness of TESSERACT by applying it to a
real-world dataset. To the best of our knowledge, there is no similar approach to
compare our method with regarding performance measures. Thus we try to find
temporal drifts in case of a structural stationary process. The publicly available
Road Traffic Fine Management Process [10] contains about 150k cases regarding
processing of traffic fines. All traces follow the same guidelines. In this data, we
should not find any drifts due to the stationary model and in compliance with
state-of-the-art structural concept drift tools in ProM [4]. The results can be seen
in Fig. 10. There seems to be a significant temporal recurring drift between the
activities Insert Fine Notification and Add penalty. Every spring, the interim
time between both activities is decreased and in the second half of the year
increased again. We took a closer look at the corresponding data and this relation
uses almost exactly 60 days. Only for two nearly 60-day-periods it takes 1 h more
or 1 h less respectively. The explanation is rather trivial: This is an effect of the
daylight saving time, causing artificial drifts in a very constant time series. On
the one hand, it would be a good idea to avoid seasonal time differences in



302 F. Richter and T. Seidl

Fig. 10. The application of TESSERACT to the Traffic Loan Dataset [10]. Although
the process is static, we find a significant recurring drift between in insert fine noti-
fications and add penalty. The time series below shows the extracted interim times,
shifting between 1439 and 1441 h.

event logs and refer to a standardized time. On the other hand, this showed that
TESSERACT successfully detected a drift which is clearly present in the data.

For the second application on a real-world dataset we used the recently pub-
lished loan application process [22] for the BPI 2017 challenge. We used both
datasets, but due to space constraints we will discuss the compact offers-dataset
here only. The resulting Gantt-chart is represented in Fig. 11. A very significant
drift is observed in O Create Offer → O Created around July 10th. According
to the short duration and the bright color, it has to be a sudden and inten-
sive acceleration. In the screenshot in Fig. 5 the response of the TESSERACT
value is noticeable. Looking on the time between both activities before and after
July 10th, there is a major difference between the mean interim time. While
there is almost a constant time period for both intervals, the mean of the first
interval is around 1477 ms, the second one is about 670 ms, which is more or
less half of the former duration. This time series is quite noisy as we can see
in the screenshot, but TESSERACT was able to detect the drift. Besides, by
analyzing the Grantt-chart visually, we can identify recurring drifts before the
O Accepted activity, indicating that there is a monthly delay of some sort. Nev-
ertheless there seems to be some attempts to accelerate the acceptance around
June 2016 and November 2016. More insights are possible using the complete
application dataset.

5.4 Limitations

Our approach is capable of detecting temporal drifts in an event stream. On
the contrary, our approach does not take structural drifts into account. This is
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Fig. 11. The application of TESSERACT to the loan application process [22] is pre-
sented. There is a delay in the acceptance of offers on the 20th of each month. There are
some improvements for the acceptance speed around June 2016 and November 2016.
The most significant temporal drift is between July 10th-14th. The time to create an
offer has halved, see also Fig. 5.

a limitation as structural and temporal drifts are related sometimes. A careful
analysis should take all perspectives to create results. Including background
knowledge about the ground model and changes in the structure is expected
to increase the confidence of detected drifts and decrease of memory usage.
We monitor many interim times which are less important and can be ignored.
Due to a lack of information we store them to achieve a complete analysis. A
general problem of the exponential weighted averages is a high sensitivity at
the beginning. Few almost constant starting values with low standard deviation
will lead to a high divergence peak for the first slightly different data value. A
näıve approach defines a training period. However, in process mining different
activities have deviating frequencies. While some activity pairs normalize after
minutes, others occur only once per day and need weeks to yield reliable results
about their drift behavior.

6 Conclusion

In this work we presented a novel algorithm TESSERACT, which detects concept
drifts in the temporal dimension of events. It extracts the completion times
of activities or inter-activity times and uses exponentially moving statistics to
derive a drift indicator. Both parts are modular and can be exchanged with
other techniques. Using an intuitive visualization, the results can be delivered
to domain experts for further reasoning. We showed that TESSERACT works
well on streams of real-world event data and is able to enhance the discovery of
drifts by adding insights about temporal behavior. It is able to detect sudden and
incremental drifts, but the results have shown that recurring drifts are detectable
only by visual inspection so far. An automated approach for those higher-order
patterns would be beneficial to enhance the knowledge about a process once
more. We see a promising direction in embedding the drift information into
other discovery algorithms to investigate whether our view on the completion
times can improve the discovery process by analyzing the distribution patterns
of time intervals.
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Abstract. Predictive process monitoring is concerned with predicting
measures of interest for a running case (e.g., a business outcome or the
remaining time) based on historical event logs. Most of the current pre-
dictive process monitoring approaches only consider intra-case informa-
tion that comes from the case whose measures of interest one wishes
to predict. However, in many systems, the outcome of a running case
depends on the interplay of all cases that are being executed concurrently.
For example, in many situations, running cases compete over scarce
resources. In this paper, following standard predictive process monitor-
ing approaches, we employ supervised machine learning for prediction.
In particular, we present a method for feature encoding of process cases
that relies on a bi-dimensional state space representation: the first dimen-
sion corresponds to intra-case dependencies, while the second dimension
reflects inter-case dependencies to represent shared information among
running cases. The inter-case encoding derives features based on the
notion of case types that can be used to partition the event log into
clusters of cases that share common characteristics. To demonstrate the
usefulness and applicability of the method, we evaluated it against two
real-life datasets coming from an Israeli emergency department process,
and an open dataset of a manufacturing process.

Keywords: Predictive Process Monitoring · Inter-case Features ·
Bi-dimensional Feature Encoding

1 Introduction

Business processes are supported by process-aware information systems (PAIS)
that record execution data into event logs [1]. Predictive process monitoring is
concerned with analyzing these event logs to predict measures of interest (MOI)
at runtime [2,14]. Key measures include the business outcome of a process exe-
cution (a.k.a. case), the remaining time and the remaining activities up to the
c© Springer International Publishing AG 2017
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completion of an ongoing case. State-of-the art approaches for solving predic-
tive monitoring problems employ supervised machine learning to make predic-
tions [13,20]. In particular, event logs are encoded into feature-outcome pairs to
build training sets required to run machine learning algorithms [10].

In previous works, predictive process monitoring methods assumed that the
MOIs of an ongoing case only depend on intra-case information, e.g., on the
execution history of that specific case. This assumption results in encodings
that include past events, inter-event durations, and other case attributes [13].
However, the intra-case assumption does not hold in many real-life scenarios. For
example, in situations where cases share limited resources, the remaining time
of a case heavily depends on other cases that are running at the same time [17].

In this paper, we propose a method for feature encoding in predictive moni-
toring that relies on a bi-dimensional state space. The first dimension expresses
intra-case dependencies, while the second dimension represents inter-case depen-
dencies capturing the interplay of all running cases. However, encoding features
into the inter-case dimension is challenging, since (1) there is a large variance
in the levels of dependencies for different business processes, and (2) encoding
multiple features for a large number of simultaneously running cases may lead to
feature space explosion. To overcome these two limitations, we propose an inter-
case encoding general method that is grounded in the partitioning of recorded
(and running) cases into case types. Case types represent a flexible instrument to
cluster together cases being in the same state since the characteristics that define
a case state can be different for different scenarios. In addition, to avoid feature
space explosion, inter-case features are encoded using a derivation function that
enables for their compact representation.

We evaluate the proposed method against two real-life datasets coming from
an Israeli emergency department (ED), and a manufacturing process. The experi-
ments show that our solution yields a 27% improvement when predicting remain-
ing times of ED patients, and a 52% improvement when predicting the remaining
time for the manufacturing process.

The remainder of the paper is structured as follows. We start by motivat-
ing our contribution using scenarios taken from a real-life hospital setting that
describe different levels of inter-case dependencies (Sect. 2). In Sect. 3, we provide
essential background concepts, before stating the main problem that we solve
in this paper (Sect. 4). Section 5 presents the core contribution of the paper by
specifying the details of our method. An empirical evaluation of the method is
presented in Sect. 7, while Sects. 8 and 9 close the paper with related work and
conclusive remarks.

2 Motivating Scenarios

When considering predictive process monitoring problems in real-life settings,
one can identify several scenarios that reflect different levels of inter-case depen-
dencies. Below, we report four realistic scenarios from an ED. The examples are
targeting the remaining time prediction as the main MOI.
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Scenario 1: Urgent Patients. An urgent patient who arrives into the ED requires
first aid, and thus receives high priority. Hence, the patient does not compete
over shared resources, as she gets immediate help. Here, the dependency between
the urgent case and all other cases is negligible, and the remaining time of that
case will depend on the clinical history of the patient. This is a case where
intra-case features are most predictive for the MOI.

Scenario 2: Homogeneous Patients. Consider the distribution of food among
patients in the ED. Here, assuming that no patient type has priority over the
others, service times are independent and identically distributed for all patients,
and the distribution order is random. Hence, we expect that the remaining time
for a specific case would depend only on the total number of patients waiting to
receive food.

Scenario 3: Heterogeneous Patient Types with Priorities. Consider the radiology
unit, where patients compete over several types of machines (e.g., XRAY, CT,
and MRI). Patients are prioritized according to their diagnosis, age, and recent
events. For example, patients who recently went through an Oncology consul-
tation receive the highest priority class. Patients with orthopedic trauma who
were recently triaged (seen by a nurse) will receive the lowest priority class. In
this setting, it is important to discriminate case types, and consider the number
of patients in each priority class [17].

Scenario 4: Heterogeneous Patient Types with History-Dependent Priorities.
Consider the surgery unit, where patients compete over surgeons and operat-
ing rooms. Patients are prioritized according to their diagnosis, age, and their
clinical history. For example, patients with a severe diagnosis and who already
had other similar suspected diagnosis or other severe diseases in the past, receive
the highest priority class. Patients who never had health problems and with a
minor trauma will receive the lowest priority class. In this setting, a more fine-
grained case typing than in Scenario 3 must be considered. In particular, one
needs to take into account the history of the patients when creating priorities.

To summarize, we observe that different processes may require different fea-
ture encodings to capture inter-case dependencies. We shall return to these sce-
narios in Sect. 5, where we present our solution to inter-case feature encoding.

3 Preliminaries

In this section, we provide the required preliminaries for our work, namely the
definition of event logs, the formulation of the predictive process monitoring
problem, and the description of the supervised machine learning framework.

3.1 The Event Log

In what follows, we define an event log, our representation of process execution
recordings. Let E be the universe of all events. An event log L is a K-sized set of
event sequences (or cases), L = {σi : i = 1, . . . ,K} with σi = (e1i , . . . , e

ni
i ) ∈ E∗
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being the ith case of length ni. We denote by L the universe of event logs.
Without loss of generality, we assume that L comprises complete cases only.
However, for running case prediction, we are interested in prefixes of complete
cases. Hence, we define the prefix function, φ : E∗ × N+ → E∗, which returns a
prefix of size n, given a sequence, namely φ(σi, n) = (e1i , . . . , e

n
i ) : n ≤ ni. The

function returns σi in case n > ni. We define the extended event log L∗ to be the
event log that contains all prefixes of L, i.e., L∗ = {φ(σi, n) : σi ∈ L, n ≤ ni}.

Further, we assume that every event in a sequence is associated with data in
the form of attribute-value (AV) pairs. Formally, we define the AV function α to
be α : E → A1 × · · · × Ap with Aj , j = 1, . . . , p being p attribute domains. We
assume that ∃j : Aj is the universe of timestamps (e.g., UNIX time recordings).
We denote the domain of timestamps by TS. Moreover, we assume that, for
j = 1, . . . , p, Aj contains the unknown value ⊥. Lastly, each prefix of σi is
associated with a label (e.g., the remaining time for a running case) such that
y(φ(σi, n)) ∈ Y with Y being the domain of labels. Note that the labels can
be dynamic and change as the case progresses (e.g., the remaining time for a
running case changes as the case progresses).

Fig. 1. Example of an event log.

As a running example, consider the event log presented in Fig. 1 per-
taining to a medical treatment process. Each case relates to a different
patient and the corresponding sequence of events indicates the activities exe-
cuted for a medical treatment of that patient. In the example, consulta-
tion is the first event of sequence σ1. Its AV function maps the consultation
event to “{33, radiotherapy, 10:30AM}” corresponding to the data associated to
attributes age, department, and timestamp. The remaining time (in minutes) is
the label that is present for every event (with 50 min being the remaining time
after the first event in the first case, and 25 min being the remaining time after
the second event). Note that the value of age is static, i.e., it does not change for
all the events in a case, while the values of department, timestamp, and remaining
time are dynamic, i.e., different for every event.

3.2 Predictive Process Monitoring

Having defined our data model, we turn to formulate the problem of predictive
process monitoring, following the notation in [13,14].

Definition 1 (PPM). Given a (possibly running) case σx, the predictive
process monitoring problem (PPM) is to find a function f : E∗ → Y that accu-
rately maps σx to the corresponding label y(σx).
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Note that differently from previous works on predictive process monitoring, here
we do not necessarily observe a single outcome per case. In contrast, every prefix
of a running case can have a corresponding label in Y. Since historical observa-
tions of cases (with all their prefixes and dynamic labels) are provided in L∗, it
is natural to employ supervised learning for solving PPM. Hence, we complete
the section by defining the supervised learning framework.

3.3 Supervised Learning

Below, we introduce the basic definition of a supervised learning task based
on [18], which we later utilize to solve the PPM problem.

Let X be some vector-feature space, and let Y be the outcome space (we
abuse notation on purpose as we consider the same domain as for sequence
labels). Further, we denote by r some nonnegative real-valued risk function r :
Y ×Y → R

0+ that given a predicted outcome and the real label, returns the risk
value (here, high risk corresponds to low accuracy and vice versa). For example,
r can be the squared error risk function. The supervised learning task (SLT) is
defined as follows.

Definition 2 (Supervised Learning Task (SLT)). Given the tuple 〈S, F, r〉
with

– S ⊆ X × Y being the training set of independent and identically distributed
samples from the distribution of X × Y,

– F ⊆ YX being the class of learning functions, and,
– r being the risk function that we wish to minimize,

the supervised learning task (SLT) is to find a function f̂ ∈ F s.t. for a test
observation (x0, y0) ∈ X × Y, the excepted risk is minimized:

f̂ = arg min
f∈F

E[r(f̂(x0), y0)]. (1)

Note that, in real-life situations, we may observe only x0, while y0 is unobserved.
Hence, the true risk can be assessed only in hindsight. In practice, to obtain f̂
that solves the SLT, machine learning methods minimize the empirical risk with
respect to the training pairs, i.e., for S = {(xi, yi), i = 1, . . . , K}, we select f̂
such that:

f̂ = arg min
f∈F

1
K

K∑

i=1

r(f̂(xi), yi). (2)

This approach can lead to over-fitting, which can in turn be avoided by proper
selection of F , the class of learners. In this paper, we avoid over-fitting by
selecting well-established supervised learning methods that balance over- and
under-fitting.
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4 Problem Setup

In this section, we present the problem that we solve in this paper, namely
the Sequence-To-feature Encoding Problem (STEP). The problem arises when
we aim at casting the predictive monitoring problem (PPM) into a supervised
learning task (SLT). The casting appears straightforward. As solution to the
PPM, f , one may consider using f̂ that results from setting: (i) the training set
S to be L∗ (all prefixes of historical cases); (ii) F to be some class of functions
(e.g., the set of linear functions); and (iii) r to be some risk function (e.g., the
squared error).

However, the training data in the SLT setting, S, is assumed to be a set of
independent and identically distributed (i.id.) observations of feature-outcome
pairs, (xi, yi). In contrast, the training data that stems from L∗ contains a
set of highly dependent prefix-outcome pairs, (zi, y(zi)), zi = φ(σi, n) with
i = 1, . . . ,K, n = 1, . . . , ni: any two prefixes of the same case are highly cor-
related as they represent the same process execution (intra-case dependencies),
and every two prefixes that run in the process at the same time potentially
share limited resources (inter-case dependencies). Furthermore, the SLT solu-
tion function f̂ maps a newly observed feature value to a label, while in the
PPM problem, the new value is a (possibly running) case. This leads to the need
for transforming sequences into features.

Problem 1 (Sequence-To-feature Encoding Problem (STEP)). Let L∗

be an extended event log that contains all prefixes of the sequences in L. Solving
the STEP problem is to find a function g : E∗ × Y × 2L → X × Y such that
the result of its operation, {g(σi, y(σi), L∗))} ⊂ X × Y, is an i.id. sample of
feature-outcome from X × Y.

Clearly, a STEP solution includes a joint choice of g and X . The STEP has
been solved in [8,13,14,20] by various intra-case feature encodings. The main
contribution of this paper is a novel solution to STEP that leverages inter-case
information, while bounding the feature space size.

5 Bi-dimensional STEP Solution

In this section, we show our solution to STEP by means of the construction of
a bi-dimensional STEP function gβ that maps every prefix in L∗ and its corre-
sponding label into X ×Y with X being a bi-dimensional feature space X1 ×X2.
The first component of the feature space, X1, captures intra-case dependencies,
while the second component, X2, represents inter-case dependencies. The first
dimension is defined using existing techniques from [7,13], while the contribu-
tion of this paper is in the definition of X2, and in the construction of gβ . In
the remainder, we specify the basic requirements that a STEP solution needs to
satisfy. Then, guided by these requirements, we provide a method to encode the
intra- and inter-case dimensions.



312 A. Senderovich et al.

5.1 STEP Requirements

Denote Sβ the set of feature-outcome pairs such that

Sβ = {(xi, yi) = gβ(σi, y(σi), L∗) | σi ∈ L∗}. (3)

We are looking for a STEP solution such that the following requirements hold:

R1: Sufficiency. Let σi and σj be two different prefixes coming from L∗.
We require that (xi, yi) = gβ(σi, y(σi), L∗) is independent of (xj , yj) =
gβ(σj , y(σj), L∗), i.e., the resulting label yi depends only on xi and not on
any other (xj , yj) in Sβ .

R2: Accuracy. When applying the SLT framework with a class of predefined
functions F to the training set that results from gβ , Sβ ⊂ X ×Y, we require
that gβ provides the minimal empirical risk with respect to any other func-
tion g that solves the STEP, i.e., for (xi, yi) = g(σi, y(σi), L∗) we require:

(f̂ , gβ) = arg min
f,g

1
K

K∑

i=1

r(f(xi), yi). (4)

R3: Compactness. We require that the dimension of the feature space |X | will
not exceed the minimal required representation for R1 and R2 to hold.

Requirement R1 assures that gβ provides sufficient information such that for
(xi, yi) ∈ Sβ , the label yi will depend only on xi. This implies that after the
encoding, both inter-case and intra-case dependencies required to predict the
label yi are captured by the corresponding xi. We use R1 to justify our decisions
when constructing gβ .

Further, requirements R2 and R3 assure that X provides an accurate rep-
resentation of the dependencies, and is compact. In order to demonstrate that
requirements R2 and R3 hold for our solution gβ , we evaluate the method by
using our STEP solution gβ to solve the PPM based on real-world data (Sect. 7).
Below, we briefly outline the solution to the intra-case encoding, i.e., the con-
struction of X1. Then, we focus on the main contribution of our work, namely
the inter-case STEP encoding of sequences into X2.

5.2 Intra-case STEP Encoding

In this part, we present the construction of X1. Solving this aspect of the STEP is
related to machine learning techniques for predicting labels in sequential data [7].
These methods transform training data that comprises correlated sequences into
an independent representation of the same sample by adding relevant information
to the observations. In particular, we select the sliding window method (Sect. 3
in [7]) to encode recent (up-to window size w) history of the prefix. We denote by
g
(1)
β the intra-case component of gβ . Then, for σi = (e1i , . . . , e

n
i ), we get that

g
(1)
β (σi, y(σi), L∗) = ((en−w+1

i , . . . , en
i ), y(σi)), (5)

assuming without loss of generality that w ≤ n.



Intra and Inter-case Features in Predictive Process Monitoring 313

Note that one may consider the encoding of additional static and dynamic
attribute-values as shown in [13]. For example, we set w = 1 and choose two AV
functions as follows. Let α1 : E → A1 be the elapsed time from the arrival of the
patient until every event (dynamic), and α2 : E → A2 be the age of the patient at
every event (static if the age of the patient is the same at every event). Then, an
encoding of σi that considers both AV functions and the last event (since w = 1) is:

g
(1)
β (σi, y(σi)) = (en

i , α1(en
i ), α2(en

i ), y(σi)). (6)

Note that the value of static attributes is constant and hence mentioned only once
in encodings involving multiple events. The sliding window approach assumes
that the last w events (and their Attribute-Values) are sufficient to explain the
MOI. Therefore, if this assumption holds, requirement R1 is satisfied.

5.3 Inter-case STEP Encoding

We now turn to introduce the inter-case STEP encoding. To give intuition, we
use Fig. 2, which revisits the four scenarios from Sect. 2.

Fig. 2. A graphical representation of our proposed bi-dimensional encodings.

The vertical axis corresponds to the level of dependencies between the pre-
dicted label and intra-case features (e.g., recent history, elapsed time, and age),
while the horizontal axis captures the level of dependencies for inter-case fea-
tures (e.g., the number of acute patients in the ED). The blue circle corresponds
to the target patient, whose MOI we wish to predict, while the red circles cor-
respond to the patient types on whom the MOI may depend (case types). Each
case type can be described in terms of intra-case features and the more case
types we have, the more fine grained information is required (i.e., the more fea-
tures are required for encoding this information). In this setting, Scenario 1 is
placed on the intra-case axis, as there is no inter-case dimension. In Scenario 2,
the intra-case component does not change with respect to Scenario 1, while the
inter-case dimension increases in order to take into account all the other patients
grouped in the same class (i.e., all of the same case type). Finally, for Scenarios
3 and 4, the inter-case component is further strengthened by means of a more
fine-grained case partitioning into types.



314 A. Senderovich et al.

The assumption that drives our method is that case types (e.g., urgency
priorities) explain the inter-case dependencies between cases. If this assumption
holds and the types are properly selected, requirement R1 is satisfied. We also
assume that all events are timestamped with an AV function τ . The timestamp
of a case σ = (e1, . . . , en) ∈ L∗ is τ(σ) = τ(en) ∈ TS. Considering time when
encoding inter-case dependencies is crucial, since we assume that these exist only
between cases that run in the process at the same time.

Our inter-case STEP encoding relies on four basic concepts, namely case
types, discrimination, partition, and (feature) derivation. Below, we go over these
four concepts:

– Case Types. Denote T the set of m case types. Returning to our ED, a type
of a patient can be set according to her severity grade.

– Discrimination. The discrimination function δ is used to set the features
that distinguish between case types. In particular, the discrimination func-
tion δ(σ) ∈ T , maps a case σ into its type T . Note that AV functions can be
used for discrimination: we may consider, for example, the age of a patient
and the elapsed time from the arrival of the patient until the last event. The
typed event log is

L∗
T = {(σ, T ) ⊆ E∗ × T | σ ∈ L∗ ∧ δ(σ) = T}. (7)

– Partitioning. In order to categorize cases into types, we define a function π
that partitions a typed event log L∗

T into m event logs according to their
types, namely π(L∗

T ) ∈ Lm.
– Derivation. A derivation function γ maps m event logs for some time t into the

desired feature space X2, i.e., γ : Lm ×TS → X2. For example, γ can produce
the feature number of patients of type i = 1, . . . ,m in the ED at time t.

To demonstrate the specification of the four concepts, consider the encoding
of σi = (e1i , . . . , e

n
i ) ∈ L∗ in Scenario 2 (i.e., food distribution in the ED),

where all patients are assumed to be homogeneous. Trivially, the case type set
is T = {Patient}, and the discrimination function results in a typed event log
L∗

T = {(σ, Patient) | σ ∈ L∗} as all patients are of the same type (‘Patient’).
The partitioning function returns L∗

T itself, while the derivation function γ can
be set to the number of cases by type at time τ(σi):

γ(L∗
T , τ(σi)) = |{(σ, T ) ∈ L∗

T |τ(σ) ≤ τ(σi) ∧ δ(σ) = T}|. (8)

In essence, once the quadruplet (T , δ, π, γ) is specified, the inter-case component
of gβ , which we denote by g

(2)
β , is constructed as follows:

g
(2)
β (σi, y(σi), L∗) = γ(π({δ(σ) | σ ∈ L∗}), τ(σi)). (9)

Let us consider the encoding of σi = (e1i , . . . , e
n
i ) ∈ L∗ in a less trivial scenario,

Scenario 3, where patients are typed according to their last event (where the
event represents the visited unit) into m urgency types, T = {e1, . . . , em | ei ∈ E}
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with m = |E| and ei being the possible events. The discrimination function sets
δ(σ) = en, with en being the last event of σ. The partitioning is made according
to the typed event log that results from δ, and the derivation function remains
as in Eq. (8). This leads to m features: the number of patients of all possible
urgencies at time τ(σi).

Each of the components δ, π and γ plays a different role in our method.
The partitioning function π classifies cases according to the notion of similarity
imposed by the discrimination function δ. To avoid feature space explosion,
the derivation function allows an aggregation of the resulting typed event logs.
Having fully defined the bi-dimensional STEP solution, we are now ready to test
requirements R2 (accuracy) and R3 (complexity) against real-life event logs.

6 Implementation

In this section, we introduce the four instances of the STEP framework we have
implemented. They take inspiration from the four scenarios presented in Sect. 2.
Each of them aims at predicting the remaining time of an ongoing case. We
believe indeed that the remaining time is among the most relevant MOIs when
dealing with inter-case dependencies.

– Level 0. Only the intra-case dimension is taken into account (as in Scenario
1 ) and it is instantiated as described in Sect. 5.2 with a window size of the
maximal training trace length.

– Level 1. As in Scenario 2, a coarse-grained level of inter-case dependencies
is identified. There is only one case type, i.e., a unique priority class, and the
derivation function is set to the number of cases running at time t.

– Level 2. As in Scenario 3, a fine-grained level of inter-case dependencies is
identified. There are m case types, each based on the last event carried out, the
discrimination function is set to the last event in the case and the derivation
function is set to the number of cases for each case type, i.e., with the same
last event at time t.

– Level 3. As in Scenario 4, an even more fine-grained level of inter-case depen-
dencies is identified and the inter-case dimension is instantiated so that there
are m case types, each defined according to the last w′ events carried out (in
particular, we set w′ = 3). The discrimination function is set to the last w′

events in the case and the derivation function is set to the number of cases
for each case type, i.e., with the same last w′ events at time t.

All feature encoding algorithms have been implemented in Python and are
publicly available.1 We use the implementations and default parameters of scik-
itlearn [15] for linear regression, cross-validated Lasso, and random forests.
We further use the XGBoost package [5] for cross-validated XGBoost.

Finally, a web interface of our prediction system has been realized in the alpha
version of a Predictive Process Analytics (PPA) tool.2 In particular, the front end

1 https://github.com/kerwinjorbina/predictive-process-webservice.
2 The web application is available at http://obscure-springs-12588.herokuapp.com.

https://github.com/kerwinjorbina/predictive-process-webservice
http://obscure-springs-12588.herokuapp.com
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Fig. 3. Prediction results in the Predictive Process Analytics (PPA) interface.

application uses the template of Angular Material Dashboard3 while the back end
uses the Python Django Framework4 to process the logs and provide predictions.
Figure 3 reports a screenshot of the web interface showing the remaining time of
a trace at specific points in time in a log.

7 Evaluation

In this section, we present the main findings we identified by evaluating our
method against real-world event logs. In the remainder, we present our exper-
imental setup and procedure, and conclude the section by providing a detailed
overview of the results.

7.1 Experimental Setup and Procedure

Below, we describe the experimental setup in terms of the supervised learning
methods and datasets that were used in the experiments. We then outline the
overall experimental procedure and define our evaluation measures.

Machine Learning Methods. In our experiments, we relied on two families of
learning algorithms: (1) linear models, including linear regression and Lasso; and
(2) tree ensemble methods, including random forests and gradient tree boosting.
The linear family was chosen as a weak regression baseline, to show that select-
ing a strong regression method is important for making the method applicable.
Below, we briefly describe ensembles of regression trees.

Ensembles of Regression Trees. We selected ensembles of decision trees as learn-
ing algorithms due to their non-linearity (expressiveness) and their ability to
3 https://angularjs.org/.
4 https://www.djangoproject.com/.

https://angularjs.org/
https://www.djangoproject.com/
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automatically partition the feature space into interpretable regions. In particu-
lar, given the set of features, such as age, gender, queue lengths, and recent visit
times, the resulting models end up with a clear feature segmentation. Further-
more, using an ensemble rather than a single regression tree typically leads to
an improvement in accuracy [3]. We briefly describe the ensemble methods that
we consider, namely random forests and XGBoost.

Random forest (RF) [4], is an ensemble built by learning each tree on a
different bootstrap replica of the original training set. A bootstrap replica is
obtained by randomly drawing (with replacement) original samples and copying
them into the replica. Each tree is learned by starting with a single node and
greedily extending the tree. Leaves are split using the test (features and values)
that maximizes the reduction in quadratic error. The RF algorithm is known
not to over-fit as the number of trees increases. We present the results for RF
with 50 trees since increasing the number of trees beyond 50 up to 1000 resulted
in an improvement of less than 5% in our accuracy measures.

The second ensemble algorithm, eXtreme Gradient Boosting (XGBoost) [5],
is the most recent version of the gradient tree boosting algorithm first introduced
by Friedman [11]. Unlike RF, instead of weighting the samples, gradient boosting
modifies the target variable value for learning each tree.

Datasets. Our experiments used two real-world datasets, namely DS1 and DS2.

DS1. The data comes from the Electronic Health Record of an Israeli ED that
has a maximal capacity of approximately 100 patients per day. Every patient
that enters the ED receives a bar-code that gets tracked at the start and end
of every medical procedure. Patient treatment events include ‘Reception End’,
‘Triage Start’, ‘Treatment Start’, etc. The events are manually recorded by scan-
ning the patient’s bar-code. The dataset ranges between March 2014 and May
2015, with approximately 42 000 patient visits. The median length-of-stay in
the ED is 290 minutes. Lastly, the data comprises approximately 350 000 events
coming from the 42 000 cases.

DS2. This log published in the IEEE TF on Process Mining site5 contains a comma
separated value dataset in a production process. This provides data on activi-
ties, resources, machines and type of items that are manufactured. The dataset
occurred from January 2012 to March 2012, with 225 cases. Listed in this log are
55 types of activities, 49 human resources and 31 machines. The median case dura-
tion is almost 14 days. The dataset contains approximately 7 200 events.

Experimental Procedure. We exploit the training-validation-test para-
digm [10] to evaluate our method and randomly partition the two datasets into
60% training data, 20% validation data, and 20% test data. Note that we operate
our method to encode inter- and intra-case features prior to dataset partition-
ing. The encoded data is used as an input to the supervised learning algorithms.
While random forests are robust against over-fitting, an increased number of
trees raises the computational complexity. Hence, we evaluated the number of

5 http://data.4tu.nl/repository/uuid:68726926-5ac5-4fab-b873-ee76ea412399.

http://data.4tu.nl/repository/uuid:68726926-5ac5-4fab-b873-ee76ea412399
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required trees by adding trees and stopping when the improvement is small. The
Lasso model was cross-validated to select the regularization parameter. We used
Lasso only for Level 3 encoding, as in all other cases linear regression dominated
against the validation set. Our experiments were conducted on an 8 core Intel
Xeon CPU E5-2660 v4 @ 2.00 GHz each core with 32 GB memory, running on
Linux Centos 7.3 OS.

We measure the accuracy of predictions with two empirical loss functions:
RMSE and MAE. Root Mean Squared Error (RMSE) is grounded in the squared
difference between the actual time and the predicted value. Let y∗

l be the actual
value of yl, the time of interest for a log entry of the test set l ∈ Ltest. With ŷl

being the predicted value, the RMSE is defined as:

RMSE =
√ ∑

l∈Ltest

[ŷl − y∗
l ]2.

The RMSE quantifies the error in the time units of the original measurements (in
our case seconds, which are converted to minutes and hours in the experiment
reporting, for convenience).

The RMSE is sensitive to outliers [10]. Therefore, we also consider the
absolute error, which is known to be more robust [10]. In particular, the Mean
Absolute Error (MAE) is defined as:

MAE =
∑

l∈Ltest

|ŷl − y∗
l |.

In the next section, we present these errors for the two datasets and different
levels of inter-case feature encoding. We compare them with a purely static
baseline, i.e., which takes into account only intra-case features. Furthermore, we
plot the RMSE errors for different predicted remaining times.

7.2 Results

Table 1 summarizes the results of our experiments. The columns of the table
(Linear, RF, and XGB) correspond to the learning methods: linear model (linear
regression or Lasso), random forests, and XGBoost, respectively. The rows cor-
respond to the combination of dataset (DS1 or DS2 ), accuracy measure (RMSE
or MAE ), and feature encoding level (Level0, Level1, Level2 and Level3
introduced at the beginning of Sect. 6). The RMSE and MAE are presented
in minutes for the ED, and in hours for the production process. In the table,
the boldfaced values are the best combination of machine learning method and
feature encoding function.

Observing the results, we notice that for both datasets, for all types of encod-
ings and for both error metrics, the best results are obtained by using XGBoost,
followed by Random Forests and Linear models. This implies that the remain-
ing times in both datasets are better described by the gradient boosting model.
Moreover, by looking at the different levels of encoding, we observe an increase
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of accuracy for both DS1 and DS2, as more inter-case information is added.
This can be explained by the hypothesis that there are strong inter-case depen-
dencies for both datasets. An interesting phenomenon is that case interplay is
well-captured by non-linear machine learning techniques (i.e., RF and XGBoost),
but not by linear models. This can be explained by a non-linear relation between
the remaining time of a running case, and the features coming from the bi-
dimensional representation. Overall, we can observe that by taking into account
inter-case dependencies, the proposed method increases accuracy of remaining
times prediction by 27% in DS1, and by 52% in DS2 with respect to Level0
(intra-case only).

Next, we set to investigate the influence of the predicted value (the remaining
time) on the error. Specifically, we chose to focus on the best machine learning
method (XGBoost), running on our second dataset (DS2). Figure 4 presents
the RMSE as function of the remaining times in the test set. Note that we
do not provide the same plot with the MAE, as both present similar trends.
Observing the plot, we conclude the following results: (1) as expected, for all
levels, accuracy is worse for longer remaining times (e.g., > 1 000 hours); (2) few
(or none) inter-case features cause that the prediction accuracy increases as we
get more information about the running case, although with some oscillations;
(3) more inter-case features guarantee that the accuracy stabilizes faster and
remains stable also for short remaining times. For instance, Level3 has almost
constantly lower RMSE values compared to the other encodings. This result
confirms and strengthens the aggregated results shown in Table 1. Therefore,
our method meets requirement R2.

Finally, we report that the training phase in our experiments took from
few minutes (for Level0) to about 1 h (for Level3) for DS1 and from few
seconds to 5 min for DS2. From this, we can conclude that our method also
meets requirement R3.

Table 1. Prediction accuracy.

DS Encoding Measure Linear RF XGB

D
S
1

Level0
RMSE 213 206 176
MAE 142 135 113

Level1
RMSE 212 187 151
MAE 142 123 95

Level2
RMSE 212 177 138
MAE 142 116 85

Level3
RMSE 211 169 130
MAE 142 105 80

D
S
2

Level0
RMSE 256 195 189
MAE 136 72 67

Level1
RMSE 253 158 142
MAE 137 58 52

Level2
RMSE 221 121 97
MAE 137 50 90

Level3
RMSE 216 109 91
MAE 135 42 33
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Fig. 4. XGBoost RMSE errors for different predicted remaining times in DS2.

8 Related Work

Predictive process monitoring (PPM) was studied extensively over the past. The
methods for solving PPM can be divided into two categories, namely model-based
and sequence-to-feature encoding (STEP). Below, we go over the related work in
these two categories.

Model-Based Solutions to Predictive Monitoring. In [2], an annotated
transition system is mined from an event log. The model is then used to pre-
dict remaining times based on remaining times of historical prefixes. The two
main limitations of this approach are: (1) the curse of dimensionality since the
transition system ‘explodes’ in size as the number of process variants grows, and
(2) generalization, since the use of historical remaining times without additional
features has a poor predictive power. The curse of dimensionality can be con-
trolled by abstracting the transition system state space representation (e.g., by
considering bag of activities instead of sequences). To overcome the second lim-
itation, Senderovich et al. [17] proposed the use of a featured transition system,
which includes additional contextual attributes such as the queue length, and the
current workload. The featured transition system is then used to transform the
data into a feature-outcome representation, and non-linear regression methods
are applied. In [16], the authors broaden the variety of machine learning tech-
niques that can be applied to the featured transitions system. The model-based
solutions balance the trade-off between dimensionality (too many features) and
accuracy (too few features) by reducing the model size first. In encoding-based
approaches, this trade-off is struck by using the generalization power of machine
learning methods to create a compact number of accurate predictors.
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STEP solutions to Predictive Monitoring. The seminal work by van Don-
gen et al. [8] employs non-parametric regression to estimate remaining times.
The work lays the ground for all STEP solutions to follow, in that it shows an
encoding of an event log into feature-outcome pairs. However, the work is limited
to control-flow encoding. The work of Folino et al. [9] proposes to add context
features (e.g., resource availability) when predicting processing times. In [14],
these approaches are extended and the problem of predictive process monitor-
ing is formalized and generalized. Additional related work suggested a general
framework for correlating traces in an event log for prediction of MOIs [12].
However, the authors did not propose a feature space reduction mechanism, and
therefore the framework can lead to feature explosion.

Continuing the line of work on encoding sequences into features, Leontjeva
et al. [13] introduce the so-called complex sequence encoding, which utilizes
Hidden-Markov Models to extend control-flow features. Here, separate HMMs
are trained for each possible label. Then, the likelihood of a trace prefix to belong
to each of these two models is measured. The difference in likelihoods is expressed
in terms of odds-ratios, which are then used as features to train the classifier.
Further, in [19], a Deep Learning approach that utilizes feature encoding was
proposed. The main shortcoming of the STEP-based approaches we outlined
above is the assumption that the MOIs depend only on the information payload
that accompanies the case for which the prediction is made. However, inter-case
dependencies that stem from the interplay between running cases (e.g., compe-
tition over scarce resources), may influence the MOIs [21]. In [6], the authors
develop a method that is tailored to risk prediction in business process exe-
cutions, while considering the inter-case dependencies. However, their method
does not accommodate for temporal predictions, such as the remaining time of
a running case. In our work, we propose a general STEP solution that captures
inter-case dependencies for (dynamic) MOIs of an arbitrary type.

9 Conclusion

This paper proposes an adaptive method for feature encoding in predictive
process monitoring. The method provides possible feature encodings within a
bi-dimensional space characterized by both intra- and inter-case features that
can be tailored for specific datasets. The proposed inter-case encodings rely on
the concept of partitioning an event log and the running cases according to
a discrimination function that differentiates between case types. A derivation
function is applied to the resulting partition to limit the feature space size, thus
preventing the curse of dimensionality. The proposed encodings have been eval-
uated against two real-life datasets coming from an emergency department and
a manufacturing process. Our experiments demonstrated a 27% improvement
for the emergency department event log, and up-to 52% improvement for the
production log, when predicting remaining times of running cases.

In the future, we plan to investigate other instances of the proposed method
by exploring additional case types, as well as new discrimination, partitioning
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and derivation functions. Finally, we aim at exploring other dimensions that can
affect the future of a running case and their interplay with the intra- and the
inter-case ones. One of them is the dimension related to contextual variables,
i.e., exogenous variables that are independent of cases but can influence their
future such as weather conditions or strikes.
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Abstract. Process mining has focused, among others, on the discov-
ery of frequent behavior with the aim to understand what is mainly
happening in a process. Little work has been done involving uncommon
behavior, and mostly centered on the detection of anomalies or devia-
tions. But infrequent behavior can be also important for the management
of a process, as it can reveal, for instance, an uncommon wrong real-
ization of a part of the process. In this paper, we present WoMine-i, a
novel algorithm to retrieve infrequent behavioral patterns from a process
model. Our approach searches in a process model extracting structures
with sequences, selections, parallels and loops, which are infrequently
executed in the logs. This proposal has been validated with a set of
synthetic and real process models, and compared with state of the art
techniques. Experiments show that WoMine-i can find all types of pat-
terns, extracting information that cannot be mined with the state of the
art techniques.

Keywords: Infrequent patterns · Process mining · Process discovery

1 Introduction

One of the aims of process mining during the past years has been, among oth-
ers, the study of frequent behavior in order to focus on the more common parts
of a process during the different tasks of process mining —discovery, monitor-
ing, and enhancement. Under this scope, several algorithms have been proposed
to discover process models covering the most common behavior [1–3], and to
search frequent structures either directly in the logs [4,5] or extracting the struc-
tures from the process models [6]. The search of infrequent cases —deviations or
anomalous traces— has been also used during the discovery of a process model,
removing them to reduce the complexity of the model without a high decrease in
the fitness [7,8]. Nevertheless, the discovery of infrequent behavior can be also
interesting in order to monitor and enhance a process, and discarding it might
not be a proper solution.

There are scenarios where an infrequent subprocess in the model can hint a
wrong behavior which must be examined. For instance, in insurance companies,
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infrequent behavior can be used to recognize fraudulent claims [9]. It can be also
useful to detect intrusions in networks [10], or failures in software behavior [11].
Additionally, in well-structured processes, the behavior supported by a model is
designed and expected to be executed. A substructure of the model with a low
frequency of execution can hint a path in the process that must be reinforced in
order to increase its frequency or, conversely, where the assigned resources could
be restructured to optimize the process.

There are few approaches related with the search of infrequent behavior, most
of them focused on the detection of uncommon anomalous traces in process
logs [7,8,12,13]. Nevertheless, these techniques focus on the identification of
infrequent traces considering the whole trace as a unit. Further knowledge can
be obtained searching for infrequent patterns, as they allow to focus on infrequent
subprocesses, instead of discovering infrequent full traces —an infrequent trace
can contain frequent behavior, hindering the study of infrequent behavior.

In this paper we present WoMine-i, a novel algorithm to detect infrequent
behavioral patterns from a process model, measuring their frequency with the
instances of the log. The main novelty of our approach is that it can detect infre-
quent substructures of the process model, i.e., behavioral patterns, with all type
of structures —sequences, selections, parallels and loops. The ability to work
with these structures prevents WoMine-i of interpreting the traces as sequences of
events. Furthermore, the extracted information allows to focus on infrequent sub-
processes, and not to analyze infrequent full traces. The algorithm has been qual-
itatively compared using various synthetic process models with all related tech-
niques, showing our algorithm finds the correct infrequent patterns and estimates
precisely its frequency while related techniques do not. Experiments have also been
run with real logs of two Business Process Intelligence Challenges, 2012 and 2013.

2 Related Work

There are no approaches in the literature focused directly on the extraction of
infrequent substructures in a process. There are a few techniques, like Heat Maps,
that can be used to detect infrequent behavior in a process model, although that is
not their main objective. Heat Maps provide a simple way to highlight the frequent
structures of a process model considering the individual frequency of each arc.
If the arcs with a frequency higher than a threshold are removed, the remaining
structures are formed by infrequent arcs. The drawback of this approach is that
the frequency of each arc is measured individually. An infrequent pattern can be
composed by arcs that are individually frequent and, therefore, they will not be
part of the result of this technique. Figure 1 shows an example of a process model
represented by a C-net, and the result of the Heap Maps technique over this model
(Fig. 1a). As can be seen, there are arcs —e.g. (E → G)— executed in all the traces
of the log which are part of an infrequent pattern (Fig. 1b).

In [7], a state automaton with each state representing an activity of the log is
built. A valuated arc between two states is added when one of them is followed
by the other one in the log. Its value increases as this relation appears in the log.
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Fig. 1. An example of a process model with an infrequent pattern that cannot be
discovered through related techniques.

Afterwards, the infrequent arcs are used to filter infrequent traces. The drawback
of this technique is the same as the Heat Maps approach, because the frequency
is measured individually. Furthermore, the automaton interprets the log as a
sequence, without parallels nor other dependencies.

The technique used by Lu et al. in [13] also performs a filtering of traces
using the infrequent parts of a process model. In this case, models are built by
merging the behavior in a subset of traces. The drawback of this approach is
also its inability to measure the frequency of a structure as a whole, analyzing
instead the number of individual executions of an arc.

Bezerra et al. search in [12] for infrequent or anomalous traces in the log ana-
lyzing the whole trace. They present three approaches to filter infrequent traces
depending on their frequency and conformance. The drawback of this technique
is that it takes into account the whole trace, and instead of an infrequent pattern,
this approximation returns a set of traces. This makes impossible, without fur-
ther analysis, to know which parts of the traces are infrequent. Figure 1c shows
an example: this log contains four instances with a frequency under 5% (1, 3,
7, 8). Two of them (1, 7) contain the pattern from Fig. 1b, but they also con-
tain frequent patterns as A-B-D, A-C-D or G-H-J-G-H-I. Trace-clustering tech-
niques [14] could also be used to obtain traces containing infrequent behavior,
but the problem would be the same.

Finally, techniques searching for frequent structures could be adapted to
search infrequent behavior, inverting the main search. The drawback of this
alternative lies in the way these algorithms measure the frequency of the pat-
terns. For instance, the approach of Tax et al. [5] performs an alignment-based
method to detect if the pattern is executed in a trace. When an activity from
the trace does not appear in the pattern, the method performs a move on log
without a penalty because this activity might belong to a parallel branch in the
model. This method gets a frequency of 40% for the pattern in Fig. 1b (traces 0,
1, 6, 7) which is far from the real value (5%). The shortcoming of this method
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is that it analyses the frequency based in the order of the activities in the log,
not in the real path that is being executed in the model. Similarly, pattern-
based search techniques that only use the log to extract frequent behavior would
present the same drawback. Furthermore, the search space of these approaches
would be extremely large, as they do not use the model to build the patterns.

As far as we know there is not algorithms to retrieve infrequent patterns from
a process model. The algorithm presented in this paper, WoMine-i, is able to
retrieve infrequent subgraphs ensuring the low frequency of the entire structure.
This allows to focus on infrequent subprocesses and to abstract from the traces
containing them, simplifying the analysis of the process.

3 Preliminaries

In this paper, we will represent the examples with place/transition Petri nets [15]
due to its comprehensibility. Nevertheless, our algorithm represents the process
with a Causal net (Definition 1).

Definition 1 (Causal net [16]). A Causal net (C-net) is a tuple C = (A, ai, ao,
D, I,O) where:

– A is a finite set of activities;
– ai ∈ A is the start activity;
– ao ∈ A is the end activity;
– D ⊆ A×A is the dependency relation, item AS = {X ⊆ P(A) | X = {∅}∨∅ �∈

X};1

– I ∈ A → AS defines the set of possible input bindings per activity;
– O ∈ A → AS defines the set of possible output bindings per activity,

such that:

– D = {(a1, a2) ∈ A × A | a1 ∈ ⋃
as∈I(a2)

as};
– D = {(a1, a2) ∈ A × A | a2 ∈ ⋃

as∈I(a1)
as};

– {ai} = {a ∈ A | I(a) = {∅}};
– {ao} = {a ∈ A | O(a) = {∅}};
– all activities in the graph (A,D) are on a path from ai to ao.

Definition 2 (Trace). Let A be the set of activities of a process model, and
ε an event —the execution of an activity α ∈ A. A trace is a list (sequence)
τ = ε1, ..., εn of events εi occurring at a time index i relative to the other
events in τ . Each trace corresponds to an execution of the process, i.e., a process
instance.

Definition 3 (Log). An event log L = [τ1, ..., τm] is a multiset of traces τi. In
this simple definition, events only specify the name of the activity, but usually,
event logs store more information as timestamps, resources, etc.
1 P(A) = {A′ | A′ ⊆ A} is the powerset of A. Hence, elements of AS are sets of sets

of activities.
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Definition 4 (Pattern). Let C = (A, ai, ao,D, I,O) be a C-net represent-
ing a process model M . A connected subgraph represented by the C-net
P = (A′, A′

i, A
′
o,D

′, I ′, O′), where A′
i ⊆ A′ and A′

o ⊆ A′ represent respectively
the start and end activities, is a pattern of M if and only if:

– A′ ⊆ A;
– D′ ⊆ D;
– for any α ∈ A′ : I ′(α) ⊆ I(α), O′(α) ⊆ O(α)

A pattern (Definition 4) is a subgraph of the process model that represents
the behavior of a part of the process. For each activity α in the pattern, its
inputs, I ′(α), must be a subset of I(α); and the outputs, O′(α), must be also a
subset of O(α). This ensures that a pattern has not a partial parallel connection.
Figure 2 shows some examples of valid and invalid patterns.

Fig. 2. Examples of a process model, valid and invalid patterns.

Definition 5 (Simple pattern). A pattern P = (A′, A′
i, A

′
o,D

′, I ′, O′) is a
simple pattern if and only if, for all activities α ∈ A′:

– [∃!Φ ∈ I ′(α) : Φ �⊆ R+
α ] ∨ [∀Φ ∈ I ′(α) : Φ ⊆ R+(α)];

– [∃!Θ ∈ O′(α) : Θ �⊆ R−
α ] ∨ [∀Θ ∈ O′(α) : Θ ⊆ R−(α)]

Being R+
α the set of successors2 of an activity α, and R−

α the set of predeces-
sors3 of an activity α.

The simple patterns (Definition 5) are those patterns whose behavior can be
entirely executed in at least one trace. If the inputs or outputs of an activity have
a selection, it must be able to execute each path in the same trace —at most,
one of the paths is not a loop. For this, the inputs of each activity α must have all
activities reachable from α except, at most, the activities of one path. The outputs
present the same constraint, but in this case they must reach α, not be reachable
from α. Figure 3 shows two valid simple patterns and an invalid one.
2 The successors of an activity α are the activities with a path from α to them, e.g.,

the successors of B in Fig. 2a are F, G, H and J.
3 The predecessors of an activity α are the activities with a path from them to α, e.g.,

the predecessors of C in Fig. 2a are C, I and A.
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Fig. 3. Examples of valid and invalid simple patterns of the process model shown in
Fig. 2a.

Definition 6 (Minimal pattern, M -pattern). Each activity of the process
model belongs to, at least, one minimal pattern. The M -pattern of an activity
α corresponds to the closure of α, i.e., the structure that is going to be executed
when α is executed. An exception is made with parallel structures: if α has a
parallel in its inputs or outputs, there must be an M -pattern containing each
parallel path.

Given a C-net C = (A, ai, ao,D, I,O) representing a process model M and
an activity α′ ∈ A, a pattern P = (A′, A′

i, A
′
o,D

′, I ′, O′) is a Minimal Pattern
of α′ if and only if is a maximum simple pattern containing α′ and fulfilling the
following rules:

– if |I(α′)| > 1 then [I ′(α′) = ∅] ∨ [|I ′(α′)| = 1, Φ ∈ I ′(α′) : |Φ| > 1];
– if |O(α′)| > 1 then [O′(α′) = ∅] ∨ [|O′(α′)| = 1, Θ ∈ O′(α′) : |Θ| > 1];
– ∀α ∈ R+

α′ : if |O(α)| �= 1 then O′(α) = ∅;
– ∀α ∈ R−

α′ : if |I(α)| �= 1 then I ′(α) = ∅;
– ∀α ∈ A′, α �= α′, α �∈ (R+

α′
⋃

R−
α′) : if |I(α)| �= 1 then I ′(α) = ∅, and if

|O(α)| �= 1 then O′(α) = ∅
In WoMine-i each activity α′ is associated, at least, to an M -pattern. The M -

patterns of an activity α′ are obtained through an expansion process that starts
in α′ and continues through its inputs and outputs fulfilling the following rules:
(i) the process will not expand through the inputs of α′ with size 1 and being part
of a selection; (ii) the same stands for the outputs of α′; (iii) for all the succes-
sors of α′ the expansion stops if the outputs are formed by a selection; (iv) the
same stands for the inputs of the predecessors of α′; (v) finally, the process does
not expand either through the inputs or outputs of the activities not fitting the
previous constraints if those are formed by an XOR structure in the model.

Fig. 4. A process model and three examples of M -patterns.
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Figure 4 shows some M -patterns of a model. Figure 4b shows the M -pattern
of F: the process starts in F and expands the M -pattern through F inputs and
outputs, because both are formed by only one path. The backwards expansion
stops in E because its inputs are part of a selection. Figure 4c depicts the M -
pattern of J. It is formed only by itself, because its inputs are part of a selection
and its outputs are empty. Finally, Fig. 4d presents the two M -patterns of A. As
A is an AND-split with a selection, two M -patterns are created, each one related
to one of the possible paths.

Definition 7 (Candidate arcs). Let C = (A, ai, ao,D, I,O) be a causal net
representing a process model M . An arc 〈αi → αj〉 : αi, αj ∈ A is part of the
A< set, i.e., a candidate arc, if and only if:

– O(αi) = {Θ ∈ AS | Θ = {αj} ∨ αj �∈ Θ}
– I(αj) = {Φ ∈ AS | Φ = {αi} ∨ αi �∈ Φ}

The set of candidate arcs, or A<, is a subset of the arcs in the model which
are not part of an AND structure. For instance, all arcs of Fig. 4a, but those
starting in A or ending in E, are included in the A< set.

Definition 8 (Compliance). Given a trace τ ∈ L and a simple pattern SP
belonging to the process model, the trace is compliant with SP , denoted as
SP � τ , when the replay of the trace in the process model contains the replay of
the pattern, i.e., all the arcs and activities of SP are executed in a correct order,
and each activity fires the execution of its output activities in the pattern.

Definition 9 (Frequency of pattern and simple pattern). Let L be the
set of traces of the process log. The frequency of a simple pattern SP is the
number of traces compliant with SP divided by the size of the log:

freq(SP) =
|{τ ∈ L : SP � τ}|

|L| (1)

And the frequency of a pattern P is the maximum frequency of the simple
patterns it represents:

freq(P ) = max
∀SP∈P

freq(SP) (2)

Definition 10 (Infrequent Pattern). Given a frequency threshold σ ∈
R : 0 < σ ≤ 1, a pattern P is an infrequent pattern if and only if freq(P ) < σ.

4 Infrequent Pattern Mining Algorithm

Given a process model and a set of instances, i.e., traces, the objective is to
extract the subgraphs of the process model that are executed in a percentage of
the traces under a threshold. A naive approach might be a brute-force algorithm,
checking the frequency of every existent subgraph inside the process model, and
retrieving the infrequent ones. The computational cost of this approach makes
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it a non-viable option. The algorithm presented in this paper performs an a
priori search4 starting with the minimal patterns (Definition 6) of the model.
In this search, there is an expansion stage done in two ways: (i) adding M -
patterns not contained in the current pattern, and (ii) adding arcs of the A<

set (Definition 7). This expansion is followed by a pruning strategy that verifies
the upward-closure property of support —also known as monotonicity [17]. This
property ensures that if a pattern is infrequent, all patterns containing it will be
infrequent and, thus, it is no necessary to continue expanding it —the minimum
pattern itself expresses all the infrequent behavior containing it.

This pruning presents an exception in order to simplify the results: if a pat-
tern is infrequent and maintains the value of its frequency with the expansion,
it is not removed from the expansion stage —it means the pattern is being
expanded with a selection branch with less frequency (cf. Definition 9). In this
way, WoMine-i returns the largest patterns expressing the minimum infrequent
behavior.

Figure 5 shows an example of a part of the expansion process, assuming a
threshold under 40%. The example starts with the M -pattern of C and shows
three expansions of the first iteration: the M -pattern of A, one of the M -patterns
of I and one of the M -patterns of J. Each of the patterns obtained in the first
iteration is again expanded in the second iteration with the M -patterns of J, an
M -pattern of I, and the arc 〈I → C〉.

The pseudocode in Algorithm 1 shows the main structure of the search made
by the algorithm. First, the candidate arcs and the minimal patterns are initial-
ized (Algorithm 1:2). These M -patterns will be the used to start the iterative
process. Then, using the algorithm described in Sect. 5, the infrequent patterns
are included in the final set (Algorithm 1:5).

Fig. 5. Example of a part of the expansion process starting with the M -pattern of C.
The example shows only three branches of expansion and two iterations. Some of the
expansions have been omitted for the sake of clarity.

4 An a priori search uses the previous —a priori— knowledge. It reduces the search
space by pruning the exploration of the paths that will not finish in a valuable result.
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Algorithm 1. Main structure of WoMine-i.
Input: A process model W , a set T = {T1, T2, . . . , Tn} of traces of W and a threshold tr.
Output: A set of maximum infrequent patterns of W w.r.t. T .

1 Algorithm infrequentSearch(W, T, tr)
2 M ← {m | m ∈ W, m is an M -pattern } // Def. 6

3 A< ← {a | a ∈ W, a is a Candidate Arc } // Def. 7
4 currentPatt ← M
5 infreqPatt ← {m | m ∈ M , m is infrequent w.r.t. T} // using Alg. 2
6 while currentPatt �= ∅ do
7 candPatt ← ∅
8 forall p ∈ currentPatt do
9 candPatt ← candPatt ∪ addArcs(p)

10 complementaryM ← {m | m ∈ M , m �∈ p}
11 forall m ∈ complementaryM do
12 candPatt ← candPatt ∪ addMPattern(p, m)
13 end

14 end
15 currentPatt ← filterCandidatePatterns(candPatt, infreqPatt)

16 end
17 Delete the redundant patterns of infreqPatt
18 return infreqPatt

19 Function filterCandidatePatterns(candPatt, infreqPatt)
20 currentPatt ← ∅
21 forall p ∈ candPatt do
22 measure current frequency of p // using Alg. 2
23 if p has no previous frequency || p’s frequency has not increased then
24 if p is frequent then
25 currentPatt ← currentPatt ∪ p
26 else if p is infrequent then
27 if p has no previous frequency || p was frequent || p’s frequency has

maintained then
28 currentPatt ← currentPatt ∪ p
29 infreqPatt ← infreqPatt ∪ p

30 end

31 end

32 end

33 end
34 return currentPatt

Afterwards, the iterative part starts (Algorithm 1:6). In this stage, an expan-
sion of each of the current patterns is done, followed by a filtering of the patterns.
The expansion by adding arcs from the A< set (Algorithm 1:9) is done with
the function addArcs. The other expansion, the addition of M -patterns that
are not in the current pattern (Algorithm 1:10–13), is done with the function
addMPattern.

Once the expansion is completed, the obtained patterns are filtered
(Algorithm 1:15) to distinguish the promising from the unpromising ones. Firstly,
the frequency of the new pattern is measured, comparing it with the frequency of
the pattern before the expansion (Algorithm 1:22). If this expansion has caused
its frequency to grow, the pattern is discarded, otherwise the analysis continues
(Algorithm 1:23). Then, if the pattern is frequent, it is saved for the next iter-
ation (Algorithm 1:25) —because any frequent pattern can become infrequent
by expanding it. And otherwise, if the pattern is infrequent, it is saved in the
results as infrequent one (Algorithm 1:28). But, this is only done if (i) it is the
first iteration and the pattern has no previous frequency, (ii) the pattern was
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frequent before the expansion, i.e., it has become infrequent or (iii) the frequency
has maintained, i.e., the pattern was already infrequent and the expansion has
not changed its frequency (Algorithm 1:27).

Finally, once the iterative process finishes, a simplification is made to delete
the patterns which provide redundant information (Algorithm 1:17). This redun-
dancy is because there are patterns in the k-th iteration which are expanded
and thus are subpatterns of those in the k + 1-th iteration. A naive approach
to reduce the redundancy generated by the expansion might be to remove the
patterns from iteration k-th that are expanded in iteration k + 1-th but, with
the existence of loops, there is no assurance that the behavior of a pattern is
contained in all its superpatterns.

The simplification process consists in the deletion of the patterns that are
contained into others, but whose difference is not a loop. For this, each pattern is
compared with its previous patterns in the expansion. If the arcs and activities
of a pattern are contained into the other, and the difference between them does
not contain a complete closed loop, one of the two patterns must be deleted.
The subpattern is deleted if its frequency is higher or equal to the frequency of
the pattern under analysis. Otherwise the pattern under analysis is deleted.

5 Measuring the Frequency of a Pattern

In each step of the iterative process, WoMine-i reduces the search space by prun-
ing the infrequent patterns (Algorithm 1:15). For this, an algorithm to check the
frequency of a pattern is needed (Algorithm 2). Following Definitions 9 and 10,
the algorithm generates the simple patterns of a pattern and checks the fre-
quency of each one (Algorithm 2:2–6). After calculating the frequency of the
simple patterns, the function checks if this is considered infrequent w.r.t. the
threshold (Algorithm 2:12). The frequency of a simple pattern is measured in
function getPatternFrequency by parsing all the traces and checking how many
of them are compliant with it (Algorithm 2:15–19). Finally, to check if a trace
is compliant with a simple pattern, function isTraceCompliant is executed: it
goes over the activities in the trace (Algorithm 2:22), replaying its execution in
the model, and retrieving the activities that have fired the current one (Algo-
rithm 2:23–24). The simulation (simulateExecutionInPattern) consists in a
replay of the trace, checking if the pattern is executed correctly (Algorithm 2:25).

With the current activity —the fired one— and the activities that have fired
it —the firing activities, retrieved by the simulation—, the executed activities
and arcs are saved, in order to analyze and to detect if the execution of the
pattern is being disrupted before it is completed. Figure 6 shows an example of
this process. The algorithm starts (#0) with the empty sets of executed arcs
and last executed activities. The first step (#1) executes A. There are no firing
activities because A is the initial activity of the process model. As A is also one
of the initial activities of the pattern, it is saved correctly in the last executed
activities set.

The following activity (#2) in the trace is B. As there is only one firing
activity (A), a single arc is executed (〈A → B〉). The arc is added to the executed
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Algorithm 2. Check if a pattern is infrequent.
Input: A set T = {T1, T2, . . . , Tn} of traces, a pattern pattern to measure its frequency

w.r.t. T and a threshold to establish the bound of frequency.
Output: A Boolean value indicating if the pattern is infrequent or not.

1 Algorithm isInfrequentPattern(pattern, T, threshold)
2 simplePatterns ← generate the simple patterns of pattern
3 frequencies ← ∅
4 forall simplePattern ∈ simplePatterns do
5 frequencies ← frequencies ∪ getPatternFrequency(simplePattern, T)
6 end
7 maxFreq ← 0
8 if frequencies.length > 0 then
9 maxFreq ← maximum of frequencies

10 end
11 realFreq ← maxFreq/T.length
12 return realFreq < threshold

13 Function getPatternFrequency(pattern, T)
14 executed ← 0
15 forall trace ∈ T do
16 if isTraceCompliant(pattern, trace) then
17 executed ← executed + 1
18 end

19 end
20 return executed

21 Function isTraceCompliant(pattern, trace)
22 forall activity ∈ trace do
23 Replay activity in the process model
24 sources ← get the activities that fired the execution of activity
25 simulateExecutionInPattern(sources, activity, pattern)
26 if pattern has been successfully executed then
27 return true

28 end

29 end
30 return false

arcs set, and the activity B to the last executed activities set. The A activity is not
deleted because the set of outputs is formed by {B, C}, and C is still pending.

The next step, activity E (#3), has the same behavior. There is only one firing
activity, i.e., one executed arc. The arc is in the pattern and its source activity is
in the last executed activities set. Hence, the executed arcs set is updated and B
replaced by E in the last executed activities set. After this process, the following
activity is C (#4). Its execution has the same behavior as the execution of B,
but with the deletion of A from the last executed activities, because the set of
outputs {B, C} has been fired.

Finally (#5), F has two firing activities and, thus, two arcs are executed. In
both cases, the source activity of the arcs —C and E— is in the last executed
activities set, and the arc is in the pattern. Thus, a simple addition of F to the
last executed activities set is done when the last of its branches is executed.

At the end of each step, the algorithm checks if the pattern has been correctly
executed (Algorithm 2:26), i.e., all its arcs have been correctly executed and the
last executed activities set corresponds with the end activities of the pattern (Ao).
Unlike the other steps, this testing has a positive result when F is executed. Thus,
the trace is compliant with the pattern.
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Fig. 6. An example that shows how the algorithm checks if a trace is compliant with
a pattern of the process model.

The process of saving the executed arcs and activities has to be restarted
when the executed arc is disrupting the execution of the pattern. For instance,
in step #5, if the arc 〈C → D〉 was executed, this would cause this saving process
to go back by removing the arcs and activities of the failed path and to continue
with the trace to check if the execution of the pattern is resumed later. This
analysis is able to detect the correct execution of a pattern in 1-safe Petri nets5.

6 Experimentation

In this section we evaluate the performance of WoMine-i. First (Sect. 6.1), we
qualitatively compare WoMine-i with the related techniques and, then (Sect. 6.2),
we test WoMine-i on four logs from two Business Process Intelligence Challenges.
These experiments have been executed in a laptop with an Intel i7-3612QM
(2.1 GHz) processor and 8 GB of RAM (1600 MHz)6.

6.1 Qualitative Comparison Between WoMine-I and the State
of the Art Approaches

We present a qualitative comparison between WoMine-i and related techniques
through a set of illustrative synthetic models. We have classified the related tech-
niques into three groups: (i) individual frequency-based, (ii) pattern extraction-
based and (iii) trace-based.

5 A Petri net is 1-safe when there can be only one mark in a place at the same time.
6 The algorithm and datasets can be downloaded from http://tec.citius.usc.es/

processmining/womine/.

http://tec.citius.usc.es/processmining/womine/
http://tec.citius.usc.es/processmining/womine/
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The first process model (Fig. 7) presents several selections, an optional task
and a loop. WoMine-i finds the pattern in Fig. 7b appearing in the 6% of the
traces. On the contrary, individual frequency-based techniques —e.g. Heat Maps
(Fig. 7a)— detect parts of the pattern as frequent. Pattern-based techniques —
as Local Process Models— get a frequency of 48% (traces 0, 2, 4, 6, 8 and 10) for
the pattern —the correct value is 6%. Finally, trace-based techniques retrieve
full traces, being necessary a post analysis to extract infrequent patterns —e.g.
traces 0, 2, 5, 7 and 11 have a frequency under 6% but contain both frequent
and infrequent behavior.

Fig. 7. Process model, infrequent pattern and event log of a process.

The second example presents a more complex model with loops, parallels
and selections (Fig. 8). The approach presented in this paper discovers, with a
5% of frequency, an infrequent pattern denoting as uncommon the execution of
the C-E parallel structure after the loop of G-H. As can be seen, based in the
individual frequency of the arcs is impossible to extract this infrequent behavior.
Local Process Models can extract this pattern successfully but the obtained
frequency is not reliable. Also, the search space is larger because they do not
rely on the process model. Trace-based techniques present the same problem as
in the previous example but, as traces are longer, the post analysis becomes
more difficult.

Fig. 8. Results of WoMine-i and Heat Maps for a process model composed by a
sequence with a selection, and two loops.
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6.2 Infrequent Patterns for the BPI Challenges

The objective of this section is twofold: on the one hand, to test WoMine-i on
complex real logs from the Business Process Intelligence Challenge (BPIC)7,8,9

demonstrating the ability to retrieve all type of structures and, on the other
hand, to analyze the influence of the model in the retrieved patterns. We used
4 BPIC logs, and we mined the process models with two different discovery
algorithms, ProDiGen (PDG) [3] and the Inductive Miner (IM) [2].

A series of experiments have been run for these logs and models with different
thresholds. Table 1 shows the structural characteristics of the mined infrequent
patterns for a threshold of 5%. As explained in Sect. 5, the algorithm needs
to replay the trace in the model to retrieve the executed arcs. This process is
independent of the threshold —it only depends on the traces (log) and on the
model. Thus, the runtime is divided in two parts to distinguish this preprocessing
time and the time spent by the algorithm. As can be seen, WoMine-i is able to
retrieve infrequent patterns with all type of structures. Regarding the runtime,
the preprocessing time is short, being 208 ms the longest time. The time spent
by the algorithm is longer, and depends on the model and patterns extracted.
Log 2012 o shows a difference in the runtime due to the number of patterns
extracted —a model with more uncommon structures will return as infrequent
this behavior, increasing the runtime. Nevertheless, the other runtimes are under
20 s (2012 a), and 7 s (2013 ).

Besides, we have compared the number of patterns discovered for the PDG
and the IM models. As can be seen, except for one log (2012 a), the algorithm
retrieves more patterns with the PDG model than with the IM one. This is due
to the structure of the models: the higher number of relations in the IM model
allows to embrace more infrequent behavior with few small patterns, while with
the PDG model is necessary to build larger patterns —smaller patterns with
IM. Results with 2012 a show a case where the infrequent patterns represent
behavior not recorded in the log, but allowed by the models —frequency 0.

Figure 9 shows an example of a pattern extracted by WoMine-i from the
PDG model of the BPIC 2012 o log, which corresponds to a Dutch Financial
Institute. The extracted pattern appears in the 2% of the traces, and models
the selection of a procedure, followed by the creation and shipment of it, and
ended by sending it back and canceling the procedure, but with a return to the
selection, instead of a finalization of the instance. This behavior might be from
a illegal execution where the procedure is restarted after a cancellation, while
the normal execution should be the ending of it. Trace-based approaches extract
complete traces —the traces of the log have up to 35 activities—, hindering the
identification of the pattern. On the other hand, pattern-based approaches might

7 BPIC 2012 - 10.4121/uuid:3926db30-f712-4394-aebc-75976070e91f. This dataset has
been split into two logs: 2012 a contains the events related with the state of an
application process, while 2012 o has the events related with the state of an offer
belonging to an application process.

8 BPIC 2013 clo - 10.4121/uuid:c2c3b154-ab26-4b31-a0e8-8f2350ddac11.
9 BPIC 2013 op - 10.4121/uuid:3537c19d-6c64-4b1d-815d-915ab0e479da.

http://dx.doi.org/10.4121/uuid:3926db30-f712-4394-aebc-75976070e91f
http://dx.doi.org/10.4121/uuid:c2c3b154-ab26-4b31-a0e8-8f2350ddac11
http://dx.doi.org/10.4121/uuid:3537c19d-6c64-4b1d-815d-915ab0e479da
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consider the infrequent pattern as executed although other activities, that are
not part of the pattern, are executed before the end of the it.

Fig. 9. Infrequent pattern (2%) retrieved from the BPIC 2012 o. All relations are
selections (XOR)

7 Conclusion and Future Work

We have presented WoMine-i, an algorithm designed to search infrequent behav-
ioral patterns in an already discovered process model, being able to discover pat-
terns with the most common control structures, including loops. This structures
allow to discover, for instance, subprocesses executed less than the expected, or
uncommon wrong behavior. We have compared WoMine-i with other proposals,
showing that our approach discovers uncommon behavior that other techniques
are not able to detect. Moreover, we have also tested our algorithm with com-
plex real logs from the BPICs. Results show the importance of the infrequent
patterns to analyze and optimize the process model.
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