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Preface

Business informatics is a discipline that combines information and communication
technology (ICT) with the knowledge of management. It is concerned with the
development, use, application, and the role of management information systems and all
other possible ways of using ICT in the field of management. It is also an important
interdisciplinary academic and research discipline. The Perspectives in Business
Informatics Research (BIR) conference series was established 16 years ago as a result
of a collaboration of researchers from Swedish and German universities in order to
create a forum where researchers in business informatics, both senior and junior, could
meet and hold discussions. The conference series is led by the Steering Committee, to
which one or two persons from every appointed organizer are invited.

To date, BIR conferences were held in: Rostock (Germany – in 2000, 2004, 2010),
Berlin (Germany– 2003), Skövde (Sweden – 2005), Kaunas (Lithuania – 2006),
Tampere (Finland –2007), Gdańsk (Poland – 2008), Kristianstad (Sweden – 2009),
Riga (Latvia – 2011), Nizhny Novgorod (Russia – 2012), Warsaw (Poland – 2013),
Lund (Sweden – 2014), Tartu (Estonia – 2015), and Prague (Czech Republic – 2016).
This year’s 16th International Conference on Perspectives in Business Informatics
Research (BIR) was held during August 28 – 30, 2017, in Copenhagen, organized and
hosted by the Center for Industrial Production, Aalborg University, Denmark

This year the BIR conference attracted 59 submissions from 23 countries. They were
reviewed by 45 members of the Program Committee. As the result, 17 full papers and
three short papers were selected for presentation at the conference and publication in
this volume. The papers presented at the conference cover many important aspects of
business informatics research.

This year, the conference theme was the digital transformation. The challenges and
opportunities for the digital transformation driven by the fourth industrial revolution
was the central theme for the World Economic Forum summit last year. Industry 4.0
has been used to characterize the shift in society, enabled by connectivity and con-
vergence of physical, digital, and biological technologies. This digital transformation
will impact most businesses, organizations, and societies and call for new and radical
approaches to how we adopt, use, and manage IT.

The main conference was also accompanied by satellite events: A pre-BIR forum,
two workshops, and a doctoral consortium took place during the first day of the
conference.

We would like to thank everyone who contributed to the BIR 2017 conference. First
of all, we thank the authors for presenting their papers, we appreciate the invaluable
contributions from the members of the Program Committee and the external reviewers,
and we thank all the members of the local organization team from Aalborg University,
for their help in organizing the conference. We acknowledge the EasyChair



development team for providing a valuable tool for preparing the proceedings and the
Springer publishing team for their excellent collaboration. Last but not the least, we
thank the Steering Committee for directing the BIR conference series.

June 2017 Björn Johansson
Charles Möller
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Industry 4.0 and Smart Production

Ulrich Berger1 and Laurits Andersen2

1 Brandenburg University of Technology, Cottbus, Germany
2 Aalborg University, Aalborg, Denmark

ulrich.berger@b-tu.de

The industrial world undergoes a paramount change, which is accelerated by massive
digitalization. Although the headlines sound different as Industrial Internet of Things
(IIoT) in the US, Made in China 2025 or Industry 4.0 in Europe, the challenges and
applicable technological solutions with focus on production systems, commonly named
Cyber Physical Production Systems (CPPS), are redundant.

Actual tasks are to strengthen the versatility of production equipment and processes
in the context of the progressive dynamism of the markets, where approaches like
CPPS become in first step necessary regarding the automation of processes. These
strategies are intended to increase productivity and efficiency of a company or a
business for a long-term period. However, the further changing business conditions will
lead to shorter planning cycles and mass customization trends would increase the
number of variants down to smallest lot sizes or one-of-a-kind products. Some of these
challenges can be solved with the implementation of CPPS. However, in order to
comply with more dynamic requirements and also considering cognition and knowl-
edge based aspects, the learning, training and assistance capabilities of the human work
force with respect to CPPS has to be significantly upgraded.

As a vision, the combination of CPPS and real-time networking of people, machines,
objects and ICT systems would allow a dynamic management and handling of complex
production systems. These systems would include software-intensive units and devices
(from Big Data to Smart Data), which represent the integration of data, services and
comprehensive solutions in order to connect physical and digital systems to each other.
In consequence, this vision would lead to a Smart Industrial Ecosystem (SIE).

In order to establish, evaluate and implement such SIE’s, there has been established
several Industry 4.0 in Europe. They cover research, development and transfer of
results aspects. One of them, the Innovation Center Industry 4.0 in Brandenburg (IMI),
part of the national Platform Industry 4.0 in Germany, is following this strategy and
thus build up on three core elements, which are: 1) The Model Factory, providing
showroom and hands on shop floor for advanced technologies; 2) The Innovation Lab,
transferring R&D results into practical industrial requirements; and 3) The Knowledge
Forum, acting as learning, training and assistance sphere for all staff levels.

During three years of practical work, the IMI has already performed innovation
projects with over 100 industrial clients, BIG and SME companies. There have been
developed unique consultancy formats as e.g. the Industry 4.0 Check-Up, which
analyses and determines the maturity levels in the field of Industry 4.0 and the Industry
4.0 Road Map, which defines the eight migration steps towards Industry 4.0, keeping
the individual KPI requirements in mind.



The speech will analyze and describe the building blocks and application sectors of
CPPS in industrial environments. It will further reflect the requirements and migration
paths towards Smart Industrial Ecosystems and Smart Production systems. The dis-
cussion of selected use cases, related from the work of the IMI, including imple-
mentation strategies and results will highlight the practical aspects of the speech.
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Digital Transformation of Industry Research
Challenges and Opportunities

in Smart Production

Charles Møller

Department of Materials and Production, Aalborg University, Aalborg, Denmark
charles@make.aau.dk

The central theme of the 16th International Conference on Perspectives in Business
Informatics Research is digital transformation. Digital transformation refers to the
profound change associated with the adoption of digital models in all aspects of
business, society and life in general.

In business, digital transformation opens up to numerous innovative and potential
disruptive business models. Industry has traditional been quite conservative, however
these years manufacturing and production is undergoing massive digital transforma-
tion. The industrial challenges and opportunities for the digital transformation driven
by the fourth industrial revolution was the central theme for the World Economic
Forum summit last year.

Industry 4.0 has been used to characterize the shift in society, enabled by con-
nectivity and convergence of physical, digital and biological technologies. This digital
transformation will impact most businesses, organizations and societies and call for
new and radical approaches to how we adopt, use and manage IT. Industry 4.0 is best
characterized as a joint research and innovation program designed to support the
re-industrialization of Germany. This is an agenda similar to most western European
countries, US, and also Japan, Korea, India and China. Also in Denmark, we have seen
the emergence of a national industry lead research and innovation initiative on man-
ufacturing: “Manufacturing Academy of Demark (MADE)”. What these programs
share is the strong focus on IT and automation as an enabler of increased competi-
tiveness. At Aalborg University, we have embrace the change and formed an
inter-disciplinary research unit supporting this research agenda, and we have framed
the Danish approach as Smart Production enabled by digitalization, automation and
new collaborative business models.

Smart Production and Industry 4.0 provide a wealth of new research challenges and
opportunities. This talk will present and clarify the concepts, identify some significant
areas where business informatics research potentially may contribute with relevant new
insights.
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Current State of Governance Roles
in Enterprise Architecture Management

Frameworks

Matthias Wißotzki(&), Felix Timm, and Paul Stelzer

Chair of Business Information Systems, University of Rostock,
Albert-Einstein-Str. 22, Rostock, Germany

{matthias.wissotzki,felix.timm,

paul.stelzer}@uni-rostock.de

Abstract. Only if the right people equipped with the necessary competencies
fulfill the tasks correctly that should be done in their designated roles, the full
concept of Enterprise Architecture Management (EAM) can be deployed. This
topic has been discussed quite rarely in the past. Therefore, this work system-
atically analyzes manifold EAM literature sources like technical literatures and
research papers as well as EA frameworks in order to derive a set of roles in
EAM. The results were validated by dint of an expert interview with an EAM
practitioner. This paper contributes to the EAM discipline by presenting a
generalized overview of EAM roles and relates them to certain EAM tasks and
required competencies. Finally, the proposed overview is validated by an expert
interview.

Keywords: Enterprise Architecture Management (EAM) � Roles � TOGAF �
Enterprise Architecture (EA) � Frameworks

1 Introduction

EAM tries to maintain flexibility, cost efficiency and transparency within the EA [1].
Tools are provided to master the complexity and to strategically develop IT landscapes
in a business-oriented way [2]. EA in turn provides a holistic view of the enterprise
with respect to its elements and dependencies that are required for value creation.
Numerous of contributions are dealing with the subject of EAM, but responsible
persons and corresponding roles, which are accountable for the development, imple-
mentation and optimization of the EAM approach, are rarely taken into account, but
exactly these persons determine success or failure. Even EA frameworks, which
describe the issue much more accurately through different views and aspects [2], deal
with roles only in few cases. Moreover, frameworks, that should help to establish an
EA within the enterprise, are described as complex and need to be adapted to the
enterprise [2]. In addition, EAM is not only used in large enterprises, but should also be
applied in small and medium-sized enterprises [3]. The integration of EAM in the
enterprise poses a greater challenge to the staff in this case, because the necessary roles
and required competencies are unclear [1]. Moreover, it can be ensured by a precise

© Springer International Publishing AG 2017
B. Johansson et al. (Eds.): BIR 2017, LNBIP 295, pp. 3–15, 2017.
DOI: 10.1007/978-3-319-64930-6_1



role description that a role is right staffed and thus can complete tasks more productive
or at lower costs. On that point, the following question should be answered: What tasks
must be performed and which competencies are necessary to do so?

To develop a generalized set of role concepts we analyzed more than 50 EA
frameworks [4] in order to identify different role concepts, aggregated and pooled
them. Why we do so, because this knowledge is of interest for both enterprises
introducing EAM to orient themselves in the found role set and existing EAM struc-
tures to verify that all task aspects were included in the already established roles.

As already mentioned in the introduction and motivation, knowledge of executive
roles in the EAM is important to establish them successfully in the company. This
paper will provide a generalized overview of role concepts used in EAM. For this
purpose, the concept of a role must be defined first. This raises the question:

RQ1: How is the concept of roles defined in the EAM context?

Furthermore, a classification scheme for the analysis of the roles found in the
different resources has to be developed, as this is the only way the roles out of the
single EA frameworks can be summarized unified later on. Hence the second research
question emerges:

RQ2: Which general roles can be distinguished within an EAM team?

Based on the two questions, the objectives of this paper are defined. In the fol-
lowing, a review of the publications on EAM and an analysis concerning the intro-
duced roles is made. In the second step, the found roles are classified using criteria in
order to create an overview of the roles involved in the EAM process. The result has
been tested, not validated, in a further step by an expert interview only once. The study
investigated whether the identified and classified roles could also be used in EAM
practice and whether the names and descriptions have been developed with a practical
orientation.

2 Research Approach

To answer our research questions a literature research was performed. Usually two
methods could be applied for a literature research: The “systematic method” and the
“method of concentric circles” [5].

Tofind an entry point, the secondmethodwas used and it was looked for relatedwork.
Therefore, the following search strings have been posted: (1) “Enterprise Architecture
Management”, (2) “Enterprise Architecture Management & Rollen”, (3) “Enterprise
Architecture Management & Roles”, (4) “Enterprise Architecture Management &
Roles”, (5) “Enterprise Architecture” & “Framework”, (6) “Unternehmensarchitektur-
management”, (7) “Unternehmens-architekturmanagement & Rollen”.

The search in the library catalog of the University of Rostock has shown eleven
results for “Enterprise Architecture Management”. A wide overview of numerous
frameworks and its classifications is given by the work of Matthes in [4]. After that, the
literature research was also made with the help of the concentric circles in order to
identify the literature that is helpful to answer the research questions (Table 1).

4 M. Wißotzki et al.



The topic of roles rarely appears in the EAM literature. The initial search was
conducted by using the stated search terms in databases like Scopus, EBSCOhost or
World of Science, as well as the literature database of the University of Rostock.

After the selection of suitable literature, the application of the method of concentric
circles [5] followed, which is visualized by Fig. 1. This required insight into the
bibliography and looking up appropriate literature. Special attention was given to
sources that occurred in different bibliographies. For validation the method of the
expert interview was used. The validated EAM Roles description are presented in
Sect. 5.

Table 1. Overview search results

Keyword/database 1 2 3 4 5 6 7

UB Rostock 11 0 0 1 1 8 0
WorldCat 651 0 170 264 5 312 0
Scopus 163 0 33 801 1 4 0
Web of Science 53 0 5 470 0 0 0
BSP (EBSCO) 172 0 6 112 0 0 0
GBV 1.014 0 45 350 8 98 0
Google Books 15.900 442 1.200 16.500 44 1.470 13
Google Scholar 1.810 145 692 21.100 48 1.270 34
IEEE Xplore 34 0 1 234 0 0 0
Google.de 149.000 23.700 30.300 695.000 3.900 71.400 875
Bing.de 86.300 3.180 10.200 1.040.000 6.490 12.600 21

Fig. 1. Method of concentric circles [cp. 5]

Current State of Governance Roles in EAM Frameworks 5



3 State of the Art

Before describing the process of identifying EAM roles this chapter focuses on the
foundation of EAM and EA Frameworks, on which the role identification is based on.
Further, a distinction between the notion of actor and role is made since these terms
often are mistakenly used as synonyms. This intends to clarify the authors’ under-
standing of an EAM Role.

3.1 Enterprise Architecture Frameworks

Numerous EA frameworks are available. Dirk Matthes has identified and examined
over 50 of them in detail [4]. Usually these are established approaches to accelerate the
implementation of EAM in the enterprise, reduce the risk of failure and to increase the
efficiency and effectiveness of EAM [1]. EA frameworks define and develop a detailed
description of the architecture [1] on the basis of different views and aspects [2]. In
general, frameworks help with the development of an EA within the enterprise, using
described methods and tools to create coherences between the sub-architectures [2, 6].
These tools and methods help with the analysis, design and implementation of an EA
[4]. However, the focus of EA frameworks concerning scope and purpose can be set
differently, as they are mostly based on experience gained through realized projects [4].

3.2 Enterprise Architecture Management

EAM is an interdisciplinary management approach, building on techniques and prac-
tical approaches from computer science, business administration, change management,
process management and other areas [1]. In order to overcome IT complexity tools are
provided. “EAM develops the IT landscape in a strategic and business oriented way”
[2]. TOGAF and Niemann describe an EA as a representation of the processes and all
systems of an enterprise, which aim for supporting the business objectives in combi-
nation. EAM has the tasks to create an EA that represents the current state in the
enterprise and to implement it within the enterprise. Based on this, a catalog of mea-
sures for the target architecture is developed [7].

The aim of EAM is to produce transparency across the entire IT landscape. In
addition, a lot of information can be obtained from the EA, which help to answer
questions of the participants in the enterprise, such as management, project managers
and others [2]. Hanschke gives some examples of how such questions can look like:
“Which business processes are affected by the failure of an IT system?” or “Who is
responsible for which business processes and IT systems?”

Furthermore, it is important to visualize the coherences and dependencies so that an
understanding is possible without IT expertise. Only if this is the case, the interaction of
business and IT is possible. The IT is aligned to the objectives of the enterprise that
way [2].

EAM aims for meeting the information needs, increasing transparency and reducing
risks. On the one hand, it makes gathering information easier, as there is a common
database through the sub-architectures in the EA. On the other hand, discretion to act is
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shown. Furthermore, coherences between processes and systems can be understood
better and the preparation time for new projects is reduced [2].

3.3 Notion of Role and Actor

Often, the term “actor” is used alongside the term “role”, but they should not be used as
synonyms. Especially sociology often deals with action and actors theories [8]. Still, a
generally accepted definition of the term “actor” does not exist. Schimank examines
four sociological actor models [32]. An actor always performs an action within a
certain context. Actors are people or organizations that are composed of several people.
Human actors have certain characteristics: they have a meaningfully oriented behavior,
exist in their environment and act objective-oriented [32]. Their objectives are deter-
mined by them or their environment. He or she is the holder of tasks with several
competencies to fulfill them [9].

This reveals the difference towards the notion of roles, which are seen as logical
functions with the aim to fulfill a task by conducting certain activities [9, 10]. An actor
can be assigned to numerous roles whose required competencies he or she meets. Thus,
each role is related to a certain set of required competencies necessary to conduct the
relevant activities (cf. [11]) while an actor possesses these required competencies.

This is in line with the perception of the concepts business role and business actor
from the perspective of the EAM research discipline. In the newest version 3.0 of the
ArchiMate standard – the modelling language for the TOGAF Framework – a business
actor is defined as “…business entity that is capable of performing behavior” [12].
A business role is understood as “…the responsibility for performing […] behavior, to
which an actor can be assigned” [12]. Further, the standard points out, that this
responsibility is always related to behavior (e.g. a business function) and competencies.
Table 2 represents our understanding about both concepts based on these elaborations.

4 Role Identification Process

The identification of roles was performed based on the identified literature on EAM and
EA Frameworks. Each source was analyzed regarding mentioned EAM roles. These
descriptions must include at least one task, responsibility or required competencies.
The mention of the role without one of these facts will be considered as a not existing
description. This chapter is separated by the type of sources utilized for role
identification.

Table 2. Distinction between role and actor

Role Actor

Definition A role describes a certain behavior
for which a specific set of
competencies is required

An actor holds competences and
performs behavior by being assigned
to one or more roles

Describes Behavior/tasks, responsibility, set of
required competencies

Human person, organizational entity,
competencies
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Enterprise Architecture Frameworks Analysis
Starting point for finding roles in the EA framework is the “Enterprise Architecture
Framework Compendium” listing over 50 EA Frameworks [4]. Furthermore, EA
Frameworks not considered in [4] have been analyzed, e.g. the General Enterprise
Framework (GEF) [13].

The categorization of the frameworks by [4] was applied, which distinguished
(1) management, (2) military and (3) government frameworks. For each EA framework
the same analysis approach was conducted. Initially, each framework was checked for
free availability, it was excluded from the analysis. Accessible documentation was
analyzed for whether the terms “role” or “actor” were used and a precise description
was given. In the (1) management category twelve EA frameworks were not freely
available and thus, had to be excluded. Some frameworks, such as the Architecture of
Integrated Information Systems (ARIS), focus on methods for the optimization of
processes [14] without examining which roles are related to these activties. In sum-
mary, only the toolbox for Enterprise Architecture Management (t-eam), TOGAF,
Virtual Enterprise Reference Architecture and Methodology (VERAM) and the
Zachman EA Framework defined roles related to EAM [15].

In most cases of the (2) military field access was not possible. Some of these were
written neither in German nor in English (e.g. the “Atelier de Gestion de l’Architec-
ture” was only available in French [16]) or the download was not publicly released
(such as the Australian Defence Architecture Framework [4]). From nine identified
frameworks four meet the requirements for role identification. For instance, the NATO
Architecture Framework could not be investigated in the latest version since it is not
completed yet [17]. However, it should be based on UK Ministry of Defence Archi-
tectural Framework (MoDAF) and TOGAF [18], which were be analyzed.

In the area of (3) government seven EA Frameworks were identified, which cover
area like public transport and healthcare. In two frameworks identification was not
possible because of accessibility reasons. For the Treasury Enterprise Architecture
Framework (TEAF) secondary literature was available [19], but without going into
roles. In three other frameworks, however, no roles with the meaning of Sect. 3 could
be found. The National Institutes of Health Enterprise Architecture Framework, for
example, covers only the persons who perform a task in the processes [20]. In the end
two frameworks provided information regarding EAM roles, namely the Federal
Enterprise Architecture (FEA) and the Queensland Government Enterprise Architecture
Framework.

To summarize, it can be stated that only a fractional part of the EA framework was
freely available, while access to most documents was not possible. Furthermore, only
few approaches concretely investigated EAM roles as we define them. TOGAF pro-
vides the most comprehensive overview of roles and their required competencies.
Table 3 shows the analysis at a glance. It demonstrates how many EA frameworks have
been identified, how many could be investigated and how many enabled the identifi-
cation of roles. Hence, 21 out of the total 33 EA Frameworks had a matching docu-
mentation. Roles were identified in only 7 of these 21 frameworks.
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Literature Analysis
During the literature review five contributions have been identified dealing with the
EAM structure and its roles. Hanschke covers necessary roles multiple times in [2, 21].
However, the same roles are named in this case and the role description is nearly
identical. For this reason only [21] because of currency reasons.

Moreover, in [1] Glen Hobbs deals with the EAM structure, although most roles are
only named and not explained in more detail. In [22] Niemann examines individual
areas, where the roles are not explicitly mentioned, but divided into the single areas
business architecture [22], application architecture [22] and more. Roles like business
architect or application architect can be derived from them. Dern describes the roles
related to the management of EA in high detail in [23], where the understanding of a
role has been added to each role. In [24] the role of the “Enterprise Architect” [24] was
examined more closely. In this case, roles and responsibilities were explained and
practical examples were given. In [25], Mannmeusel describes how EAM can be
established even in small and medium-sized enterprises. At it, there is an enterprise
architect (also called EA manager), who gets the information from roles that are already
present in the enterprise. Thus, the process owners, the IT controlling, project managers
and the IT infrastructure provide the necessary information, but are not part of the
EAM structure themselves [25].

In total, roles for EAM could be identified in 12 sources. However, the detail of the
role descriptions, tasks, competencies and abilities varies widely in literature.
While TOGAF describes the roles and the needed competencies in detail [6], Veram
only provides short statements about the respective roles [26]. Table 4 clearly shows
the number of sources in the two types of literature, how many roles were identified in
total in each area and how many of them have been described. After the analysis of the
individual sources, 70 roles with description were finally identified and listed. After the
roles out of the various sources have been identified and analyzed, a classification of
these roles is made in the following chapter. The aim is to develop a classification
scheme that helps to assign the roles out of the various sources to specific role classes.

Table 3. Analyzed EA frameworks

Type EA frameworks Accessible Chosen frameworks

(1) Management 17 12 4
(2) Military 9 4 1
(3) Government 7 5 2
Overall 33 21 7

Table 4. Identified roles in literature

Sources Identified roles Roles with description

EA Frameworks 7 42 40
Literature 5 39 29
Overall 12 81 69
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5 Role Analysis

Based on a literature review, a total of eleven roles were identified, which may be
included in EAM. In addition to the literature review, an expert interview was con-
ducted, which was used for designation and the contentual homogenization of the
aggregated roles. The following eleven roles are the compact result of the analysis of
the found 70 roles and its validation by dint of the expert interview.

The Enterprise Architect is one of the most common roles. This role describes the
tasks of the head of EAM who ensures the completeness and quality of the architecture
from a cross-departmental perspective. Thus, it requires profound technicals as well as
strategical knowledge [6]. In small and medium-sized enterprises, the tasks can also be
performed by other roles, with other people/roles of the enterprise supporting the
architecture development [25]. In larger enterprises, the role can be assigned to several
actors working together in an EAM team and perform the development and design of
the EA [21]. The Enterprise Architect also looks for synergies between the sub-areas
(business, information, application, and infrastructure architecture). Solutions devel-
oped by the role of a Solution Architect is tested for compliance with standards and
specifications.

The Standard Manager is responsible for developing and maintaining of standards,
which new projects or initiatives need to comply with. Furthermore, he or she supports
the usage of standards [21]. These tasks could also be assigned to the actor performing
the Enterprise Architect – depending on the EAM initiative’s size.

The Business Architect is responsible for the design, documentation and devel-
opment of the business architecture and reports to the Enterprise Architect. He or she
also takes care of the analysis of business processes [27]. In addition, he or she
conducts information demand analyses for each business process.

The Information Architect designs, documents and develops the information
architecture [21, 23]. He or she determines its interfaces to business and technology
architecture [21] to connect them to the business architecture. That way, it is shown
which business processes are supported by which information systems [28]. The
Information Architect is responsible for the design, maintenance and implementation of
a consistent data model. Moreover, the Information Architect checks where the busi-
ness objects are created and processed in the system.

The application landscape is maintained by the Application Architect. He or she is
responsible for its documentation [27] and addresses the stakeholders involved in the
applications.

The Infrastructure Architect takes over responsibility for the technologies, certain
services and operating systems and their optimization. For this purpose, he or she
creates the system architecture of an enterprise [22]. The Infrastructure Architect is also
charged with the development of the infrastructure [22] and the documentation of the
system environment such as operating systems or networks [27]. He or she ensures an
active reuse of systems and technologies in new projects.

Planning software solutions for concrete projects is the task of the Solution
Architect. He or she supports the Business Architect, who hence has not to deal with
the technologies and systems used [6]. The Solution Architect also examines the
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project requirements in order to use technologies and systems that are already existing
in the enterprise. This task is based on the infrastructure architecture, which is managed
by the Infrastructure Architect.

Another member of the EAM team is the Demand Manager. This role sets clearly
structured requirements for each department, which are later transformed into concrete
plans by the Solution Architect through.

Furthermore, the role of the Security Manager considers safety aspects within the
EA and addresses the process security [27]. He or she monitors the safety matters of the
enterprise, the models and performs security assessments.

The Risk Manager performs risk assessment and evaluation in terms of the
probability of occurrence and amount of damage. Additionally, precautions for the
event of loss are taken.

Finally, the Process Owner takes responsibility over certain processes within the
enterprise and thus holds the knowledge about them [23]. He or she documents, plans
and implements the processes in the enterprise. This includes the training of actors who
are affected by a new process [29]. According to the expert, the Process Owner does
not directly belong to the EAM team, but is an important counterpart for the other roles.

The required competencies of the roles differ from each other only in a few points.
In this regard, the Enterprise Architect must have leadership competencies [6, 24],
since he or she is responsible for the complete overview of the architecture [6]. All
roles require high communication competencies for technical matters and teamwork, as
the architects work with the enterprise’s employees, both in IT, as well as in the several
departments [6, 21]. Comprehensive IT knowledge is in demand especially for the
Information Architect, Application Architect, Infrastructure Architect and Solution
Architect [6]. Necessary competencies are only discussed for the Enterprise Architect
in detail in different sources, whereas this aspect of the other roles is only examined by
TOGAF. While background knowledge of a specific competence is sufficient for some
roles, another role must have an expert status to fulfill the tasks with the required
quality. A summary of the roles of an EAM team in terms of their main tasks and the
required competencies is provided in Table 5.

Table 5. Identified roles in Enterprise Architecture Management

Role Main Tasks Required Competencies

Enterprise
Architect

Ensures completeness of the EA;
identifies synergies between the
subdomains; communicates results

Leadership, teamwork, project
experience, profound IT and
business knowledge,
communication

Business
Architect

Design, documentation,
development of business
architecture; formulates which
information is required in each
business process

Teamwork, communication,
knowledge of business processes
and business models

(continued)
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6 Conclusion and Outlook

The aim of EAM is to master the complexity in the IT environment and to align it
simultaneously to the enterprise’s objectives [2]. According to that, the tasks that an
EAM team has to deal with are extensive and important [2]. One of the research
questions was therefore: RQ1: What is a role in EAM? To answer this question, the
definition of the term role was elaborated, isolated to the notion of actor and related to
EAM in chapter 3 and 4. A role describes an activity and tasks for which certain
competencies are required [10], while an actor is a human person who is able to execute
one or more roles [7]. On this basis, the roles in EAM were identified. At that, the
literature was divided into EA frameworks and scientific literature and analyzed
regarding the presence of roles. Of the total 33 EA frameworks, 21 contained a

Table 5. (continued)

Role Main Tasks Required Competencies

Information
Architect

Design of the information
architecture; review of the business
objects in terms of their creation
and processing in the system

Teamwork, communication
competencies, knowledge of
business processes and excellent IT

Application
Architect

Documentation of the application
environment with the aim of
creating plans for the construction
of new software systems and
components

Teamwork, communication
competencies, knowledge of
business processes and good IT

Infrastructure
Architect

Documentation of the system
environment for re-use of systems
and technologies

Teamwork, communication and
extensive IT knowledge

Solution
Architect

Planning the concrete
implementation of solutions based
on existing systems and
technologies

Teamwork, communication,
extensive business and IT
knowledge

Standard
Manager

Development and maintenance of
standards

Teamwork, communication, project
experience

Process
Owner

Plans, maintains and optimizes
certain processes in the company

Leadership, teamwork,
communication

Security
Manager

Monitoring of security issues;
performing security reviews

Expert in the field of IT security,
knowledge of legal requirements
and regulations, knowledge of the
model

Risk Manager Risk assessment and evaluation in
terms of probability and extent of
damage; making precautions for the
damage event

Knowledge of IT risks, knowledge
of the model

Demand
Manager

Creating clearly structured
requirements in each department

Knowledge of business processes,
understanding of the business
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documentation that were freely available. However, roles could be identified only in
seven of these 21 frameworks. This underlines the statement that in spite of the
knowledge about the importance of roles they are rarely discussed. In the field of
professional literature, roles in EAM were treated in five sources and finally, a scientific
contribution that names roles in EAM was identified.

Overall, 70 roles with description were found (cf. Sect. 5). The 70 role descriptions
were analyzed and aggregated in the next step. In chapter 5, the results were discussed
to answer RQ2: Which general roles can be distinguished within an EAM team? For
generalization, the role descriptions were analyzed for their tasks and clustered
according to task types. As criteria for the different roles of an EAM team the result
clusters were used. Each role type had to be associated with at least two types of tasks.
Further applies that at least two roles of the initial set can be assigned. Ultimately,
eleven different roles for EAM have been created on the basis of the task descriptions,
from which especially the Enterprise Architect gains attention from research. This role
was examined in eleven out of 70 roles, while the roles Process Owner or the Security
Architect only appeared twice.

In summary it can be said that the classification into role classes allows a first
overview of the range of tasks of EAM. Especially for the introduction of EAM,
statements about the roles that have to be assigned can be made faster. At the same
time, the tasks of the roles and competencies required for them are shown. In this
regard, an employee can perform several roles or it can be distributed among several
actors. Thus there are several Enterprise Architects, Business Architects and Demand
Managers in large enterprises, which are responsible for only one particular business
area then.

There is already extensive literature on the subject of EAM that pays close attention
to the subject. In addition, many EA frameworks were developed over time. Such were
clearly shown by [4] for example. A need for further reviews is the reexamination of
EA frameworks that have not yet been investigated. Moreover, we are aware that this
kind of review procedure comes along with limitations. The systematic literature
review was conducted based on conferences and journals available over the University
of Rostock library network in the defined period of time. The number of the relevant
papers should rise when taking other journals, conferences, books and time spans into
account. However, concrete EAM roles are considered only rarely, although its
importance is recognized in the literature [1].

This paper provides a first approach for roles an EAM team may consist of. A first
validation was applied by dint of an expert interview. Further validations need to be
applied. Another critical aspect of the study is the fact that not all books and articles
were freely available. Many EA frameworks are not freely available. While TOGAF
can be downloaded for evaluation purposes immediately after a short registration, an
activation through the vendor was necessary for t-eam, which lasted about a week.
Other EA frameworks anon, such as the CLEAR Framework [4], could be downloaded
not at all. For this reason, this paper provides only an extract of literature and identified
roles. A starting point for further work is given by the information supply of the
identified roles. The information demands depend on the tasks of a particular role [30].
Since the information demands in EAM are large and the roles have to be provided
constantly with current information, it is recommended to create information demand
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patterns for the eleven roles so that the right information can be given to the right
person at the right place at the right time [30]. Thus, the information demands of the
role have to be determined, the quality criteria of the information needs have to be
ascertained considering the time aspect [31].

Finally, a need for research concerning the connection of roles with certain com-
mittees is possible [21]. For example, Hanschke describes the IT Board, the EAM
Board, the Project Portfolio Board and the Blueprint Board [21]. In [1] Hobbs defines
the Enterprise architecture council, Architecture review board and Architecture forum.
Even in TOGAF the Architecture board is discussed [6]. Thus, a classification of these
committees could be done and, based on that, an assignment of role classes to indi-
vidual committees could take place.
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Abstract. While world-wide Mergers and Acquisitions (M&As) activity con-
tinues to accelerate, a substantial proportion of deals fails to yield the expected
value. The inability to plan and implement post-merger integration of infor-
mation technology contributes substantially to these failure rates. This paper
advances the argument that a company’s pre-existing Enterprise Architecture
decisively shapes the capability to implement post-merger IT integration and
subsequently realize benefits from M&A. Our multiple-case study investigates
three acquisition cases and develops an explanatory theory of how Enterprise
Architecture maturity enables the implementation of distinct integration strate-
gies. The results do not only enrich the academic literature on M&A, but also
show the strategic value of Enterprise Architecture maturity.

Keywords: Mergers & Acquisitions � Enterprise Architecture � Post-Merger IT
Integration

1 Introduction

Companies are using Mergers and Acquisitions (M&As) more than ever before as a
regular instrument in the pursuit of overall corporate strategic goals [1]. Most com-
monly, however, these investments do not create value for acquirers per-se, but require
acquisition targets to be integrated into the buying company to reap intended business
benefits, such as synergies or enhanced capabilities [2]. Recent market research and
case evidence reveal that the inability to do so effectively has led to an acquisition
failure rate of beyond 50 percent in the past decade [3, 4].

In this context, one of the most complex challenges of the post-merger period
remains the integration of information technology (IT) between the merging parties,
commonly referred to as post-merger IT integration (PMITI). As IT is entangled with
companies’ operational as well as strategic business processes [5], its integration turns
into a crucial task to keep business running during mergers, avoid short-term business
disruptions and reach long-term acquisition goals [6]. Business slowdown due to tur-
bulences in IT integration does not only imply forgone earnings, but can also result in
extremely costly long-term consequences, such as permanent loss of customers [c.f. 7].
During integration projects, “companies have a critical window of time to get the most
out of the merger or acquisition” [8, p. 10]. Under tremendous time pressure ideal
solutions to integration cannot be constantly ensured and the integration period itself
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becomes accordingly in many cases a best effort endeavor. Therefore, “being ready at
that juncture, at the close, provides a great platform for integration success” [8, p. 10].

The current state of academic literature recognizes this need for preparation not
only through careful planning of individual integration projects, but also in terms of
long-term capability development to become “ready-to-acquire” for any possible future
merging partner [9, 10]. In that vein, the accumulation and exploitation of capabilities
to diagnose and implement appropriate integration strategies allows acquirers to reach
short-term acquisition benefits and long-term acquisition goals [11]. The current state
of the literature furthermore suggests that these capabilities should be complemented by
the development of a standardized, scalable, and flexible IT platform [10–13]. How-
ever, by focusing on the technical IT infrastructure, existing research only considers the
lower layers of Enterprise Architecture (EA) and neglects that IT systems are nowadays
highly intertwined with organizational business processes. Additionally, current studies
do not elaborate in detail, how these virtues are implemented architecturally or why
they enable companies to overcome inherent challenges of distinct PMITI strategies.

EA, on the other hand, is solely addressed by existing work on PMI in terms of
management capabilities and their effect on integration success [14]. Given the fact that
these structures are, along with people, the main elements to be integrated, a sharper
focus on the design of EA, as such, is necessary. This paper therefore sheds light on the
following research question: How does a company’s existing EA enable the imple-
mentation of different PMITI strategies?

To answer these research questions, we embark on a multiple-case study on three
acquisition cases. Within a resource-based perspective, we analyze to what extent the
constituent resources and capabilities of different EA maturity stages [15] enable
acquirers to overcome challenges of distinct PMITI strategies and reach desired
acquisition outcomes. As a result, an explanatory theory [16] on how EA maturity
enables the implementation of distinct PMITI strategies is established.

2 M&A and the Integration Challenge

M&As are most commonly motivated by either the quest for “cost economies and
market power” or the access to “strategically important resources and capabilities” [2,
p. 398]. Even though they comprise two distinct forms of organizational junction,
mergers as well as acquisitions entail the transfer or combination of company own-
ership and a differentiation is not relevant for the purpose of this paper.

M&A by themselves to not necessarily imply a need for integration of organiza-
tional structures between the involved parties after the transaction. Instead, “the degree
and mode of integration should be dependent on synergies expected as a higher level of
integration is resource demanding” [17, p. 26]. Therefore, scholars as well as practi-
tioners have emphasized the need carry out in-depth pre-merger planning before the
deal is signed to align the overall integration strategy as well as the IT integration
strategy with overall acquisition goals [9, 18].

In the academic literature, four generic PMITI strategies have emerged that cater for
distinct degrees of integration required and can be implemented as manifold combi-
nations or in their singular form. The Absorption strategy assumes that one company’s
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IT resources can support the operations of both entities and expands these resources
into the other company, whose previous systems are shut down and replaced. The
Co-Existence strategy maintains both companies’ IT resources partially or entirely and
connects them via bridges to exchange data or functionality. The Best-of-Breed strat-
egy, in turn, aims for process enhancements and postulates the deliberate selection of
individual IT-based business processes from both companies based on their superiority.
Commonly, this strategy is implemented by rebuilding one company’s superior pro-
cesses on the other company’s IT platform, which is subsequently rolled out in the
merged organization. In contrast to these three path-dependent strategies, the Renewal
strategy is path-breaking and triggers an organizational transformation by retiring both
organization’s IT resources as well as substituting them by the development of com-
pletely new ones [10].

After closing the deal, the subsequent implementation of the singular or manifold
strategy is executed by combining both organization’s IT resources to achieve the
intended business benefits [10]. Based on distinct mechanisms, each strategy requires
the completion of different implementation tasks to reach the desired target state.

As a result from previous M&A, but most importantly as an enabling factor during
PMITI, the literature proposes different concepts of organizational PMITI capabilities
that effect the outcome of individual PMI projects [11, 12, 19]. In that vein, Diagnostic
and Implementation Capabilities are put forward that entail the “ability to select the
appropriate mix of IT integration strategies” and “the ability to redeploy the combined
IT resources post-acquisition contingent on the […] strategies selected” [11, p. 9ff].
These capabilities do not only enable superior short-term M&A benefits, but also
long-term strategic IT alignment and organizational performance [11].

Yet, becoming “ready to acquire” is not limited to capabilities in the form of
knowledge, but also requires appropriate underlying resources for integration to be in
place. For this purpose, the adoption of a standardized, scalable, and flexible IT plat-
form is postulated in the literature [10, 12, 13]. However, a more fine-grained analysis
of how such a platform can be implemented architecturally and how its inherent
characteristics can enable an acquirer during the inherent PMITI challenges of distinct
integration strategies is still missing. The “next step in theory development would
include an analysis of the interaction between organizational IT integration capabilities
and the nature of the specific IT integration challenge” [20, p. 14].

Therefore, this paper fills the identified research gap by investigating on a more
fine-grained level, which integration challenges merging companies face during the
architectural implementation of Absorption, Co-Existence, Best-of-Breed, and Renewal
strategies. The analysis reveals concrete requirements that distinct integration strategies
pose on merging companies’ EA. These demands allow for inferences on virtues of an
EA that enable companies to successfully implement the elaborated PMITI strategies
architecturally and reap short- as well as long-term acquisition benefits. By relating
these virtues to the concept of EA maturity, we elaborate in-depth, how a mature EA
enables companies to implement distinct PMITI strategies successfully.
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3 Enterprise Architecture and Maturity

To achieve superior performance, companies should build a solid foundation for the
execution of their strategy that efficiently carries out core processes by digitizing them
in IT systems [15]. The establishment of this foundation is a tough strategic decision
that requires high levels of attention during definition, but afterwards allows for the
automatic and effective exploitation of core capabilities as well as routine business
activities [15].

3.1 Operating Model

The operating model represents “a general vision of how a company will enable and
execute strategies” [15, p. 38]. All enterprises adopt an overarching operating model at
the corporate level, but might at the same time also define distinct operating models at
lower levels, such as the business unit or divisional level [15].

During its definition, management teams have to decide on “the necessary level of
business process integration and standardization for delivering goods and services to
customers” [15, p. 8]. In this context, integration “links the efforts of organizational
units through shared data” and allows for end-to-end processing of transactions, the
presentation of a single face to customers, and accurate information for managerial
decisions [15, p. 27]. Process Standardization refers to their equal execution inde-
pendently from location or performer. This reduces variability in execution and can
imply “dramatic increases in throughput and efficiency” [15, p. 27].

Based on the two presented dimensions, four different types of operating models
can be adopted [15]. A Diversification operating model is characterized by low levels
of business process standardization and integration. A Unification strategy comprises
high levels of both. Coordination, on the other hand, leverages high integration and
low standardization. Finally, Replication works the other way around [15].

3.2 Enterprise Architecture

Once an operating model has been defined, it is to be implemented in the form of an
effective EA. For that purpose, EA is defined as “the organizing logic for business
processes and IT infrastructure reflecting the integration and standardization require-
ments of the company’s operating model” [15, p. 47]. Graphical representations are
commonly used for the elaboration as well as communication of results [15]. These
designs contain just enough detail on business processes and data sharing to understand
company operations. For the implementation of EA, however, a deeper understanding
of the interplay between people, processes and IT is necessary [15]. For that reason, EA
is in the IT context often divided into four layers from the bottom to the top: the
technology architecture (IT infrastructure), the application architecture, the data or
information architecture, and the business process architecture. Lower layers provide
the foundation for higher layers to operate on. The composition of the lower three
levels makes up a company’s IT architecture.
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3.3 EA Maturity

During the implementation and posterior advancement of EA, companies commonly
experience a journey from initial ventures to build their foundation for execution via
the emergence of new technologies, and changes in economic boundary conditions. In
the course of this voyage, enterprises usually experience similar challenges that require
the modification, and implementation of new systems as well as processes without
disrupting on-going business. At the same time, they harvest increasing benefits, such
as lower IT cost and greater strategic agility. [15] reveal that companies generally
traverse consistent patterns during the advancement of their EA, which the authors
label the “four stages of architecture maturity”: Business Silos, Standardized Tech-
nology, Optimized Core, and Business Modularity [15, p. 70].

While companies in the Business Silos stage do not standardize nor integrate
processes end-to-end, the Standardized Technology stage is characterized by an
increasing acceptance of standard IT solutions to enable cost savings and reliability. In
the Optimized Core stage, companies move from local applications and shared
infrastructure to the adoption of enterprise resource planning (ERP) systems, a cen-
trepiece of optimized standard processes as well as shared data. Finally, in the Business
Modularity architecture stage, companies gain strategic agility by modularizing pre-
viously digitized business processes and their supporting IT systems.

4 Research Method

This study adopts a case study approach [21, 22] to develop an explanatory theory of
how the existing EA enables (or constrains) PMITI. Explaining and predicting theories
are closely related to prescriptive design theories. A multiple-case study is chosen to
develop general explanations that fit the varying details of each singular case [21]. By
showing the influence of changing contextual factors, multiple-case studies “yield more
general research results than single cases” [22, p. 609].

A total number of seven semi-structured interviews with key informants were
conducted as a primary source of evidence [23]. The case companies had been selected
by using the M&A database Zephyr to search for large, multi-national companies
headquartered in Denmark or Germany. For that purpose, an interview guide con-
taining open-ended questions was created that investigated on the state of EA in each
case company as well as its role during PMITI. With exception of one interview, all
others were recorded, transcribed, and added to a case database (Yin, 2009). For the
purpose of triangulation, secondary data in the form of newspaper articles, press
releases, company websites, detail information from the Zephyr database, share prices,
and architecture plans was used as additional sources of evidence.

Due to the fact that the three case companies exhibit bold differences in size,
industry, and EA setups, contextual factors vary severely between the cases, which
supports the generality of the eventual findings [22].

Data analysis subsequently applied paragraph-level coding by concepts known
from the literature. Based on within-case analysis and cross-case comparisons, the
eventual research model was established and substantiated [22]. Following the coding,
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case stories were developed containing plenty of individual quotes by the informants to
support the line of reasoning.

5 Case Evidence

In this section, the multiple-case study involving three cases with companies of dif-
ferent size as well as industry is introduced to elaborate our theoretical model. First, the
acquisition and Best-of-Breed integration of BiotechComp by the ChemicalCorp is
presented. Then, the case of EngineeringCompA acquiring WaterTechCompA provides
insights into what drives a Renewal strategy. Eventually, the merger between Finan-
cialBankA and KreditBankB extends the context of this study to M&A in general.

5.1 ChemicalCorp

ChemicalCorp is a large global chemical company that serves business-to-business
(B2B). In addition to chemical products, the closely related business segments also
include crop protection products. ChemicalCorp’s IT is managed centrally from its
competence center for information services and the entire organization’s IT infras-
tructure is provisioned by an external contractor.

Particularly since the beginnings of the 21st century, ChemicalCorp has become a
serial acquirer, purchasing mostly several companies per year. ChemicalCorp relies on
a Unification operating model to enable operational efficiency through high degrees of
standardization and integration. A Business Integration Manager (BIM) explains: “I
would say [processes are] probably about 75 percent standardized” and “data is
probably close to 100 percent integrated”. This operating model is implemented
through an EA that builds on a one-instance SAP system. ChemicalCorp’s processes
and modules are standardized on this platform and used by all business units world-
wide. Local exceptions to standard processes are only allowed, if they are critical to
business continuity. Moreover, the SAP platform is based on a Service-Oriented
Architecture (SOA) and implements a Business Process Engine that enables the flex-
ibility to reconfigure and reuse business processes steps without the need for code
customizations. “It’s more based upon a process engine […] we do very little
hard-coding within the system […] to keep [it] flexible” (BIM - ChemicalCorp).

ChemicalCorp’s crop protection business specializes on the development of seed
treatment technologies that protect agricultural crops from diseases, weeds, or pests.
Since its establishment, the division has been growing organically as well as through
M&A. To gain capabilities in biological crop protection and refocus on the
North-American market, the division decided to acquire the US-based global provider
of biological crop protection products BiotechComp in 2012.

Major synergies should result from providing the acquired unit access to Chemi-
calCorp’s global R&D platform as well as new markets and customers. Via Chemi-
calCorp’s sales force, BiotechComp could sell products in significantly larger numbers
and harvest economies of scale. These acquisition goals drove the integration project’s
strategy and implementation. As the Lead of Integration (LOI) explains, the concept
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was already clear during the later stages of due diligence: “We wanted to integrate the
business to 100 percent. So a standalone was not an option.”

For ChemicalCorp’s IT experts, due diligence allowed for a first inspection of the
acquisition’s IT landscape and revealed an eminently immature EA. BiotechComp had
been growing through M&A in the past and ChemicalCorp was now “dealing with
three basic non-connected ERP systems.” (LoI - ChemicalCorp).

Following the overall integration concept and basing on the acquirer’s stringent
Unification strategy, a Best-of-Breed strategy was chosen for IT integration. On the one
hand, ChemicalCorp’s superior IT systems were entirely rolled out in BiotechComp,
replacing existing systems and spreading standardized ChemicalCorp processes
throughout the acquisition. “I told them […] there will be a full integration. No dis-
cussion! […] Their processes have been a nightmare. So their IT unit actually came to
us: ‘Whatever you give us, it will be better than what we have!’” (LoI – Chemi-
calCorp). On the other hand, the acquisition also targeted the adoption of some unique
superior capabilities from BiotechComp that were rebuilt as processes on Chemi-
calCorp’s platform. According to the BIM, integration consisted of “90 percent data
migration and probably 10 percent unique process-driven integration”.

From an IT perspective, the Best-of-Breed strategy’s implementation required the
completion of four main tasks: data migration, process migration, system rollout, and
change management. “Data management is actually the biggest component when you
are transforming a company into a ChemicalCorp system” (BIM – ChemicalCorp).
Hence, as one of the first work streams, dedicated master data specialists for the
agricultural business were sent to all BiotechComp sites to collect and manually enter
master as well as product data into ChemicalCorp’s ERP platform. “We looked at every
single data point by hand, approved it and put it […] in our organizational structure.
[…] So it was roughly 20 to 40 [fixed duration employees] only doing master data. And
they did this for half a year” (LoI - ChemicalCorp). ChemicalCorp’s strict adherence to
a central data scheme enabled division to successfully migrate all business-critical
master data and avoid posterior business disruptions. “If you do not set up strict rules,
you come into trouble relatively quickly. And the consequence out of that are
non-shipments. […] Our failure rate was extremely good […], because we paid so
much attention to master data” (LoI - ChemicalCorp). Transactional data was only
migrated, if it was needed for legal reasons, such as tax regulations.

Additionally, also some of BiotechComp’s business processes, which were not
covered by ChemicalCorp standards, had to be defined on the platform. The process
migration covered “a part of the business that [ChemicalCorp] did not utilize before”
(BIM - ChemicalCorp). For that matter, the SAP system’s Business Process Engine
allowed the team to define new processes rapidly. This saved time as well as cost of the
project and kept the system flexible for future modifications or updates.

Technical infrastructure components, such as desktop computers and network
connections, were rolled out in the acquisition in collaboration with retained IT per-
sonnel. Since all components are standardized and provisioned by one global provider,
their connection to enable communication was not an issue.

Although the scalability of ChemicalCorp’s ERP platform is a necessary require-
ment that needs to be managed in general, the concrete integration was “just [about]
rolling out that infrastructure to a new building, to a new site, and that’s it […] it’s
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more based upon how your back-office is handling the performance of the system and
enhancing it to be utilized at its high peak” (BIM - ChemicalCorp). In this context, the
inherent fragmentation of SAP systems into a three-tier architecture does enable the IT
experts at the ChemicalCorp to manage system scalability centrally.

When technical integration was completed four weeks prior to go-live, the systems
were tested in parallel to the legacy systems and measured against ChemicalCorp’s
internal ‘report card’ approach to ensure platform robustness. Also, beta testing gave
system users the chance to understand and internalize system functionality.

When the system finally went live country by country, dedicated staff was available
on site for the subsequent two months to provide effective change management.
According to the report card measurement, the integration project was remarkably
successful in terms of business continuity. Worldwide, only two customer deliveries
were not being shipped. The integration was delivered in the architectural to-be state
three months ahead of schedule and did not produce any misalignments that limited the
division ex-post or required subsequent consolidation efforts. Two months later, the
integration team retreated and let the business run by itself.

Eventually, the BIM reveals that “having this [stable structure] in place with the
processes and the business units on one platform […] allows us to integrate acquisition
businesses a lot easier because the processes are already there. […] And from that
aspect, I think it makes it very easy to onboard a company nowadays”.

5.2 EngineeringCompA

EngineeringCompA is a large European conglomerate with main business activities in
civil and industrial engineering, but an overall highly diversified business portfolio.
Since the company targets customers in both, the B2B and the consumer market, in a
variety of different industries, business segments are grouped in divisions that act as
holdings for the individual subdivisions. Although their industries might differ
tremendously, the majority pursues customer intimacy strategies. Hence, products are
created in close collaboration with customers and to a large extent in on-site projects. In
close alignment with the divisional governance structure, EngineeringCompA’s IT
governance is set up in a hybrid mode. Consequently, some global systems, such as
email or financial reporting, are standardized across the company and provided by
corporate IT. Other solutions, such as managerial reporting systems, are delivered from
local entities. Some divisions maintain local ERP systems, while others are using one
of several centralized platforms.

Particularly as of the turn of the millennium the conglomerate embarked on an
intensive growth-by-acquisition strategy purchasing several companies per year. Yet,
the levels, to which acquired targets have been integrated into the company, have
differed tremendously in distinct cases. According to process heterogeneity, acquisition
size, acquisition geography, and market volatility, a full integration is not always
expedient for EngineeringCompA. Nevertheless, some of the past decisions to refrain
from integration have also suffered from inappropriate diagnosis and overly generous
concessions to acquisition targets’ management.
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Consequently, EngineeringCompA’s Chief Information Officer (CIO) underlines
that “there is not one EA. It’s good to have one, […] to have this target system”, but in
reality, the conglomerate possesses several EAs at different levels. Processes are only to
a very low degree standardized and integrated throughout the entire company. Also, the
existence of hundreds of legal entities with individual ERP systems has created ‘data
silos’ around the world. Some administrative processes are standardized on global
platforms, but most IT is heterogeneously provided at the local level.

On the level of individual business divisions, by contrast, the pictures can differ
tremendously from each other. Here, processes are more similar and higher degrees of
standardization and integration might be desirable. Whereas some divisions run stan-
dardized and integrated processes on global platforms, others exist in holding structures
with little degrees of process standardization.

By the end of 2012, one of the architecturally more immature business divisions
was EngineeringCompA’s legacy water technology segment. The business area was
focused on the production of water as well as waste treatment technologies and had
grown through a previous acquisition some years earlier. The division’s operations
mostly took place in projects in close collaboration with customers and the segment’s
legal entity structure equally implied partitioned ERP systems of different units.

During the corporate growth-by-acquisition strategy, EngineeringCompA decided
to acquire WaterTechCompA to increase net income. Additionally, the acquisition
should generate synergies in the form of economies of scope in production technology
as well as economies of scale through the access to new customers in untapped geo-
graphical markets. The need for full integration to reap these synergies became evident
early and a completely new water technology division was formed.

According to a Senior Enterprise Architect (SEA) in EngineeringCompA however,
the acquisition “was mostly a production company” and “[EngineeringCompA] had no
experience and no business with the production modules. […] The order from the
customer [was] always really a customer-related, specific order and one piece [did] not
match the next one piece. So we [did] not have serious production here.” Consequently,
neither the acquirer’s nor the acquisition’s existing ERP systems could be scaled to the
entire division. A Renewal strategy was the only option to harmonize all processes of
the new water technology division on one global ERP platform.

Once this decision was made, the actual challenges of strategy implementation did
not differ greatly from the ones of a common ERP introduction. The main difficulties
arose from defining new harmonized processes and managing the change. Additionally,
infrastructure rollout, data migration, and system customizations were to be completed.
The SEA explains: “When we decided to integrate the whole company on one ERP
system, then we also decided to harmonize all the processes. […] From the beginning
on, we had both parties in workshops in here to create a common template for both.” In
this context, the main challenge was to bring people from different countries together,
manage cultural differences, and make them agree on common business processes.
After the template had been elaborated, the technical implementation of the system was
comparatively straightforward. An SAP ERP platform was selected, business-specific
templates from a consultant company were used and mildly customized to the target
state that had been defined.
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The platform first went live in the acquisition and subsequently in all existing water
technology sites of the acquirer. During the rollouts, existing infrastructure compo-
nents, were reused as much as possible, while some hardware components needed to be
added to connect sites to the new parent company’s infrastructure. The continuous
adding of new users and legacy data to the SAP platform did not result in scalability
issues. “[With] SAP, it doesn’t really matter. Scalability is endless [because] the
database […] is fantastic.” (CIO - EngineeringCompA).

Data migration solely required the definition of a standardized format in spread-
sheets and data transformation was subsequently largely in the hands of the corre-
sponding legal entities. Since legacy data was available in each ERP system’s
standardized format, data migration was largely seen as a commodity service.

Eventually, “the biggest [challenge] was change management – to get all people to
understand each other, to work together [and] to really accept and use the system, this
is far more difficult” (SEA - EngineeringCompA). Change management was an
ever-ongoing process that started with managing cultural and site-specific differences
during process definition, included setting up divisional support structures for go-live,
and reached far beyond system rollout.

One year after the first rollout in the acquisition, the last site was brought onto the
new platform successfully, finishing the integration project within budget and on time.
The Renewal integration did not produce any misalignments or leftovers that had to be
fixed in subsequent consolidation projects. Correspondingly, the CIO praises the
project success: “We managed in time and budget to create this SAP system, migrate
first of all the newly acquired […] entities into the SAP system, and then afterwards all
the old […] companies in the same division. So that is the, I think, ideal approach: You
have something that you acquired, you look at it […], make the decision – architectural
wise – [to] create something new […], and also migrate the older legacy company to
that. And it went perfectly well”.

5.3 FinancialBankA

FinancialBankA is a large Danish bank that offers financial products in retail, private,
and corporate banking in several European countries. The bank’s IT organization
consists of three main organs. Whereas the internal IT department supplies IT services,
IT operations, infrastructure, and a large extent of applications development are out-
sourced to two partially owned external providers.

In the 20th century, FinancialBankA has grown equally through organic growth
and external M&A, which mostly targeted the access to new customers by purchasing
banks with existing compounds of branch offices.

By the beginning of 2014, FinancialBankA was following a Unification operating
model. Business processes were accordingly standardized and integrated to a large
degree throughout the company. FinancialBankA’s core banking system is a legacy
mainframe system that implements all common daily banking processes, transactions,
as well as products. The system is provided by one of the partially owned external
vendors and used by multiple of its customers. Individual differences in requirements
are mostly handled through parameters of corresponding software modules. Thereby,
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the system gains some limited flexibility to change products and processes without
altering its source code. FinancialBankA’s self-developed applications reuse the core
system and enable strategic differentiation.

The bank “has a long tradition for integration” (IT Architect - FinancialBankA) and
has created several standardized mechanisms to allow for data exchange between its
system components. For that purpose, the core banking system has been wrapped into
several layers to provide different technology-independent services in application
programming interfaces (APIs) to the outside while encapsulating core functionality.
These integration mechanisms and the adherence to the Single Responsibility principle
[24] enable high degrees of business process standardization and integration. By
providing different levels of service interfaces, FinancialBankA is targeting a SOA, but
the core banking system itself is a pure monolith. Furthermore, the use of a business
process engine is planned, but not adopted yet.

By the beginning of 2014, FinancialBankA acquired KreditBankB to officially
complete a merger that both parties had agreed on in advance. On the one hand,
FinancialBankA could complete its product portfolio with mortgage loans. On the other
hand, KreditBankB could broaden its sales channels by gaining access to an extensive
branch network. Moreover, the deal aimed for cross-selling opportunities, risk
spreading from diversification and cost synergies from consolidation.

Except for a small retail bank, which made up five to ten percent of KreditBankB’s
business, both product portfolios were almost perfectly complementary and business
processes heterogeneous. Given these differences, a partial Co-Existence strategy was
chosen. The small retail bank was fully absorbed into FinancialBankA, KreditBankB’s
mortgage loan business was kept as a separate brand and an IT consolidation was
launched to reduce system redundancies between the two entities.

The Absorption of the retail bank’s IT systems was relatively straightforward to
implement. An IT Architect explains: “It was the same approach we’re using when we
acquire a bank. […] Either they’re on the same core banking system [of the external
supplier] or they’re on one of the other two or three core banking operators. And then
we set up a minor project to move their data and their whole customer portfolio. […]
It’s a quiet normal procedure”. As most Danish banks have outsourced their core
banking systems to one of three IT operators, the data schemes are known and “these
three bank centrals are quiet good at that. […] Moving banks in-between these three
centrals is […] being done several times a year”.

Even though system scalability was not an issue in the context of the Absorption, it
is a necessary precondition and the main reason, why banks are still using legacy
mainframe systems nowadays. For FinancialBankA, the separation of the entire
architecture into several tiers enables scalability by allowing for the targeted addition of
appropriate resources at the corresponding tier and the implementation of request
optimization mechanisms, such as load balancing or resource pooling.

The major implementation challenges from leaving KreditBankB’s mortgage loan
business in Co-Existence, by contrast, emerged from the merger’s initial goals. To be
able to sell each other’s products and identify cross-selling opportunities, business
processes, applications and data from the two parties needed to be connected.

This process benefited tremendously from the pre-existence of web service inter-
faces in both institutions to expose functionality to other applications. A key
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component was FinancialBankA’s integration platform. “It’s a Java application facing
our core system from all our applications. […] It’s kind of an integration [Enterprise
Service Bus]-like architecture. And [KreditBankB’s systems] are accessing this […]
platform” (IT Architect - FinancialBankA). The integration platform adds a layer of
abstraction above all services and unifies interfaces for internal and external reuse.

As these mechanisms facilitated integration efforts, the more demanding challenges
of integration for FinancialBankA were subsequently business-critical security
requirements of the financial industry. The IT Architect explains that “having user
authentication or authorization is actually quiet complex when you merge two orga-
nizations”. Again, FinancialBankA could draw on previous experience to implement a
certificate-based approach to establish trust between distinct systems.

While consolidation projects are still ongoing nowadays, the IT integration is
considered a success. Although the achievement is not measured in any metrics, the
bank’s IT Director is satisfied with the progress so far. “We could have gone even
further, but […] we are where we’re supposed to be. So I would call it a success.” By
consolidating IT operations and systems, the new financial institution could already
realize IT-based cost synergies, while avoiding disruptions to daily business operations.
However, some ex-post misalignment exists and a lot of potential for synergies through
consolidation of processes as well as functions remains.

6 Analysis

The three cases provide evidence for how the constituent resources and capabilities of
distinct EA maturity stages enable a company’s PMITI implementation capabilities.

For once, the acquisition of WaterTechCompA by EngineeringCompA illustrates
an acquirer in the Standardized Technology maturity stage that was forced by its EA
immaturity to embark on a Renewal strategy to integration. After closing, the legally
unified company aimed for a Unification operating model, which required complete
integration of the acquisition. However, business processes were neither standardized
nor integrated throughout the division, data was embedded in local ERP systems, and
technology was only standardized to a limited extent. The division was therefore in the
lower areas of the Standardized Technology stage. This immaturity impeded the
adoption of any path-dependent strategy and forced the division to embark on a
Renewal strategy. The case justifies the first proposition of our theoretical model:

Proposition 1: Companies or business units in either the Business Silos architecture
stage or the Standardized Technology architecture stage do not posses an adequate EA
to enable the implementation of any path-dependent PMITI strategy. They are therefore
forced to conduct a Renewal strategy in order to achieve acquisition benefits and
sustain strategic IT alignment.

Moving on, the merger between FinancialBankA and KreditBankB exposes how a
company in the Optimized Core stage was enabled by its mature EA to implement a
partial Co-Existence strategy successfully.

Prior to the merger, FinancialBankA’s processes were highly standardized as well
as integrated. Moreover, the bank’s EA exhibited limited degrees of flexibility by
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allowing for core system modifications through parameter substantiation. Its EA was
therefore located in the upper areas of the Optimized Core stage.

During the Absorption of KreditBankB’s bank, FinancialBankA’s EA largely had
to support data migration, which was highly facilitated by having core banking out-
sourced to a provider that guides industry standards and interoperability. If data and
processes had not been standardized on a central, scalable platform, migration would
have been a lot costlier and may have forced FinancialBankA into a Renewal.

During the implementation of the Co-Existence with KreditBankB’s mortgage loan
business, FinancialBankA’s main challenges resolved around application and data
integration. When connecting applications from KreditBankB, FinancialBankA highly
benefited from pre-existing integration, because appropriate components, such as the
integration platform, were already in place to provide technology-independent inter-
faces that could be applied for the creation of connections to the merging partner. In
combination with standardized and integrated business processes, the existence of such
“interfaces to critical corporate data” [15, p. 76] constitute the Optimized Core
architecture stage. The merger case therefore justifies Proposition 2:

Proposition 2: Companies or business units in the Optimized Core architecture stage
posses an adequate EA to enable the implementation of the Absorption as well as the
Co-Existence strategy during PMITI. Thereby, they are in the position to achieve
acquisition benefits while sustaining strategic IT alignment.

Eventually, ChemicalCorp’s acquisition of BiotechComp elucidates the enablement
of a successful Best-of-Breed strategy by the Business Modularity stage.

ChemicalCorp follows a Unification operating model and the company’s processes
are largely standardized as well as integrated on an advanced ERP platform, which
follows a SOA and implements a Business Process Engine. This enables the company
to reconfigure and reuse business processes without the need for source code cus-
tomizations and places the company’s EA in the Business Modularity stage.

The challenges faced during the integration of BiotechComp were data migration,
process migration, system rollout, and change management. While effective data
migration was critical to the realization of acquisition benefits, ChemicalCorp’s stan-
dardized data scheme clearly enabled the acquirer to succeed. Platform scalability [c.f.
12] did not become an issue during the integration, but is seen as a precondition for
system rollout. Having a scalable platform of standardized and integrated business
processes in place clearly enabled the acquirer to roll these out in the acquisition.

While these challenges could have been equally overcome by a company in the
Optimized Core stage, it is the process migration requirement that underlines the value
added by Business Modularity: The agility to onboard new business processes from
BiotechComp by modelling them in a Business Process Engine, reusing existing
system components and only introducing low-level functionality if it is an absolute
novelty. This capability enables ChemicalCorp to avoid costly source code modifica-
tions and keeps the platform flexible for future changes. Companies without this ability
may also be able to conduct a Best-of-Breed strategy, but the implementation will be
costlier or result in increasing platform complexity as well as misalignment. Particu-
larly serial acquirers would eventually face a situation of excessive platform com-
plexity that requires consolidation. We therefore conclude Propositions 3 and 4:
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Proposition 3: Companies or business units in the Optimized Core architecture stage
do not posses an adequate EA to enable the implementation of the Best-of-Breed
strategy during PMITI without suffering deficiencies in acquisition benefits or the
emergence of ex post strategic IT misalignment.

Proposition 4: Companies or business units in the Business Modularity architecture
stage posses an adequate EA to enable the implementation of all four PMITI strategies
and subsequently achieve acquisition benefits while sustaining strategic IT alignment.

7 Conclusion

The case evidence and our theoretical model reveal how higher levels of EA maturity
enable companies during the implementation of distinct PMITI strategies. By elabo-
rating in detail, how a mature EA endows a company to overcome architectural inte-
gration challenges during PMITI, we substantiate our claim that the existing EA of a
company is part of its PMITI implementation capabilities and shapes its capacity to
implement the four integration strategies. This reasoning also shows how EA man-
agement and EA maturity create strategic value in the context of M&A.

The case evidence explains on a great level of detail how distinct EA maturity
stages are implemented and how they afford a company to overcome the challenges that
are inherent in the four PMITI strategies. The implication for practitioners is that
companies should prepare their EA to become ready for intended PMITI strategies and
select appropriate strategies according to the prevalent level of EA maturity. The
developed theory additionally exposes that the desirable degree of PMI eventually
depends on the choice of operating model and underlines the strategic importance of
this decision.

Naturally, this paper is subject to several limitations. Firstly, conclusions are drawn
based on case evidence that has largely been collected using the interview method.
Although the threats to validity and reliability are addressed during the research pro-
cess, internal and external validity remain disputable due to selection bias and method
bias [25]. Particularly acquisition success is an ambiguous concept and key informants
pose the thread of rendering project success in a biased way. Secondly, the propositions
are based on merely three cases. Future research should collect concrete evidence to
support the claims and foster validity. In this context, investigations on acquisition
failures should contribute analyses of what went wrong. Finally, this study embarks on
a qualitative research approach to examine the phenomena under consideration in
greater detail. This should be complemented by quantitative research to examine the
validity of the model.
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Abstract. This paper develops a framework for characterising the design space
of Information Infrastructures (IIs). Existing research has generally sought to
unravel the convergent characteristics and mechanisms uniting IIs across a wide
range of manifestations. In this research, we explore this divergence within the II
design space. We do so by reviewing the II literature, focusing on the two
domains of design situation and design resolution. Design situation refers to the
relevant dimensions of the context in which an II is employed. Design resolution
covers the dimensions along which the socio-technical constituents can be
assembled to form an effective solution. The resulting framework allows for the
comparing and contrasting of II initiatives, and contributes towards a cumulative
knowledge process aimed at a more refined understanding of how an II can be
configured to address the specific problem at hand.

Keywords: Information infrastructures � Digital infrastructures � II design
space � Literature review

1 Introduction

Information infrastructures (IIs) or digital infrastructures [1–3] are today present in
areas as disparate as health care, payments and law enforcement. Paralleling the growth
in practical manifestations, IIs have received increasing attention in the academic lit-
erature. Here it is argued that II needs to be conceptualised as a specific class of IT
artefacts, characterised by the number and heterogeneity of the interconnected
socio-technical components, which are typically co-managed by a wide range of
diverse organisational entities [1, 3].

However, previous literature on II is limited in that research has generally searched
for the convergent themes and the ‘essence’ of the II artefact [4]. Implicitly or explicitly,
research has theorised about IIs based on an assumption of IIs as a homogenous group of
artefacts. In strong contrast, a comparison of practical manifestations also shows
important differences the artefacts denoted as II. The II concept covers a wide range of
adopters such as regional bank networks, national health authorities and global research
initiatives, among others. IIs can also differ in scales of implementation, as well as
various levels of the maturity and heterogeneity of the constituent IT components.
A comparison of the internet with a national patient registry shows important differences
in the problem situations that warrant different configurations of effective II resolutions.
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The existence of variety in the II artefact is frequently recognised in passing. For
example, Tilson et al. [2] suggest that IIs should be defined with respect to the entity
being supported or enabled as global, national, regional, industry, or corporate infras-
tructures. Similarly, Henningsson and Zinner-Henriksen [5] as well as Constantinides
and Barrett [6] explicitly recognise that their theoretical contributions pertain to IIs with
collaborative governance structures. Divergence has, however, never moved to the
forefront of II theorisation. Therefore, the objective of this paper is to unfold the
divergence in the class of IT artefact commonly referred to as II and to develop a
conceptualisation of II that encompasses the variety that exists within this artefact class.

To do so, we undertake a developmental review [7] of the II literature with the
focus on construct divergence. Specifically, we focus on divergence within the two
domains of design situation and design resolution. Design situation refers to the rel-
evant dimensions of the context in which an II can be employed. The domain of design
resolution covers the dimensions along which an II can be configured to be effective in
a given situation. The II design space then refers to the combined possibility of
matching both situation and resolution dimensions.

Under the assumption that there is no single best way to configure an II, but that the
many possibilities to configure an II must be adapted to the problem situation at hand,
the framework developed here allows researcher and practitioners to understand and
define the specificity of a given II manifestation. In this capacity, the framework allows
for cumulative knowledge-building about divergence in II challenges as well as the
articulation of forward-looking agendas covering the development of granular II
approaches tailored to subsets of artefacts.

2 Research Design and Method

The study design of this review rests on a view of II management based on contingency
theory. Contingency theory [8–10] argues that there is no best way to organise a
corporation, to lead a company, or to make decisions. Instead, the optimal course of
action is contingent (dependent) upon the situation at hand.

A contingency view of II entails a fundamental assumption that there is no single
best way to assemble the socio-technical II artefact. Instead, the way in which the II
should be assembled in order to be effective is contingent on the problem it is intended
to address. As argued in the introduction, the contingent course of II assemblage has
largely been overlooked in the literature that has searched to establish the distinc-
tiveness of the II artefact compared to traditional IS.

Following a contingency view of II, the literature review presented in this paper is
conceptualised as a review of the relevant dimensions in two domains: design situation
and design resolution (Fig. 1). In the review of the design situation we aim to unearth
the findings of previous research in terms of relevant characteristics to consider when
shaping an II, including, for example, the number of actors and the geographical
dispersion. In reviewing the design resolution, we aim to capture the findings of
previous literature in terms of relevant alternatives to configuring the socio-technical
components of the II.
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Article search took place in two supplementary phases. The first articles search
included a keyword search within the leading IS journals, often referred to as “the
basket of eight”. The keyword-driven search provided a collection of twenty articles
from seven sources. The keyword search was supplemented with backward (scanning
of references) and forward (examination of citations) searches in order to identify
further high impact research material [11]. Within this search, only articles with more
than 35 citations in subsequent publications were also subject to review. The backward
search rendered 10 more articles and the forward search identified two additional
articles of relevance. In total, 32 articles were included in the final sample (see the table
of results in Sect. 3).

The analysis involved a parallel mapping of the features of the situation and res-
olution of an II described by the authors. This process led to the identification of 43
variables within the areas of situation and resolution. Following a consistent method of
comparison, the variables were specified by uniting overlapping features. The result of
this process was the creation of a concept matrix representing which concepts are
examined in each of the reviewed articles [11].

3 Review Results: The II Design Space

The dimensions of the II design space are graphically depicted in Fig. 2. Table 1 maps
the dimensions to the reviewed literature. Since IIs are socio-technical constructs, the
relevant dimensions span both social and technical aspects in both design situation and
design resolution.

Fig. 1. Research design: the II design space

Fig. 2. The II design space
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3.1 Situation Domain

The situation domain describes the context in which the II is built. Literature discusses
a variety of dimensions in this sense, as well as their possible effects on the design and
development of an II.

II Role. This variable concerns the type of need that the II is intended to cover. The
role that the II is expected to play within the organisation (or any other broader user
community) can reveal the “position” of the technology. Broadbent and Weill [12]
describe IT infrastructures as serving a utility, dependent or enabling role. More
specifically, a utility infrastructure is intended to facilitate economies of scale leading to
cost efficiencies. Ciborra et al. [13] explains that although this II aims to achieve
efficiency in processing and transmission activities, it is not likely to interfere with the
attached applications or processes. A dependent infrastructure is created to address
particular strategic needs, such as the support of specific business processes, meaning
that the relevant investment is closely linked with business strategy [12, 13]. Finally, an
enabling infrastructure aims to facilitate innovation with a focus on the longer-term
horizon [12], preparing the ground for new applications and business processes through
architecture and structure. This type of II also highlights the issue of alignment with
business strategy [13].

Hanseth and Lyytinen [1] discuss another perspective with a different terminology,
distinguishing between vertical infrastructures which provide functionality that is
directly deployable by users and horizontal support infrastructures which include
protocols or interfaces for further deployment of applications. The latter group can be
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further divided into transport and support infrastructure, based on the specific func-
tionality that the protocol or interface aims to provide.

IT Maturity. This variable investigates the concepts identified in the literature and
expresses both the familiarisation with IT and, in a broader sense, the maturity of the
users regarding technology. The IT maturity of the user base also constitutes a factor
that should be examined in order to understand the technological background of an II.
For example, Reimers et al. [14] suggest that national culture regarding the use of IT
plays a role in the design and the adoption of an II. Their study investigates e-business
systems in China, where the particular cultural characteristics increased the require-
ments for local adaptation and reduced the ease of adoption. The findings of the
empirical study by Hsu et al. [15] also suggest that the level of IT knowledge impacts
relevant decisions, with IT-savvy organisations tending more towards innovative and
promising solutions.

Power Distribution. The structure and relationships between the users and the broader
stakeholders can have a dominant position regarding the situation for an II develop-
ment. The hierarchical balance of stakeholders defines the ways in which power
relations and roles are formed. Reimers et al. [14] examine the structure of the value
network and more particularly the forms of fragmentation and collaboration in its
component parts. This type of approach can be extended to the internal environment for
the case of IIs in order to investigate the relationships between the various stakeholders.
More particularly, this variable examines how they are structured and how they
interact, for example whether they are equal, or whether there is one stakeholder with a
leading role who is individually responsible for decisions without participation from
the rest of the actors.

Stakeholder Heterogeneity. The definition by Star and Ruhleder [3] describes IIs as
embedded in social structures, meaning that they entail a “taken-for-grantedness”
within organisational structures, in terms of being inherent resources for the user
community that new participants are acquainted with. Ciborra et al. [13, p. 32] explains
that IIs represent “an alliance between humans and non-humans where the latter (ar-
chitectures, operating systems, standards) seem to have a say as important as the
humans”. The human component has been referred to as human infrastructure, and
includes the knowledge and skills for managing IT resources [12, 13, 16]. On these
grounds, while the utilisation of an II usually extends the boundaries of a certain group
of users, this is shared within a wide reach involving a broad community consisting of
diverse stakeholders [17]. For this reason, this variable may have a variety of parallel
manifestations. Firstly, heterogeneity can be examined in terms of the geographical
reach; i.e. the geographical territory that the II covers. This reach can be regional,
national or global [2, 14]. Edwards et al. [18] also refer to this II categorisation and
consider the possibility of a national cyber-infrastructure to extend national borders and
achieve global adoption. Moreover, Garfield and Watson [19] discuss the effects of
national differences in mindset, values and culture on II policies, while Hsu et al. [15]
highlight the challenges related to institutional factors and social norms which are
embedded within efforts to establish global IIs.
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Besides the geographical aspect, the range of the intended user base is a key feature
of the heterogeneity of II users. Reimers et al. [14] refer to the boundaries within which
the II is used, involving firms, industry segments, or value systems. In addition to this,
the authors also point out the difference in needs among the variety and type of actors
involved; for example, business-to-customer and business-to-business infrastructures
are expected to have distinctive characteristics. Nielsen and Aanestad [20] also mention
the different scales an II can serve, involving corporate, business sector and universal
levels, while Tilson et al. [2] differentiate between corporate and industry
infrastructures.

The variable of heterogeneity also refers to the level of uniformity of the intended
users’ needs and intentions. The variety of actors involved in the establishment and
development of an II create a complex network of relationships which entails a par-
ticular balance of powers [13]. Consistency can be examined through a variety of
lenses as the relevant research suggests. Examples for assessing this involve the degree
of business process alignment, variability in IT sophistication [14] and cultural and
organisational differences [6, 18].

User Motivation and Support. User motivation towards the II project and can
therefore enhance the image of the organisational setting in which an II is built. Ribes
and Finholt [21] also note this, focusing on the field of scientific IIs in which the unique
and individual needs of scientists can have an influence on the development of an II.
More particularly, they argue that the competing interests and ambitions of the sci-
entists involved (e.g. in terms of publications or academic position) may hinder the
development of a community and thus prevent contribution to a shared infrastructure.
On these grounds, the authors recognise the value of the contribution of II
developers/users and, more importantly, the need for management to motivate them in
order to ensure that their contribution is aligned with the overall II objectives.

Market Malleability. Examining market conditions can help to illustrate the partic-
ularities of various II problems and the level of fit of the respective solution. The state
of the market or industry, and, more particularly, its malleability, can reveal the ten-
dency towards stability or innovation to be enabled by an II. In this context, Reimers
et al. [14] refer to the age or level of maturity of the industry, while Reimers et al. [14]
elaborate further by referring to the level of industry consolidation. According to these
authors, consolidation and IIs have a dual relationship in this case; that is, higher levels
of consolidation lead to higher collaboration and therefore the emergence of IIs, while
at the same time the emergence of IIs contributes to higher consolidation. Furthermore,
Reimers et al. [14] suggest an examination of the level of competitive pressure based
on Gibbs et al. [22] who consider it a key factor determining e-commerce diffusion.

Regulatory Intervention. Government or regulatory intervention is also a variable in
this group. Given that IIs can be of public or private interest or even a combination of
both, the role of government intervention can considerably influence their environment.
For example, certain infrastructures are initiated and supported by public bodies in
order to enhance national security or to contribute to economic growth [18].

Reimers et al. [14] examine the effect of government policies on standards. The
authors find that in cases where standards are imposed at a government level, the need
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for collaboration at organisational level is higher than in the case where standards are
developed by the companies themselves. In addition to the area of standards, Reimers
et al. [14] also suggest that governments can influence aspects such as industry
structure, IT use and dynamics among industry associations. Although these are not
directly connected with the design of an II, they certainly affect the closer context and
the stakeholders involved, and can determine the following stages and ultimately the
outcome of the II. Reimers et al. [14] describe highly regulated industries as having
high demand for inter-organisational IS, affecting, among other things, their need for
uniformity. This can be easily leveraged to the II level and to the role of regulatory
requirements in key decisions affecting their design characteristics and reach [23].
Regulation has also been characterised as a restriction on or requirement for standards
adoption [15, 24, 25] as well as relevant to flexibility in the design of IIs [2].

3.2 Resolution Domain

A generally agreed-upon element of II research is the fact that IIs constitute combi-
nations of technical and social components [1, 2, 18, 26]. For this reason, the design
resolution domain comprises variables concerning the design and implementation of an
II from a technical and social perspective. These aspects constitute the object of interest
of a considerable proportion of the literature examined, since they are directly linked
with the IIs under study.

The technical design refers to the architecture of the II and involves variables that
describe how the technical components are interlinked. These variables concern the
modularity, looseness of coupling, standardisation and flexibility of an II. The social
aspect of the design refers to the governance of the II. This begins with the level of
participation of users during the development of the II and continues with the way it is
managed and controlled, although it also refers to the public or private image it adopts.
The relevant variables are stakeholder involvement, control decentralisation and
openness of an II.

Modularity. One of the key features of an infrastructure is that it does not instantly
develop to its full extent but is built through modular increments to independent systems
and networks which are gradually integrated, leveraging the existing dynamics of the
installed base [3, 14, 18]. Hanseth et al. [27] and Hanseth and Lyytinen [1] discuss the
concept of modularity as a scheme of connected and interrelated ecologies, where
sub-infrastructures are built in layers on top of one another, linking networks and
connecting separate components and thus creating an interdependent structure. Addi-
tionally, Chung et al. [16] describe this modularity as being based on processing pro-
gramming routines in separate modules, which enables the management of software
applications and Bietz et al. [28] point out that contrary to IS, a key characteristic of IIs is
that they are embedded and therefore operate using networks of linked nodes and webs.

Another perspective on modularity relates to cost efficiency. Ardagna and
Francalanci [29] suggest that distributing a system computing load to multiple
machines, and positioning them according to certain communication patterns, can
influence network costs.
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Looseness of Coupling. This essence of networked architecture gives rise to the need
to build connectivity between the various components. This connectivity is realised
through coupling, a feature that can define one of the key dimensions of an II’s
architecture. In contrast to physical infrastructures, which have tight coupling between
technical and service delivery components, the modularity and recursive organisation
of IIs enables generativity and the creation of new capabilities [2]. The authors
underline that “disconnecting” these two dimensions leads to a reallocation of control
and thus enables other users (non-owners of the physical parts) to use and develop the
services and application in alignment with their own needs and interests. For example,
two technological components can be aligned in order to interoperate through an
application programming interface (API) which provides a very high potential for
customisation and innovation [28]. Furthermore, Rodon and Silva [30] refer to APIs as
a means of fostering external innovation within an II.

Moreover, Henfridsson and Bygstad [26] consider loose versus tight coupling to be
a key distinction for IIs, arguing that it can significantly affect their evolution. The issue
of connecting components and networks has also been addressed through the concept
of gateways, which act as links consolidating the infrastructures [18]. Gateways pro-
vide a means for adaptation or conversion between different formats, in order to enable
communication among isolated systems or modules and allow them to act as integrated
systems [31].

Standardisation. The concept of standardisation has been widely discussed in the
relevant literature and is considered one of the key factors not only for an II’s stability
but also for its capability for expansion. The connection and integration of the modular
elements requires technical effort, which creates the need for specifications in order to
facilitate these endeavours. Hanseth et al. [27] refer to standards as indispensable tools
allowing infrastructure partners to communicate. The authors comment that in the
absence of standards, this communication can be enabled via bilateral agreements or
proprietary protocols, although such alternatives are harder to manage and usually more
costly.

Rodon and Silva [30] also present the various options in terms of integration. In
particular, they refer to stratification, which constitutes a means for integrating and
standardising behaviour in a consolidated hierarchical structure, while the option of
meshworking does not involve standardisation but instead a more distributed and
independent assembly of parts.

Moreover, as Chung et al. [16], Hanseth et al. [27] and Sahay et al. [32] argue,
standardisation enables compatibility between components via the ease of adherence to
the interface specifications. More particularly, the use of standardised features and
components enables attachment to other infrastructures, thereby increasing the quality
of transparency and the broader reach of an II [3].

Edwards et al. [18] discuss three types of gateways and their meaning in terms of
standardisation. Dedicated gateways are designed for the unique needs of a system and
signify a low level of standardisation. Generic gateways show a moderate level of
standardisation, applying widely accepted standards concerning system interconnec-
tion. Finally, meta-generic gateways show the highest level of standardisation, by
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defining a protocol or framework for the formulation of standards, rather than the
standards themselves.

Monteiro and Hanseth [33] refer to standards as the technical foundations regu-
lating the communicative patterns of an II. This is particularly useful given the
increasing trend in favour of decentralised operations and their need to customise
different features, since this increases the need for standardised integration tools as well
as for flexible technologies, as further elaborated below [3]. On these grounds, Hanseth
[17] describes the use of standardised interfaces integrating different elements such that
modularity is not visible, although the II can be seen as “irreducible”.

Flexibility. Flexibility has been described as a feature of the technical design of an II
that not only enables but often determines its possibility for growth, since a lack of
flexibility, or “irreversibility”, may act as a barrier to evolution [27]. This is because an
II can allow innovation in business processes and capabilities, and this potential is
illustrated through the flexibility of the infrastructure’s components [16].

In other words, flexibility is argued to be a necessary feature for embedding in the
technical design of an II, with the aim of enabling continuous growth so as to meet
user needs [14, 32], thus offering a major competitive advantage to organisations
within the rapidly evolving and highly competitive business environment [16]. Despite
this, the digital nature of IIs suggests that, in principle, the only boundaries to an II’s
capability for application or service development are set by its own technical design
and configuration [2].

Ciborra et al. [13] discusses the dilemma between high flexibility, enabling unfore-
seeable business redesign in the future, and low flexibility, based on consistency with
ongoing strategic needs. From a more technical perspective, Tilson et al. [2] refer to
“upward flexibility” as the ability to create applications or services using the II’s basic
communication and storage capacity. Grisot et al. [34] describe this phenomenon as
“innovation in infrastructures” which can be experienced when IIs are designed in a
generic way.

This concept is parallel to modularity; Chung et al. [16] and Hanseth et al. [27]
mention the latter as a means of enabling the flexibility of an II. This is possible
because modularity accelerates the development and modification of applications and
at the same time allows interoperability with other systems. Similarly, Tilson et al. [2]
explain the concept of “downward flexibility”, which signifies that interconnectivity
can be provided by a variety of digital or physical networks. Such flexibility is pro-
vided by “the malleability of software implementing the logic laid down in layers over
the physical layer of interconnected hardware” [2, p. 6], which is linked to the concept
of modularity as described above.

One of the primary challenges in designing and implementing a successful II lies in
achieving a balance between the contradictory aspects of an II. Flexibility and stability
have both been widely argued to be key features of an II; however, it is possible that
their coexistence creates a controversial relationship or dilemma. Star and Ruhleder [3]
point out that the inherent flexibility of an II can act as an enabler of innovation,
although such innovation and evolution might be hindered in the case of an incumbent
infrastructure facing lock-in situations. Impediments to evolution can also be induced
by increased standardisation and a focus on stability, which might prevent decentralised
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initiatives. For example, applying technical specifications that are not available for
public use can limit the possibilities for evolution through external sources [5]. Ciborra
et al. [13] also acknowledges this paradox and suggests that the optimal solution would
combine decentralised generativity capabilities with centralised control over resources
and processes.

Stakeholder Involvement. The socio-technical nature and, more particularly, the role
of the stakeholders involved create a challenge regarding the connection and coordi-
nation of the range of stakeholders, which may have diverse needs and interests [1].
Constantinides and Barrett [6] also discuss user heterogeneity as a challenge which
leads to a need for extensive coordination and collective action, and underline that the
motivation of lower-layer levels can be significantly affected by their degree of
inclusion in relevant decisions.

This issue has also been discussed by Hanseth and Lyytinen [1] on the grounds that
traditional top-down design approaches pose challenges regarding the fulfilment of the
needs of an II’s wide user base. Following a top-down approach based on critical
stakeholders’ agreement might provide some stability; however, such an approach
disregards the complexities and possibility of evolution of an II, thus limiting its
flexibility [34].

Control Decentralization. Henfridsson and Bygstad [26] discuss the options of
management rights given to the user institutions, or a centralised position usually held
by a state authority. Tilson et al. [2] examine the level of centralisation in terms of
control of the services deployed, critical resources, data ownership and data manage-
ment. Data management, and especially decisions about sharing, storage and preser-
vation, is also discussed by Edwards et al. [18]. More particularly, the authors argue
that the emergence of true infrastructures happens when locally built and centrally
governed systems are connected into networks involving decentralised coordination
and control. Constantinides and Barrett [6] describe a “polycentric” governance
approach in which individual centres or units are entitled to independence within their
specific area, thus distributing governance into wider networks. The authors support the
argument that flexibility is higher when governance is decentralised, but also argue that
such an approach can lead to increased complexity and divergence from the initial
vision. Moreover, they suggest that decentralised autonomy should be authorised to all
stakeholders to the extent that their autonomy does not disturb the other independent
units.

Openness. Ciborra et al. [13] uses another categorisation based on the categorisation
of the infrastructure as open or closed. Closed infrastructures are suitable for restricted
and controlled environments, such as specific organisations. On the other hand, open
infrastructures have a public nature, and are available for use and further development
by broader user communities. Constantinides and Barrett [6] also examine an II as a
private or public good with regard to its properties and more particularly the benefits it
provides.
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4 Discussion and Conclusion

The main argument of this paper is that within the class of II artefacts, there are
important differences in both the problems addressed and the II solutions crafted to
address these problems. Based on this position, we have reviewed the high quality and
high impact literature on II to unearth the relevant dimensions of the II design space.
We found that the problem side of II design, the design situation, has been framed in
terms of seven dimensions: II role, technological maturity, power distribution, stake-
holder heterogeneity, user motivation, market malleability and regulatory intervention.
We also found seven dimensions that had been reported as relevant in framing the
solution side of II design, the design resolution, and these were modularity, coupling,
standardisation, flexibility, stakeholder involvement, control decentralisation and
openness. Here, we report on all 14 dimensions as continuums where any given II
artefact can, at least in theory, assume any value and characterise a unique II design.
Taken together, these 14 dimensions also illustrate the aspect of divergence within the
artefact class of II, a divergence that needs to be taken into account to understand the
many struggling II projects throughout the world.

As in any research, our findings are subject to limitations and validity constraints.
Although we have employed a broad and comprehensive approach to the article search,
it cannot be guaranteed that we have been able to identify every relevant article and
every relevant variable in the selected articles. The research also involves certain
limitations and acknowledges certain weaknesses. One of these is linked to the filtering
of literature sources, which was performed in order to ensure the identification of high
quality literature but which may have hindered the finding of additional sources which
could have enriched the content of the literature review. Regarding the formation of the
framework, although the concepts used as variables have been selected as being
commonly referenced aspects of IIs, they could be considered rather broad and theo-
retical, with potential for being significantly enhanced with more detail, especially
concerning the technical aspects of the II design. Furthermore, as research in this area
develops, more relevant dimensions will be discovered. We are, however, convinced
that the main argument of the paper, that within the class of II artefacts there is
important divergence, rests on a solid foundation.

The design of the conceptual research means that we identify two important lim-
itations on the scope of the review. One is that we do not intend here to say anything
about which attributes of resolution match which attributes of situation. Second, we
also omit the process view of II development. Both of these limitations are important
areas for exploration in future research.

The main academic contributions of this paper are the critical argument that the
way in which the II artefact is conceptualised needs to be reconsidered, and the
multi-dimensional framework characterising the II design space, presented in Fig. 2.
Although previous research has discussed a variety of settings and problems in which
IIs arise, it has only provided general guidelines on how IIs should be built, over-
looking the diversity of potential conditions around them. In view of this, the most
important implication of this research concerns the expression of the need to examine
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the unique context and environment surrounding each II individually, rather than
treating all cases in the same way.

Our multi-dimensional characterisation of the II design space allows for further
theorisation of the II artefact resting on a view of divergence within the artefact class.
For further research, the framework provides a tool to characterise a specific II and to
contrast it with other known examples in order to find patterns linking scenarios to
outcomes. This is particularly useful in areas where efforts to establish effective IIs
have shown to be especially difficult for II development, such as in international trade,
health care and finance [35–38].

Further theorisation would also include a search for an explanatory and design
theory that matches distinct subsets of the II artefact class and to find archetypical II
designs. That is, in theory, the positioning along the dimensions in the framework can
be freely combined. In reality, however, it seems that certain choices within these
dimensions go more naturally together. These ‘natural fits’ in dimensions indicate that
there might possible archetypical II set-ups of design attributes that align with each
other. The implication of this finding is that anyone interested in the shaping of an II
cannot make independent choices regarding the dimensions, but have to recognise the
systemic dependencies between the choices. That is, one specific choice will influence
the possibility for choices in the other decision points. It also follows that these
archetypical designs may have specific configurations between situation and resolution
dimensions. For example, what would be the design principles for the success of an II
built nationally with high regulatory involvement? Would these principles be different
in a setting with a low distribution of power and a homogenous user base?

A final academic possibility granted by the framework is to develop process theory
based on certain process-defining characteristics. While the II process has generally
been described as cultivation, recognising divergence may reveal additional insights as
to why this process takes different paths in different attempts.

In practice, the framework in this paper has at least two valuable areas of use. The
obvious lesson to be learnt is that there is no single best way to build an II. At the same
time, it becomes more evident that there is more than one situation in which the need
for an II arises. The theoretical framework presented above can aid practitioners in the
analysis of the design space of their IIs and support them in their decision-making
processes.

Practitioners can also use the framework as a starting point to analyse the critical
‘must-win’ battles of their II designs. For example, for an II built on a high degree of
openness the must-win battle might be fast user enrolment for expansion of the II,
while an II with high regulatory support might have more stamina in user enrolment.
Similarly, a low or high level of user heterogeneity or power distribution entails dif-
ferent critical battles to be managed in the socio-political dimensions of the II design
space.

42 S. Henningsson et al.



References

1. Hanseth, O., Lyytinen, K.: Design theory for dynamic complexity in information
infrastructures: the case of building Internet. J. Inf. Technol. 25, 1–19 (2010)

2. Tilson, D., Lyytinen, K., Sørensen, C.: Research commentary - digital infrastructures: the
missing IS research agenda. Inf. Syst. Res. 21, 748–759 (2010)

3. Star, S.L., Ruhleder, K.: Steps toward an ecology of infrastructure: design and access for
large information space. Inf. Syst. Res. 7, 111–134 (1996)

4. Henningsson, S., Hanseth, O.: The essential dynamics of information infrastructures (2011)
5. Henningsson, S., Henriksen, H.Z.: Inscription of behaviour and flexible interpretation in

information infrastructures: the case of European e-Customs. J. Strateg. Inf. Syst. 20, 355–
372 (2011)

6. Constantinides, P., Barrett, M.: Information infrastructure development and governance as
collective action. Inf. Syst. Res. 26, 40–56 (2014)

7. Rowe, F.: What literature review is not: diversity, boundaries and recommendations. Eur.
J. Inf. Syst. 23, 241–255 (2014)

8. Donaldson, L.: The Contingency Theory of Organizations. SAGE, Thousand Oaks (2001)
9. Hofer, C.W.: Toward a contingency theory of business strategy. Acad. Manag. J. 18, 784–

810 (1975)
10. Fiedler, F.E.: A contingency model of leadership effectiveness. Adv. Exp. Soc. Psychol. 1,

149–190 (1964)
11. Webster, J., Watson, R.: Analyzing the past to prepare for the future: writing a litterature

review. MIS Q. 26, xiii–xxiii (2002)
12. Broadbent, M., Weill, P.: Management by maxim: how business and IT managers can create

IT infrastructures. Sloan Manag. Rev. 38, 77–92 (1997)
13. Ciborra, C., Braa, K., Cordella, A., Dahlbom, B., Failla, A., Hanseth, O., Hepsø, V.,

Ljungberg, J., Monteiro, E., Simon, K.A.: From Control to Drift: The Dynamics of
Corporate Information Infastructures. Oxford University Press, Oxford (2000)

14. Reimers, K., Li, M., Xie, B., Guo, X.: How do industry-wide information infrastructures
emerge? A life cycle approach. Inf. Syst. J. 24, 375–424 (2014)

15. Hsu, C., Lin, Y.-T., Wang, T.: A legitimacy challenge of a cross-cultural interorganizational
information system. Eur. J. Inf. Syst. 24, 278–294 (2015)

16. Chung, S.H., Rainer Jr., R.K., Lewis, B.R.: The impact of information technology
infrastructure flexibility on strategic alignment and application implementations. Commun.
Assoc. Inf. Syst. 11 (2003)

17. Hanseth, O.: The economics of standards. In: Ciborra, C. (ed.) From Control to Drift. The
Dynamics of Corporate Information Infrastructures. Oxford University Press, Oxford (2000)

18. Edwards, P., Jackson, S., Bowker, G., Knobel, C.: Understanding infrastructure: dynamics,
tensions, and design. NSF report of a workshop: history and theory of infrastructure: lessons
for new scientific cyberinfrastructures (2007)

19. Garfield, M.J., Watson, R.T.: Differences in national information infrastructures: the
reflection of national cultures. J. Strateg. Inf. Syst. 6, 313–337 (1997)

20. Nielsen, P., Aanestad, M.: Control devolution as information infrastructure design strategy: a
case study of a content service platform for mobile phones in Norway. J. Inf. Technol. 21,
185–194 (2006)

21. Ribes, D., Finholt, T.A.: The long now of technology infrastructure: articulating tensions in
development. J. Assoc. Inf. Syst. 10, 5 (2009)

22. Gibbs, J., Kraemer, K.L., Dedrick, J.: Environment and policy factors shaping global
e-commerce diffusion: a cross-country comparison. Inf. Soc. 19, 5–18 (2003)

The Information Infrastructures Design Space: A Literature Review 43



23. Angelides, M.C., Agius, H.W.: Eight scenarios of national information superhighway
development. J. Inf. Technol. 15, 53–67 (2000)

24. Damsgaard, J., Lyytinen, K.: The role of intermediating institutions in the diffusion of
electronic data interchange (EDI): how industry associations intervened in Denmark,
Finland, and Hong Kong. Inf. Soc. 17, 195–210 (2001)

25. Iannacci, F.: When is an information infrastructure? Investigating the emergence of public
sector information infrastructures. Eur. J. Inf. Syst. 19, 35–48 (2010)

26. Henfridsson, O., Bygstad, B.: The generative mechanisms of digital infrastructure evolution.
MIS Q. 37, 907–931 (2013)

27. Hanseth, O., Monteiro, E., Hatling, M.: Developing information infrastructure: the tension
between standardization and flexibility. Sci. Technol. Hum. values 21, 407–426 (1996)

28. Bietz, M.J., Baumer, E.P., Lee, C.P.: Synergizing in cyberinfrastructure development.
Comput. Support. Coop. Work (CSCW) 19, 245–281 (2010)

29. Ardagna, D., Francalanci, C.: A cost-oriented approach for the design of IT architectures.
J. Inf. Technol. 20, 32–51 (2005)

30. Rodon, J., Silva, L.: Exploring the formation of a healthcare information infrastructure:
hierarchy or meshwork? J. Assoc. Inf. Syst. 16, 1 (2015)

31. Sanner, T.A., Manda, T.D., Nielsen, P.: Grafting: balancing control and cultivation in
information infrastructure innovation. J. Assoc. Inf. Syst. 15, 220–243 (2014)

32. Sahay, S., Monteiro, E., Aanestad, M.: Configurable politics and asymmetric integration:
health e-infrastructures in India. J. Assoc. Inf. Syst. 10, 399 (2009)

33. Monteiro, E., Hanseth, O.: Social shaping of information infrastructure: on being specific
about the technology. In: Orlikowski, W., Walsham, G., Jones, M.R., Degross, J. (eds.)
Information Technology and Changes in Organisational Work, pp. 325–343. Chapman &
Hall, Boca Raton (1996)

34. Grisot, M., Hanseth, O., Thorseng, A.A.: Innovation of, in, on infrastructures: articulating
the role of architecture in information infrastructure evolution. J. Assoc. Inf. Syst. 15, 197–
219 (2014)

35. Henningsson, S., Rukanova, B., Hrastinski, S.: Resource dependencies in socio-technical
information systems design research. In: Communications of the AIS 27 (2010)

36. Henningsson, S., Hedman, J.: Industry-wide supply chain information integration: the lack
of management and disjoint economic responsibility. In: Information Technologies,
Methods, and Techniques of Supply Chain Management, pp. 98–117. IGI Global (2012)

37. Hedman, J., Henningsson, S.: Competition and collaboration shaping the digital payment
infrastructure. In: Proceedings of the 14th Annual International Conference on Electronic
Commerce, pp. 178–185. ACM (2012)

38. Henningsson, S., van Veenstra, A.F.: Barriers to IT-driven governmental transformation. In:
European Conference of Information Systems (ECIS) (2010)

44 S. Henningsson et al.



Identifying Quality Factors of Information
Systems Integration Design

Iyad Zikra(&), Janis Stirna, and Jelena Zdravkovic

Department of Computer and Systems Sciences (DSV), Stockholm University,
Stockholm, Sweden

{iyad,js,jelenaz}@dsv.su.se

Abstract. The Information Systems (IS) community has long recognized the
importance of studying quality at various stages of the IS design process. Many
studies target the quality factors at various stages of design and development.
However, research about the factors that specifically affect the quality of IS
integration remains largely fragmented. Existing quality frameworks fail to
cover integration-specific factors. This motivates the need for a holistic model of
integration quality. The paper proposes two artefacts to address this need. It
explores the literature of related domains, including systems, model, and process
quality to elicit the quality factors that are relevant in the context of IS inte-
gration. The factors can be used to evaluate the quality of integration solutions
during design and development. The paper also proposes a quality model to
describe the quality of the design components of integration solutions following
the principles of model-driven development. The model enables the quality
factors to be associated with other parts of the IS integration design. The pro-
posed factors are evaluated with the help of expert feedback using a question-
naire, and the quality model is demonstrated with an example business case.

Keywords: Information systems integration � Quality factors � Quality model �
Meta-model

1 Introduction

Modern organizations rely on a wide range of Information Systems (IS) to support their
operations and deliver products and services. The systems need to work together in
harmony despite their reliance on different data formats, implementation technologies,
and communication protocols. Integration solutions facilitate communication between
IS and guarantee that they can work together seamlessly. Nevertheless, IS integration
lacks a clear and unambiguous definition. The study of integration-related problems is
dispersed across loosely related and diverse domains [13], including strategic man-
agement, systems design and development, and the different research areas, including
Enterprise Modelling, Enterprise Architecture, Business Process Management, Inter-
operability, Web and cloud services.

Quality has long been recognized as an important ingredient for the success of IS
design and development [27]. A large body of research addresses the quality of data,
systems, models, and business processes. However, it is considerably more limited
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when it comes to the impact of quality on the overall integration design [7]. Quality is
traditionally studied independently at each stage of the integration process. Existing
quality frameworks are unable to account for factors that specifically affect the quality
of integration. Improving how the integration solution is positioned within the overall
organizational design requires understanding and formalizing the integration quality
factors. This, in turn, will improve alignment between organizational design and IS
design, thereby increasing the added value for the organization [10].

This paper addresses the need for a holistic view of IS integration quality. The
objective of the paper is two-fold: (1) to identify the quality factors that affect the
various stages of integration design and development; and (2) to develop a general
quality model that enables the systematic definition and evaluation of integration
quality factors. The paper applies the principles of design science research [37] to
develop two artefacts that address the objectives, namely (i) is the integration quality
factors, compiled from related literature and evaluated with the help of expert feedback,
and (ii) the Integration Quality View, a quality model that serves as a vehicle to create
formal representations of the quality factors. The overall aim is to use the formally
described factors to describe other components in an integration solution, e.g. as part of
a model-driven development project. The factors presented in this paper focus on
quality of integration. Nevertheless, other quality attributes need to be considered, as
described in relevant literature, to provide a complete quality view of the integration
solution, being itself an IS.

The remainder of the paper is structured as follows. Section 2 describes the method
that drives the research presented herein. Section 3 gives an overview of the literature
concerned with the quality aspects in domains associated with IS integration. Section 4
elaborates on and motivates the elicited integration quality factors. Section 5 describes
the details of the proposed quality model, and ends with an example case that
demonstrates how the model can be used in the context of integration design. Finally,
concluding remarks and future research directions are presented in Sect. 6.

2 The Research Method

This paper adheres to the Design Science Research Methodology (DSRM) [37] for
research in IS. The results presented herein are part of on-going research on IS inte-
gration. Figure 1 illustrates the stages of two traversals of the design cycle. Italic text
describes the DSRM stage name, and normal text describes how the stage is applied in
the research presented herein. Arrows represent progression between stages. Dashed
arrows denote the overlap between the design cycles.

The paper is initiated as problem-centred research: Studying the literature of IS
integration reveals the lack of a holistic conceptualization of the factors affecting
integration quality. The objective of the first design cycle is to create an artefact that
captures quality as part of integration design. To this end, an integration quality model
is proposed as an extension to the Unifying Meta-Model (UMM) [46]. Developing the
model is challenged by the lack of clear understanding of what constitutes IS inte-
gration [13] and, as a result, integration quality. A second design cycle is initiated to
survey the quality factors in integration-related domains. The artefact developed in this
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cycle is a list of integration quality factors. Overlapping definitions of factors are
reconciled, in an interpretivist stance, to account for contextual differences [2, 4] and
arrive at a conceptualization that is generally applicable in the overarching integration
context. Therefore, this part of the research can be characterized as behavioural. Fur-
thermore, the elicited integration-specific factors provide input for improving the
quality model. The factors were presented (i.e. demonstrated) at a session of the annual
workshop of the Swedish Requirement Engineering Research Network (SIREN). The
ensuing discussion generated input to improve the description of the factors.

Evaluation of the quality factors is conducted with the help of a questionnaire. The
questions are organized into four sections to reflect the proposed categories of factors
(see Sects. 4.1–4.4). A description is given for each factor, and the respondents are
queried on the necessity and motivation of the factor. 18 respondents answered the
questionnaire: 9 researchers, 7 practitioners, and 2 who identify themselves as both.
The respondents are active in a range of domains, including requirements engineering,
conceptual modelling, verification, banking, healthcare, and automotive industry. All
respondents have experience in working with integration-related problems, ranging
from less than 2 years to more than 10 years. Analysis of the answers provided further
guidance for amending and improving the quality factors, and consequently influencing
the proposed quality model. Factors that were deemed inapplicable specifically to
integration were removed, and new factors were introduced. Some factors were rec-
onciled and encapsulated as one, because their interpretations within the integration
context were found to be tightly overlapping. The mixed feedback from respondents
with different backgrounds highlights the lack of a common understanding of inte-
gration and its quality.

The prototype tool for UMM is extended to support the quality model artefact, and
an example case (Sect. 5.1) demonstrates the use of the model with the help of a
prototype tool. Finally, the results of the two design cycles are communicated to the
research community via this paper.

Fig. 1. The stages of the DSRM [37] as they are applied in the paper.
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3 Related Work

There are many frameworks that describe quality in IS in terms of the aspects of design
and development. Some frameworks focus on the quality of the conceptual models of
the IS, while others consider the quality of the modelling process as well. Some
frameworks also include guidelines for defining qualities and evaluating the fulfilment
of desired quality levels. However, surveying research works on quality reveals the
lack of an integration-specific quality framework.

The quality management framework [29] groups quality aspects in three categories:
syntactic quality referring to the adherence of model instances to the definitions of the
modelling language; semantic quality covering the relationship between the model and
the domain from which the model contents are elicited; and pragmatic quality
addressing the perception of the model by the intended audiences.

The conceptual modelling quality framework (CMQF) [33] organizes the state-
ments that affect quality in groups, called cornerstones, that correspond to physical or
socials aspect of the domain and its model. The cornerstones are arranged in four layers
to reflect the progression of the modelling process from the physical world to the
representation model. 24 quality types describe the relationships between statements
from different cornerstones, and quality is described as the fulfilment of these rela-
tionships. The CMQF combines the quality framework of [27], which is extended as
SEQUAL in [24], with the representational framework of [42], which adopts an
ontological view of the conceptual modelling process.

In IS development, desired qualities are typically described as non-functional
requirements (NFRs). They include constraints that the IS must adhere to and condi-
tions that must fulfilled. The NFR Framework [14] enables IS developers to capture
NFRs using soft-goals and to refine the definition of abstract (or vague) NFRs into
more concrete ones. The NFR Framework includes mechanism to capture the relative
effect of NFRs on each other as positive/negative and implicit/explicit interdepen-
dencies. Requirement operationalization in the NFR Framework enables the identifi-
cation of functional mechanisms to fulfil the NFR. The shift from qualitative
requirements to functional mechanisms represents a gap, and further analysis is
required to demonstrate that the proposed mechanisms indeed fulfil the NFR that they
operationalize.

The Architecture Tradeoff Analysis Method (ATAM) [22] is a technique for
developing software architectures by analysing quality requirements. Utility trees are
used to identify and motivate architectural design decisions that contribute to the
fulfilment of the quality attributes. The utility trees are constructed by studying the
external stimuli and internal parameters that affect the architecture, as well as the
expected responses of the architecture. Leaf nodes in the utility trees describe tactics
[3], i.e. concrete measures for fulfilling the quality attributes. Examples of architecture
quality attributes that can be analysed using utility trees include performance, avail-
ability, modifiability, and security.

Providing concrete values for quality factors is a difficult task. The NFR Frame-
work acknowledges the need to conduct fulfilment analysis. However, it is neutral with
regards to the quantitative measures necessary to estimate degree of fulfilment through
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operationalizations. Similarly, the tactics proposed in the ATAM to construct solutions
to quality issues without measuring the actual fulfilment of the qualities.

The list of quality attributes that affect an IS can grow to a level that is hard to
manage [38]. Therefore, the study of quality needs to be contextualized. For pragmatic
reasons, many studies focus on identifying the quality attributes that are relevant in a
specific application domain or development stage. In such studies, the meaning of a
quality attribute depends on its application context [2, 4]. Some studies include
guidelines for evaluating the attributes and correcting quality flaws. E.g., SEQUAL
[24] has specialized versions that address, among others, aspects of business process
modelling, enterprise modelling, and model-driven development. Concerning IS inte-
gration, research studies focus on the quality of the integration constituents, as
described by the integrated data, systems/services (as data sources), and processes.

The quality of data can be studied by analysing properties of the data sources or the
structure (i.e. schema) of the data. The study in [2] surveys the data quality attributes
that are covered in major quality management methodologies. The result is a unified list
that includes 50 attributes, divided into 28 dimensions, with most of the surveyed
methodologies supporting less than three attributes. Quality driven integration of
heterogeneous IS is explored in [32] with a focus on information quality. The study in
[8] identifies 24 attributes of data quality in business process modelling, and proposes
strategy for mitigating quality problems in a process model using data quality blocks as
control activities in the model.

Business process quality can be studied by analysing variables associated with
process performance (e.g. using KPIs [6] or balanced scorecards [21]), or by evaluating
quality attributes associated with the process model or the data being input or
manipulated by the process [18]. The study in [28] surveys existing approaches to
business process quality management, and develops a quality framework that extends
the traditional, mechanistic, data-oriented (i.e. data as input to the process) view of
process quality to account for the relationship to the organizational goals that the
process serves. The framework identifies four basic quality domains for business
processes: efficacy, efficiency, design and implementation quality, and enactment
quality. The framework proposes capturing quality with the help of a triad: quality
attributes, quality criteria, and quality predicates. The relationships between the triad
elements cover the interactions between the business process and the organizational
targets affecting and affected by the process. [41] offers an alternative approach to
process quality that focuses on the technical properties of process models, including
coupling, cohesion, complexity, modularity, and size. The metrics proposed by the
approach can assist in improving the quality of processes by helping designers identify
potential errors and problem areas, and guide them towards effectively resolving the
problems.

Quality of Service (QoS) is a collective term that describes the quality attributes of
software service delivery and the measures used for evaluating the qualities [9]. The
details of what constitutes QoS vary amongst researchers, but generally include cost,
reliability, execution time, and security [23].
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4 Quality Factors for IS Integration Design

Designing an integration solution that can serve the organization in fulfilling its goals
depends on maintaining quality at all stages of the integration process. This section
presents the quality factors that are identified as having direct effects on integration.
Quality is interpreted in terms of each factor’s relationship to the design and devel-
opment of integration solutions. The factors are elicited from literature on quality in
domains associated with IS integration, including the quality of IS, models, and the
organizational factors affecting the success of integration. The factors are organized
into four groups that reflect the following aspects of integration: the integrated systems,
integration design model, integration process, and the IS integration solution itself. The
resulting groups are presented below. They include the final, revised list of quality
factors.

4.1 Candidate System-Related Factors

Choosing IS that can fulfil the integration goals is essential for the success of the
integration project. Quality of IS has been long recognized as a cornerstone for suc-
cessful adoption and use [38]. In the context of integrating systems, the following
factors help in deciding whether or not to include a candidate IS in the integration
solution, or whether an alternative system needs to be identified:

• Freshness: describes the age of the data, i.e. how the importance and relevance of
the data are affected by time [2, 5, 32]. A candidate system must be able to provide
data that meets freshness requirements as describe by the integration goals.

• Reliability: the system’s ability to provide uninterrupted and correct data (or ser-
vice) within the expected response time [44]. A candidate system must be reliable
when being included in an integration solution. Reliability is affected by available
failure mitigation mechanisms [11], as well as with the availability [15] and rep-
utation [1] of the candidate system.

• Data Completeness: a candidate system is able to provide a portion of the required
data to fulfil the integration goals. Nevertheless, assessing completeness can help in
determining which sources to access and how the data can be integrated [31].

• Accuracy: the percentage of errors in the data [32]. In the integration context, errors
are any deviations in the data from what is required to fulfil the integration goals.
Accuracy, viewed in the integration context, can be seen as subsumed by the
broader system completeness, as defined by [27]. A candidate system may provide
unprocessed (i.e. raw) data or offer mechanism for pre-processing (i.e. cleaning and
organizing) the data to fit integration needs better.

• Price: the financial cost of accessing the system [44], affecting the decision to
integrate the system or not [9]. A candidate system must be possible to access for a
price that fits within the budget for developing, running, and maintaining the
integration solution.

• Type of System Interface: affects the ease of integration, i.e. the effort required to
implement a connection to the interface. A candidate system may have a standard
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interface (e.g. relational databases, RESTful services [36]), which may simplify
integration, or a custom one that requires additional analysis to integrate with [26].

• Compatibility: refers to the system belonging to the same or different platform than
other candidate systems. A candidate system may be easier to integrate if it belongs
to the same platform or complies with similar technologies or standards as the
remaining candidate systems, because the knowledge required for integration can be
reused [43].

• Security Mechanism: integration-related security is a subset of the security usually
considered for IS [34]. A candidate system must strive to balance simplicity of
access, which improves ease of integration, and complexity of security mechanisms,
which improves protection against unpermitted automated access in the integration
context.

4.2 Integration Models-Related Factors

The list of model quality factors in the literature is extensive and covers diverse
perspectives [19, 27]. This section focuses on the factors that affect the quality of IS
integration. The factors represent attributes of the modelling language chosen for
designing the integration. They include:

• Expressiveness: refers to the (objective) ability of the modelling language to capture
the design details [16, 17, 29]. The modelling language needs to provide constructs
for describing all aspects of the integration, including the integrated systems, the
integration processes, and the data exchanged between the systems.

• Audience Interpretation: refers to the (subjective) ability of the models to be cor-
rectly interpreted by the audience (i.e. owners of integrated systems, and analysts,
designers, and developers of integration solution). The modelling language may
indirectly influence this factor by accounting for the relationship between the model
semantics and the contextual domain knowledge [24, 27].

• Model Completeness: refers to the state at which the model is said to contain all the
relevant design details [27]. This factor is evaluated while the solution is under
development. It characterizes the integration design model rather than the modelling
language. However, evaluating syntactical consistency, i.e. conformance of the
model to the language rules [24], may help uncover missing integration details [2].
Language expressiveness affects the ability to address model completeness.

• Conflict Resolution: refers to the ability to identify and resolve inconsistencies in
models [2]. Conflicts arise when attempting to integrate heterogeneous systems. The
modelling language needs to be able to capture and identify conflicting design
details, thereby facilitating their resolution.

4.3 Integration Process-Related Factors

Improving the quality of the process for developing a model (or an IS) contributes to
improving the quality of the model (or the IS) itself [30, 33]. Applied to integration

Identifying Quality Factors of IS Integration Design 51



design, this underlines the need for addressing the quality of the integration method-
ology. Well-designed methodological guidelines can contribute to the quality of the
solution. The methodology needs to be complete, i.e. covering all the necessary steps
for designing an integration solution. The guidelines need to be logically consistent and
progress in a systematic, modular manner. They need to be prescriptive and carefully
explain the activities that should be carried out. Furthermore, the integration method-
ology needs be demonstrably effective for developing integration solutions of high
quality, and account for the integration-specific factors described in Sects. 4.1, 4.2, and
4.4. The factors need to be built into the methodological guidelines to drive the pro-
gress of the solution’s design and development. A model-driven methodology can
especially employ model-related quality factors (both general and integration-specific
ones) to improve the solution’s quality. It is necessary to adopt a holistic view of
quality in relation to integration methodology. However, the details of such a
methodology are outside of the scope of this paper.

4.4 Solution-Wide Factors

The quality factors presented thus far apply to the components of integration. A holistic
view of the integration solution’s quality needs to consider solution-wide factors as
well. Integration solutions typically accompany wider efforts of organizational inte-
gration. Therefore, solution-wide factors need to adopt an organizational perspective on
quality. The work presented in [25] identifies four groups of integration success factors
that relate to business, organization, technology, and project areas. The factors cover
diverse issues such as the integration strategy, management support, cultural fit, use of
appropriate, current, and mature technologies, and project planning and monitoring.
Added value represents the most important solution-wide factor, describing the value
that the organization gains from developing and using the integration solution [10].
Added value is also called net benefits [38], and refers to the perceived value when the
solution’s quality is reviewed during design and development.

Addressing quality issues that holistically affect the solution can contribute to better
alignment between the organizational goals of integration and the developed solution.
Furthermore, it is necessary to consider solution-wide factors alongside the factors
discussed in the previous sections. However, the solution-wide factors reside on a high
level of abstraction, making it hard to measure the extent of their fulfilment. A mech-
anism is needed to relate the solution-wide factors to the design details of the solution.
The following section proposes using a quality model to describe quality factors and
their measurements, as well as capturing their relationships to to other components of
the integration design.

Calculating measurements for solution-wide quality factors is a complex task.
Suitable frameworks need to be identified and used, including guidelines for how the
measurements can be calculated. These organizational quality factors are affected by
the factors discussed in previous sections. Further investigation is necessary to
understand the relationships between the factors and reveal how they influence each
other.
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5 A Model for Designing Integration Quality Factors

A quality model is proposed in this section to support the formal definition of quality
factors. The quality model is defined as an extension to the Unifying Meta-Model
(UMM) for enterprise and systems design [46]. The UMM is comprised of comple-
mentary views that capture organizational and systems design knowledge. The views
cover organizational goals, concepts, business processes, and IS architecture, thereby
providing a holistic view of the organization and bridging the gap between enterprise
models and system design models. Figure 2 illustrates the views that comprise the
UMM, including the newly added Integration Quality View.

Inside each view’s meta-model (c.f. [46] for details), relationships are defined as
top-level modelling components, i.e. as classes in the meta-model. Relationship are
either intra-model, i.e. associating modelling components within a single view, or
inter-model, i.e. crossing over view boundaries to associate components from different
views and guarantee that traceability is inherently built into the meta-model. Rela-
tionships in Fig. 2 are coarse representations of inter-model relationships between the
modelling components of the views.

Defining the quality model as a view of the UMM enables associating the quality
factors to other components of the integration design, as described using the remaining
views of the UMM. The newly added quality factors are associated with modelling
components from existing views with the help of inter-model relationships. This
positions the integrated systems within the scope of organizational design. After all, an
integration solution needs to be consistent globally with the overall organizational
design and serve the organizational goals [12] in order to provide added value to the
organization. The details of the meta-model of the Integration Quality View are

Fig. 2. Overview of the Unifying meta-model.
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illustrated in Fig. 3. The meta-model uses MOF notation [35], which closely resembles
UML’s class diagram notation. The little arrows on some modelling components
indicate that the component is defined in another view of the UMM. Red boxes in
Fig. 3 describe intra-model relationships, and blue boxes describe inter-model
relationships.

The QualityFactor modelling component represents the quality factors discussed
thus far. It also represents any custom, project-specific factors. The wide scope of the
quality factors makes it difficult to prescribe a uniform set of measurements for esti-
mating the values of all factors. The integration designer must select a suitable eval-
uation framework to apply. However, the Integration Quality View enables the
definition of desired Measurements. The MadeFor intra-model relationship illustrates
how a quality factors can have multiple measurements, while a Measurement can
participate in the measuring of one quality factor. Furthermore, The calculationAlgo-
rithm and acceptanceThreshold attributes of QualityFactor pertain to the qualitative
and diverse nature of the factors. They are used to document the algorithm for
acquiring a value for the factor, and the acceptable value or range, respectively.

Business goals, defined in the UMM as part of the Goals View, guide the selection
of relevant quality factors. They also guide the selection of appropriate measurements
for the factors at different stages of the integration design. BusinessGoal is therefore
associated to QualityFactor using the Characterize inter-model relationship.

SystemQualityFactor represents the quality factors that describe a candidate IS for
integration (see Sect. 4.1). It is associated to System, which is defined in the UMM as
part of the Information Systems Architecture View, using the Describe inter-model

Fig. 3. Integration Quality View meta-model.
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relationship. Furthermore, Measurements that are made for a SystemQualityFactor are
associated with the specific System they measure, using the Measure relationship. Each
candidate IS has its own SystemQualityFactors and related Measurements. The inte-
gration designer may choose from the factors described in Sect. 4.1, or define custom
ones that are required by the project at hand. The measurements are calculated while
the solution is being designed.

The modelling components IntegrationModelQualityFactor, IntegrationPro-
cessQualityFactor, and IntegrationSolutionQualityFactor represent the factors related
to integration models (Sect. 4.2), integration process (Sect. 4.3), and entire solution
(Sect. 4.4), respectively. These three types of factors affect the quality of the integration
solution differently from SystemQualityFactor. They are not associated with specific
modelling components in an integration design, but rather denote qualities of the whole
integration design and the resulting integration solution.

5.1 Example Business Case

This section demonstrates the use and utility of the integration quality model for
describing quality of an example integration case. Demonstration is a first step of
evaluation in DS research [37]. It serves to evaluate one traversal of the design cycle in
the larger research context. The newly added Integration Quality View is instantiated
with the help of a prototype UMM tool [45], which is developed in Eclipse [39]. The
tool relies on the Eclipse Modelling Framework (EMF), an Eclipse plugin that
implements the MOF standard [35] and supports the definition of MOF-based
meta-models. The tool also relies on the Graphical Modelling Project (GMP), another
Eclipse plugin that supports creating graphical interfaces for graphically designing
instance models of the UMM.

The scenario of the example case describes an international aid organization that is
looking to improve its public perception in order to increase its funds, a large part of
which comes from public donations. Therefore, the organization is looking to develop
an integration solution that monitors its online social presence, consolidates data from
different social media platforms, and generates summaries and reports. The online
social presence is described as the mentions (e.g. likes, tags) of the organization’s name
or projects. Analysis of the collected data is done using a cloud-based service.

The UMM is used to design the integration solution. The focus of this example is
on using the Integration Quality View for capturing and measuring the quality of the
solution during design. Other parts of the design model of the solution are omitted.

Figure 4 illustrates an instance model of the Integration Quality View. The can-
didate systems for integration, i.e. the social media platforms and the cloud-based
analysis service, are associated with relevant quality factors. “Freshness”, “Price”, and
“Data Completeness” are system quality factors that describe the Twitter social media
platform [40]. “Freshness” and “Price” also describe another candidate system for
integration, namely Instagram [20], however using different instances of the factors.
The model describes how AnalyzeThis, the cloud-based service, is described by the
“Accuracy” quality factor. The quality factors are selected by the integration designer,
who deems them suitable for the respective system.
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“Freshness” of Twitter is measured with the help of two measurements: “time since
last changed” describes the intervals at which Twitter can provide the data, and “his-
torical data” refers to Twitter’s ability to provide historical usage data. The two
measurements rely on different value ranges and unit types. Furthermore, “Freshness”
of Instagram may rely on different measurements than those applicable to Twitter.
Similarly to the quality factors, the integration designer identifies and creates the
necessary measurements for each factor. The calculationAlgorithm attribute of quality
factors, represented graphically as “algorithm/instructions”, is used for describing how
the factor’s measurements can be consolidated. The algorithm may also cover how
different factors affect each other. The integration designer is able to rely on a quality
framework, e.g. the freshness framework described in [5], to describe the algorithms.

Acquiring values for the measurements enables the identification of problems
attributed to quality factors. The proposed quality model allows the integration designer
to register values for the measurements. However, measuring the values themselves lies
outside the scope of the model, and the integration designer needs to identify the
suitable means for acquiring the measurements. The “threshold” attribute of the factor
for which the measurements can help determine whether a system fulfils acceptable
quality requirements. The model supports a scenario where the measurements of the
quality factors of Twitter are found to be below the acceptable threshold. In such cases,
the integration designer is able to find an alternative platform that provides higher
quality while the solution is under development. Similarly, the cloud-based analysis
service may turn out to be unsuitable for the fulfilment of the integration goals,
prompting the designer to replace it with an alternative service of higher accuracy.
Design decisions are thereby informed by the quality of the integrated systems.

Fig. 4. Part of the design model (UMM instance model) of the integration solution for an
international aid organization, focusing on quality factors of the candidate systems.
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6 Conclusion

This paper presents a set of quality factors pertinent to designing and maintaining IS
integration solutions, which are a contemporary trend as more information systems are
built based on the principle of integrating existing IS. The study of quality in the
context of IS integration, however, is fragmented and lacks the necessary holistic view.
It remains dispersed in studies concerning the quality of models, processes, modelling,
and systems. Integration-specific quality factors are under-studied. The proposed set of
quality factors is elicited and reviewed with the help of feedback from domain experts.
The effects of each factor on integration design are discussed.

The paper also presents a quality model that can be used to describe the quality of
the integration design. The quality model extends the UMM with a new view, called
the Integration Quality View, to enable the quality factors to be systematically asso-
ciated with the components of the integration design. The model captures measure-
ments for the factors to facilitate identifying quality problems, and the integration
designer is able to mitigate them while the solution is under development.

The particular focus of this paper has been the quality of IS integration. Other
quality factors that are generally applicable to IS or that target specific domains (e.g.
model quality or service quality) are omitted from the proposed list, notwithstanding
their importance. Integration designers should have the ability to define new factors
deemed necessary in a given project, as well as the ability to reuse factors that proved
useful in previous projects. The proposed quality model facilitates defining custom
qualities. Work is planned to extend the tool prototype with a repository of quality
factors to provide reuse capabilities.

The quality factors discussed herein form the basis for devising methodological
guidelines for the design and development of integration solutions. The methodology
can explain how and when the factors should be defined, how they affect each other,
and how to rectify any quality problems that are identified. Furthermore, the
methodology can aid in systematically identifying suitable measurements or choosing a
quality framework. This is especially important considering how the same quality
factor may be measured differently when describing different systems, as demonstrated
in the previous section. For example, when a candidate system is a service, applicable
Quality of Service models [23] may cover some of the integration quality factors.
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Abstract. Business processes need to conform with many regulations.
These regulations usually cross over many business processes, so a change
in one regulation can affect many business processes. To apply such a
change, the systems that support these processes need to be audited and
changed accordingly. Aspect-Oriented Business Process Management is
a paradigm that aims to solve this problem by encapsulating these regu-
lations separately from the core process models. To enact these models,
two approaches are defined, named static and dynamic weaving. These
approaches support enactment of these models effectively, yet they can-
not address the management of non-retroactive regulations effectively.
This gap hinders the management of business processes in organizations.
Therefore, this paper proposes a third approach called hybrid weaving
to fill this gap. The operational semantics of this approach is defined
formally, and it is verified using state space analysis technique. This
approach enables management of retroactive and non-retroactive regu-
lations by weaving them into core process models at configuration time
and run time. The result also enabled us to distinguish a new sort of
process flexibility that can be offered when managing business processes.

Keywords: Business process management · Aspect oriented ·Weaving ·
Flexibility · Process versioning · Non-retroactive regulations

1 Introduction

Managing business processes is a challenge in organizations that aim to perform
their activities in an effective and efficient way. Business processes usually need
to comply with many regulations which are defined to ensure the compliance
of processes with some laws. The regulations can be defined in two ways, i.e.
(i) they should be applied for actions that will happen after the time of estab-
lishment (non-retroactively), or (ii) they should be applied for actions that also
happen before the time of establishment (retroactively). The ex-post-facto law
prohibits introducing retroactive regulations in many contexts, e.g. criminal, tax,
etc. Thus, there are many regulations in businesses which should only be applied
non-retroactively.

c© Springer International Publishing AG 2017
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Regulations in an organization usually cross over many business processes,
so they have cross-cutting relations to process models [18]. A change in a regula-
tion can affect many business processes, so the systems supporting the affected
processes need to be audited and changed accordingly. Thus, managing these
regulations is a challenge in organizations.

Aspect-Oriented Business Process Management (AOBPM) [18] is an area
of research that aims to address this challenge by encapsulating these regula-
tions. The retroactive regulations can be supported by an approach that enforces
changing the behavior of process instances at runtime, known as dynamic weav-
ing [22]. The non-retroactive regulations can be supported by an approach that
weaves regulations and core process models into an integrated model, known as
static weaving [17], so a new version of the process model can be used for new
cases that should comply with non-retroactive regulations.

Although the weaving approaches in AOBPM support modeling and enact-
ment of the regulations, they are not effective in managing business processes.
The problem is that processes need to comply with many regulations, and we
need to produce a new version for each process model for each new cases in order
to comply with non-retroactive regulations. In this way, the configuration of the
system is an ongoing activity in the organization that should be performed for
each case, which is neither effective nor efficient for managing business processes.

Therefore, there is a need for a new approach that supports organizations to
address this problem. Thus, this paper proposes a third approach called hybrid
weaving to fill this gap. This approach is introduced as a new business process
use case, and its operational semantics is defined formally. The formalization is
implemented as a model in CPN Tools, and it is verified using state space analy-
sis technique. The model can be used as a blueprint to extend the functionality of
different business process management systems. This approach enables manage-
ment of retroactive and non-retroactive regulations by weaving them into core
process models at configuration time. Thus, it also enabled us to distinguish
a new sort of process flexibility that can be offered when managing business
processes.

The remainder of this paper is organized as follows. Section 2 introduces the
problem using a motivating example. It also gives an overall picture of current
approaches in an abstract level. Section 3 defines the hybrid weaving use case, the
operational semantics and the summary of the analysis result. Section 4 extends
the process flexibility taxonomy based on our result and discusses the related
work. Finally, Sect. 5 concludes the paper and introduces future works.

2 Background

In this chapter, we explain basic terms and definition which are required to
explain and discuss our approach. These terms will be explained through a moti-
vating example.
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2.1 Motivating Example

The left side of Fig. 1 illustrates the cross-cutting relations between several regu-
lations and processes in a bank as a fictitious example. The vertical and horizon-
tal rectangles show the regulations and core process models respectively. Regu-
lation should be considered in a process model if it is visually crossed over the
process models in this figure. For example, a regulation like security is applicable
for all processes, while Anti-Money Laundering (AML) regulation is applicable
for those in which the customer can deposit a large amount of money.
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Fig. 1. The motivating example

The dependency between these regulations and processes depends on the law
that defines such relation. For example, consider a new anti-money laundering
regulation that enforces the bank to freeze large deposits of customers unless they
fill the deposit declaration form. Such a regulation can affect many business
processes in the bank including the mortgage loan process, LC process, etc.,
because a large deposit is usually required in these processes. The mortgage
loan process requires complying with AML, Security and Archive regulations
in our example. Each of these regulations mandates a set of activities to be
performed in this process.

The mortgage loan process is shown in the right side of Fig. 1. This process
starts when a contract manager signs a loan contract with a customer. This
contract indicates the regulations that should be considered for each case, which
will be signed by both the customer and the bank’s employee. Then, the financial
manager should receive the deposit from the customer. In parallel, two other
activities need to be performed, i.e. contract manager needs to receive documents
from the customer, and mortgage expert needs to assess the mortgage value. The
rest of process is not depicted in details for the sake of simplicity.

Traditionally, all regulations should be captured by related process models,
which results in scattering the realization of the regulations in many business
process models. For example, the receive declaration form should not only be
included in the mortgage loan process but also in other applicable processes.



66 A. Jalali

The inclusion of this activity (as a realization of the regulation) results in the
scattering problem.

Aspect-Oriented Business Process Modeling overcomes this problem by sup-
porting separation of each concern [6,10,23]. This approach enables encapsula-
tion of the regulations and enforces them in the relevant processes when they
are needed.

Figure 2 shows an abstraction that explains how this approach supports this
sort of encapsulation. Each core process is encapsulated by a process model
called core concern, and each regulation is specified in a separate model called
advice. The relation between these two models are specified by a third model
called pointcuts. This is very effective modeling since a change in regulation will
only affect its model. In addition, if the rule regarding the application of the
regulation is changed, the related pointcut will be changed. Thus, it will be
much easier to manage both processes and regulations in the bank.
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Fig. 2. Aspect oriented business process modelling, adopted from [18]

There are two approaches that support the enactment of aspect-oriented
business process models, called static and dynamic weaving.
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Fig. 3. The static weaving use case

In static weaving [17] (depicted in Fig. 3), all fragments of an aspect-oriented
business process model that are designed by a process designer are composed
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together to produce a traditional model. Thus, it does not support the change
in cross-cutting regulations or their rules at runtime. Neither does it support
the adjustment of business processes to the new regulations at runtime. This
technique can be used for introducing regulations that should be applied non-
retroactively by producing new versions of a process model for each case, but it
is not an efficient way since it put an ongoing configuration cost when enacting
business processes. This means that the development team needs to constantly
produce a new version for each process model for each case - which is not desir-
able nor practical. This technique is a kind of “composite model” use case [1],
where a model is composed from several existing models.

In dynamic weaving [25] (depicted in Fig. 4), the Business Process Manage-
ment Systems (BPMSs) should be aware of the semantics of these models [24],
and it adapts the process instances at runtime by enforcing the execution of
advice based on interpreting pointcuts [22]. Thus, it supports changing cross-
cutting regulations or their rules at runtime. A change in regulations will be
applied to all cases. This technique is a kind of “Adapt while running” use
case [1], where the system knows the semantics of models to execute them
correctly.
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Fig. 4. The dynamic weaving use case

Although these two approaches can support different use cases, they can-
not solve the problem of managing regulations that should be applied non-
retroactively in an effective and efficient way.

For example, if we want to introduce the AML regulation in our example,
these two approaches are not helpful. The static weaving cannot help since the
development team should configure a new process model for each loan applica-
tion, which is not feasible. Note that there are many regulations in real processes,
and the process participants will not know about a change in regulations, so sta-
tic weaving needs to be performed for every case to guarantee the conformance of
processes to regulations. The dynamic weaving cannot help since the new AML
regulation will be applied for all cases.
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3 Approach

We propose a new approach in this section, called hybrid weaving, which can
support management of regulations in business processes in an effective and effi-
cient way. In this approach, we divide regulations which are a sort of cross-cutting
concerns into two categories, non-retroactive and retroactive. Non-Retroactive
cross-cutting concerns are those concerns which should not be applied to the
cases that are created before introducing the concern. Retroactive cross-cutting
concerns are those concerns which should be applied for all cases.

First, we explain our approach by introducing a business process use case for
hybrid weaving. Then, we specify the formalization of the operational semantics
of the systems that aim to support hybrid weaving to solve the problem.

3.1 The Hybrid Weaving Use Case

Hybrid weaving is a combination of both static and dynamic weaving that can
address this gap. We introduce this approach as a business process use case
by combining several use cases which are introduced by van der Aalst [1], i.e.
Design Configurable Model, Configure Configurable Model and Adapt While
Running use cases. We also defined a new use case called Compose Configurable
Model which is an extension of Compose Model use case. Figure 5 shows the
combination of these use cases, which enables hybrid weaving.
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Fig. 5. The hybrid weaving use case

In the hybrid weaving use case, the process designer needs to define a
configurable aspect-oriented business process model that distinguishes between
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retroactive and non-retroactive cross-cutting concerns (DesCM). As it can be
seen in the figure, the pointcut needs to be configurable in these models. Then,
the designed models can be composed into a new configurable model (CompCM)
by the hybrid weaver. This is a new use case that we introduced since the static
weaving needs to be done on a configurable version of aspect-oriented business
process models and the result is still configurable. The result needs to be con-
figurable since the pointcuts need to be configured and be associated with the
new model in the next step (ConCM). Finally, the generated configured model
will be used by a system which is aware of the semantics of dynamic weaving
(AdaWR).

As it can be seen in the figure, the process is complex, and it needs to
be formalized in order to investigate its soundness. The result can be used by
different workflow management systems to extends their functionality. We will
further explain these use cases when describing the operational semantics in this
section.

3.2 The Operational Semantics

This section specifies the formalization of the operational semantics of hybrid
weaving use case. The formalization can be used as a blueprint to implement
these systems. In addition, it enables us to verify the solution to make sure
it is sound. We used Coloured Petri Nets (CPN) [26] to formalize the seman-
tics, because it is a widely-used formalization technique in system design and
verification. This technique is also supported by a tool called CPN Tools that
enables verification of the result through different technique [27]. This technique
is also widely used in the domain of workflow management systems, e.g. Adams
specifies the semantics of worklet service using Coloured Petri nets [3], or Jalali
et al. define the formalization of dynamic weaving using Coloured Petri nets [24]
which is later implemented and applied in a banking case [22,25].

Fig. 6. The hybrid weaving net
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Figure 6 shows the top net of the CPN model for Hybrid Weaving. It contains
three subnets, called monitoring pointcuts, dynamic weaving and static weaving:

• Monitoring pointcut net is responsible for monitoring business process
instances. A strong monitoring service needs to capture different business
process perspectives [20].

• The dynamic weaving net is responsible for enforcing cross-cutting concerns
at runtime. The dynamic weaving and monitoring nets define how the Adapt
While Running (AdaWR) use case is defined in the hybrid weaving use case.
The semantics is defined by Jalali et al. [24].

• The static weaving net is responsible for performing the Compose Config-
urable Model (CompCM) and Configure Configurable Model (ConCM) use
cases.

The service starts when a case is created in the workflow management sys-
tems. For every case, the service will investigate if there is non-retroactive cross-
cutting concern that should be weaved into the model. The detailed method
which is defined as a model is explained bellow.

Compose Configurable Model
In this sub- use case, we need to compose a new model that composes non-
retroactive advice with the core process specification in a new model.

To perform such operation, the system reacts for each instance of a business
process model that is created as a case in the system. The creation of each case is
recognized by an event represented as a token appears in the casePreConstraint
place. The process is depicted in Fig. 7.

Fig. 7. The configuration steps in hybrid weaving
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The service starts when an instance of a business process model is created in
the system as a case. This service reads the pointcuts models and investigates if
any non-retroactive advice is defined for this case. If no non-retroactive advice
is related, then the service will not change the configurable model, and it can
be enacted as a model with the help of dynamic weaving semantics, specified by
Jalali et al. [24].

However, if some non-retroactive advice is defined for such a case, the service
needs to retrieve the specification of process model from the server by sending
a request. Note that the request is sent as a message through an channel called
ICore in our model, and the response will be given from the same channel. Next,
the system can cancel the initiated case. The cancellation cannot be performed at
the first place since it might happen before retrieving the case specification due
to concurrent nature of message passing with workflow management systems.

Then, the service needs to retrieve non-retroactive advice, and it should per-
form static weaving [17]. The result is a woven model as a new specification.

The system needs to upload the new specification, which is performed by the
uploadSpec transition.

Configure Configurable Model
At this point, the retroactive advice is related to the previous process model.
Thus, the system needs to configure pointcut model to be related to the new
generated model. Thus, the system get the ID of uploaded specification using
the retrieveSpecID transition. It will update the pointcut repository using the
updatePointcuts transition.

Adapt While Running
At this point, all configuration is applied appropriately. Thus, the system will
create a new instance of the new process model by LaunchNewCase transition.
Note that the creation of such a case will raise a new case constraint event by
the workflow management system. This event will make the service active again.
However, it will skip the static weaving part since there is no non-retroactive
advice related to the new case. Hence, the new case will only go through the
dynamic weaving service [24], which handles the Adapt While Running sub- use
case.

The result can enable management of both non-retroactive and retroactive
cross-cutting concerns in an effective manner.

3.3 Analysis

The presented CPN model allows us to verify the design of our artifact using
state space analysis technique. The verification is a complicated task due to the
numerous types of advice and their possible combinations that may be triggered
by an activity. We divide all the possible situations into three groups and define
three abstract scenarios to characterize them.

We aimed to support both retroactive and non-retroactive advice using our
approach. Therefore, these scenarios are defined to investigate the correctness of
our approach:
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These are the scenarios:

– Scenario 1: Introducing a non-retroactive advice for a business process model
while some of its instances are currently executing.

– Scenario 2: Introducing a retroactive advice for a business process model while
some of its instances are currently executing.

– Scenario 3: Introducing both a retroactive and a non-retroactive advice for a
business process model while some of its instances are currently executing.

We applied the state space analysis technique to investigate if:

– In Scenario 1, the non-retroactive advice is only applied for new cases, and
old cases are not affected.

– In Scenario 2, the retroactive advice is applied for both new and old cases.
– In Scenario 3, the non-retroactive advice is only applied for new cases, and

old cases are not affected; while the retroactive advice is applied for both new
and old cases.

The result shows that all these requirements are held by the model. In addi-
tion, the number of nodes and arcs for both State Space results and Strongly
Connected Component (SCC) graphs are the same, which indicates the lack of
cycle in our model. In each scenario, there is only one dead marking, which is
equivalent to the home marking. This indicates that there is only one final state
in this model from which no other states can be reached, which is the end mark-
ing. In addition, the reports state that there is no infinite occurrence sequences
neither any live transition instances. The result of general state space analysis
technique shows that our approach does not have any deadlock nor livelock, and
the net will be properly ended.

4 Discussion and Relate Works

We discuss how our approach can help to extend the taxonomy of process flexi-
bility in BPM in this section. We also discuss related work as well.

4.1 Discussion

This paper introduced a new business process use case that configures the process
specification at runtime. It provides a unique sort of flexibility by altering process
specification at both configuration and runtime. To position this sort of flexi-
bility, we realized that flexibility in configuration time is not considered in the
taxonomy of flexibility in BPM area [33]. Thus, we extend the taxonomy of
process flexibility based on which we will discuss hybrid weaving.

The Taxonomy of Process Flexibility
Schonenberg et al. categorize process flexibilities into different types based on two
criteria, i.e. (i) if the process specification is complete, and (ii) if the flexibility
needs to be handled at design time or runtime [33].
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Flexibility by design is a sort of flexibility where all deviations and possibil-
ities of variations for a process instance is known by process designer and are
incorporated in the process model at design time. In reality, it might be hard to
know all possibilities beforehand. Workflow patterns [34] are examples of how
this flexibility can be incorporated in a process model.

Flexibility by underspecification (late binding) is a sort of flexibility where the
point of flexibility in process instances and the solutions are known by process
designer at design time. This point is defined by a placeholder in process models
which can be bound later to defined solutions.

Flexibility by underspecification - late modeling is a sort of flexibility where
the point of flexibility in process instances are known by process designer at
design time, but the solution is not completely known. The flexible point is
defined by a placeholder in process models, and the solution can be later defined
at runtime. Thus, it is called late modeling. Worklet selection service [3] is an
example of flexibility by underspecification.

Flexibility by deviation & Flexibility by change are sorts of flexibility where
the point of flexibility is not known by process designer at design time, so the
process specifications are complete. These flexibilities are needed to be handled
at runtime. If the flexibility is only limited to one process instance, it is known
as flexibility by deviation. Otherwise, it is known as flexibility by change, where
the flexibility will change the process specification. Worklet exception service [3]
is an example of flexibility by deviation.

The Extension of Taxonomy of Process Flexibility
Figure 8 shows the extended version of taxonomy of process flexibility which is
defined in [33]. In addition to design time and runtime for flexibility configura-
tion, we also consider configuration time. Thus, two sorts of new flexibility can
be defined.

• If the flexibility in a business process is configured in the configuration time
and the process model is complete, it is called flexibility by variation.

• If the flexibility in a business process is configured in the configuration time
and the process model is not complete, it is called flexibility by underspecifi-
cation - late configuration.

Configurable process models [28] can be considered as an example of flexibility
by variation. These models incorporate many alternations and variations of a
family of a business process in one model, which can be configured to be suitable
for one business process. To use these models, process admin can configure them
before using them at runtime. They contain all alternations that can happen,
so the process specification is complete, and they can be configured for different
variations of a business process in different situations.

Theoretically, the underspecification can also be adjusted at configuration
time, so it is feasible to consider flexibility by underspecification - late configura-
tion as a type of process flexibility.

The Hybrid Weaver is a sort of combinations of flexibility by underspecifica-
tion - late configuring & binding, flexibility by deviation, and flexibility by vari-
ation. It is a sort of flexibility by underspecification - late configuring because
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Fig. 8. The extended version of flexibility types in BPM

it produces pointcuts which configure placeholders of advice to core concerns at
configuration time. It is a sort of flexibility by underspecification - late binding
because it has a placeholder in advice which will be used to be bound at runtime
to core processes. It is a sort of flexibility by deviation because it enforces enact-
ment of advice by altering the behavior of core process instances. It is a sort of
flexibility by variation because it configures the pointcuts at configuration time
after performing the static weaving algorithm.

4.2 Related Work

In this section, we discuss related work. Different researchers proposed different
approaches to supporting separation of cross-cutting concerns when manage-
ment business processes. The idea is introduced to the BPM area based on the
lesson learned by introducing aspect orientation to service composition [7–9]. To
enable effective and efficient management, the management of business processes
requires different sort of supports in different phases.

To support the design phase, the idea of aspect-oriented business process
modeling is proposed by Charfi et al. [10] and Cappelli et al. [6]. Cappelli et al. [6]
developed a tool to support modeling of such models, called CrossOryX, which
is based on Oryx [11] framework. The definitions of aspect-oriented business
process modeling are formalized by Jalali et al. [23]. These works focus on BPMN
notation, which is an imperative business process modeling. Thereafter, Jalali et
al. proposed two different approaches for declarative [19] and hybrid [21] aspect-
oriented business process modeling.

In addition to these works, some researchers proposed some approaches to
support the discovery of aspect-oriented business process models, e.g. [12–14,
31]. The list of some open issues in modeling aspect-oriented business process
modeling is listed by Santos et al. [32]. Jalali proposed a framework that enables
comparison of these approaches [16].
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To support the analysis phase, Jalali formalizes the definition of aspect-
oriented business process modeling using the Petri nets notation [17]. He also
defined a static weaving algorithm that merges these models into a traditional
process models. In this way, the traditional model can be analysed using exist-
ing analysis technique such as place invariants [36], transition invariants [30],
reachability graph [29], Woflan [35], etc.

To support the configuration/implementation phase, Jalali et al. [24] defines
the operational semantics of dynamic weaving using Coloured Petri Nets.
This approach only supports definition and management of the retroactive
cross-cutting concern. We extended this definition to support non-retroactive
approaches in this paper.

To support the run/adjustment phase, Jalali et al. implemented a service
in Yet Another Workflow Language (YAWL) [2], called Aspect Service [22,25].
They also explained how this approach could support agile business process
development in organizations [4].

To support the data-based analysis phase, Jalali A. proposed an approach
to do aspect mining in BPM [15]. The discovery part of the approach is further
investigated by Brandão et al. to identify cross-cutting concerns automatically
from event logs using cloning and clustering methods [5].

All of these approaches only focus on managing retroactive cross-cutting con-
cerns, and they cannot handle non-retroactive ones. This work extends the area
of Aspect-Oriented Business Process Management by defining a new approach
to fill this gap.

5 Conclusion

In this paper, we proposed a new weaving approach to support management
of non-retroactive and retroactive cross-cutting concerns in business process
management. This approach is a combination of static and dynamic weaving
approaches that support execution of aspect-oriented business process mod-
els, so it is called hybrid weaving. The approach is defined based on business
process uses cases, and we formalized the operational semantics of this approach
using Coloured Petri Nets. We developed the semantics using CPN Tools, which
enabled us to verify the model by applying state-space analysis technique.

This approach also helped us to identify a gap in the taxonomy of process
flexibility, so we extended this taxonomy by distinguishing the configuration time
as another factor in supporting process flexibility. Then, we elaborated on how
the hybrid approach can be position based on this taxonomy.

As future work, we aim to use this model as a blueprint for implementing
a service in YAWL to support management of retroactive and non-retroactive
regulations in the enactment phase. It is also interesting to investigate how non-
retroactive concerns can be supported by other approaches in business process
management like exception handling, process configuration, etc.
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Abstract. Recommender systems are in widespread use in many areas, the
most prominent being e-commerce solutions. In this contribution, we apply
recommender functionalities to business process modelling (BPM) and inves-
tigate their potential to improve process modelling. To do so, we have imple-
mented two prototypes. With the help of the prototype systems that have been
demonstrated to and used by participants at a fair, we have conducted a first
evaluation from potential users. Our results indicate that increased modelling
speed is the most prominent advantage according to the participants’ expectation
and that recommender functionalities should be complemented by collaboration
features.

Keywords: Recommender systems � Semantic Modelling � Process-oriented
Information System � Empirical evaluation

1 Introduction

Recommender systems are generally characterized by the fact that they “generate
meaningful recommendations to a collection of users” [14]. Such recommender
functionalities are features that simplify and ease the work and interaction of a user
with the system under consideration. They are “providing suggestions for items to be of
use” and for “supporting their users in various decision-making processes” [20]. This is
a very relevant issue in today’s world and information society, because humans are
often overwhelmed with the increasing amount of available information. Recommender
functionality is for instance a well-known feature from search engines and/or market
places on the internet (e.g. amazon.com), where online users are supported in dealing
with the existing information overload.

However, recommender functionality is next to internet usage and electronic
commerce also capable in supporting users in other fields of activities, like for example
in the context of business process management (BPM). Organizations can benefit of
using tools that are supporting the users, or more specifically the modellers of business
processes. Such a support might help to more conveniently create models conforming
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to specified naming conventions and that stick to a well-defined abstraction level [4].
Regarding the former, terminological problems are amongst the main problems when
using conceptual (process) models [24]. Regarding the latter, it might help to figure out
where to start and stop modelling and on which abstraction level [25, 26].

The BPM market is estimated to have about four billion U.S. dollars volume in
2011 and is therefore considered to be a relevant market [18]. In more detail, Gartner
[16] estimates the market for business process management platforms in 2015 to 2.7
billion U.S. dollars per year. The market for BPM systems with business process
modelling and analysis functionality is estimated by Gartner to have a volume of 1.9
billion U.S. dollars [21]. In this paper we present a recommending-based BPM
approach, which is supported by two prototypical tools. The SEMPHIS (Semantic
Modelling of Process-oriented Information Systems) tools put recommender func-
tionalities for modelling business processes into execution. More specifically, we are
investigating the usefulness of our solution on the basis of a preliminary evaluation
from potential users’ responses and which is based on a recent survey. Hence, the goal
of this article is to get first empirical evidence based on an estimation of how well the
prototypes might be able to ease daily work of modellers in the BPM domain and what
kind of additional functionalities would probably represent “a nice to have”-feature.

Our paper is structured as follows: the second section provides some important
background information on recommender systems in general and on our prototypical
solution in particular. Then, the third section briefly describes the research approach
taken, before we present our evaluation results in Sect. 4. Section 5 outlines our future
activities and research actions to be taken before we finally conclude our paper in
Sect. 6.

2 Background Information

2.1 On Related Research Directions

The fundamental idea of our approach is to support the modeller with a recommen-
dation feature that makes use of existing process knowledge. Therefore, research
regarding modelling support leveraging knowledge representations in a broad sense is
related to our work. Such research can be found in several areas.

Reference-based Model Construction. The construction of models leveraging existing
models is focused in the area of reference modelling. New models are constructed by
adapting existing models which may be selected from a reference model catalogue [6],
a repository of process fragments [19], a community portal [8] or which may be
included in a modelling tool such as the IT Infrastructure Library which is included in
several modelling tools [11]. Although reuse is intended, recommendation features
have not yet gained much attention in this research direction.

Reuse-based Model Construction. Reuse is recently discussed in BPM as a more
holistic approach in comparison to reference modelling in the sense of spanning dif-
ferent abstraction levels from process oriented systems. IT-support plays a central role
e.g. to assemble models [23], enable the reuse of best practice IT-processes [15] or
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manage extensions [1]. However, as in the Reference-based model construction area,
approaches offering recommendations are rarely implemented since the attention is
more geared towards reusing configuration knowledge and IT-assets attached to pro-
cess definitions.

Query-based Support for Model Construction. Another field of research is concerned
with finding models or model fragments which can be used to complete the model
under construction. Koschmider [12] describes an approach and a tool to determine the
similarity of the model currently under construction compared to models which already
exist in a repository. In this approach, queries are generated “behind the scenes” in the
tool which automatically translates the model under construction to a query against the
repository. The described approach as well as other approaches based on query lan-
guages are invoked manually and tend to offer more coarse grained modelling support
such as lists of ranked similar models.

Pattern-based Model Construction. Patterns originate from the discipline of archi-
tecture and have been introduced as analysis patterns in conceptual modelling by
Fowler [7]. They represent knowledge in the form of abstract templates used to apply
well-known solutions to similar problems. Up to now, research has mainly focused on
pattern detection (e.g. [3, 13]), although a few approaches support modelling [22]. In
comparison to other construction support techniques, patterns are more abstract in
nature and usually require a thorough interpretation by the modeller, in contrast to
element suggestions implemented by recommender systems.

2.2 On Recommender Systems

Since the early 1990s, recommender systems have been used to recommend items such
as news group messages, videos or music to users based on their individual taste or
preferences. Videos and e-commerce products are still the primary type of recom-
mended items in the recommender systems research community due to the availability
of huge data sets used for system comparisons [10]. In practice, the application of
recommender systems extends well beyond these traditional areas and nowadays also
encompasses domains such as travelling, accommodation or social networks. Pre-
dominant recommendation paradigms are collaborative filtering, content-based filter-
ing, knowledge-based recommendation and hybrid approaches ([10], p. 81). Whereas
collaborative filtering means that recommendations are based on the preferences of
similar users, content-based recommendations are based on the properties of items.
Knowledge-based approaches require some extra codified knowledge such as a product
taxonomy in conjunction with recommendation rules.

In general, there is a plethora of approaches for combining these paradigms and
calculating recommendations. There is no single superior approach for achieving best
recommendations in all use cases. Rather, the quality and usefulness of the recom-
mendations is highly dependent on the respective domain. It thus has to be evaluated
for each use case separately. A further characteristic of recommender systems is that
complex systems do not always perform better in evaluations than simpler systems.
Combining several recommendation paradigms and performing complex (and
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computationally expensive) calculations may not automatically lead to better recom-
mendations than e.g. simple top-k rating recommendations (see e.g. Jannach et al. [9],
p. 207). Consequently, an incremental research approach in which at first a system is
built which is improved according to empirical evaluations seems to be an adequate
way to explore the use of recommender systems in BPM. We follow also such a
research approach. Therefore, we have implemented a first recommendation tool
combing item- and knowledge-based recommending augmented with implicit user
rating.

2.3 Recommender Functions in the SEMPHIS-Project

Models of business processes are more important than ever as multiple objectives can
be achieved by them: The documentation of the business processes, the optimization of
these processes as well as the development, customization and integration of the
involved IT systems. But process models are not easy to create. Especially for novice
modellers, it is often difficult to maintain a uniform level of abstraction and to detect the
relevant procedures without gaps. Therefore, in SEMPHIS an adaptive and intelligent
modelling tool is developed, which simplifies and accelerates business process mod-
elling via predefined semantic building blocks and patterns, which are offered to the
user through an intuitive and easy to use assistant function. Specifically, we support the
modeller in deciding which activity should be inserted next in the process model. This
functionality has been implemented in two preliminary prototypes.

Firstly, a traditional modelling tool has been extended with modelling assistant
allowing to refine model elements with more detailed information (see Fig. 1) [5]. To
do this, the user can right-click on elements marked with an info-symbol, retrieve the
detailed information and can insert this information automatically into the model.

However, the detailed information is fixed and can only slightly be modified e.g. by
omitting elements from insertion. Therefore we plan to design and implement a more
advanced recommender functionality that offers a ranked list of model element sug-
gestions. Thus, a prototype of this recommender service is already implemented as a
web-based prototype (see Fig. 2). It offers the user suggestions which are ranked
according to the industry (e.g. health or automotive), the process category (e.g. sales or
production) and in particular with the frequency with which suggestions have actually
been inserted into the model during past modelling activities of the user.

Using the parameters described, which can be weighted according to the user
preferences, it is possible to adapt the guidance in process modelling according to
different requirements. This, in turn, calls for empirical investigation since the estab-
lished parameters and their weight cannot be determined using existing theories of
business process modelling. Therefore we are gathering first feedback from potential
users and experts in order to validate our assumptions and design choices.
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3 Research Process

To get a first feedback, we have prepared a questionnaire for gathering empirical
evidence on those issues that seem to be relevant in the current stage of our prototypical
SEMPHIS solutions. We considered several options of how to perform the data col-
lection that is needed in this context, most notably sending the questionnaire or
demonstrating the prototype followed by a survey. We opted for the latter strategy
since first, we aimed at presenting the interviewees the SEMPHIS prototypes person-
ally in order to get a richer and more immediate feedback. Such a presentation would
not be possible, when sending the questionnaires to potential interviewees via mailing
lists or via ordinary post. We believe that live-demonstrations with interactive dis-
cussions lead to a better understanding and to qualitative responses. Moreover, and as
far as the tools are currently not publically available, we wanted to give the intervie-
wees after our presentation also the chance to try our tools out. Secondly, convenience
sampling – as performed in this study – is especially suited for preliminary studies
concerning e.g. pilot testing [2]. It belongs to the group of non- probability sampling
and is a sampling technique where the samples are gathered in a process that does not
give all the individuals in the population equal chances of being selected [17].
Therefore, it is also considered to be not generalizable [2]. Nonetheless, we are of the
opinion that it might be useful for getting first feedback at an early stage.

The applied sequential research process is depicted in Fig. 3 above and consists of
five major activities. The first activity implied the creation of the questionnaire (1) The
questionnaire itself was organised in three parts: (a) personal information about the
interviewees, (b) evaluation of the functionalities presented, and (c) gathering addi-
tional requirements that seem to be useful for being additionally implemented. The next
activity implied the presentation of the exhibit (2) at the world’s leading high-tech
event CeBIT1 in Hannover, Germany, where interested fairgoers where recruited and
the filled-out forms (3) have been collected again. The analysis of the responses
(4) took place at our university and the results (5) are presented in detail in the
following section. Note that as part of another work, a very high-level overview of
some selected results has already been described in [4, 27] as part of a triangulation
strategy, but neither at the level of detail provided in this work nor to the extent and
depth provided in the paper at hand.

Fig. 3. Research process

1 See http://www.cebit.de/.
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4 Evaluation Results

4.1 Information About the Interviewees

The first part of our survey dealt – as mentioned earlier – with personal information
about the interviewees. The first goal of this part was to get an overview of the people
that participated. The second goal was to eventually identify correlations with respect
to the other parts of the survey by calculating correlation coefficients. We were able to
attract 78 visitors in total and to present them our prototypical implementations. All 78
visitors have been asked to fill out our survey, of which 66 were willing to do so. Since
the survey was the last step after our presentation, visitors not interested in process
modelling already escaped our presentation before we could ask them to fill out the
survey. Therefore, all visitors that finally filled out the survey had at least moderate
knowledge on process management or process modelling.

As can be seen from Fig. 4a above most of the respondents that were interested in
the presentation of our prototypes were male visitors. This can probably be explained
by the fact that we were presenting our exponate at a technology-intensive fair, which
had also in past years a much higher percentage of male visitors2. It is also interesting
to have a look at the age of the respondents. Figure 4b depicts that most respondents
were between 25 and 39 years of age. The two categories 40–55 years and 18–24 years
were represented equally by 12 respondents each. One can conclude from this data that
most respondents have a relevant working age, including with the latter category also
people that are up to finish their studies and to start their working career. This brings us
to the following two criteria that have been analysed, namely the educational back-
ground and the working experience.

It can be seen from Fig. 5a that a high majority of 44 respondents have a university
degree, accompanied by five PhDs. A university-entrance diploma was possessed by 12

Fig. 4. Gender and age of the respondents

2 For instance, 90% of the fairgoers at CeBIT 2002 were male: http://www.zdnet.de/2106960/
cebit-18-prozent-weniger-messebesucher-in-2002/ (accessed on 30.05.2017).
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respondents, which exactly corresponds to the category 18–24 years from Fig. 4b.
Additionally only a small number of four people had no university education, but
possess a vocational education. This information is quite relevant, because it shows that
the high majority of respondents are highly educated and probably do have specific
skills. By moving to the working experience expressed in years we can observe that 23
respondents have more than 4 years of working experience. However, we can see a
similar number of people that have working experience of less than three years. In the
following we are going to present two further criteria that were analysed in the first part
of our survey: the type of industry and the size of the organisation/company where the
respondents are affiliated with.

The most represented types of industry are information and communication tech-
nology (ICT) and research and education. There was also a big category that did not fit
into one of the above industry types, as can be seen on the very right of Fig. 6a. The
size of company/organisation showed that the biggest category is made up of so-called
small and medium sized enterprises (SMEs). The rest of the respondents were affiliated
to bigger companies and organisations.

Fig. 5. Educational background and working experience of the respondents

Fig. 6. Industry type and company/organization size of the respondents
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4.2 Evaluation of Current Prototypes

The second part of our survey was centred on the second point in the research process
(see Fig. 3), where we have shown short demonstration of the functionalities that our
prototypes offer. One of the main points was to get a first feedback in form of a “light”-
evaluation. The overall judgment of the interviewees tackled five points, namely to rate
how (a) innovative they assess the prototypes, (b) whether reduction of complexity in
the modelling process could be achieved, (c) whether our approach would have an
impact on the speed of modelling business processes, (d) how complete the created
process models would be indeed, and finally (e) whether the application of our
approach would lead to the development of creative solutions. For getting answers to
these points we applied a four-level Likert-like scale. A value of ++ is used to represent
complete agreement whilst a value of −− is used to represent complete disagreement
with the above mentioned points.

Figure 7 shows the results of the second part of our survey at a glance. It can be
seen that all points were evaluated from a vast majority in a positive way. This provides
us a first justification of our work. In particular the respondents had the highest consent
on the increased speed (c), i.e. a faster creation of business process models, where only
two respondents disagreed. As can be seen, a similar high affirmation holds for (e) the
creation of innovative solutions, (b) the reduction of complexity while performing
modelling tasks, and (a) the creation of innovative solutions. The highest number of
disagreements can be observed with respect to (d) the complete-ness of the resulting
business process models, where we have a two-digit number of disagreements. Many
fairgoers stated that the completeness of the created models depends on the lexical
knowledge in form of semantic building blocks and not on the prototypical solution
itself. Additionally, to the analysis shown in Fig. 7, we also calculated correlations
between the personal information of the respondents and the results of this subsection.
Following correlations have been found (Table 1):

Fig. 7. Expected benefit of using recommender features
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4.3 Additional Requirements

The third part of our survey was concerned with the elicitation of (additional)
requirements and needs that the fairgoers would like to see implemented in future. This
is an important issue, because we want to respond adequately to the needs of potential
users.

As can be seen from Fig. 8, the first question was concerned with the tool provi-
sion. A Software-as-a-Service (SaaS) solution is here on first place. Many respondents
opted also for the installation on an own server in the firm or a pure desktop solution –

mainly for reasons of security [4]. Another important question with respect to business
process modelling is the provisioning of a collaboration function, which would enable
the modellers to work from different places and probably at different times together in a
project. This issue was desired by the vast majority of respondents, whereas nine
respondents did not express such a desire.

Table 1. Correlations between first and second part of survey responses.

Correlation 1 Male respondents thought that the solution is innovative
(Correlation coefficient: 0,249*)

Correlation 2 Female respondents thought that the solution is not innovative
(Correlation coefficient: −0,249*)

Correlation 3 The respondents feel with increasing age and hence normally with increasing
work experience that the solutions will not contribute to the reduction of
complexity
(Correlation coefficient: −0,210*)

Correlation 4 Respondents affiliated to companies/organisations from 100–249 employees
think that the resulting solutions are innovative
(Correlation coefficient: 0,309*)

Correlation 5 Respondents affiliated to companies/organisations with more than 1000
employees think that the resulting solutions are not innovative
(Correlation coefficient: −0,236*)

*The correlation is significant at 0,05 levels (two-tailed).

Fig. 8. Elicitation of (additional) requirements
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The third part of the study was also accompanied by an open question section,
where the respondents were able to express further requirements or comments. These
requirements include for example to suggest next to the process steps also information
objects and key performance indicators.

Additionally, we have also documented conversation contents. One important
comment – raised by multiple fairgoers – was concerned with the applicability of the
approach in different industries, because each industry has next to generally existent
processes also its industry-specific processes.

5 Future Research

Regarding future research, we are especially interested in criteria like the influence of
suggestions on the model quality and speed of model construction. We therefore plan
to analyse data we collect in an experiment where the participants have to construct a
model both with and without suggestions switched on. We then plan to compare the
manually constructed models with the models constructed using our tool-based rec-
ommendations with each other and against a standard solution. Performing the com-
parisons, we intend to get sets of model elements that allow a more detailed analysis.
A first set would be the elements included in the standard solution. A second set of
elements would be those present in the model that has been manually constructed.
A third set of elements is constituted by the elements included in the model constructed
with recommendations. Using basic set operations such as union, intersection and
complement, we can calculate interesting new sets out of the basic ones. An example
for this is a set of elements that are present in the standard solution and in models that
have been constructed using recommendations, but not in models constructed manually
(recommendation gain). Further, the set of elements that are present in models that have
been constructed using recommendations but that are not required according to the
standard solution would be of interest (recommendation ballast). Comparing these sets
as well as the required time for model construction and other metrics, such as syntax
errors in the models, we plan to gain interesting insights on the impact of recom-
mendations on process model construction regarding the quality of the result and time
consumption. Finally, also the influence of the process type to be modelled (e.g. for
which user category, at which abstraction level) as well as the modelling situation (e.g.
reengineering or optimization) should be investigated.

6 Summary and Conclusions

Our preliminary analysis of recommender functionalities applied to BPM shows
interesting results. Even though the results are not really generalizable and repre-
sentable, because the interviewees have been chosen simply because it happened that
they visited the fair, they nevertheless give first useful insights by potential users. First
of all, the participants of our tool-demo, survey and discussions seem to be quite
optimistic that tool-based recommendations during modelling can in fact increase
modelling speed as well as reducing the complexity and fostering innovative process
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designs. Surprisingly, completeness of the models (i.e. not forgetting important ele-
ments) is not regarded as an area where improvements can be achieved. A reason for
this lies in the nature of knowledge-based recommending approaches itself. The
interviewees said that if the extra codified knowledge is not complete, then the resulting
process model can also not be complete. Regarding the tool provision, the most voted
option would be to provide the tool online as SaaS. Also, collaboration functions are
considered important. Our analysis thus provides interesting insights into the expec-
tations of potential customers and opens us many directions for future research (cf.
Sect. 5).
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Abstract. This paper discusses early findings of the research in progress to
create an approach to support an organization in bridging the gap between
existing business processes and policies. Business processes are valuable assets
of any organization, and business process modelling has become the key activity
for capturing and analysing business processes. However, advances in tech-
nology, growing expectation of openness by research funders, competition,
regulations in IT security and privacy, and overall economic situation facilitate
emergence of new policies, and urge enterprises to change their business pro-
cesses to be compliant with the new requirements. The goal of the research is to
propose the approach for closing the gap between business process models and
legal states of business objects described in policies by means of using
Bunge-Wand-Weber model. The approach includes means for explicit definition
of legal and illegal state spaces of business objects in (1) policies, and (2) as-is
business process models, and compliance checking between state spaces of
(1) and (2) to indicate the gap. It is an initial input for building to-be business
process models that are complaint with newly imposed policies. As a running
example to illustrate the approach a publishing business process of a scholar
journal is used. New policies from research funders require Open Access
(OA) to all outputs from publicly-funded research, and business processes of
publishing scholar journals require changes.

Keywords: Business process modelling � BWW model � BPMN � States �
Compliance

1 Introduction

Business processes are valuable assets of any organization. In organizations business
process modelling has become the main activity for capturing, analysing, and
improving business processes. At the same time there is an increased pressure on
organizations to guarantee compliance of their business processes with various leg-
islative and regulatory requirements, other externally imposed constraints, and other
policies [1] (further in the text – policies). One domain where new policies are actively
adopted is research; e.g., Open Access and Open Data policies (further in the text – OA
policies) are introduced to facilitate the transition to Open Science. In the EU member
countries introduction of OA policies are mainly based on the European Commission’s
Recommendation to Member States of July 2012 that they develop and implement
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policies to ensure OA to all outputs from publicly-funded research [2]. As a result
funders and research institutions have introduced new expectations and requirements,
and organisations (e.g., scholar publishers) must have in place services and resources to
allow compliance with funder policies [3]. According to [4] academic community will
experience rapid changes in the way research is conducted, published, and results are
shared. Both policies to enable OA to publications and, more recently, to research data
are commonplace at European universities and around the globe, however there are
other ingredients to Open Science: such as Open Reviewing and Open Software [4].
Based on that it can be predicted that new policies facilitating Open Science will be
introduced in the near future, e.g., as Open Research Data pilot was introduced in
Horizon 2020 [5], and organizations will have to provide compliance by introducing
changes to the existing business processes.

On the other hand, nowadays organizations employ industry modelling standards
like Business Process Model and Notation (BPMN) and ArchiMate to understand and
improve business processes. BPMN is the de-facto standard for representing in a very
expressive graphical way the processes occurring in virtually every kind of organiza-
tions [6]. However, BPMN has its limitations when it comes to modelling other aspects
of organizations such as organizational structure and roles, functional breakdowns,
data, strategy, business rules, and technical systems [7]. Information about Enterprise
Architecture (EA) is needed to create real-world business process models. To provide a
uniform representation for diagrams that describe EA, ArchiMate modelling language
has been developed [8]. The core of ArchiMate language consists of three main types
of elements: active structure elements (subjects), behaviour elements, and passive
structure elements (objects).

Business process modelling comprises two aspects – the control-flow perspective
and data-flow perspective [9]. Control-flow perspective defines possible execution
paths of a business process, while data-flow perspective represents how business
objects are manipulated and change states during a process. Control flow perspective is
represented in business process models using BPMN. Data in business process models
are usually declared in terms of business objects (physical or virtual). Business objects
and subjects are represented in EA models using ArchiMate (active and passive
structure). Policies impose legal (further in the text also lawful) states of business
objects. The previous research has shown that BPMN lack in ability to describe flow of
business objects in business process models, and explicitly declare states of business
objects and state transition laws imposed by regulations (see [10–12]). This gap hinders
compliance of business processes with policies because lawful and unlawful states of
business objects are not explicitly defined in business process models, models might
contain meaningless states, since a set of conceivable states is not depicted, and, as the
result, business process models do not represent real-world processes and can lead to
business process incompliance with policies. Also, since BPMN proclaims to be
directly executable, omitting states and state transition laws may hinder correct auto-
mated execution.

The goal of this research is to propose an approach to support organizations in
checking compliance of existing business processes against new policies by means of
Bunge-Wand-Weber model. Wand and Weber [13] built a set of models for the
evaluation of modelling techniques based on an upper ontology defined by Bunge [14].
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They extended Bunge’s ontology and applied it to the modelling of information sys-
tems (BWW model). BWW model consists of constructs present in the real world that
must be represented in information systems. BWW model allows straightforwardly
addressing (further in the text BWW elements are in italics): (1) states of things, (2)
lawful state space and lawful event space of things, (3) conceivable state space and
conceivable event space of things, (4) state law that restricts values of the properties of
things to a lawful subset, and (5) lawful transformations that define which events in
things are lawful. BWW model provides an explicit representation of business objects,
states of business objects, and state transition laws, and allows to monitor whether a
business object has assumed an unlawful state. That is the reason why in this research
the BWW model is used as a framework to represent in a structured way the policy and
the business process for canonical comparison of both to indicate the existing gaps
between the process and the policy.

Monitoring states of business objects in business processes against policies: (1) can
assist organization in compliance to ensure that organization will not violate laws and
there will be no potential legal problems for the organization, and (2) can contribute to
consistency in collaborative business processes and customer satisfaction. A number of
studies exist that show the importance of addressing states of business objects in
business process models, e.g., in [15] authors indicate the importance of object states in
large engineering processes such as assembling of a car or an airplane, and according to
[16] in order to achieve safe execution of a process model it must be ensured that every
time a task attempts to access a business object, the object is in a certain expected state
(legal state). And, since not all possible transitions of states are meaningful, restrictions
on object state transitions are also required. In this paper the author intentionally uses
the term “business objects” and not “data objects”, since active structure elements (such
as actors or application components) are also capable of assuming a state which can be
illegal and should be also monitored.

The research methodology is a design science method using deductive research
approach. The validation of the proposed solution is out of the scope of this paper. It
will be conducted using Delphi estimation method combining expert judgement.
Delphi estimation will include individual estimates, sharing the estimates with experts,
and having several rounds until consensus is reached.

The paper is structured as follows. In Sect. 2 the related work is outlined. In Sect. 3
the proposed approach is described. The example of applying the proposed approach is
outlined in Sect. 4. Brief conclusions are presented in Sect. 5.

2 Related Works

The lack of consistent theoretical foundation for building information systems urged
Wand and Weber to build a set of models for the evaluation of modelling techniques
[13]. Wand and Weber have extended the ontology presented by Bunge [14] and
developed a formal foundation called BWW model for modelling information systems.
Elements in BWW model (in the text shown in italics) can be organized in the fol-
lowing groups (adapted from [17]):
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1. Thing – including Properties, Classes and Kinds of Things. Thing is an elementary
unit in BWW. Things possess Properties, which defines States of a Thing. Things
can belong to Classes or Kinds depending on a number of common Properties.
A Thing can act on another Thing if its existence affects the History of the other
Thing. Things are coupled if one Things acts on another.

2. State of Thing – Properties of Things define their States. State Law restricts Values
of Properties of Things. Conceivable State Space is a set of all States a Thing can
assume. Lawful State Space defines States that comply with State Law. Stable State
is a State in which a Thing or a System will remain unless forced to change by a
Thing in the System Environment. Unstable State is a State that will be changed into
another State by the Transformations in the System. History is the chronologically-
ordered States of a Thing.

3. Transformation – transformation between States of Things. Transformation is a
mapping from one State to another. Lawful Transformation defines which Events in
a Thing are lawful.

4. Event – event is a change in State of a Thing. Conceivable Event Space is a set of all
Events that can occur to a Thing. Lawful Event Space is a set of all Events that are
lawful to a Thing. Events can be Internal Events and External Events. Events can be
Well-Defined - an Event in which the subsequent State can be predicted - or Poorly-
Defined – an Event in which the subsequent State cannot be predicted.

5. System – a set of coupled Things. System Composition are Things in the System.
System Environment is Things outside the System interacting with the System.
System Structure is a set of couplings that exists among Things. Subsystem is a
System whose composition and structure is a subset of the composition and structure
of another System. System Decomposition is a set of Subsystems. Level Structure is
an alignment of the subsystems.

This paper continues the research presented in [11, 12] where the evaluation of
BPMN and ArchiMate against BWW model was presented. Majority of BPMN and
ArchiMate core elements can be mapped to BWW constructs. However, it is necessary
to supplement BPMN and ArchiMate modelling languages with the missing elements
in order to be able to maintain a set of object states in business process models.
In BPMN and ArchiMate there is no explicit representation for object’s State, Con-
ceivable State Space, Lawful State Space, State Law, Conceivable Event Space, Lawful
Event Space, and History – the resulting BPMN and ArchiMate models may be
irrelevant and modellers may need to incorporate additional modelling techniques to
overcome these defects. It may be impossible to detect from BPMN and ArchiMate
models which states should be expected to occur and which states can occur but are
illegal (unlawful). Another important aspect is lacking of element History which
chronologically describes state changes of business objects. This deficiency can lead to
problems regarding maintaining system’s log and recovery.

The authors of [5] propose a notion of “weak conformance” which checks con-
formance of a process model with respect to data objects. This notion can be used to tell
whether in every execution of a process model each time a task needs to access a data
object in a particular state, it is ensured that the data object is in the expected state or
can reach the expected state and, hence, the process model can achieve its goals.
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In [18] authors identify that consistency between business process models and
object life cycle is required, however, their relation is not well understood. Authors
clarify this relation and propose an approach to establish the required consistency by
explicitly defining object states in business process models and then generating life
cycles for each object type in the process. The authors of [18] indicate that object life
cycle modelling is valuable at the business level. However, we propose to consider
states of objects also at the application and technology levels of enterprise architecture
since objects can be hidden and specified in sub-process structures at different levels of
an enterprise. The authors of [19] use object life cycle as a common means for
explicitly modelling allowed state transitions of an object during its existence and
propose a technique for generating a compliant business process model from a set of
given reference object life cycles. The notion of a “legal state” is also mentioned in [20]
where authors indicate that the representation of legal states in a model of a trade
procedure is essential because organizations should be able to derive their obligations,
rights, and duties at each point during the execution of the trade procedure and propose
to annotate the states in Petri nets.

In [1] authors investigate the use of temporal deontic assignments on activities as a
means to declaratively capture the control-flow semantics that reside in business reg-
ulations and business policies. In object-oriented paradigm, state machines are exten-
sively used for representation of states of objects [21]. In [22] the authors propose logic
based formalism for describing the semantics of business contracts and the semantics of
compliance checking procedures and close the gap between business processes and
business contracts.

This research differs from the related work in that it uses BWW model as a missing
part or a bridge to close the gap between: (1) legal states represented in policies,
(2) BPMN business process models, (3) active and passive structure elements repre-
sented in ArchiMate EA models (business objects and subjects).

3 The Proposed Approach

The proposed approach requires the following prerequisites:

1. There is a policy describing legal and illegal states of business objects that an
organization must be complaint with.

2. There is a BPMN business process model that needs to be monitored against the
policy to indicate the gap.

3. There is an ArchiMate EA model that describes business objects and subjects
(active and passive structure elements) depicted in the BPMN business process
model.

4. There is an expert from the represented business domain using the approach that is
familiar with BPMN, ArchiMate and BWW model (further in the text – the
modeller).
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The proposed approach includes the following steps (see Fig. 1):

1. Structure a BWW model of a policy using a questionnaire – the input to the activity
is an existing policy in a textual form. The questionnaire is presented to the
modeller online in the form of questions to answer. The questionnaire is built
specifically to answer the questions about the policy in the context of the BWW
model to be able to construct the BWW model automatically with the values of the
BWW model elements recorded against questions. The output of the activity is the
constructed BWW model of the policy. The BWW model of the policy is con-
structed in a canonical way by means of an XML document. Below are examples of
the questions from the questionnaire:
a. How many Things the policy describes?
b. What Things are passive elements?
c. What Things are active elements?
d. Describe Properties of each Thing (Property name and Property value).
e. Describe State Law of each Thing (Values of the Properties that are lawful).
f. Describe Lawful States based on the State Law.

2. Structure a BWW model from an as-is BPMN business process – the input to the
activity is the as-is BPMN business process model that describes the existing
business process. The purpose of the approach is to check the existing business
process model against the policy to indicate the gap. This step uses the BPMN
model to construct the BWW model to be able to compare it with the BWW model
of the policy. This step uses the mapping of BPMN to the BWW model presented in
[17, 21] to construct the BWW model from the BPMN business process model. The
output of the activity is the BWW model of the BPMN business process model.

3. Structure a BWW model of an as-is ArchiMate EA model – the input to the activity
is the as-is ArchiMate EA model that describes the existing enterprise architecture
that refines the existing BPMN business process model. This step uses the Archi-
Mate model to construct the BWW model to be able to compare it with the BWW
model of the policy. This step uses the mapping of ArchiMate to the BWW model

Fig. 1. The steps of the proposed approach.
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presented in [12, 21] to construct the BWW model from the ArchiMate model. The
output of the activity is the BWW model of the ArchiMate EA model.

4. Merge the BWW models constructed from the BPMN and ArchiMate models into
one BWWmodel – the input to the activity are both BWWmodels constructed from
the BPMN business process model and the ArchiMate EA model. The BWW
models are represented as XML documents and merged into one XML document to
represent one BWW model that will be compared with the BWW model of the
policy.

5. Compare the BWW model of the policy against the BWW model of the existing
business process models – two canonical representations of the BWW models are
compared to indicate the gap between the existing business process models and the
policy. The BWW models are represented as XML documents and two XML
documents are compared to indicate the differences between the two. The gap
represents elements that are missing in the existing business process models com-
pared to the policy. If the gap exists, this means that the business process models are
not compliant with the policy and might contain illegal business objects states. The
gap is represented as a set of differences between two XML documents.

6. Step 6 and 7 are outside of the scope of the approach, however these steps are
recommended for organizations since the goal of the compliance checking is to
build a to-be business process model that is compliant with the policy and describes
all the necessary business objects and states represented in the policy. Step 6 is
performed by the modeller to analyse the indicated gap as an initial step to construct
the to-be business process model. Step 7 is creating the to-be business process
model (BPMN and ArchiMate models). The to-be business process model can be
monitored against the policy using the previous steps.

The construction of the BWW model from BPMN and ArchiMate models includes
the following:

1. Explicitly defining Things from the models – both active and passive structure
elements.

2. Explicitly defining Properties of Things (business objects and subjects) using for-
mal definitions presented in [22] and indicating whether business object is an input
or output parameter of an activity.

3. Explicitly defining Conceivable State Space based on the Properties of the Things.
4. Explicitly defining State Law of Things and Lawful State Space of business objects

and subjects based on the State Law.

Compliance can be checked during or after the execution of the business process,
called compliance by detection; or compliance can be checked while modelling the
business process, called compliance by design [23]. The proposed approach in this
paper employs the compliance by design approach. The proposed approach for mon-
itoring compliance of business processes with policies requires a repository-based
modelling tool that accommodates BPMN, ArchiMate, and BWW.
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4 Example

This section describes an example to explore how the proposed approach can be
applied to a scholar publisher business domain and support the publisher’s needs to
change its journal publishing business process to be compliant with the OA initiative.
The scholar publisher presented in this section is the university press that publishes the
journal of the history of medicine. Existing business process of the scholar publisher is
based on a traditional printed and subscription-based publishing business model, and it
is clear that the publisher does not support OA. However, a deeper analysis is needed to
understand the gap between the OA policy and the existing business process models.
The proposed approach in this paper can be used to indicate the gap between the OA
policy and the existing publishing process.

The goal of the scholar publisher is to change its publishing business process to
become more visible and discoverable online, and to improve bibliometric indicators,
e.g., citations. Also the research published in the journal is publicly-funded and
according to the European Commission guidelines must be OA [2].

To achieve the goal the editorial team of the scholar publisher has made a decision
to launch a project for inclusion in the Directory of Open Access Journals (DOAJ) [24].
DOAJ is a community-curated list of open access journals and aims to be the starting
point for all information searches for quality, peer reviewed open access materials [24].
To be included in the DOAJ any publisher must be compliant with the basic
requirements for inclusion in DOAJ. These requirements are available online [25], here
are some examples of the DOAJ requirements:

1. All content (full texts of journal articles) should be available for free and be Open
Access without delay (i.e. no embargo period).

2. User registration is not acceptable and journals requiring users to register to read
full text will not be accepted.

3. All articles must have a publication date. DOAJ encourages the use of unique article
identifiers, such as the DOI.

4. DOAJ considers the application of a Creative Commons license [26], or its
equivalent, as the best practice.

In the context of this paper these requirements are considered as a policy that the
publisher’s business processes must be compliant with. Now it is possible to proceed to
the first step of the approach – to make a canonical description of this policy based on
the BWW model. The constructed BWW model will be used as a framework to
monitor compliance of the business process. To construct the BWW model, the formal
definitions of the BWW model are used described in [22]. Below (see Tables 1 and 2)
is presented a fragment of BWW model of the DOAJ inclusion policy. Table 1 shows
Things and all possible Properties of Things described in the DOAJ policy, and also the
Property “Type of Thing” is added for the purpose of differentiating active and passive
structure elements based on ArchiMate. A Thing is the elementary unit in the BWW
model. Things possess Properties. A Property is modelled via a function that maps the
Thing into some value. Table 2 shows State Law and Lawful State Space based on the
State Law. A State Law restricts the values of the Properties of a Thing to a subset that
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is deemed lawful, e.g., an article cannot be an active type of thing. Lawful State Space
is the set of States of a Thing that comply with State Law of the Thing.

According to the approach, the BWW model of the policy can be represented in a
formal way, e.g., as XML document, see Code Fragment 1 of the XML code below.

<xs:element name="Article">

Code Fragment 1: The fragment of the XML code of the DOAJ policy BWW model

<xs:complexType>
<xs:attribute name="Type_of_Thing" type="xs:string"/>
<xs:attribute name="Full_text_OA" type="xs:boolean"/>
<xs:attribute name="Separate_URL_per_article" 

type="xs:boolean"/>
<xs:attribute name="Publication_Date" type="xs:date"/>
<xs:attribute name="Review_type" type="xs:string"/>
<xs:attribute name="Review_date" type="xs:date"/>
<xs:attribute name="Copyright_and_licensing" 

type="xs:boolean"/>
<xs:attribute name="Unique_Identifier" type="xs:string"/>

</xs:complexType>
</xs:element>

The next step of the approach is to construct a BWW model from the existing
BPMN process model based on the BPMN-BWW mapping presented in [17, 21].

Table 1. The BWW model of the DOAJ inclusion policy (1)

Thing Properties
Property Values

Article Type of thing Active Passive
Full text OA? Yes No
Separate URL per article Yes No
Publication date Year Date Not

available
Review type Not available Peer review Editorial
Review date Not available Date
Copyright and licensing Creative

commons
Other

Unique Identifier DOI Other Not
available

Full
texts

Type of thing Active Passive
Open access Yes No
Embargo Yes No
Price For free Charges

apply
Copyright and licensing
information

Embedded Not
embedded

Format PDF HTML other
Readers Type of thing Active Passive

Need to register to read full texts? Yes No
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A fragment of the existing publishing business process BPMN model is depicted in
Fig. 2. The existing ArchiMate EA model is presented in Fig. 3. The BWW models of
both models are constructed based on the previous work described in [17, 21].

Table 2. The BWW model of the DOAJ inclusion policy (2)

Thing Property State law Lawful state space

Article Type of thing Passive
Full text OA? Yes Full texts are OA
Separate URL per article Yes URL per article
Publication date Year, Date Publication year or date is available
Review type Peer review Reviewed by peer review

Editorial Reviewed by editorial review
Review date Date
Copyright and licensing Creative

commons
Copyright and licensing
information available

Unique identifier DOI DOI unique identifier
Other Other unique identifier

Full
texts

Type of thing Passive
Open access Yes Full texts OA
Embargo No Full texts are not embargoed
Price For free Full texts are free
Copyright and licensing
information

Embedded Copyright and licensing info
embedded in full text

Format PDF Full texts are PDFs
HTML Full texts are HTML

Readers Type of thing Active
Need to register to read
full texts?

No Not asked to register to access full
texts

Fig. 2. The fragment of the as-is BPMN business process model of the publisher.
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A fragment of the BWW model from both models are presented below (see
Table 3).

The next step is to compare two canonical descriptions of the constructed BWW
models to indicate the gap between the policy (Tables 1 and 2) and the existing
business process models (Table 3). Below is presented a fragment of the comparison
between lawful states of the policy and lawful states depicted in the existing models
(comparison between Tables 2 and 3 is presented, see Table 4).

From the Table 4 it can be concluded: (1) that existing business process models are
not compliant with the policy and (2) which lawful states of business objects and

Fig. 3. The fragment of the ArchiMate model of the publisher.

Table 3. The fragment of the BWW model of the existing models.

Thing Property State law Lawful state space

Article Type of thing Passive
Submitted Yes Article submitted
Checked by editor Yes Article checked by editor
Reviewer assigned Yes Reviewer assigned
Reviewed Yes Reviewed by peer review
Review date Date
Decision made Accepted Article accepted

Declined Article declined
Printed Yes Article printed
Publication date Date Publication date is available

Issue Type of thing Passive
Prepared Yes Issue prepared
Printed Yes Issue printed
Sent by post Yes Issue sent

Editor Type of thing Active
Readers Type of thing Active

Need to register to read full texts? Yes Reader is registered
Need to pay to read full texts? Yes Reader has paid
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subjects from the policy are not represented in the existing business process models.
This gap is an input for constructing a to-be business process model that is compliant
with the policy. This example does not fully represent the proposed approach, only the
main idea behind the approach is illustrated. The presented work is a research in
progress.

5 Conclusions

This paper presents an ongoing research towards supporting organization in monitoring
compliance of business processes with policies. The BWW model is used as the
foundation, since it allows straightforwardly addressing the lawful and conceivable
state spaces of business objects. The previous research has shown that BPMN and
ArchiMate lack in ability to describe flow of business objects in business process

Table 4. The fragment of the comparison between the BWW models.

Lawful state space from the policy Corresponding lawful state space from the models

Full texts are OA No corresponding lawful state description in the
existing models

URL per article No corresponding lawful state description in the
existing models

Publication year or date is available Publication date is available
Reviewed by peer review Reviewed by peer review
Reviewed by editorial review No corresponding lawful state description in the

existing models
Copyright and licensing information
available

No corresponding lawful state description in the
existing models

DOI unique identifier No corresponding lawful state description in the
existing models

Other unique identifier No corresponding lawful state description in the
existing models

Full texts OA No corresponding lawful state description in the
existing models

Full texts are not embargoed No corresponding lawful state description in the
existing models

Full texts are free No corresponding lawful state description in the
existing models

Copyright and licensing info embedded
in full text

No corresponding lawful state description in the
existing models

Full texts are PDFs No corresponding lawful state description in the
existing models

Full texts are HTML No corresponding lawful state description in the
existing models

Not asked to register to access full texts No corresponding lawful state description in the
existing models
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models and explicitly declare states of business objects imposed by regulations (see
[10–12]). This gap hinders compliance of business process models with different
policies. There are 6 BWW model elements that are not supported by these modelling
languages, namely, State Law, Conceivable State Space, Lawful State Space, History,
Conceivable Event Space, and Lawful Event Space.

This research differs from the related work in that it uses the BWW model as a
missing part or a bridge to close the gap between: (1) legal states represented in
policies, (2) BPMN business process models, and (3) active and passive structure
elements represented in ArchiMate EA models (business objects and subjects). The
proposed approach supports organization in defining a canonical representation of
policies using the questionnaire that is based on the BWW model. Based on the
questionnaire answers the BWW model of policy is constructed. The proposed
approach includes construction of the BWW model for existing BPMN and ArchiMate
models to compare it with the BWW model of the policy to indicate the gap between
existing business processes and policies. Comparison between the structured repre-
sentations of (1) the policy, and (2) the business process models provides organization
an explicit method to see what states are missing and with what elements the existing
business process must be refined in order to be compliant with the new policy. The
paper describes how the proposed approach can support scholar publishers in achieving
compliance with the OA policies. However, the proposed approach is developed to be
universal and can be used in other business domains.

Definition of object states in business process models are especially required in
data-driven processes – in any process model that is based on data and manipulates
with business objects. The main contribution of the research will be a formalized
solution prototype that will support organizations in facilitating monitoring of the
compliance of business processes with policies.

Acknowledgments. This research is funded in part by the Latvian Council of Science grant for
project No. 342/2012, and in part by the Latvian National research program SOPHIS under grant
agreement Nr.10-4/VPP-4/11.

References

1. Goedertier, S., Vanthienen, J.: Designing compliant business processes with obligations and
permissions. In: Eder, J., Dustdar, S. (eds.) BPM 2006. LNCS, vol. 4103, pp. 5–14.
Springer, Heidelberg (2006). doi:10.1007/11837862_2

2. European Commission: Communication from the Commission to the European Parliament,
the Council, the European Economic and Social Committee and the Committee of the
Regions. Towards better access to scientific information: boosting the benefits of public
investments in research, pp. 1–12 (2012)

3. Fina, F., Proven, J.: Using a CRIS to support communication of research: mapping the
publication cycle to deposit workflows for data and publications. Procedia Comput. Sci. 106,
232–238 (2017)

4. van der Aalst, W., Bichler, M., Heinzl, A.: Open research in business and information
systems engineering. Bus. Inf. Syst. Eng. 58, 375–379 (2016)

Towards Supporting Business Process Compliance with Policies 105

http://dx.doi.org/10.1007/11837862_2


5. European Commission: Guidelines on open access to scientific publications and research
data in Horizon 2020, p. 10 (2016)

6. Chinosi, M., Trombetta, A.: BPMN: an introduction to the standard. Comput. Stand.
Interfaces 34, 124–134 (2012)

7. Silver, B.: BPMN Method and Style with Implementer’s Guide. Cody-Cassidy Press, Aptos
(2011)

8. The Open Group ArchiMate Forum: An Introduction to ArchiMate, an Open Group
Standard (2012)

9. Weske, M.: Business Process Management. Springer, Heidelberg (2012)
10. Rosemann, M., Recker, J., Indulska, M., Green, P.: A study of the evolution of the

representational capabilities of process modeling grammars. In: Dubois, E., Pohl, K. (eds.)
CAiSE 2006. LNCS, vol. 4001, pp. 447–461. Springer, Heidelberg (2006). doi:10.1007/
11767138_30

11. Penicina, L., Kirikova, M.: Towards completeness and lawfulness of business process
models. In: Kobyliński, A., Sobczak, A. (eds.) BIR 2013. LNBIP, vol. 158, pp. 63–77.
Springer, Heidelberg (2013). doi:10.1007/978-3-642-40823-6_6

12. Penicina, L.: Linking BPMN, ArchiMate, and BWW: perfect match for complete and lawful
business process models? In: Short Paper Proceedings of the 6th IFIP WG 8.1 Working
Conference on the Practice of Enterprise Modeling (PoEM 2013), Vol. 1023, pp. 156–165
(2013)

13. Wand, Y., Weber, R.: On the ontological expressiveness of information systems analysis and
design grammars. Inf. Syst. J. 3, 217–237 (1993)

14. Bunge, M.: Treatise on Basic Philosophy: Ontology II: A World of Systems, vol. 4.
Springer, Heidelberg (1979)

15. Müller, D., Reichert, M., Herbst, J.: A new paradigm for the enactment and dynamic
adaptation of data-driven process structures. In: Bellahsène, Z., Léonard, M. (eds.) CAiSE
2008. LNCS, vol. 5074, pp. 48–63. Springer, Heidelberg (2008). doi:10.1007/978-3-540-
69534-9_4

16. Meyer, A., Weske, M.: Weak conformance between process models and synchronized object
life cycles. In: Franch, X., Ghose, Aditya K., Lewis, Grace A., Bhiri, S. (eds.) ICSOC 2014.
LNCS, vol. 8831, pp. 359–367. Springer, Heidelberg (2014). doi:10.1007/978-3-662-45391-
9_25

17. Recker, J., Indulska, M., Rosemann, M., Green, P.: Do process modelling techniques get
better? A comparative ontological analysis of BPMN. In: Campbell, B., Underwood, J.,
Bunker, D., (eds.) 16th Australasian Conference on Information Systems (2005)

18. Ryndina, K., Küster, Jochen M., Gall, H.: Consistency of business process models and
object life cycles. In: Kühne, T. (ed.) MODELS 2006. LNCS, vol. 4364, pp. 80–90.
Springer, Heidelberg (2007). doi:10.1007/978-3-540-69489-2_11

19. Küster, J.M., Ryndina, K., Gall, H.: Generation of business process models for object life
cycle compliance. In: Alonso, G., Dadam, P., Rosemann, M. (eds.) BPM 2007. LNCS, vol.
4714, pp. 165–181. Springer, Heidelberg (2007). doi:10.1007/978-3-540-75183-0_13

20. Bons, R.W.H., Lee, R.M., Wagenaar, R.W., Wrigley, C.D.: Modelling inter-organizational
trade using documentary petri nets. In: Proceedings of the Twenty-Eighth Hawaii
International Conference on System Sciences, vol. 3. pp. 189–198. IEEE Computer Society
Press (1996)

21. Peņicina, L., Kirikova, M.: Towards controlling lawful states and events in business process
models. In: IEEE 16th Conference on Business Informatics (CBI 2014), pp. 15–23 (2014)

22. Penicina, L., Kirikova, M.: Towards compliance checking between business process models
and lawful states of objects. In: 2nd International Workshop on Ontologies and Information
Systems (WOIS 2014), pp. 30–41 (2014)

106 L. Penicina

http://dx.doi.org/10.1007/11767138_30
http://dx.doi.org/10.1007/11767138_30
http://dx.doi.org/10.1007/978-3-642-40823-6_6
http://dx.doi.org/10.1007/978-3-540-69534-9_4
http://dx.doi.org/10.1007/978-3-540-69534-9_4
http://dx.doi.org/10.1007/978-3-662-45391-9_25
http://dx.doi.org/10.1007/978-3-662-45391-9_25
http://dx.doi.org/10.1007/978-3-540-69489-2_11
http://dx.doi.org/10.1007/978-3-540-75183-0_13


23. Lohmann, N.: Compliance by design for artifact-centric business processes. In: Rinderle-Ma,
S., Toumani, F., Wolf, K. (eds.) BPM 2011. LNCS, vol. 6896, pp. 99–115. Springer,
Heidelberg (2011). doi:10.1007/978-3-642-23059-2_11

24. Directory of Open Access Journals. https://doaj.org/about
25. DOAJ: Publishing best practice and basic standards for inclusion. https://doaj.org/

publishers#advice
26. Creative Commons. http://creativecommons.org/

Towards Supporting Business Process Compliance with Policies 107

http://dx.doi.org/10.1007/978-3-642-23059-2_11
https://doaj.org/about
https://doaj.org/publishers#advice
https://doaj.org/publishers#advice
http://creativecommons.org/


Process Driven ERP Implementation: Business
Process Management Approach to ERP

Implementation

Tarik Kraljić(&) and Adnan Kraljić

Ghent University, Ghent, Belgium
{tarik.kraljic,adnan.kraljic}@ugent.be

Abstract. One of the most indicated reasons for ERP implementation failure is
that the organization failed to recognize the impact the system would have on
business processes. A possible solution to this could be to use an approach
focusing on process change when implementing ERP systems. In this research
paper, we take a look at Enterprise Resource Planning systems implementation
from a Business Process Management point of view. It attempts to improve ERP
implementations, which are frequently unsuccessful, with insight provided
through the BPM Paradigm. The focus lies on the phases and activities in the
two concepts as well as defined success factors which targeting the similar
objectives. The data collection was conducted in the form of interviews with
respondents from two companies in Bosnia and Herzegovina and Croatia that
conducts ERP implementations. It was concluded that the first four phases of
BPM fit the frameworks of ERP implementation. What authors found interesting
is findings suggesting the main enabling activity to be process modelling.
Also CFS for ERP and BPM were compared, and the conclusion is that both are
targeting similar aspects–operational business processes.

Keywords: Enterprise Resource Planning � Business process management �
ERP implementation � BPM life cycle � Business process modelling � ERP and
BPM critical success factors

1 Introduction

The role of Enterprise Resource Planning (ERP) systems in managing business pro-
cesses has expanded significantly over the past decade from an emphasis on specific
business areas such as sales, manufacturing or purchasing, to broader use throughout
the company.

ERP systems are standardized software that includes modules for practically every
aspect of an enterprise. Comes with best practice (an in-built process suggestion) of
how a business should work and how data should flow within the organization. On the
other hand, while the built-in processes in an ERP often can be considered best
practices, there is no guarantee that they will work better than the current processes in
an organization [1]. Instead of making a system completely adapted to the company’s
processes, an ERP system offers a set of processes for the organization to follow [2].
While the main job of the system is to improve the flow of information in an
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organization, it’s inevitable that the business processes are affected as well [3]. In fact,
using an ERP as a solution to solve operational problems such as ineffective business
processes is frequently stated as motivation for the implementation [4]. But, we are
witness of high numbers ERP projects which do not satisfies initial customer expec-
tations. As Fig. 1 shows, less than 50% of implementations achieve expected benefits,
while only 17% of the companies experienced more than eighty percent of their pro-
jected benefits.

Research done by the consulting group Panorama Consulting Solutions shows that
one of the reasons that ERP implementations take longer than expected or fail to
achieve their expected benefits can be attributed to the high degree of code cus-
tomization used to tailor ERP systems to business requirements (business process
requirements) (see Fig. 2). The research shows that 60% of companies perform some
degree of customization which can contribute to longer implementation times and
higher costs. (Panorama Consulting Solutions Report 2012).

Fig. 1. Expected benefits for ERP projects (Panorama Consulting Solutions Report 2012)

Fig. 2. Degree of customization in ERP projects (Panorama Consulting Solutions Report 2012)
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As we see in Fig. 2. ERP systems implementations tend to be conservative,
regarding the scope of customization and change. And this is the issue for the most
customers – they are not satisfied with the extend of system modification in favor of
their own business processes. In order to better manage and improve business pro-
cesses, BPM (Business process management) become one of the crucial point to every
competitive business.

As it is stated by [5], BPM takes a softer approach to process change and instead of
being rapid and radical the change is seen as an evolutionary procedure. BPM with a
focus on evolutionary change, collaboration and with the goal to give the control over
IT back to the business people [5]. BPM also advocate a focus on change of business
processes rather than creation of business processes to fit the changing nature of today’s
business.

Since it’s highly recognized we can conclude there are strong linkages between
ERP implementation and process change (e.g. Shang and Seddon [1]; Aladwani [6]),
and there should also be a possibility to combine an approach focused on process
redesign (BPM) with an ERP implementation. In next paragraphs, we will go deeper in
explanation of similarities/differences between ERP and BPM. First we will give brief
description of ERP and BPM, and then compare their Critical Success factors in other
see are they targeting the similar problems. After it we will go through ERP and BPM
implementation methodologies.

1.1 ERP, ERP CFS and SAP ERP Implementation Methodology

ERP systems are standardized software that includes modules for virtually every aspect
of an enterprise. Comes with best practice (an in-built process suggestion) of how a
business should work and how data should flow within the organization. It’s however
important to critically examine what these processes look like and not take for granted
that they are best practice for the implementing company’s specific business [6]. Klaus
et al. [7] suggest that this is one of the causes of ERP implementation failures, because
the view of functions is too limited. They suggest that a broader view must be used
when implementing ERP.

Critical success factors can be created to compare and improve implementation
methods. For this research, we have also compared the CSFs of ERP and BPM
implementations. Multiple studies have identified different CSFs for ERP implemen-
tations. One of these studies by Somers and Nelson [8], identified 22 CSFs. Their list
was compiled from a meta-study of over 110 cases of ERP implementations. This list
was used by Akkermans and van Helden [9] who let 52 managers rate these CSFs and
compiled a ranked list of the 22 CSFs. In our study, we will use this ranked list to
compare it with our list of BPMS CSFs (Table 1).

In this ranked list, we can see that there is little focus on the effect of ERP systems
on the business processes in the organization, but we can conclude that all CFS tar-
geting the operational improvement of companies, which indirectly suggesting
improvement of business processes.
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SAP ERP Implementation Methodology
As the ERP implementation methodology we chose to investigate SAP ERP
methodology, which is one of the most widely used The SAP ASAP 8 methodology
comprises of six phases as highlighted in Fig. 4., which is a disciplined approach to
managing complex projects, organizational change management, solution management,
& industry specific implementations. The SAP ASAP 8 methodology is the enhanced
Delivery model with templates, tools, questionnaires, and checklists, including guide
books and accelerators. ASAP 8 empowers project teams to utilize the accelerators and
templates built in to SAP solutions. The Agile add-on is available in SAP Solution
Manager. Figures 2, 3 and 4 explains various phases of SAP ASAP 8 Methodology.

Table 1. List of BPMS CSFs

1. Top management
support

8. Project champion 15. Education on new
business processes

2. Project team
competence

9. Vendor support 16. BPR

3. Interdepartmental
co-operation

10. Careful package
selection

17. Minimal customization

4. Clear goals and
objectives

11. Data analysis and
conversion

18. Architecture choices

5. Project management 12. Dedicated
resources

19. Change management

6. Interdepartmental
communication

13. Steering
committee

20. Vendor partnership

7. Management of
expectations

14. User training 21. Vendor’s tools

Fig. 3. New SAP methodology – SAP activate on premise project (SAP 2017)
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1. Prepare - This phase encompasses the entire project preparation and planning
activities with infrastructure, hardware/network sizing requirements completed. It
involves setting up the infrastructure, team, project goals, charter, and agree upon
schedule, budget, risk baseline, proof-of-concept planning if applicable with
implementation sequence. The project manager on the ground will discuss with the
customer project manager to identify risks early on with a mitigation plan. The PM
will be responsible for drafting a high-level project plan with all milestones with a
detailed task level plan chalked out with critical dependencies. Each phase deliv-
erable should be agreed between both parties. Finally, a project organization,
steering committee is organized with assigned resources.

2. Explore - This is the most crucial phase of the project for a project manager as he
just about to steer the ship, like a captain. The objective of this phase is to be on a
common platform on how the company plans to run SAP for their business oper-
ations. Thus, a PM is responsible for analyzing the project goals and objectives and
revise the overall project schedule if required. In simple terms, it is the critical
requirements gathering phase, A PM might use appropriate tools to collect
requirements with required traceability. The result is the Business Blueprint, which
is a detailed flow of business process AS-IS, how they run the business operations
with a TO-BE mapped in SAP, on how these business operations will run in
SAP. Depending on the implementation complexities, number of business process,
Blueprint workshops might span for a few days or weeks or even months, in a
complex environment. The output of this phase is the baseline configuration in SAP
with detailed custom code requirements analysis done.

Fig. 4. BPM lifecycle
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3. Realize - In simple terms, realization is the actual development phase of the project,
where you’d configure, develop custom code and conduct required testing. It
involves coding-unit testing-integration testing-User acceptance testing (UAT). As
per the business blueprint and mapping the SAP system as agreed with business, all
the business process requirements will be implemented. In reality, there are two
major work packages: (a) Baseline (major scope); and (b) Final configuration (re-
maining scope). The success of any implementation project relies on how closely
you’re able to develop custom code, test and release it to the UAT phase, in order to
support adequate testing by the users. Also, the challenge is to adopt changes as
indicated during the UAT. This phase is resource intensive and the team is at peak
team size to ensure all deliverables are met and sign-off. Often times Integration fail
due to lack of test data, and testing in a “PRD” like environment to be able to test all
critical business scenarios. A good practice is to copy a “PRD”-like environment
and start testing if the system already exists. If it is GreenField environment, ensure
adequate test data is available to test it rigorously.

4. Deploy - Final preparations before cutover to production ensure that that the
system, users, and data are ready for transition to productive use. The transition to
operations includes setting up and launching support, then handing off operations to
the organization managing the environment.

1.2 BPM, BMP CFS and Implementation Methodology

BPM is a series of methods, techniques and tools to analyze, design and improve
processes that take place in a company [10]. BPM resolves around processes and
implementation of IT systems around these processes. Lee and Dale [10] suggest that
multiple paths have to be taken when implementing IT-systems, a method that can
handle the implementation of IT-systems in every situation is impossible.

BPM CFS
Through literature research of scientific papers we have searched for keywords like
CSF BPM, CSF BPMS implementation, critical success factors of business process
management and critical success factors of business process management implemen-
tation. We found a list of CSFs concerning BPM implementations. These CSFs orig-
inated from different BPMS methods like Cordys@work, BPMS implementation
method, Goal driven BPM, and Nine-step approach. For a complete overview of dif-
ferent BPM related implementation methods we refer to Ravesteyn and Versendaal
paper [11]. From their list of CSFs we determined which factors are process- orientated.

We aim for process oriented CSFs to constrain the scope of this research, and to
keep to the core of BPM, which are processes. Also, other CSFs are more function-
orientated, meaning the use of these CSFs will not broaden the view of ERP imple-
mentations. The CSFs are extracted from the research of Ravesteyn and Versendaal
work (Table 2).

The following critical success factors of BPM implementations have been found:

Process Driven ERP Implementation: Business Process Management Approach 113



BPM Implementation Methodology
It’s divided into eight parts and stretches from discovery to analysis in a continuous
cycle. Similar life cycles have been presented by van der Aalst et al. [12] as well as
Netjes et al. [13]. The two-latter compressed the life cycle to only being four and five
phases respectively. However, the extra phases in Smith and Fingar [5] are often
present in the other life cycle definitions as well, but then as activities instead of full
phases.

We will go in detail explanation of each phase of BPM lifecycle.

1. Discovery. The discovery of a process means finding out how something is done or
can be done and should provide a clear picture of how the process works, both
internally and externally. This process mining can be done either manually by
mapping out the business or automatically by introspection of legacy system code.
The goal is the same, to make ingrained processes explicit and provide an under-
standing of the business as a whole.

2. Design. The input in this phase is either a need for a new process or an already
existing process that through the diagnosis phase has shown weaknesses. If it’s the
latter, the objective is to create an alternate process where improvements have been
done to those areas of the process the diagnosis found weak (Netjes et al. [13]). The
emphasis lies on the performance of the process and what the internal structure
looks like. The activities in the design phase are modelling, manipulating and
redesign of the processes after they’ve been discovered. All the elements of the
process, the actors, resources, rules and relationships are determined and tested in
different scenarios with the help of simulation. Process metrics should be set in
order for business analysts to be able to spot any variances and quickly react to

Table 2. Critical success factors of BPM implementaion

1. Understanding the
processes of the
company

6. Know-how and
experience with
Project
Management

11. Well organized
maintenance and
(quality) control of the
process models

2. Understanding how
processes and data are
linked together

7. Experience with
Change
Management

12. Having a set of key
performance indicalurs
and measuring the
change (improvement)

3. Understanding the
Business Process
Management concept

8. A well organized
design phase
(modeling)

13 Understanding how to
use web services

4. Ensuring that the
BPM project is part of
a continuous
optimization effort

9. Using the ‘best’
modeling standards
and techniques

14. Involving the right
people in the project

5. Proper information
systems integration

10. Understanding
interdependencies
and integration of
data sources

15. Creating a culture of
attention to quality
within the organization
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competitive pressure or opportunities in the market. Smith and Fingar [5] point out
that the modelling notation used should include behavioral aspects of the process
and be compact in nature to be able to include abstract business concepts. The
modelling in BPM is meant to be done by business analysts rather than software
developers who usually create models to interpret the business in order to create a
system that supports it [5]. The output of the phase is a process definition that states
process structure, resource structure, allocation logic and interfaces.

3. Deployment. The deployment phase means that the process is rolled out to the
involved people, applications and connected processes. The process is moved from
the modelling board to the real business and the necessary resources are distributed.
Smith and Fingar [5] claim that in the new era of BPM, all this can be done with
minimal manual intervention and without additional technical steps. They state that
IT is capable of doing this through in advance using a projection of the process to
integrate application components. The process can also be mapped and bound to
standardized interfaces to work between organizations, business units and man-
agement systems.

4. Execution. When the conditions for the process are set in the deployment phase, the
process goes live and is carried out by the participants. Generally, the execution is
performed by a process management system that controls the flow of data, translates
where needed and stores data about a process. In the execution phase the attention
shifts from the internal structure of the process to how it works in a specific context
and what factors in the context that can change [13]. Some of these environmental
aspects are information on arriving cases and availability and behavior of the
internal as well as external resources involved in the process. By the van der Aalst
et al. [12] this phase is called the enactment phase and represents the launch or
execution of the process through a chosen tool, often an IT tool.

5. Interaction. Process portals and process desktops are used to let people interact
with business processes. The tools act as a gateway between manual work and
automation, and lets people manage, observe, monitor and intervene within pro-
cesses. BPM represents processes as data and it is Smith and Fingar’s [5] pre-
sumption that techniques will emerge that lets users create, read, write, modify and
extend process description in a manner similar to how HTML editors work today.

6. Monitoring and Control. This phase represents the maintenance of the process in a
way similar to how maintenance of an Information system works. Activities include
making sure sufficient resources are allocated, dealing with unexpected errors and
making sure the technical environment works as it should. By identifying variances
in the flow and alerting process owners, temporary bottlenecks can be prevented by
the adding of extra resources. Minor changes to the internal structure are done in the
form of adding, removing or changing participants. The monitoring involves
tracking of the input throughout the whole process in order to see that it works as
smooth as possible. Both data on individual cases and aggregate performance of the
workflow is recorded [13]. The data collected can then be used as input for the
diagnosis in the analysis phase in order to identify any improvement possibilities.

7. Optimization. The optimization aspect means a process of continuous improvement
of single processes, classes of processes and the business as a whole. It’s the activity
that closes the BPM life cycle since it takes the feedback from process performance

Process Driven ERP Implementation: Business Process Management Approach 115



analysis and returns it as input for a new design phase. Process optimization
becomes possible when the result of the monitoring is used to determine whether
changes can be made to reduce costs, increase effectiveness or similar [12]

8. Analysis. The measuring of process performance and the analysis of the results is
what really makes a difference when it comes to business improvement [5]. The
data from the control phase makes it possible to diagnose processes and decide
whether they can be improved in any way. The aggregate data becomes the subject
of process mining, business process intelligence and data mining techniques to
identify factors that makes the process not function optimal [13]. Business Intelli-
gence in the form of business metrics like activity-based costing or key performance
indicators should be extracted directly from processes in order to see exactly what
affects them. This data can be compared to history, benchmarked to best practice or
compared to other similar processes. Once again simulation becomes an important
technique, since it can help in providing information on how changes can improve a
process.

2 Theoretical Framework

The theoretical framework builds upon three keystones of articles and books; those
focusing on providing ERP and BPM implementation frameworks, those debating the
relationship between Process Management and ERP and BPM critical success factors.

This paper sets out to investigate what possibilities exist to combine the strategic
approach of BPM with ERP implementation. In order to do this the two concepts must
be thoroughly explored, the phases in ERP implementation must be determined as well
as what activities these phases consist of. Achieving a detailed description through
quantitative means is a possibility but then the holistic picture of an implementation
could be missed. In a quantitative survey for example, much of the researcher’s control
is lost once the survey is sent out, meaning that if the data wasn’t sufficient to show the
full picture of an implementation another complementary survey would have to be sent.
In qualitative research, it’s on the other hand possible to quickly and freely move
between collection of data and theoretical analysis [14].

Furthermore, a qualitative approach is best used when variables not easily can be
identified and when there is a need to present a detailed view of the topic [15].

Out of the five methodologies described by Creswell [15] the study has the most
similarities with a case study. First, the setup of the research matched the description of
case studies by Yin [16]. The research question is an exploratory “what”- question,
there is no need for control over behavioural events and it focuses on contemporary
events. We decided to use interviews in other to collect data. Methodologically, the
strength with interviews is that they are targeted and focuses directly on the researched
topic [16].

Choosing few respondents can be beneficial when the problem is not thoroughly
explored and in need of indepth analysis (Kvale, 1996) We had a choice between
approaching businesses that had recently implemented an ERP system, seek contact
with consulting firms that conduc them more often or to collect data from both sides. It
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was decided that respondents from consulting companies would be the most suiting for
the research paper, since it would give access to a wider spectrum of data that still were
as detailed as if a “normal” business would be chosen for the study. Methodologically,
the strength with interviews is that they are targeted and focuses directly on the
researched topic [16].

2.1 Case Studies: JP Elektroprivreda BiH (Company A) and B4B
(Company B)

Company A: JP Elektroprivreda BiH d.d.
JP Elektroprivreda Bosne i Hercegovine d.d. Sarajevo (Public Enterprise Electric
Utility of Bosnia and Herzegovina) is a joint stock company in which 90% of the
capital is owned by the Federation of BiH, and 10% is owned by minority shareholders.

Electric utility activities performed by the Company as public services are:

• Generation of electricity for unqualified (tariff) customers
• Electricity distribution
• Electricity supply for unqualified (tariff) customers.

JP Elektroprivreda BiH has about 15.000 employees which are supported by
internal IT organization. Integral part of IT organization is SAP internal team with over
15 people supporting about 1000 users.

Company B: B4B d.o.o. Zagreb
b4b d.o.o is the leading regional SAP consulting company with the head office in
Zagreb and since April 2001 it has been a SAP partner for Croatia, Slovenia, Bosnia
and Herzegovina, Serbia and Montenegro, Albania, Romania and Slovakia. b4b d.o.o
has around +100 employees and more than +90 consultants with rich business and IT
experience gained and proven by numerous SAP implementations in Croatia and in the
region. b4b d.o.o belongs to the elite society of Croatian “knowledge exporters”.

We chose 3 participants from both companies. All participants are the ERP con-
sultants, with over 10 years of experience in SAP ERP implantations. Also, they are all
Manager levels in their companies (from junior consultants to mangers) which should
indicate solid knowledge in both technical and process aspects.

2.2 Discussion on Interviews with Expert from Company A
and Company B

Some might argue that combining ERP implementation and BPM isn’t possible due to
the difference in organizational level they are conducted at. BPM calls itself a strategic
approach while an ERP is meant to enhance the operational functionality of a business.
However, by looking at the concepts in the form of phases, both concepts can be found
on a tactical level. The specific activities in each phase relates to tasks performed on a
day to day basis, either by participants in an implementation project or a process
manager.
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In BPM, the actual management and monitoring of processes is on a tactical level
where process owners can make adjustments to solve short-term problems like tem-
porary bottlenecks. BPM initially focuses on the discovery, design, deployment and
execution of one of organizations core operational aspects, its business processes.
These processes are the same that is going to be affected by the ERP system, therefore
making it possible to use BPM in an ERP implementation. The life-cycle match can be
shown by describing the similarities between the phases in BPM and the phases in
ERP implementation:

Discovery. To find out how something is done or how it can be done can be seen as
one of the earliest activities in the preparation for implementing an ERP system. This
phase can therefore only really be connected to ERP if an ERP system is decided as the
way of putting the process change into practice.

This means activities like setting up preliminary goals for the implementation and
evaluating different ERP vendors.

In company B’s methodology the business processes are communicated to the
consultants in the first phase in order for them to understand what the business really is.
Since the activities aren’t included in Company A method and not found in Ross and
Vitale [3] or Markus et al. [18] the connection of this phase to ERP implementation is
questionable. However, the introspection of the business most likely means that the
project has started, at least from the business point of view. For an integration of the
concept to function, the process mining and discovery must be done by business first
and then communicated to the consultants.

Design. Smith and Fingar [5] state that the main activities in the design phase are
modelling, manipulation and redesign of business processes. This is to be done using a
modelling notation understandable by business analysts and thereby cutting of the long
chain from requirement specification to executable code. The design phase in BPM in
many ways corresponds to the design phase described in ERP frameworks and to the
GAP-phase presented in the paper. It can be argued that since an ERP system comes
with a predefined set of processes, why and how should these then be modelled? The
answer lies partly in what Parr and Shanks [4] describes in their “Re-engineering”-
phase where a mapping should be done between the current business processes and the
functions of the ERP (GAP analysis).

This means the modelling is three-tiered and becomes essential in ensuring a fit and
making sure the business learns what the change will be like.

The choices proposed by Ross and Vitale [3] about process change and process
standardization very much affect what modelling effort is needed in the implementa-
tion. These decisions will determine to what extent the system needs to be customized.
The taxonomy by Parr and Shanks [4] is useful when determining if BPM can play a
beneficial role in ERP implementations. Vanilla implementations, which involves few
sites and adoption of the process suggestion embedded in the ERP require less mod-
elling since there is no mapping and no major design of the system solution needed. It
is hard to believe that Vanilla implementations will be sufficient for companies with
well-developed legacy system.
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Also, implementations that falls under the “Comprehensive” category that involve
multiple sites in different countries and a lot of modules mean a much bigger change
with more people and business units affected. The need for customization increases in
order for the ERP to work with existing core processes. In large implementations there
are usually a need for integrations, either with necessary legacy systems or with clients
and suppliers. This adds up to all three modelling activities being needed; design of
processes, mapping of processes to the system and design of the system itself.

Deployment. While the description of deployment by SAP implementation method-
ology is that the process is rolled out automatically to all participants, they also mention
it to be a preparation for the execution. By preparing integration with legacy systems or
external systems the transition to the new process goes through with little friction.
Company A uses the SAP implementation methodology that include a phase of final
preparation, where the business makes the last adjustments before the system goes live.
Also as interviewee mentioned integration with old systems or other stakeholders
systems aren’t uncommon when implementing ERP systems. The deployment activi-
ties in BPM could be used to make sure these integrations work when the system
finally goes live. A step in that direction can be seen in the Business process man-
agement suite in Company B’s ERP system, where an enterprise collaborator is used to
communicate with other systems in the organization. By using such a tool, all other
systems could prepared for the launch of the ERP system.

Execution. When all preparation is complete, the new process is executed with the
help of a process management system according to Smith and Fingar [5]. However, the
execution itself is all about setting the process in motion and making sure all partici-
pants can fulfil their tasks and have the necessary resources allocated to them. The
execution is the equivalent of the go live of an ERP system, which in effect means that
all the new processes are used.

While the comparison shows that the initial four steps of BPM can be combined
with an ERP implementation, there is no match between the remaining steps and the
project of implementing an ERP system. Interaction, monitoring and control, opti-
mization and analysis emphasizes the “management” in BPM and has to do with the
ongoing work of supervising and enhancing business processes. It can be argued that
the Shakedown and Onward and upward phases of Markus et al. [18]) describes these
activities in an ERP context but what it does is really stating the obvious, that there is a
time of ups and downs after implementing an ERP. Both the Ross and Vitale [3] and
Parr and Shanks [4] frameworks include similar phases labelled Continuous
improvement, Transformation and Enhancement but also they lack specific description
of activities. The last step in both Company A and Company A (since they used the
same methodology) method is Go Live support, where adjustments to the system or
extended training for the users are the main activities.

When it comes to maintenance and management of the processes that is not a part
of the implementation. The rest of the phases in BPM can therefore not be said to fit in
an ERP implementation. However, that is not to say that an ERP system can’t facilitate
these activities of managing business processes. It’s beyond the scope of this thesis to
investigate that further, but the fact that most ERP system has a workflow module and
that BPM is based on Workflow Management makes it a possibility worth
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investigating. If it should prove to be possible, the third wave of Process Management
could be built upon the ERP technology of today. The Process flow integrator module
in Company B has the functionality for process modelling and process description as
described by BPM theory. It however lacks the functionality for management, moni-
toring and diagnosis which also is stated as the difference between WfMS and BPMS
by van den Aalst et al. [12]. The match between the phases of ERP implementation and
BPM relies on one big assumption. While Smith and Fingar [5] continuously couples
BPM with specified technology in the form of BPMS, that kind of technology is not a
necessity for the discovery or the design parts of BPM. In fact, van den Aalst [12] and
Netjes et al. [13] do not involve IS until after the design, in the enactment phase and
execution phase respectively. What this means is that in order for the proposed match
to hold, the decision to use ERP as the IT solution of choice must be taken already in
the discovery phase of the BPM life cycle.

As the all participants concluded the main enabler of connecting ERP and BPM
methodologies would be intermedia – such as business process modelling tool/notation.

By using a modelling language like BPMN (or other) in the process modelling,
users can more easily understand and have more control over how the ERP system will
impact business processes.

Process Modelling
Process Modelling and the use of BMPN is an essential part of the use of BPM in ERP
implementations. Using BPMN means that the new processes becomes understandable
by the business and individuals from the business side can take bigger part in the
designs of the processes, customization of the system and the mapping between them.
It can greatly help in reducing the errors in the GAP document, which later becomes a
source of resistance according to interviewee from Company B. This could be resolved
since there no longer would have to be a consultant trying to understand what it is the
business really want the new system to do. Instead, the business side could themselves
learn BPMN and model the way they want their business to work with the new ERP
system. The mapping of the current processes to the system could be done by the
business and the consultants together. After those two design activities, the consultants
could then design the system solution with the help of BPMN, making the final
solution understandable by the business that then better could target their training and
prepare for the transition. The process flow integrator in Company B’s product claims
to have a functionality for process modelling where a notation is used that requires no
computer language skills.

To fully enable the BPM approach, the next step would be to use the BPM module
from the start in an ERP implementation. In doing this, it becomes a tool for the
implementation of the ERP system by providing modelling possibilities as well as a
tool for managing processes after the system has gone live. Since it’s already a part of
the ERP system, the BPM module would handle the deployment of the new processes
in the way a BPMS would do, as suggested by Smith and Fingar [5].
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3 Conclusion

This paper researched how an ERP implementation could be improved by using a BPM
based strategy. The resulting conclusions of the study are as follows - there is a fit
between the activities in the first four phases of BPM and ERP implementation. The
discovery, design, deployment and execution of processes are possible to integrate with
activities in an ERP implementation. The final step of an ERP implementation is taken
a short time after the system has gone live and is in many ways similar to the execution
of processes in BPM.

Also, the CFS of BPM and ERP are not the same, but targeting the similar aspects –
business process, which are the key focuses of both implementations.

The main activity that can connect the concepts is Process Modelling using a
notation understandable by individuals in the business and that corresponds to
immediate changes to the system. By using a modelling language like BPMN in the
process modelling, users can more easily understand and have more control over how
the ERP system will impact business processes.

To let the business be a part of the actual process modelling and customization of
the system could make sure the end result matches the expected result. It also means
that the gap between business and configuration of IT systems is eliminated, a central
idea of BPM.
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Abstract. The increasing popularity of data analytics comes together with the
many approaches, methods, algorithms, and tools used in different tasks of
analytics. When facing a new example of an application of analytics methods
with its particular requirements, it would be useful to have an open repository
where the experience of the use of different analytical tools is amalgamated. This
research in progress paper presents the first results and challenges in the creation
of such a repository. The challenges are related to variability in classification,
granularity, field of application, purpose of research and other factors. The
proposed structure of the repository meets these challenges to some extent and
builds the foundation for further development of the repository.

Keywords: Data analytics � Information retrieval � Big data � Data cleansing �
Social network analysis � Business intelligence � Data mining � Machine
learning

1 Introduction

Data analytics has become a mainstream topic in the field of information systems and
business informatics research, but seeing how the number of different analytical
methods has grown since the last century (as outlined in Chap. 1 of Introduction to
Artificial Intelligence [1]), finding the appropriate analytical methods for researchers
and analysts can be difficult if not overwhelming. Therefore it is necessary to find a
way to navigate this range of available experiences, documented in peer reviewed
sources, in order to ease the selection process of analytical methods and minimize the
possibility of choosing a method that many have already established as not suited for a
particular task or field.

A very good example of amalgamated experiences is Weka – a collection of
machine learning algorithms for data mining tasks maintained by the University of
Waikato [2]. However, this still refers only to a small part of all the different tasks that
occur in various data analytics application cases. Machine learning is not the only data
processing method that is used in data analytics and in many cases, – combinations of
different methods (e.g., algorithms [3, 4]) are applied. Therefore, additional information
is necessary to decide which methods to apply, how to prepare the data, and which
tools (dedicated software) to use, or to create, for executing the chosen algorithms.
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Currently there are a number of surveys available, for example [5–7], that offer
some structured insight into methods of analytics. The challenge with surveys is that
they differ in their purposes and grouping methods and thus cannot be extended and
used as a backbone for a maintainable knowledge repository of approaches, methods,
algorithms, and tools.

The purpose of this research was to survey different works on analytics methods
and to build a preliminary structure of a repository which would provide the knowledge
of analytics approaches, methods, algorithms, and tools; enabling easy navigation in
the “land of analytics”, so that the experience gained in research and practice in this
area, would be easily accessible and appropriate solutions would be found in the
shortest time possible. In the first phase of this research, primarily algorithms have been
investigated.

The remainder of the paper is structured as follows. Section 2 discusses related
surveys of approaches, methods, algorithms, and tools used in solving tasks of ana-
lytics. Section 3 describes the method of creating the initial structure of the repository
of analytics-related knowledge. This section also demonstrates how the current struc-
ture of the repository has been populated and discusses the challenges that have not
been met so far. Section 4 presents brief conclusions and indicates the direction of
future work.

2 Related Work

Data analytics is applied in many different areas, such as business intelligence [8],
software and network analytics [9] and numerous others. According to Cao [10] data
analytics has emerged as an important paradigm for driving the new economy and
domains such as Internet of Things, social and mobile networks, and cloud computing;
and reforming the classical disciplines. According to [5], data analytics includes data
gathering, finding information from the data, and displaying the knowledge to the user.
The areas of application of data analytics differ according to the type of data used; for
example: amount of data, structure of the data, data actuality (with respect to the time),
etc. These differences influence the ways that surveys of data analytics have been
created and are used [6, 7].

Authors of [5] distinguish between the following three types of analytics: Data
analytics – like traditional enterprise data analytics; Big Data analytics that requires
taking care of data processing time because of volume, velocity, and variety of data;
and Self-learning analytics, which is not further discussed in [5].

Authors discuss data analytics methods mainly via data mining approaches. Most of
these approaches relay on so called structured data, i.e., data which can be analyzed
based on their semantic organization that can be used by the data mining algorithms.
Structured data is a type of data which is subject to a strictly defined structure; most
often a table or a matrix structure in which each row represents an instance of the
element, and each column – a descriptive characteristic or a part of the instance [5].
Images can also be seen as structured data. Besides structured data we shall consider
also semi-structured data (e.g. text organized under a particular semantically distin-
guishable structure); and unstructured data such as plain text.
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Semi structured and unstructured data are to be considered especially in social
media analytics [7], but structured data can be considered the most useful in data
analytics because it provides the most varied and useful results, through automated
large-scale data analysis. Large-scale data analysis is a complex process in which the
following four tasks are most often performed [5]: Clustering, Classification, Discovery
of association rules, and Discovery of sequential patterns.

Clustering is a process in which the object instances are grouped so that the
instances of the same cluster are more similar to each other than to any other instance of
another cluster. Classification is the process in which the instances are grouped into two
(or more) groups by one (or more) pre-determined criteria. Association rules is a
machine learning method, with the help of which the relationships between the records
in the database can be found [11]. Sequential patterns (hereinafter – SP) is a task that
aims to find (statistically) significant patterns between the data examples, in which the
values are discrete and sequential. As distinct from association rules that characterize
object instances that are implemented during the same time, SP is about instances that
are carried out at different periods of time.

It should be noted that none of the abovementioned tasks is an algorithm itself, but
they are only principles on which the specific algorithms are based. Although each of
the listed tasks is often mentioned in the literature, a source [12] claims that all the tasks
carried out by algorithms can be classified into two groups – pattern recognition and
forecasting; and all other tasks are types of tasks within these groups. The difference
between these two categories is the algorithm’s output in the particular case. Every-
thing else depends on usage and interpretation. Algorithms performing pattern recog-
nition usually have more than one exit, thus, separating a single group of data into
several subgroups. Pattern recognition enables classification of tasks, modeling tasks,
and, depending on the context, noise removal from data; because all these tasks are
based on recognition of some type of correlation. Algorithms that perform forecasting
tasks are characterized by only one output, and their results depend either on the output
size, or, alternatively, the generation of a binary yes/no exit [12].

With respect to the algorithms, one of the most successful sources, where the
algorithms are amalgamated and made available, is the Weka repository of machine
learning algorithms [2]. Machine learning algorithms are often used in data analytics,
e.g. in data mining. In this paper Weka will be regarded as the related repository of
knowledge that can be referenced from the broader repository of analytics related
knowledge. We performed a wider analysis of approaches, methods, algorithms and
tools because we aimed at contextual knowledge of usage of them, i.e. we wanted to
build a repository of experiences gained in data analytics to ensure an easier and faster
selection process of appropriate approaches, methods, algorithms, and tools for specific
tasks of analytics. Different lists of algorithms and tools (e.g. platforms [5]) are available
in the surveys done by different researchers and this information was valuable for the
building of the repository. However, the surveys usually do not report the context of use
of algorithms and tools, thus, some of this information had to be traced back in our study.

We analyzed a number of sources of information, to identify what approaches,
methods, algorithms, and tools are most commonly used for particular analytics tasks,
so as to enable the informed choice of these, from the repository, i.e. to provide an
easier navigation in the analytics area. The method of literature analysis and initial
structure of the repository are discussed in the next section.
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3 Towards Data Analytics Experience Repository

When designing the structure of the repository we first tried to see how different
authors approached specific tasks; what are the relationships between the methods and
algorithms, and what pros and cons of application of particular methods and algorithms
can be found in the literature. One of the challenges that we did not fully resolve was
that there is no clear distinction between the methods and algorithms in the literature,
so, in many cases, we had to seek for appropriate interpretation by visiting Weka and
looking for additional information in related work. The excerpt of preliminary results
obtained by this literature analysis is presented in Table 1. Altogether 65 sources were
analyzed and 22 methods considered.

After this preliminary analysis (first iteration, Table 1), in the second iteration the
initial structure of the repository was decided. It consisted of the following items:

• The title of the method, model, or algorithm: the attempt to distinguish explicitly
between approaches, methods, and algorithms was not successful, because the
authors of related research seemingly had different assumptions regarding how to
define an approach, method, and algorithm. The notion “model” was introduced as
in many sources the term “model” was used when referring to the approaches used
in data analytics. Currently the tools were left out of the scope of the repository as
their proper addressing required additional research.

• Abbreviation of the method, model, or algorithm, which was further used in other
parts of the repository to refer to the method, model, or algorithm.

• Usage area describes the area of application of the method, model, or algorithm.
The usage is described at two levels of abstraction:
– General – referring to the type of application in general, e.g. natural language

processing;
– Specific – referring to the particular usage, e.g. recognition of writer names [13].

• Application case describes particular application cases of the method, model, or
algorithm as described in the analyzed source.

• Data describes what kind of data is needed to apply the method, model, or algo-
rithm, e.g., text or images.

• Used together with – describes together with what other methods, models, or
algorithms the current one has been used in a particular case. This is further detailed
as follows: Before: referring to what methods, models, and algorithms have been
applied to the same data before the use of the current one (to prepare the data); In
parallel: methods, models, and algorithms which have been used in parallel with the
current one for the same task, e.g. for comparison of the behavior of the algorithms;
Together: sometimes methods, models, and algorithms are integrated or joined
together to achieve better functionality [1]; and After: the methods, models, or
algorithms that have been used to process the data, obtained by the current method,
model, or algorithm.

• Critique/conclusions: Comprehensive conclusions about the use of the method,
model, or algorithm (if such were available in the related work).
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Table 1. Methods and algorithms and their usage (1st iteration).

Method What it does Algorithms The basic
concept

Pro’s Con’s

Bayes
approach

Classification Naive Bayes
approach
(Naïve
Bayesian
classification)
NBC [8]

Defines a model
for the
probability
distributions in
the classes and
formulates the
classification
problem in the
context of Bayes
decision theory
[2]
NBC is based on
the notion of
word
independence -
the conditional
probability of a
word in a
category is
assumed to be
independent from
the probabilities
of other words in
that category [9]

- NBC is a
popular
document
classification
method because
of good
performance in a
variety of cases
[9]
- a simple and
effective machine
learning method
in text
classification [9]

- not adequate for
handling real-time
stream data [9]

K-Nearest-
Neighbor
Classification

Classification K-Nearest-
Neighbor
(NN)
Classification

An object is
classified by a
majority vote of
its neighbors,
with the object
being assigned
to the class most
common among
its k nearest
neighbors [2]

- does not need
an explicit
training phase
[2]
- suitable for
classification
problems of time
series [2]
- good accuracy,
is suitable for
multiple
classification
problems, widely
used in the field
of document
classification [10]

- is sensitive to the
local structure data
[2]
- problematic to
measure the
distance between
non-quantitative
variables [2]
- when dealing with
a training data set
with a class
imbalance problem,
classification results
tend to be biased
towards majority
class; accuracy of
classifier is reduced
[10]

Logistic
regression

Classification Measures the
relationship
between the
categorical
dependent
variable and one
or more

- Linear
regression is
useful for data
with linear
relations or
applications for
which a

- is slow for
high-dimensional
problems, but [9]
provides a
(non-standardized)
solution to this
problem

(continued)

Navigating in the Land of Data Analytics 129



Currently the repository is organized as a table in Excel. To illustrate some of the
records in this paper, we chose the Vector Space Model (abbreviation – VSM) that is
used for information filtering, indexing, and relevance rankings. For this model, the
following general usage areas were detected: social network analysis [9, 14]; natural
language processing [15]; and image analysis. In the general usage area for social
network analysis two specific areas were recorded, namely, tweet analysis in Twitter
[14] and analysis of other social networks [9]. The application case for Twitter analysis
is the analysis of the set of tweets to produce a graph of the most important concepts.
The data used in this case is text. In this application case the tokenization is used before
the application of VSM, and the data obtained using VSM is processed by Latent
Discrete Allocation (LDA) and Markov Clustering (MCL). In natural language pro-
cessing the following specific usage cases were recorded:

• Analysis of similarity of sentences [16] (data type – text), with the application case
“semantic similarities based text similarity analysis” used in parallel with depen-
dency trees and WordNet database [17]; and with the critique that this model is not
applicable for short sentences.

• Plagiarism detection [18], with the application for text similarity analysis based on
the similarity of words used, data type – text. Used in parallel with the Jaccard
similarity measure, together with the unigram approach, bigram approach and tri-
gram approach, the results are further processed by the Cosine similarity measure.

• Name recognition [15], applied for name recognition in cases where several authors
have the same name or one and the same author has published work under different
names, data type – text. The data obtained is post-processed by CSM.

• Document classification, which is based on ontology concepts and their location in
the ontology [19], data type – text, pre-processed by Markov algorithms and used

Table 1. (continued)

Method What it does Algorithms The basic
concept

Pro’s Con’s

independent
variables by
estimating
probabilities
using a logistic
function, which
is the cumulative
logistic
distribution. [9]

first-order
approximation is
adequate [9]
- interpretability
of the parameter
estimates [9]

Neural Netw. Classification,
pattern
recognition

Several NN
algorithms

Learns to
classify and/or
recognize
patterns from
test data and
recognize and
classify similar
data accordingly
[8, 21]

- suitable if one
must find models
for problems
with limited
knowledge about
the relation
between input
and output
variables [2]

- difficult to
calculate weights
[8]
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together with Decision trees; and applied for specific criteria-based document
classification [20], with the data types: text and image.

The current structure of the repository has the following advantages: (1) it is
possible to search the methods by different criteria; (2) it is possible to group the
methods, models, and algorithms in bigger granules, based on proven results of other
researchers; (3) it is easy to extend the repository; and (4) it is easy to have several
different views on the repository.

However there are also several challenges that have not yet been resolved, namely
(1) it has not been found how to correctly distinguish between the titles “method”,
“model”, “algorithm”, and “approach” as different authors refer to one and the same
things in various ways; (2) the tools the authors used when performing data analytics
were often omitted or just mentioned without providing sufficient information to make
conclusions and thus have not been included; (3) the structure of the repository chosen
in the 2nd iteration does not fully include the knowledge obtained when developing its
first version illustrated in Table 1; and (4) the maintenance strategy of the repository
has not yet been designed.

4 Conclusions

The paper discusses the research in progress which aims at developing a repository that
amalgamates experiences in the use of data analytics approaches, methods, algorithms,
and tools. The initial structure of the repository was elaborated in two iterations – first
by focusing on methods and trying to relate them to the algorithms and tools, and than
finding pros and cons of the methods; and, second, by elaborating the findings so that
the relationships between different methods, models, and algorithms would be seen and
each application case could be traced separately.

The repository that has been created helps to navigate the knowledge on data
analytics and it was successfully applied for algorithm selection for a multi-agent
system of identification of politically exposed persons. Its further development will
concern meeting the challenges that were discussed at the end of Sect. 3. One of the
possible approaches to be taken is situational methods engineering [21].
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Abstract. Due to increasing strength of regulatory requirements in area of
money laundering and terrorism financing prevention, financial institutions are
looking for ways to retrieve, analyse and interpret relevant information on
politically exposed persons (PEPs). Task addresses complex decision making
over distributed data. Manual PEP identification is labour and time consuming,
therefore, IT solutions are necessary to support and enhance the process. This
paper highlights the complexity of regulatory demands inherent in the PEP
definition, reveals a number of requirements for PEP identification and proposes
a model for PEP status identification. The model follows a multi-agent paradigm
enabling several scenarios of PEP identification with involvement of software
and human agents. Although the proposed PEP status identification model is
created in accordance with the regulatory requirements and countries specific
data sources for the Republic of Latvia, still, the model can be adjusted for use
also in other EU countries.

Keywords: Politically exposed person � Multi-agent approach � Data and
business analytics � Conceptual modelling

1 Introduction

With strengthening of the precautionary and control activities regarding the prevention
of money laundering and financing of terrorism in the world and also in the Republic of
Latvia, special attention should be paid to identification of politically exposed persons
(hereinafter – PEPs). The strengthened requirements and subsequently identification
and monitoring of PEPs are requiring the financial institutions to set up an internal
control system to actively analyse and identify the PEPs [3].

Financial institutions are currently grounding their PEP status identification effort
either on manual searches from various databases and lists, or on PEP status identifi-
cation solutions based on pre-fed PEP lists. These solutions are efficient in PEP status
identification for PEPs, but are largely failing on PEP family member or person closely
related to PEP identification. There is no holistic solution for efficient PEP status
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identification that would be able to analyse, extract and interpret information combined
from various data sources. The purpose of this paper is to amalgamate and structure the
requirements for PEP identification and to develop the PEP status identification model
that meets these requirements.

In the study underlying this paper the design science approach was followed, which
provides both new knowledge and new artefact(s) [1, 2]. Identification, collection and
systematic analysis of the scientific works have been carried out to get new knowledge
of the existing possibilities of PEP status identification. This knowledge forms the basis
for the development of a new artefact – a PEP status identification model.

This paper proposes PEP status identification model based on the multi-agent
approach, which enables combining various approaches, methods and algorithms
depending on their specialisation and available data sources. PEP status identification
model offers high degree of practical applicability in solving complex problems,
ensured by flexible combination of specialised agents.

The paper is structured as follows. The scope definition is provided in Sect. 2. The
problem definition is given and related work is discussed in Sect. 3. In Sect. 4 the
requirements relevant in PEP status identification model development are presented.
The multi-agent PEP status identification model is proposed in Sect. 5. The model
enables a holistic and systematic approach to PEP status identification. The proposed
solution includes PEP status identification and validation mechanisms, points out the
needed data sources for obtaining PEP identification information, and defines the
knowledge and research areas necessary for the PEP status identification and valida-
tion. The proposed model is evaluated in Sect. 6. Conclusions are stated in Sect. 7.

2 Scope Definition

In order to ensure compliance with the requirements of the Law on the Prevention of
Money Laundering and Terrorism Financing [3] financial institutions are expected to
develop an internal control system that covers customers identification, customers
evaluation for their financial transactions and behaviour pattern fitting the type and the
specifics of the business that the particular customer is operating in as well as moni-
toring and reporting suspicious transactions to the relevant regulatory authorities.

Law [3] stipulates obligation for financial institution not only to identify the PEPs,
but also to identify the PEP related parties, family members, friends and relatives who
could affect actions done by PEP. In this paper, for simplicity, where appropriate, the
statuses of “PEP family members” and “persons closely related to PEP”, as noted in the
Law [3], are commonly referenced as PEP related persons or PEP related parties.

Various sources define and elaborate on PEP identification requirements thus
expanding the PEP definition and related requirements. The Financial Action Task
Force (FATF) defines the PEP as an individual who is or has been entrusted with a
prominent public function [4]. Due to their position and influence, it is recognised that
many PEPs are in positions that potentially can be abused for the purpose of com-
mitting money laundering offences and related predicate offences, including corruption
and bribery, as well as conducting activity related to terrorism financing [4].
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The PEP status identification model is designed considering the PEP definition and
the governing regulatory requirements in force as of April, 2017. Three types of PEP
are specified in details by the Law [3, Sect. 1, Clause 18], namely: PEP, PEP family
member and Person closely related to PEP. Additional complexity to the PEP identi-
fication task was added by the obligation to apply complementary measures and
in-depth customer research for the PEP, his/her family member, and a person who is
closely related to the politically exposed person [4, 5]. This means that the research to
be done by financial institution is not limited to analysis of easily accessible infor-
mation sources such as public data registries, but also demands additional effort of
investigating supplementary data sources to identify missing information and also to
cross check and verify the information found. This in requires verification of data
source credibility and evaluation of information retrieved by combining multiple data
sources.

Considering the full set of requirements embedded in definition of a PEP, family
members of a PEP and persons closely related to a PEP, there can be multiple search
criteria for each requirement placed in PEP definition and preferred data sources
identified where to search for the needed information. In order to ensure thorough
assessment of PEP and their related persons’ status identification, the following rela-
tionship categories were defined:

– PEP entity and its associated entities;
– PEP relationship types (to determine the family and close relations);
– Transaction types (in order to identify mutual business relationships and a motive).

PEP status identification model design was created purely basing it on the PEP
status definition in statutory requirements. Based on the requirements, information
needed for PEP status identification was determined and the available data sources
were matched into created model along with specialised agents for information
extraction, fusion, interpretation and decision-making. In order to ensure consistency,
the PEP status identification model is designed considering that the data source is a
variable – it is assumed that individual data sources can be added or removed,
depending on their availability. Technical retrieval of the information from data sources
with various data retrieval algorithms, web crawlers, and manually obtained and
interpreted data are out of the scope of this paper. PEP status identification model has
been created also on the assumption that the entity using the solution complies with all
relevant data protection law requirements.

3 Problem Definition and Related Work

Identification of PEPs is one of the major challenges in the field of national and
financial security. Researchers and analysts have endeavoured to meet this challenge
mostly by trying to create a comprehensive PEP and PEP related party status identi-
fication models. Recommendations for Credit Institutions and Financial Institutions to
Establish and Research Politically Exposed Persons, their Family Members, and
Closely-related Persons and to Monitor Transactions issued by Financial and Capital
Market Commission of Latvia [5] provide definition of PEP and their related parties,
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define the information sources for PEP identification, which affect the status of the
related parties, the use of personal data and other legitimate factors. These Recom-
mendations [5] provide more specific interpretation of PEP definition and application
guidelines of the Law [3] and The Financial Action Task Force (FATF) guidance [4].

There is very limited information on PEP status identification related issues in
scientific sources, nevertheless, there are several patents and commercial tools found.
CaseWare Analytics [6, 7] describes an IT solution for global identification of the
PEP. CaseWare Analytics study offers division of PEP status into four classes,
depending on the likelihood (risk) that a person is a PEP, as well as providing insight
into the PEP identification solution development, i.e. the principal (the necessary)
components – a possible solution for automation, integration and use of the solution in
real-time; as well as describing the solution use and maintenance of the process and
PEP status visualization. CaseWare Analytics also highlights a number of issues that
require more detailed research in connection with the PEP status identification, such as
same person being listed in several government lists – needing to recognise that it is the
same person; having the name transcribed in ways; alternative names being used –

mechanism for matching the person in several sources thus decreasing the number or
duplicates in PEP list and other issues.

Possible solutions of the PEP identification problem and related data retrieval risks
are provided in a number of patents. Schiffer patents titled “Method of ranking polit-
ically exposed persons and other persons and heightened risk entity” [8] describes a
method in which a person is assigned with an index, which determines the likelihood
that a person is politically exposed; visual graphs of related parties are created and
persons are indexed based on their political, financial or social impact in their related
parties graph.

David Lawrence (David Lawrence) patents titled “Automated Political risk man-
agement” [9] describe the risk management methods and analytical system that based
on the person’s position, transaction history, political opinions and other factors (such
as interpretation of world events) analyses and quantitatively expresses risks associated
with PEP.

Patent related to [9] “Method, system, apparatus, program code and means for the
identifying and extracting information” [10] develops further the ideas proposed by
Lawrence [9] and defines the information retrieval on PEPs from a more technical point
of view, providing with an in-depth description of the PEP risk factors, solution design
and architecture and related business processes.

Patent “Evaluating customer risk” [11] provides a different approach to the PEP and
the associated risk identification. A system, aimed to identify customers with an
increased money laundering or terrorism financing risks is described. Solution
described in the patent contains questionnaires that customer is expected to respond and
based on the customer’s responses the solution establishes the risk factor of a customer
(value from 0 to 100) and quantifies it based on a risk model [11].

Each of the described solutions above relies upon an explicit or tacit interpretation
of PEP definition. If this interpretation is not unambiguously provided, the possibility
to reuse the solution is low, as the mechanism might return the results that do not
correspond to the interpretation applied in the reuse situation.
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4 Requirements for the PEP Status Identification Model
Development

As a result of the study of PEP status identification problem the following main
challenges and their possible solutions were identified:

– Ambiguously interpretable data: not always the information available in data
sources is sufficient for clear/unmistaken identification of the unique person. It
refers especially to information in such data sources as social networks, portals,
newspapers, etc.; and to information on relationships with closely related persons of
a PEP. According to the regulatory requirements of Latvia [12] the only way to
uniquely identify a person is by using a personal identification number as well as
name and surname combinations. However, such data is not always available in one
particular data source; therefore, different combinations of data (or data fusion)
should be used to obtain needed information.

– Duration of PEP status: The Law states that the PEP status expires in either of two
events: a PEP dies or a PEP does not hold a major public position for at least
12 months and his/her business relationships no longer create an increased risk of
money laundering [3, Sect. 25, Paragraph 5]. This means that after 12 months PEP
status identification should be repeated and if there are no other evidences found
that a person is a PEP, then the PEP status can be removed. Therefore, when
designing PEP status identification model, the time factor needs to be incorporated
along with the PEP status and repeated status checks scheduled.

– Identification of a motive: besides the list of clearly defined family members, the
Recommendations [4, 5] stipulate that persons, which are substantially considered to
be family members (such as an actual cohabiting partner), but formally are not
included in the list of family members; persons outside the family (such as friends,
girlfriends, lovers) can be PEP related persons, as well. This complicates the model
design as these persons are difficult or even impossible to detect as these relation-
ships are not registered. Moreover, the motive has to be identified: “There is the trust
and commitment between such persons, which can serve as grounds for the PEP to
hide his/her abuse of public power for personal benefit by the help of such person”
[4, 5]. Since there are no registers of cohabitation partners, such information has to
be searched in social networks or media, which are both low reliability data sources.

– Identification of close relationship with PEP: Recommendations [5] stipulate that
a person, who has business relationships with the PEP, has to be granted with a
status of a “person closely related to PEP”. Several areas are to be of particular
interest: real estate deals, procurement deals of state, business partners of the PEP,
as well as those who share participation in a company’s board or council with the
PEP. For the purpose of the model creation, business relationships, business areas,
transaction types, transaction parties and the data sources for obtaining such
information have been identified. In order to identify high-risk transactions, the
criteria can be used for the transaction amount. Existing regulatory requirements do
not stipulate a specific transaction amount for the business relationships with a PEP
to serve as a grounds for a person becoming closely related to a PEP. On the
other hand, to minimise the number of false negatives, there are transaction limits
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recommended for each type of transactions. When designing the PEP status iden-
tification model, it is important that transaction types and business areas can be
combined with transaction amount criteria, which can be defined by the user.

The above-discussed challenges show that the PEP identification process will
require a combination of different methods and tools that have to be systematically
organized for achieving the goal of identification of PEPs. To have a systematic view
on the PEP identification process, the PEP status identification model that amalgamates
the methods, algorithms and tools and prescribes their potential sequences of usage is
necessary. Table 1 summarizes the requirements towards PEP status identification

Table 1. Requirements for the PEP status identification model

Area PEP status identification model shall be able to:

Data sources 1. Extract data from country specific (in this case Latvia) data sources
2. Continue efficient operation irrespective of what data sources are available, i.e.
data sources can be added/removed from the model
3. Effectively perform various data renewal strategies from data sources

Data extraction 1. Retrieve and interpret data with language specific diacritical marks,
declinations and grammar
2. Assess the reliability of the data source
3. Find, collect and store complete set of personal identification data in various
sources to be able to unambiguously identify the person

Data quality 1. Operate with incomplete, erroneous data
2. Analyse information reliability
3. Efficiently involve experts in data review process

Finding PEP related
parties

1. Recognize not only the PEPs, which is relatively stable list of persons, but
efficiently identifies PEP related parties
2. Discover unregistered relationships (actual cohabitation partners, persons that
are substantially considered to be family members in social networks and media
(low reliability data sources)

Adding several
characteristics/criteria
to search values

1. Search and store several person’s job place and position combinations
(important for correct identification of PEP based on high position in public
organisation)
2. Search a combination of person and organisation in related data sources
(important for identification of persons with incomplete identification information)
3. Attach time factor to person’s status (important for storing the duration of a PEP
status due to a maximum term in position and expiry of PEP status after leaving
the public position [3, article 25]
4. Link the transaction type of the transaction amount (important for identification
or closely related persons to PEPs based on business relationship)

Holistic approach of
the model totality

1. Satisfy all PEP definition requirements
2. Provide high reliability of results
1. Provide basis for identifying persons as PEPs
2. Demand only minimal to none involvement of experts
3. Reduce the percentage of false negative results (important as it harms the
business of the model users the most – penalties, reputation deterioration,
suspension of banking license, etc.)

Model capability to
adapt to future changes

1. Add new data sources (e.g. if cohabitation partner information will become
available in government officials’ income/property declarations as a result of
regulatory requirement change)
2. Supplement or change the search/data merge criteria based on PEP definition
amendments.
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model based on regulatory requirements, the complexity of PEP definition interpreta-
tion, and the results of analysis of related work.

It is important to point out that the paper reflects results obtained during the initial
stages of the research the final goal of which is to develop an adequate model that
satisfies all requirements summarised in Table 1 and provides an optimal sequence of
methods, algorithms and tools for processing data about PEPs, their family members
and PEP closely related persons. The search for appropriate approaches, methods,
algorithms and tools to ensure identification of PEPs with high degree of reliability has
been carried out and results are briefly presented in the next section.

5 Multi-agent Model for PEP Identification

To develop the model, the design science principles of obtaining new knowledge and
new artefact (the PEP status identification model) were followed. After analysis of the
related work, the problem domain was deeply analysed, especially with respect to the
data available and reliability of data sources. Data analytics methods and algorithms
(potentially applicable in the PEP identification domain) were amalgamated and
analysed. Further, candidate approaches from the related work, namely ontology based
approaches [13, 14], data fusion based approaches [15, 16] and natural language
processing algorithms for text analysis taking into account language specific diacritical
marks, declinations and grammar elements [17] were applied to the PEP identification
problem [18]. On the basis of the obtained knowledge it was concluded that the
identification of PEPs is a complex decision making problem over distributed
knowledge domain. Influenced by the contention made by Padgham and Winikoff, who
in their book [19] referencing Jennings [20] stated that “agents are ‘well suited for
developing complex distributed systems’ since they provide more natural abstraction
and decomposition of complex ‘nearly-decomposable’ systems”, it was chosen to
model potential solution with the multi-agent approach. To ensure the production of a
rigid agent-oriented solution the Prometheus methodology [19] for modelling was
chosen.

The multi-agent approach helps to obtain a natural overview of the planned solution
and to identify the potential difficulties of a problem. Before describing the model, it is
worth to remind the requirements of the PEP identification. PEPs are those persons who
correspond to the PEP features set out in Law [3]. In addition, having regard to the
related persons as defined by the Law [3] and the recommendations [5], the model has
to identify also the family members and persons closely related to PEP. The PEP family
members are visualized in Fig. 1.

Assuming that family links are permanent and the number of PEPs is compre-
hensible in Latvia (10000–15000 persons [21]), it was found useful to prepare a PEP
database containing PEPs and closely related persons (family members and family
members placed on the same level to those persons) in advance. Such approach
requires compiling a single database of all PEP lists, adding the identification infor-
mation from various related data sources (to enable unambiguous identification of the
person in different data sources) and, for all persons in PEP lists, identification of
closely related parties (Fig. 2), thus distinguishing five types of external data sources.
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Definitions of persons closely related to PEP are based on mutual business relations
(Fig. 2.). Changes of and transactions related to company ownership structure can be
carried out every day, therefore it is beneficial to obtain this information from anew
during the PEP status identification request processing.

The system’s goals are a natural construct to initiate system specification [19]. This
refers also to the building of models. To fulfil the PEP identification requirements, the
following two main goals have to be met – maintain PEP database and determine the
person’s PEP status upon a request. According to the Prometheus methodology
detailed goal models were constructed for both above-mentioned goals (Figs. 3 and 4).

For the PEP database maintenance goal (Fig. 3) four sub-goals were found, namely,
maintain data source database, summarize the PEP list from data sources, summarize
related family persons from data sources, and identify the persons unequivocally. These
sub-goals where further decomposed where appropriate.

Fig. 1. PEP family members

Fig. 2. Persons closely related to a PEP
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The diagram for the goal “determine the persons PEP status upon a request” is
shown in Fig. 4. To support the goal, it is necessary to handle requests, identify
whether person is a PEP, identify the family relations with a PEP, and identify
transaction relations with a PEP.

After goal identification, the PEP identification functionalities were established.
Conforming to Prometheus methodology, the functionality is a term used for “a chunk
of behaviour, which includes a grouping of related goals, as well as percepts, actions
and data relevant to the behaviour” [19]. Furthermore, the decision about agent classes
was obtained by combing the functionalities. According to Prometheus methodology
“The choice of how functionalities are to be combined is made by considering the
functionalities and scenarios and developing possible groupings of functionalities into
agents, which are then evaluated according to the standard software engineering criteria
of coupling and cohesion” [19]. The obtained agent classes are shown in Fig. 5.

Fig. 3. “PEP database maintenance” goal diagram

Fig. 4. “Person’s PEP status determination upon a request” goal diagram
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The agent classes are described in Table 2.
To support the identification of PEPs, three main scenarios were established – PEP

list maintenance scenario, PEP relation maintenance scenario and request handling
scenario. During the setup of the system that will correspond to the above-described
model the PEP list maintenance scenario and the PEP relation maintenance scenario are
expected to be run sequentially. After the setup any of three scenarios can be run
independently, corresponding to the schedule or on a request.

The PEP list maintenance scenario includes data source list update, PEP list
renewal from data sources, additional person identification information gathering, data
fusion, and, finally, ambiguous data screening for approval. The PEP relation main-
tenance scenario operates similarly: it starts with the data source list update, then

Symbols: 

Fig. 5. The multi-agent model for PEP identification
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Table 2. Agent classes

No Agent class Realization Description

1. Interface
agent

Software
agent

Implements the user interface for request reception and
providing an answer. Specialization: web UI, graph display

2. Decision
making agent

Software
agent

Upon receipt of request, examines the person against the
PEP database - whether he or she is a PEP or have the family
relations with a PEP. Requests the transaction agent for any
person’s transactions with a PEP. Makes aggregated
decision regarding PEP status based on information
received. Specialization: decision making, ontology
application

3. Transaction
agent

Software
agent

Gathers transaction information with the person from
multiple data sources. Examines each transaction counter
parties against PEP database. Prepares a list of PEP status
affecting transactions. Specialization: data source renewal
strategy, data crawling, ontology application

4. Screening
agent

Human
agent

During local PEP database establishment reviews
ambiguous person identification information. Specialization:
expert decision

5. Fusion agent Software
agent

Receives collected information gathered by other agents,
such as PEP list agent, Relation agent and Information
agent. Performs data fusion on received information.
Specialization: data fusion, ontology application,
information reliability validation

6. PEP list agent Software
agent

According to the schedule gathers PEP lists from PEP list
data sources. Specialization: data source renewal strategy,
data crawling

7. Orchestration
agent

Software
agent

Receives person lists for identification information
improvement and orchestrates information gathering.
Specialization: task orchestration

8. Relation agent Software
agent

According to the schedule gathers family relationships and
close relationship ties from family relationship data sources
and close relationship data sources (social networks and
news media) in the PEP database. Specialization: data source
renewal strategy, data crawling, natural language processing

9. Information
agent

Software
agent

Looks for additional identification information for the PEPs
and related persons. Specialization: data source renewal
strategy, data crawling, natural language processing

10. Source agent Human
agent

Maintains the data source database, which contains
information of data sources for each external data source
type and their respective data renewal strategies: PEP list
data sources, additional information data sources, family
relationship data sources, close relationship data sources and
transaction data sources. Specialization: expert decision
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continues with PEP family member list renewal from the data sources, the additional
person identification information gathering, the data fusion, and, finally, the ambiguous
data screening for approval.

The request handling scenario expects that the PEP list maintenance and the PEP
relation maintenance scenarios have been executed successfully at least once and the
PEP database has been set up. Subsequently, by receiving user request, the request
handling scenario checks if requested person can be found in the PEP database, if the
person under investigation is related to the persons in the PEP database and if the
person under investigation has any transactions with the persons in the PEP database.
Finally, complex decision about the requested person’s PEP status is made and results
are returned to the user.

6 Evaluation of the Proposed Model

From challenges and complexity of the PEP definition and the regulatory requirements
discussed in this paper it is evident that for obtaining a holistic and effective PEP
identification model no one single approach exists that can be used for satisfying all of
these requirements stated in Sect. 4. Instead, a combination of different methods and
approaches systematically organized in a model has to be used.

The proposed model is based on the multi-agent paradigm, which allows struc-
turing the complex problem onto several agents. Consequently, each agent is dedicated
for solving specific task and it is equipped with selected methods and approaches, such
as data fusion, ontology, natural language processing and various information retrieval
and data mining algorithms and methods.

In order to verify the proposed model, it will be assessed against the PEP status
identification model requirements set out in Sect. 4 of this paper.

During PEP status identification model design, PEP definition requirements were
translated into detailed search tasks and possible data sources for each search task were
selected. Methods for natural language processing [17] were prescribed by the model to
enable search and retrieving of data that contains language specific diacritical marks,
declinations and grammar elements, thus ensuring natural language processing capa-
bilities. This is particularly important for handling various unstructured data sources,
which is currently the only source for identification of persons closely related to a PEP.

When examining available data sources, it was observed that there was a number of
data quality and consistency issues as well as there was a number of areas where the
data was not structured and were incomplete. Data-fusion algorithms [15, 16] pre-
scribed by the model are capable of compiling the obtained data, discarding insufficient
quality data and involving the expert in the process of ambiguous data review and
approval. In order to operate with data of various reliability, the model is able to
consider the information reliability factor.

The model provides expert involvement in PEP database preparation process in
terms of minimal use of expert time by limiting the expert involvement only to critical
assessment functions where human intervention is required in interpretation of the
received data. PEP status identification model is built in a way that the expert
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involvement is not needed in real-time operation, but rather in PEP database estab-
lishment and support, which enables to provide PEP status investigation results in
real-time.

The proposed model encompasses agents specialised on ontology reasoning
methods for rule-based PEP status evaluation. The proposed multi-agent model also
assumes maintaining a database, which stores all previously identified PEP persons
along with the family relationship and business relationship lists. Addition of an
internal database allows faster status identification due to re-using data already obtained
and searching the local database only, instead of real time data search in external data
sources.

For several agents there are more than one options of how the specific task can be
approached. Currently the experiments are carried out to select the most efficient
alternatives with respect to better PEP identification, fewer process steps, less time and
lesser human expert involvement, and identification of the most efficient sequence of
the tasks in the model.

In comparison with related works and analysed patents, the proposed PEP status
identification has clearer structure that shows both the main data sources and main
functions to be performed over the data, thus, the model has higher potential of
reusability than solutions discussed in Sect. 3. It has the ability to cover the totality of
regulatory requirements and can be relatively easy changed in case of changes in
regulations due to modular structure of the model. The model allows to work with
various country specific data sources and language specific diacritic and grammar
elements and to retrieve and interpret data from unstructured data sources and, thus, to
obtain as complete set of persons identification data as possible, that in turn allows for
identification of a person under investigation in various sources and get as precise PEP
status identification results as possible with the given sources.

7 Conclusion

This paper focuses on creation of PEP status identification model for the specific case
of the Republic of Latvia in accordance with the regulatory requirements set out in the
definition of the status of the PEP, as well as the data sources of Latvia. However, since
in the Republic of Latvia the PEP status identification and recognition methodology is
developed in accordance with the international requirements (FATF definitions) and
aligned with European Union directives, the findings of presented work are applicable
also for other countries in Europe. For reusing the PEP status identification model, the
sources of information and unique parameters should be adjusted to country specific
data as well as the local regulatory requirements should be verified to ensure the
completeness of the PEP status identification model.

The developed PEP status identification model suggests possible usage sequences
of approaches, methods and algorithms for extracting and processing data pertaining to
PEPs and their related parties in order to ensure identification of PEPs with a high
degree of reliability. Different data analytics methods and their combinations were
investigated during the model development process. A multi-agent approach was
considered [18, 22] as one of the potential solutions besides the ontology based and
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data fusion based approaches. The discussion of other approaches as stand-alone
solutions is out of the scope of this paper as number of limitations were discovered in
their ability to satisfy the PEP status identification model requirements set out in Sect. 4
of this paper. While ontology based and data fusion based approaches proved to be
efficient in solving parts of the PEP definition based requirements, the multi-agent
approach gave an opportunity to systemically cover all requirements.

The proposed PEP status identification model based on the multi-agent approach
demonstrates the suitability for PEP identification task. The model not only allows to
incorporate algorithms and methods in a single solution but also leaves space for
different algorithm selection for every agent and task, and gives an opportunity to
change existing and involve new data sources.

While having developed the multi-agent model for PEP identification further work
is to validate different algorithms and methods for each task. Best algorithms and
methods will be selected by testing various algorithm and method combinations and
sequences and measuring overall solution performance according to the main scenarios
of PEP identification.
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Abstract. Business intelligence (BI) has attracted considerable attention in the
past years with such emerging technologies as predictive analytics, big data, and
the Internet of Things (IoT). Despite the hype, BI frequently suffers from broad
definitions, unrealistic expectations, and the incongruities of IT needs between
headquarters and local business units. We are conducting an exploratory study at
a large international manufacturing firm headquartered in the EU. The firm
wants to transform itself from a conservative firm with traditional values to a
more entrepreneurial and nimble organization with its supply chains driven by
Industry 4.0 and the IoT. This research-in-progress paper reports the preliminary
findings on how the firm is going through its transformation, focusing on the BI
system. The initial findings of our interviews suggest that firms consider BI to be
the enabler of change management rather than simply technical tools that extend
the traditional systems environment.

Keywords: Business intelligence (BI) � Industry 4.0 � Big data � The Internet
of Things � Grassroots BI

1 Introduction

Over the past decade, business intelligence (BI) has drawn considerable attention from
both academic and practitioner communities [1]. Indeed, BI systems increasingly
include and combine the use of predictive modelling, including (mostly unstructured)
big data and sensor data from the so-called Internet of Things (IoT). While BI has
become a common term, however, its concept and expectations vary among organi-
zations and individuals; it encompasses the mere description of functionality (e.g.
reporting, consolidation) as well as the key elements of information management in
large organizations (e.g. creating a corporate memory by means of data warehouses) to
constitute a fundamental part of data science (e.g. by including analytical techniques).
Hence, BI and analytics are usually referred to as a cornerstone of the digital trans-
formation, which can be broadly defined as IT-enabled major business improvements
[2]. As any transformation includes major change management efforts, we are partic-
ularly interested in the transformational power of BI in two ways: (1) What impact does
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digital transformation have on the roles of BI systems? (2) What transformational
effects can BI systems support?

Seeking the answers to these research questions, we currently have an opportunity
to observe an organizational transformation project at a large global manufacturing firm
aspiring to become a leading Industry-4.0 firm [3]. Our research goal is to learn from
this firm’s journey towards accomplishing a transformational experience. In particular,
it aims to change from a conservative firm with traditional values to a more entre-
preneurial and nimble organization with its supply chains driven by Industry 4.0 and
the IoT. In this stage, we are focusing on the structuration effects [4] of digital
transformation and BI systems at the grassroots level.

2 Literature Review

While a wide range of BI systems can be observed [5], Arnott et al. [6] examined 86
decisions supported by the BI systems used at eight firms. They found that more than
80% of decisions are supported by corporate-wide BI systems, whereas fewer than 20%
use departmental or unit-specific BI systems, which IT departments “often [dismiss] as
undesirable shadow IT systems” [6]. In other words, current BI systems are predom-
inantly geared towards operational support, not necessarily fostering change and
innovation at the grassroots level. For our case study, we briefly review the BI literature
regarding terminology, commonly used theoretical/research perspectives, and an
underrepresented perspective.

BI Definitions. BI is an umbrella term [1, 7]. The definition of BI can focus on
(a) applications, infrastructure, tools, and best practices [7], (b) concepts and methods
to improve business decisions [1], (c) the distribution of “the right information to the
right people at the right time” [8, p. 22], (d) the purposeful use of data for decision
making [9], and (e) the outcomes of information use in the business domain [10]. These
different BI focuses may lead to varying expectations among managers and end-users.

BI Perspectives. Given the broad definitions of BI, we must consider a number of
contextual factors of a socio-technical nature that affect BI systems [11]. The per-
spectives put forward in BI review papers include structured vs. unstructured data
sources [12], the BI category vs. research strategy [13], socio-technical evolution [14],
knowledge management [15], and banking [16]. However, a common perspective is the
data-centric approach because “[g]etting data is the most challenging aspect of BI” [17,
p. 96].

BI Outcomes. Successful BI implementation provides “analytical tools to present
complex internal and competitive information to planners and decision makers” [12,
p. 178], self-service and performance measurement capabilities for individual managers
[18], decision support, work integration, and improved customer service [19]. BI
success also creates operational and strategic business values [20] as well as compet-
itive advantage and stakeholder satisfaction [21].

BI and Change Management. BI is critical for the agility of business processes [22].
Business process change management is a strategy-driven organizational initiative that
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sets out to achieve competitive advantage by balancing the forces between change and
resistance [23]. Although user-oriented change management is regarded as a critical
success factor for the implementation of BI systems [24], the maturity and adoption
levels of process-centric BI remain low [25].

Underrepresented Perspective. The fundamental outcome of BI is to change the work
carried out by individual workers and organizational units by using improved decisions
based on timely and relevant information. Because business contexts are usually
complex and continuously change, especially with such evolutions as Industry 4.0, we
propose that BI users adapt a cognitive approach that “declares knowledge or rules
about how to manage activities based on the current state of the environment” [26,
p. 181]. From this perspective, we posit that BI should be regarded as the enabler of
change management rather than as a technical tool that extends the traditional systems
environment.

In sum, BI is often understood in different ways. In particular, because it is heavily
data-centric, scholars might have overlooked BI’s potential as an agent of organiza-
tional change in the socio-technical context.

3 Method

This study is in the pilot phase of an empirical BI study at Strasbourg Industries (the
firm name is disguised) headquartered in the European Union (EU). Strasbourg is a
traditional manufacturing firm with a long history of global business success, especially
in various types of automotive control systems. Recently, the IoT has become a
“megatrend” for smart and connected automotive control systems [27]. Given the rise
of the IoT, Strasbourg has set the inspiring vision of being a leading Industry-4.0 firm
that not only incorporates the IoT into its automotive systems products but also
leverages the IoT to create new business models.

The firm’s computing vision is heavily headquarters-driven, with the emphasis on
developing standardized global templates and then applying those globally with some
degree of customization. While it has used multiple ERP systems and data warehousing
techniques since the turn of the century, firm-wide BI implementation is still in its
formative stage, with the global BI template implemented in its major business units
and fine-tuned in North America, the firm’s biggest market. This region is regarded as
the forerunner of strategic BI initiatives, allowing the firm to establish successful BI
templates for the other regions in the world market. We feel the traditional ERP-driven
approach at various sites needs adjustment to meet the new vision that emphasizes a
more innovative culture. In particular, the firm’s leadership must consider BI’s role
beyond the extension of its ERP systems and data warehousing environment, because
business innovations often emerge at the skunkworks level [28].

Because the firm is in the early rollout phase of global BI implementation, it is
beneficial that the research team not only observes the process but also shares findings to
help managers. We thus use the action research approach that facilitates the resolution of
practical problems while gaining scientific knowledge [29]. We are in the diagnostic
stage of the action study in which we interviewed a key BI manager in the IT unit and
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then 10 BI power users, who were chosen based on their business process knowledge
and the expectation of leading other users [30] in North America, to assess the state of
Strasbourg’s BI implementation. The structures of the questions were as follows. For the
BI manager, we asked for an overview of the BI strategy as well as of BI programs and
projects, progress, and challenges. BI power users were asked about their managerial
roles, business needs, BI expectations, communication with the IT unit, and transfor-
mational changes before, during, and after certain phase(s) of the BI implementation.
The interviews were recorded, transcribed, and coded for analysis. We used descriptive
and topic coding to evaluate interviewees’ understanding of BI as a concept and tool,
communication with IT staff, and current and future expectations. By examining the
results (see Sect. 4), we then formulated two dimensions of change management to
develop a data-driven management paradigm, as summarized in Fig. 1 in Sect. 5.

4 Tentative Results and Implications

Broad Expectations. We asked the BI power users what BI meant and how they
perceived BI functionality. Because the definition of BI is not as clear cut as it is
presented in Sect. 2, the responses are, not surprisingly, varied. Some representative
answers are as follows:

“I don’t quite understand it.” [ERP Coordinator]
“To me, [BI is] a broad term. I know what it means. It’s really the applications – Busi-
nessObjects, Crystal Reporting, and creating dashboards – that basically allow for cockpits, for
the organizations to use, and have the information together from the end-user all the way up to
the top-level management.” [Manufacturing Systems Engineer]
“[The IT staff in the headquarters] designed canned reports that everyone uses.” [Analyst]
“It is user-driven. It has changed how users interface with data.” [ERP Specialist]
“When I say BI, I think of something that has source data, probably from ERP, feeding the data
to cubes to do analytics, especially predictive analytics by using historical data.” [Sales Fore-
casting Staff]

End-users generally perceive BI as a data-driven initiative that extends the scope of
ERP systems. However, the expectation of BI goes beyond more standardized, visual
reports and explicitly includes the transformation of business and organizational cul-
ture. Selected statements are below:

“[BI] is really for me that you can slice and dice the way you want.” [Controlling Manager]
“There is no IT solution that can fix what I’m doing. It’s just not there. I don’t think there will
ever be a complete IT solution for forecasting; there are too many pieces at play.” [Sales
Forecasting Staff]
“[The future of BI is geared towards] developing new business models to provide new revenue
streams for Strasbourg [along with the IoT].… Yes, there is a big push to change the mindset of
employees.” [BI IT Manager]

Some end-users anticipate that BI will bring new insights and ideas that go beyond
current business practices.

Lateral Communication of the BI Vision. Because BI is contextual to business pro-
cesses, BI end-users invariably indicate that the communication between business units
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and IT has been challenging. This raises the question of whether an internal IT
department is the right partner for supporting BI.

“Communication is good as long as we are in the same building [with the IT department].”
[Sales Forecasting Manager]
“IT groups can tell you the umbrella concepts. But IT is not supposed to understand (the details
of) different businesses underneath. They regard themselves as support providers. Being
proactive solution providers is not in their scope.” [Finance Manager]
“The main challenge has been to have IT staff understand [our] business context. In addition,
there are communication barriers when I talk to IT staff [overseas].” [Logistics Analyst]
“To be honest, directly with the IT people, I don’t communicate unless we have them on site.”
[Manufacturing Systems Engineer]
“I use Strasbourg Connect [a collaboration/knowledge-sharing website]. I posted questions four
times, but got only one short reply. Strasbourg Connect has not been helpful so far.” [Logistics
Analyst]

Despite these communication barriers, end-users do not expect their IT colleagues to fully
comprehend the details of their operational needs, as seen in the second quote above from
the Finance Manager. Recalling the last two quotes from the ERP specialist and Sales
ForecastingManager in the previous section, what end-users implicitly suggested is what
we call grassroots BI, in which BI end-users drive tool selections and implementation to
pioneer ecological grassroots innovation [31]. The term “BI sandbox” [32] refers to the
testing environment for BI end-users. Grassroots BI, on the contrary, goes beyond
analytical solutions to influence work culture and foster innovation.

BI as an Enabler of Change Management. Because the firm has enjoyed long-term
business success, its organizational structure and culture appear resistant to changes
that may disrupt the status quo. Some users foresee BI as a potential catalyst for
organizational change through data-driven innovation.

“The biggest challenge (for BI) is breaking barriers. Our organizational culture is still not into
simplicity.” [Unit Manager]
“We are nowhere near what technologies can do as far as I can see, for example, at Gartner
conferences.” [Sales Forecasting]
“There are ‘silos’ between HR, finance, manufacturing, and operations within [our] division.
Great BI applications should help overcome these ‘silos.’” [Data Analyst]

The use of analytics is evolving as part of the ongoing transformation. From a tech-
nological perspective, changes have occurred with the ever-growing amount of data.
However, procedures are needed to analyze and integrate data into the organizational
context. Because data analytics is one of the cornerstones of the digital transformation,
we are slightly surprised that the organizational transformation towards working with
data is still neglected, according to our interview data.

5 Change Management Towards a Data-Driven Paradigm

We borrowed coding elements from the grounded theory approach [33, 34] to inves-
tigate the change in the organization in more detail. By coding our sample based on the
interview data, we observed two dimensions of change management: a) the need to
shift the management culture towards a data-driven work environment and b) the need
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to facilitate the changes needed to update the systems landscape. Following that logic,
we derived a matrix of change management towards a data-driven management
paradigm (Fig. 1). In later research, we will use this matrix to guide our investigations.

Traditionally, BI is used to make decisions; some implementations even automate
decision making (see the upper left quadrant in Fig. 1). Mostly, Inmon’s [35] criteria
for data warehousing architecture serve as the design principle. Hence, the classic
decision support role of BI is based on a dispositive data logic deeply rooted in
financial information and structured standardized reporting.

For many years, the field of BI has been adapting to deal with “bigger” data
sources. In addition to the changing design assumptions and system requirements
(usually summarized by the three V’s of volume, variety, and velocity), the obvious
challenge is to integrate data sources into the existing technological stack in order to
derive valuable insights for the organization. As the lower left quadrant of Fig. 1
summarizes, only the sound integration of existing and emerging data sources can lead
to viable predications.

The second change dimension (leading to the upper right quadrant of the matrix in
Fig. 1) addresses the raised expectations of BI users. To modern users accustomed to
easily consumable IS services, long procedures of data gathering and siloed analysis
are simply no longer acceptable. For instance, many well-known online retailers rou-
tinely suggest next best deals. Why not allow BI systems to provide preliminary
analysis results based on up-to-date data that could then be incorporated into an
established, more traditional organization with sufficient IT resources? Such expecta-
tions raise the level of process maturity with fully automated decision making beyond
quality reports, churn and fraud analytics, and so forth.

Whether an organization is driven by raised expectations or novel analytical
capabilities (Strasbourg tends to be a case of the latter), the result will ultimately be a

Fig. 1. Change management matrix towards a data-driven paradigm
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data-driven organization. Such data-driven modes of working depend on deriving
sound figures rather than formal (hierarchical) structures and standardized procedures.
By contrast, such legacy structures are often a major obstacle to a data-driven paradigm
unleashing its full potential. In that light, the need articulated by our participants for
holistic change management is understandable. Certainly, future research should fur-
ther investigate how optimally such organizational change is planned and facilitated.
One possible direction of change for Strasbourg is to integrate Holacracy, a
self-organization system in which (1) the organizational structure is team-based,
(2) teams design and govern themselves, and (3) leadership is contextual [36].

6 Conclusions and Outlook

This research-in-progress paper reports preliminary findings on how a large established
manufacturing firm is going through its transformation with BI. This company aims to
transform and position itself as a market leader with Industry 4.0 and the IoT. We
started the study with semi-structured explorative interviews that initially aimed to shed
light on the alignment of global BI initiatives. Given the interviewees are from one
organization, the findings may be biased to the organizational nature of Strasbourg
Industries. Hence, the obvious next step is to apply methodological rigor and work with
a hypothesis to solidify our results.

Yet, sufficient data were obtained to articulate preliminary findings and postulate a
research framework (Fig. 1) for further investigation. During the first phase of our
study, we found an interesting and probably under-investigated topic of change man-
agement for the digital transformation: changing the current mode of working from
operations/procedures towards a data-driven paradigm with what we call grassroots BI.
To foster grassroots innovations at the end-user level, we posit BI as the enabler of
change management rather than technical tools that extend the traditional systems
environment. Taking this fresh look on BI and analytics allows for a novel framing of
digital transformation towards a data-driven paradigm.

Our tentative results indicate that such change management for the digital trans-
formation will be a significant challenge, particularly for large, established organiza-
tions. In particular, leading tech companies that work with advanced analytics
leveraging the IoT and Industry 4.0 will be the cornerstones of the digital transfor-
mation. We are grateful to have the opportunity to witness the organizational evolu-
tions of a market leader. Further, we plan to include a second organization in the study
to identify and isolate the organizational context as a moderating variable.
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Abstract. Over the last years many data quality initiatives and suggestions
report how to improve and sustain data quality. However, almost all data quality
projects and suggestions focus on the assessment and one-time quality
improvement, especially, suggestions rarely include how to sustain the contin-
uous data quality improvement. Inspired by the work related to variability in
supply chains, also known as the Bullwhip effect, this paper aims to suggest how
to sustain data quality improvements and investigate the effects of delays in
reporting data quality indicators. Furthermore, we propose that a data quality
prediction model can be used as one of countermeasures to reduce the Data
Quality Bullwhip Effect. Based on a real-world case study, this paper makes an
attempt to show how to reduce this effect. Our results indicate that data quality
success is a critical practice, and predicting data quality improvements can be
used to decrease the variability of the data quality index in a long run.

Keywords: Data quality � Bullwhip effect � Data quality success � Supply
chain � Data quality improvement

1 Introduction

Over the last decade, many researchers and practitioners have emphasised the impor-
tance of data quality [3, 4]. Data quality has become a critical concern to the success of
organisations. Numerous business initiatives have been delayed or even cancelled,
citing poor-quality data as the main reason. Knight and Burn [11] further point out that
despite the sizeable body of literature available, relatively few researchers have tackled
quantifying the conceptual definitions. The literature provides numerous definitions
and taxonomies of data quality dimensions analysing the problem in different contexts
[12]. Also, literature provides us with numerous case studies, investigating data quality
in practice. Research [7, 9, 14] as well as discussions with practitioners indicate that
sustaining and continuously improving data quality in organisations is still challenging.
However, most data quality attempts in practice are usually conducted only until the
data quality assessment stage or many data quality improvement projects are only
executed once.
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Continuing the earlier work of [10] in which an approach has been proposed for
managing and sustaining data quality in organisation, we expand this work and
introduce the concept of Data Quality Bullwhip Effect (DQBE). This paper aims to
study the phenomenon and effects of DQBE. It is expected that good data quality
prediction models will reduce the observed variability in data quality success indica-
tors, and thus will reduce the DQBE.

In a typical supply chain, consumer’s order demand flows up from retailer to
wholesaler and in turn goes to distributor, manufacturer and then the raw materials
supplier. The bullwhip effect in supply chain occurs when consumer demand indicates
a high variability in demand along the levels in the supply chain [13] For example, in
order to prevent product shortages and lost sales, the entities in the supply chain tend to
order more than they can sell. The extra inventory demand begins from the market
fluctuations of supply. When demand increases, the entity like retailer in the lower
stream of the supply chain will increase the inventory, likewise, this will amplify the
extra inventory on each entity of the supply chain. The Bullwhip effect has been
observed across various supply chains in different industries [15].

Following the knowledge from supply chains, the Data Quality Bullwhip Effect is
defined as the increase in variability of data quality success over time. Generally,
factors that impact the DQBE are related to fuzzy data quality measures and delayed
and reluctance to react to the data quality problems [5]. In this paper we considered that
the variability of data quality status can be predicted and it helps to reduce the DQBE.
We avail of a unique opportunity resulting from a longitudinal case study, in which we
observed a data quality programme in a specific organisation. Observing the organi-
sation over time, it revealed variations in the data quality success as well as DQBE. The
investigation of this effect and the proposal of forecasting postulates the main contri-
bution of this paper.

The remainder of the paper is organised as follows. Section 2 reviews the related
work of data quality success and sustainable data quality improvement. Section 3
describes the Case study of a real-world organisation. Based on the case study, Sect. 4
discusses the data quality prediction model can how it can be used to prevent bullwhip
effect. Finally, Sect. 5 concludes the paper and outline the future research work.

2 Related Work

Reducing the DQBE intends to achieve the data quality success, adapted from Delone
and Mclean’s IS success model, this paper defines data quality success as sustaining
data quality efforts over time in terms of improving data quality. DeLone and McLean
[2] proposed a comprehensive IS success model that stresses the effects of use and user
satisfaction on individual and organizational impact. System quality and data quality
are considered as the influencing factors to use and user satisfaction. Importantly, this
model brought the attention of data quality to the IS research community and can be
considered as one of the pioneering contributions in data quality research. Ten years
later, Delone and McLean [1] proposed a revised model that directly focuses on the net
benefit instead of organisational impact. As the net benefit can be considered as one
form of business value, Delone and McLean’ model is not only in line with the model
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from Gustafsson et al. [8], but also emphasises the importance of data quality and
service quality to business value. It can be found that sustainable data quality
improvement is an important element in IS success.

DQBE can be observed during continuous data quality improvement. The concept
of continuous data quality improvement can be traced back to the 90s. To manage the
quality of information products, Wang [16] proposed the total data quality management
(TDQM) model to deliver high quality information products. This model is adapted
from Deming’s plan, do, check and act cycle and consists of four phases: define,
measure, analyse and improve. The definition phase is for determining the character-
istics of information products, data quality requirements, and how information products
are produced in the information manufacturing system. In this phase, we need to
identify who assesses the quality of information products and which data quality
dimensions are used in such assessment. The measurement phase is for assigning
numerical or categorical values to information quality dimensions in a given setting [6].
This phase consists of different measuring methods that can be used to assess data
quality. According to the assessment result, the analysis phase is for discovering the
root cause of data quality problems and strategizing an effective scheme for data quality
improvement. Once the analysis phase is finished, considering budgetary constraints
and resource allocation, the improvement phase is concerned with improving the
quality of information products for intended use. The four phases constitute a con-
tinuous data quality management cycle, indicating that organisations need to contin-
uously implement the TDQM cycle and cultivate data quality concepts into their
organisational culture. Although sustainable data quality improvement has been pro-
posed for a long time, there is limited work connecting data quality prediction model
and continuous data quality improvement in practice.

Helfert and O’Brien [10] proposed an approach for managing and sustaining data
quality in organisation. However, in that work, although the data quality improvement
shows significant variabilities, the impact of variations in the data quality success is not
investigated. We revisit the important aspects of the case study and use a consolidated
case study to show how to reduce the variations in data quality success.

3 Case Study

The case study is related to an UK organisation operating in over sixty individual
factories and offices across the entire country. An ERP system was implemented during
the latter Nineties and whilst there were many benefits overall it was identified that
there was still scope for further improvements especially within the areas of data
quality and system complexity. This research study coincided with the commencement
of a data quality improvement initiative within the Company during 2005. An initial
approach was made across a number of fronts to attempt to promote education and
training; documentation of procedures; the acceptance of responsibility, ownership and
accountability at all levels for processes and data; together with better management of
master data with the identification and implementation of ‘quick wins’.

As part of this initiative seven key performance indicators (KPIs) were established
around the order fulfilment process, historically the sources of many of the data quality
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issues. The KPIs were chosen specifically to reflect the salient elements of these
essential commercial operations relating to servicing customer needs. The KPIs were
designed to reflect the view of the world as seen through the lens of the ERP system,
compared with an actual view which could be obtained by direct observation of the
actual physical order process. In other words, how closely the ‘system’ (data within the
ERP system) reflects reality (the real world) in the manner described by Wand and
Wang [17], whilst also providing a measure of the quality of the actual data and the
related processes. From the individual KPIs an aggregated Index was developed
weighted to take account of the aging of the various transactions and this was then used
as the definitive measurement of the ongoing quality of the data within the KPIs.

3.1 Qualitative Study

The qualitative element of the research took the format of a series of discussion-type
focus group meetings sharing experiences, ideas, issues, problems and successes,
around a basic flexible agenda, employing an action research approach. This approach
attempted to generate discussion and interaction to discover peoples’ real feelings and
attitudes towards their data. In all, forty-eight of the fifty-four factories and seven
business operations and sales teams were covered.

The use of action research in this environment provided the study with a consid-
erable degree of richness in that the researcher had been a member of the organisation
for almost twenty years. During this time this ‘insider researcher’ had worked directly
with the majority of the participants and was known to virtually all. This unique
approach generated loyalty and trust amongst all parties and not only provided rich
material for this study, but also enabled the researcher’s colleagues to gain a greater
understanding of the significance of quality data and to appreciate the importance of
taking ownership of ‘their’ data. These latter consequences are seen as key to the
subsequent improvements that were achieved.

From the outset certain important notions and impressions emerged from the dis-
cussions and the analysis and these were subsequently developed as key findings. It
was felt that these fell in three broad categories relating to: lessons learnt that should be
put in practice at all sites, involving basic quality management principles, ownership,
responsibility and support, together with measurement and reporting; positive personal
motivational factors which help to engender commitment from individuals, relating to
internal competition and targets, an acceptance of best practices and how these relate to
one’s ideas and principles; together with organizational and cultural environmental
elements essentially involving leadership and management issues.

3.2 Measurement and Observation

The importance of measurement, analysis, reporting and feedback was emphasised
continually throughout the entire research. Figure 1 below traces the progress of the
improvement programme by tracking the Index over the initial three years, highlighting
a real trend of improvement over this period, albeit with various explainable
fluctuations.
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A summary of the progress indicates: 29% improvement in the first six months;
33% improvement in the first year; 16% improvement in the second year; 40%
improvement in the first eighteen months; 27% decline in eight months which coin-
cided with the Company’s Modernisation Programme; 37% improvement in the year
after the modernization; 59% improvement overall within three and a half years.
Table 1 below relates the movements in the KPI Index with progression of the site
meetings qualitative study both during and following the programme.

It is evident that there was a significant improvement in the Index (27%), following
the commencement of the factory and business meeting programme from December to
April, in line with the number of meetings carried out. In addition, it may be seen that
this level of improvement was maintained immediately following the study and then
further improved as the concept of data quality became more established within the
organisation.

Fig. 1. Data accuracy KPI index improvement tracker

Table 1. Data accuracy KPI monthly performance

Month 11 12 01 02 03 04 05 06 07 08 09 10 11

Year Year 1 Year 2
No of
meetings

0 13 18 3 15 8 0 0 0 0 1 0 0

Index impr. %
month

0% 9% 7% −4% 16% 1% 1% 5% 0% 2% −3% 7% 2%

Index impr. %
cum

0% 9% 15% 12% 26% 27% 27% 31% 31% 32% 30% 35% 37%

Predicting Data Quality Success - The Bullwhip Effect in Data Quality 161



4 Preliminary Results and Discussion

The direct operational benefits of this Case Study as highlighted by the improved Data
Accuracy Index have been referred to in depth, but there is also evidence to suggest that
there have also been considerable improvements of a cultural and strategic nature.
Further operational and strategic advantages have been derived from enhanced
reporting, budgeting and forecasting. The myriad of small meaningful ameliorations,
both technical and procedural, which have been applied by passionate people during
the period since the original Baan implementation, are now gaining greater maturity
alongside higher quality data to generate both operational and informational benefits.
Finally, the recognition of the importance of data in relation to overall governance, risk
and compliance has provided enhanced levels of authority and control.

Another lessons learned from the case study is how to handle the data quality
variability in order to reduce DQBE. Since the data quality variation is featured by the
turning points in the prediction curve, we have thus marked some turning points in
Fig. 2. Each turning point represent a data quality status at a time, for example, point 1
means that in March 2007 the data quality index will be improved by 30%. This curve
shows the data quality improvement in every quarter.

From this case study Figure, we can see that from point 1 to point 3, the data quality
improvements are smooth, indicating that there can be limited new data sources or data
volumes. In turn, the DQBE can be also limited. However, from point 3 to point 4,
there is a significant decrease on the data quality improvement. That means, there might
be more data volume or the current data quality improvement cannot handle certain
new data source. This fluctuation can possibly cause DQBE. Now the data quality

Fig. 2. Data quality turning points marked with numbers
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prediction is of significant importance because at point 3 - September 2007, if we know
the data quality improvement in the organisation will drop, we could proactively take
more data quality improvement actions e.g. shorten the management cycle or include
more quality measurements, to prevent the data quality drop. This can then reduce or
prevent the DQBE. From point 4 to point 5, if the data quality prediction model
indicates that the data quality improvement will be increasing, we could thus release
some data quality management resources to reduce the related data quality improve-
ment costs.

Data quality improvement is not just about fixing data or improving quality within a
single business application or process, but also about taking a more expansive and
forward-looking enterprise-wide approach. This must involve addressing cultural
issues, initiating both short and long term process and procedural improvements by a
step-by-step, incremental approach, whilst ensuring that the data conforms to appro-
priate specifications or requirements. In this way any improvement initiative has an
opportunity to be sustained. It has to be appreciated that there cannot be a ‘one size fits
all’ remedy to embedding organisational improvements at all levels, but rather to
identify appropriate solutions to fit individual situations and circumstances. One
accepts that data quality problems are not created intentionally by people, but more by
the failure of the surrounding processes whether these are system related or individual
related involving lack of education, training, personal developments or purely the
person being placed in a position for which they are not suited. There is strong evi-
dence to indicate that solutions exist to improve the quality of data, emanating from
both the academic fraternity and the commercial world. This research therefore has not
only a strong academic base but also has major practical implications which leads to a
further key theme, that of aligning robust theoretical and academic concepts, within the
operating environment of a real life organisation, in order to implement sustainable data
quality improvements. It is also recognised that research in this specific area may have
implications for other functional sectors where process improvements programmes can
be applied.

5 Concluding Remarks and Future Research

This research-in-progress paper has conducted a case study from which we have
observed the variability in data quality success (index improvement). Inspired from the
Bullwhip effect in supply chain, the case study has revealed that there is a similarity
between the variability in data quality success and Bullwhip effect in supply chain.
Therefore, we termed the variability in data quality success as DQBE. We have used
historical data quality improvement as a data quality predication model and discussed
that (1) when an organisation should react to which data quality prediction such as
increase or decrease. (2) How to proactively react to the data quality prediction in order
to reduce the DQBE. Our results further indicate that data quality success is a critical
practice, and predicting data quality improvements can be used to decrease the DQBE
in a long run.

As future work, we plan to apply the analytical models and frameworks from
supply chain research to the data quality domain. As Bullwhip effect is a
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well-established problem in supply chain, there exists a number of solutions to reduce
the Bullwhip effect. These solutions, especially the ones with predication model, may
also be used in reducing the data quality bullwhip effect. Another planned work is to
validate the DQBE across different contexts in different industries, in which we will
simulate the DQBE and use data quality predication model to reduce the DQBE.

One limitation in the paper is that we consider the historical data from the case
study as a high quality prediction model, with this model, we can provide the insights
to reduce the DQBE. Although the result is limited to the quality of the prediction
model, proposing a data prediction model is not in the scope of this paper.
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Abstract. Classification of short text (SMS, reviews, feedback, etc.) presents a
unique set of challenges compared to classic text classification. Short texts are
characterized by cryptic constructions, poor spelling, improper grammar, etc.
that makes the application of traditional methods difficult. Proper classification
enables us to use this information for further action. We study this problem in
the context of online auctions. The paper presents a score assigning approach
which outperforms traditional methods (e.g. Naïve Bayes) in terms of accuracy.

Keywords: Short text classification � Online auctions

1 Introduction

In spite of the considerable work in the area of numerical or categorical data analysis,
several challenges remain in the processing of textual data (Losiewicz et al. 2000).
Document classification or document categorization is defined as the effort to determine
how a document should be categorized under a given heading (Borko and Bernick
1963). With extensive theoretical and empirical studies conducted in this field, cur-
rently automatic document classification is widely used in email sorting (Youn and
McLeod 2007), spam filtering (Cormack and Lynam 2007), subject categorization
(Chuang and Chien 2003), authorship identification (Zheng et al. 2006), and sentiment
analysis (Moraes et al. 2013) to name a few areas of enquiry.

Recently, increasing attention has been paid to short text classification, which is a
promising and encouraging genre of text document classification with the rapid pop-
ularization of e-commerce and online communication. Short texts exist in numerous
contexts, such as instant chat messages, microblogs, online product reviews, news
comments, intra-transactional Q&A and so on. In this research, our focus is on a
particular case of short text occurrences.

Due to its unique characteristics, short text classification is deemed to be
demanding and challenging. Firstly, a short text is sparse data which is highly reliant on
context (Phan et al. 2008). It is problematic to select powerful language features since
shared context and word co-occurrences are insufficient for using valid distance
measures. Secondly, short text always appears in large quantity, resulting in
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conventional document classification running into problems such as labeling bottle-
necks. It is intractable to assign labels manually in a sizable training set while limited
tagged instances might not be adequate for machine learning (Song et al. 2014).
Secondly, prior efforts in the area of automatic coding of short text failed to guarantee
satisfactory accuracy because much of content is only partially related to the coding
task (Larkey and Croft 1995). Another difficulty is the common existence of
non-standard terms and noise such as misspellings, grammatical errors, abbreviations,
slang words or even foul language. An appropriate method should be tolerant of a
certain degree of those tough problems (Cavnar and Trenkle 1994). Consequently, how
to reasonably represent and choose salient, invariant and discriminatory features,
effectively reduce the spatial dimension and noise, and make the best use of those
limited hand-labeled instances are stimulating questions for short text classification.

This study looks at a particular type of text, the online auction Q&A, which can be
extremely short, cryptic, sparse, and ungrammatical. Moreover, it always fails to
provide sufficient term occurrences (Sriram et al. 2010) and it is often complicated to
identify the underlying sentiment information. Therefore, conventional classifiers may
fail to get high-quality results.

This study uses and compares two methodologies; the first is the classical Naive
Bayes algorithm and the other is our newly-developed algorithm which integrates a
semi-automated feature selection process and a fully-automated classification according
to a set of scores that are assigned to extracted features. The overall objective is broken
down into several detailed research questions.

1. How do we define and extract keywords in buyer-posted questions as features to
form reasonable category lists?

2. How do we identify question types and sort questions into different categories
according to the extracted features?

2 Literature Review

Machine learning for text classification is the cornerstone of efficient document routing
(Forman 2003). Unlike automatic text clustering which aims to explore latent structures
in a document corpus without exact conceptual classes defined in advance, text clas-
sification is supervised learning according to a set of rules based on combinations of
words or other features. Normally, group labels are defined beforehand, and the cat-
egorization process will be executed by adopting a learned text classifier which works
with a training set of human annotated examples. In spite of the effort involved in
building and maintaining the rules, supervised text classification still occupies a pre-
eminent position in the realm of machine learning since accuracy can be surprisingly
high provided that features are cautiously selected and refined by experts. In this
section, we delineate the importance and several applications of feature selection and
discuss previous investigations on classification of short text.

Automatic feature selection involves the process of filtering redundant attributes
based on corpus statistics and collecting relevant terms to construct predictive models
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using higher-level orthogonal dimensions (Yang and Pedersen 1997). The feature set
can be seen as the most informative and indicative subset of the training set. It
improves and expedites a certain classifier by reducing the size of powerful vocabulary
(John et al. 1994). In addition, it mitigates the risks of over fitting problems and
strengthens the categorization performance by disposing of noisy attributes. The
extracted features are expected to bear sufficient information to distinguish accurately
among patterns when utilized for classifier training. (Dash and Liu 1997; Jain and
Zongker 1997). Additionally, in the field of contextual image classification, the
selected features should be “insusceptible to distortion, scaling and orientation” (Yao
et al. 2012).

In tasks of text classification, feature selection plays an indispensable role in
training the text classifiers. Among a variety of techniques, K-Nearest Neighbors
(KNN), Naïve Bayes and Support Vector Machine (SVM) are most widely acknowl-
edged and utilized. Chen et al. (2009) compared two different models especially for
Naïve Bayesian classifiers used on multi-class text corpus: Multi-class Odds Ratio
(MOR) and Class Discriminating Measure (CDM). Through an experimental study,
they found that both metrics outperformed other criteria with regard to feature selecting
effect for Naïve Bayesian classifiers while the computing of MOR was slightly more
complicated and time-consuming (Chen et al. 2009). Zhang and Lee (2003) imple-
mented bag-of-words as well as bag-of-n-grams feature models and a tree kernel
function to explore solutions to automatic question classification. They noted that SVM
turned out to be the best performer which is capable of exploiting underlying syntactic
information of questions (Zhang and Lee 2003).

Apart from employing different metrics individually, hybrid approaches may yield
unforeseen outcome development. Rogati and Yang (2002) conducted an empirical
study to compare the comprehensive performance of five predominant feature selection
metrics and explore whether the synergy of certain criteria would promise higher
efficiency or effectiveness using four leading text classifiers, namely, Naïve Bayes,
KNN, SVM and Rocchio-style classifiers. Consequently, the chi-square statistic metric
coupled with document frequency and information gain criteria have witnessed a
distinct increment in performance measure concerning the four classifiers, not to
mention the removal of rarely occuring words (Rogati and Yang 2002). Furthermore,
the incorporation of several methods have been shown as conducive to optimize the
feature selection process by resolving dependency and redundancy problems (Koller
and Sahami 1996).

Despite the above-mentioned obstacles in short text classification, some attempts
have gained traction. Sun (2012) presented a straightforward but scalable method
which achieved favorable categorization accuracy (Sun 2012). The approach starts with
a manual extraction of representative word combinations. A Term Frequency and
Inverse Document Frequency (TFIDF) weighting scheme was adopted to ensure
topic-specificity of the query word sequences that can represent as much content as
possible. Then it searched for a limited set of hand-coded texts that are most relevant to
the query instances and determined the category heading according to the highest score
and vote based on previous search results. In contrast, Li and Qu (2013) subscribed to
the view that the classical TFIDF weighting factor is not effective for short text clas-
sification. Even the refined TFITF algorithm (ITC) which substitutes term frequency
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with its logarithmic form has conspicuous imperfections on account of the high
dependence on the quality of the training collection (Li amd Qu 2013). Hence, they
demonstrated a solution which overcomes the deficiencies to a large extent. The new
hybrid functions amalgamated the Document Distribution Entropy algorithm as well as
the Position Distribution Weight algorithm together, and it outperformed more con-
ventional methods.

In terms of handling grammatical errors in a document, it is argued that the
n-gram-frequency-based classification method is ideal for text documents that come
from noisy sources (Cavnar 1995), where N-gram here means N contiguous sequence
of letters. Considering that the occurrence rate of any spelling, grammatical or machine
recognition errors tend to be relatively low and that every single string is broken down
into small pieces, the negative effect of any textual errors is tolerable since only a
negligible part of the whole document is affected. One limitation of this method is that
the importance of an N-gram profile only depends on its occurrence frequency,
ignoring statistics for less frequent N-grams, which might be informative in some
circumstances (Cavnar and Trenkle 1994).

3 Data Collection

We examine auction listing data from a widely used online auction platform. A feature
of this platform is that it allows interaction among buyers and sellers while an auction is
in progress through a Q&A facility. To control for exogenous effects on our results, we
restrict our attention to the trading of used cars. This is a product class with sufficient
ambiguity to generate a sufficient level of buyer-seller interaction through the Q&A
mechanism. Compared to new cars, there exists a higher level of information asym-
metry that requires clarification beyond information that is voluntarily disclosed as part
of the listing. Such information is typically unique to the particular used car on offer
resulting in the exchange. We collected data that consisted of 14812 listings over an
8-month period. This data set represents 42940 instances of short text requiring
classification.

4 Pre-determined Categories

Classification involves developing pre-determined categories. Discriminatory and
meaningful predetermined categories are an essential prerequisite for classification,
whose importance has always been overlooked since a majority of problems are limited
to binary classifications. Additionally, for some difficult problems with more than two
categories, the categories are determined based on common sense. Nevertheless, for
problems that require a new set of categories, reasonable determination and explicit
clarification are imperative. In this section, we pre-determined the categorization cat-
egories as follows.
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Category 1: Product Description and Quality Inspection
Questions and comments regarding asking more/detailed information of used car

auction listing and the intention of looking or inspecting the vehicle. Posts in this
category tend to concentrate on vehicle’s previous usage and maintenance. Depending
on the current condition evident in the listing, customers may request more visual
information to make better decisions.

Category 2: Seller Information and Credibility
Questions and comments asking for more information of the sellers such as contact

number or email address to access the sellers’ characteristic and furthermore mitigate
the seller uncertainty. This kind of question assists buyers to establish certain rela-
tionships with owners and lower the possibilities of seller opportunism.

Category 3: Transaction and Shipment
Questions and comments which involve discussions on payment method and

shipment issues. In terms of selecting a payment method, for instance, some customers
are only cash buyers while others may require an installment payment rather than pay
in full at once. Concerning the handover of a car, some people prefer collecting it
themselves whereas others would like it to be delivered. Hence, this kind of questions
allows sellers and buyers to discuss what kind of transaction method they are going for
and corresponding shipment details if they win the bid.

Category 4: Negotiation
Questions and comments concerning price negotiation and swapping enquiries.

Some genuine buyers may inquire if there is a buy now price or reserve price while
others may go straight to bargaining with the owner. In addition, a large quantity of
people would like to ask if the owner is willing to do a trade-in with their own car even
with extra money added. These kinds of questions and comments are dealing with price
enquiries and personal swapping negotiation.

Category 5: General Questions and Comments
This category includes all the general questions and comments which cannot be

classified into any other categories above. Some questions and comments may include
spelling mistakes or abbreviation forms which have no effect on understanding but are
hard to be recognized by the machine, whereas some other posts may not appear in
proper language. Also, some sellers may add some notes which they want people to
know. To ensure the integrity of this research, all the questions in the dataset are
included in these five categories, regardless whether the post makes sense.

5 Classification- Naïve Bayes Classifier

Due to the popularity, robustness and widely reported results of the Naive Bayes
technique we start with this approach and examine its performance with our data set.

Using a data set of 600 randomly selected questions, we divided the data into two
parts, the first 550 made up the training set while the remaining 50 comprised the
hold-out set. The program automatically adopts the trained classifier to categorize
elements in the hold-out set, then compares the machine-generated results with the
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human-labelled ones so as to calculate the accuracy. Every time we run the module, the
dataset is randomly shuffled, thus a different set of training data is generated to train a
new classifier with divergent feature constitutions. Again, this classifier is utilized to
cluster the rest of rows, and the performance measure can be computed later. Apart
from accuracy percent, it also returns a list of most informative features which has been
used in the classifier trained in the last run. For instance, a buyer-initiated question or
comment which mentions the feature “number” or “why” is approximately 42 or 14
times more likely to be in the second group (seller information and credibility) than in
fourth group (negotiation), which is quite reasonable and justifiable since the second
cluster represents people’s concern that the seller will act opportunistically. They are
more likely to ask for more information of the seller such as phone number and
physical address or doubt why the seller wants to sell the car or why the price is
extremely low.

In order to estimate how the performance of the Naive Bayes classifier will gen-
eralize to other independent classification tasks, a general accuracy percent should be
calculated through a certain model validation technique. In this study, the cross vali-
dation method is adopted for two reasons. Firstly, this method is easy to be imple-
mented in Python programming language. Secondly, according to trials and
experiences in previous research, cross-validation is acclaimed to be adequate for
testing hypotheses which are based on data already observed rather than new unknown
data, particularly when further observations are expensive, time-consuming or inac-
cessible (Kohavi 1995). We conducted 12 rounds of cross-validation with different
partitions. The graph (Fig. 1) below depicts the accuracy rate recorded in every round.
The results fluctuated over the 12 rounds, reaching a peak of somewhere around 75%
and a bottom at roughly 55%. Being averaged to approximately 65.13%, we can
conclude that the accuracy rate of Naive Bayes classifier on buyer-initiated questions
and comments classification is around 65%.

Fig. 1. Accuracy rate recorded in 12 rounds of cross-validation
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6 Classification- Score Assigning Approach

Three sets of data are employed in this classification methodology. The first one
includes 1000 randomly chosen buyer-initiated questions and comments, which are
used to identify and extract clue words and sequences. The second one contains 30000
elements which are prepared for frequency checking. Note that there is no need to
pre-process or manually label these two datasets with regard to pre-determined cate-
gories, all we want is to keep the original data. The third dataset is identical to the
dataset we used in Naïve Bayes classification to enable comparison. 600 buyer-initiated
questions are randomly selected and human-labelled with categories. The manually
labeled dataset will be the testing set that is utilized to evaluate how the algorithm
performs.

6.1 Tokenization and Labeling

The objective of automatic tokenization as well as manual labelling is to extract can-
didates of clue word and sequence which will be utilized for categorizing. Frequency
information provides us with some useful insight to the keywords and phrases since
high frequency indicates high-profile areas. However, some words or word combina-
tions that do not appear often can clearly spot which category a question or comment is
supposed to belong to. The identification of these clues is mainly based on manual
scanning of a randomly chosen sample. Except for some solid principles, the selection
of clues depends on how familiar we are with the dataset.

6.2 Automatic N-gram Tokenization

Tokenization is the task of segmenting text in a particular document into required
pieces and simultaneously discarding some characters, such as numbers or certain
punctuations. Texts saved in electronic form is a linear sequence of characters and
white spaces; chopping the whole text up into separate linguistic units is regarded as an
initial step before other computational processing can proceed later. An N-gram is
defined here as a succession of n single-word utterances. The reason that we conduct
N-gram (N � 3) rather than unigram or bigram tokenization is due to the high
dimensionality of the data in the corpus. Since we will filter the tokens afterward by
their occurrence frequency, the dimensionality can be largely reduced if we start from
trigram tokenization. Additionally, the longer a phrase is, the better it will fit a certain
category. R software is utilized to accomplish this task. After removing the numbers
and punctuations, R automatically retrieves the three-, four- and five-word combina-
tions and saves them in three term-document-matrices respectively. Large quantities of
data will be generated since the algorithm exhausts all the possible word sequences.
Therefore, an initial screening is done by setting threshold values of term frequencies.
Taking the four-word sequence as an example, setting the thresholds as 2 and 15
generate 289 and 3 word sequences respectively, which leads either to data redundancy
or information insufficiency. Therefore, the next step involves selecting an appropriate
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value by narrowing down the threshold which provides substantial useful information
and reduces manual workload. A sensitivity analysis is conducted to confirm the
threshold. The final extracted clue word sequences are seen as candidates of the clue
words and sequences.

6.3 Manual Labeling

We manually scan a part of the textual data and then trim the short text to obtain words
or word sequences as representatives of each query. The representatives should
accurately represent the main points of each text. A double scan of the extracted
representatives is conducted to remove those that are not topically indicative or are less
contributive. The remaining words and sequences are regarded as candidates of the clue
words which will be used for categorizing.

The clue word and sequence should be able to:

1. achieve the minimum number of categories that include the maximum range of
questions and comments;

2. make a majority of the texts easily and clearly target the group they are supposed to
belong to;

6.4 Feature Classification and Frequency Checking

After we obtain the candidates of clue words and sequences, we categorize those
features into corresponding pre-determined categories. Therefore, under the name of
each group, there will be a list of single words and word combinations. We calculate
the frequencies of occurrence of these word combinations.

6.5 Score Assigning

Through manual labeling and automatic retrieving, we obtain an ample chunk of
features as well as their corresponding occurrence frequencies. Moreover, these words
and combinations are classified into predetermined categories; single words, two-,
three- and four- word sequences are listed separately. This section will introduce the
functionality and utilization of three kinds of scores, namely thematic scores, impact
scores and modification scores, which might be assigned to features.

Thematic Score (TS)
The thematic score is a normalized value which measures how strongly a feature

contributes to the determination of a specific theme (category). It has been argued in
previous literature that high-frequency words are often more informative and indicative
(Callan et al. 1999; Yang and Pedersen 1997). Zipf’s Law also suggests that there are
some words which overshadow most of the other words in a document corpus with
regard to frequency of use (Cavnar and Trenkle 1994). Consequently, we hypothesize
that the higher the frequency of a word or word sequence, the more impact it will exert
on a categorization task. Therefore, we define the normalized thematic score as the
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occurrence frequency of a word or word sequence divided by the total frequencies of
the whole list. Figure 2 shows an example. The formula and example are displayed as
following:

TS ¼ frequency word or word sequenceð Þ
frequency totalð Þ

Impact Score (IS)
What we are dealing with are short texts which only consist of a few words.

Normally the longer the word-sequence, the more information it will include and the
more accuracy it will achieve in targeting a predetermined category. Given this, it is
appropriate to assign impact scores in order to enhance the influence of word
sequences. We define the impact scores of single words, two-, three- and four- word
sequences as 3, 9, 27 and 81 respectively, following an exponential (3x) increase.

Modification Score (MS)

1. Modification scores are assigned to the word combinations which consist of other
memberships in our clue words and word-combination lists. The score is calculated
by the sum of frequencies of the constituent single words as well as word sequences
(if any) divided by the frequency of the complete word sequence. We show two
examples of the modification score computation (MS) for the word sequence “keen
on swap” and “buy now price” (3 word sequences) using the “Frequency”
information

MS keen on swapð Þ ¼
frequency swapð Þ

frequency keen on swapð Þ
¼ 12

MS buy now priceð Þ ¼
frequency buy nowð Þ þ frequency priceð Þ

frequency buy now priceð Þ
¼ 9

2. Due to individual spelling preferences and fuzziness of natural language, some
single words are divided into two-word combinations and some word sequences are

Fig. 2. Example of the thematic scores that are assigned to features (words and sequences) in
Category 4 “Price and trade-in negotiation”
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merged into a single word, such as “towbar” and “tow bar”, “airbag” and “air bag”
and so on. Although they have exactly the same meaning, computers will put them
in two categories. Since we assign more scores to word sequences than single
words, extra modification scores will be assigned to these words so as to balance
their influence on categorizing decisions.

3. Some words appear with lower frequencies; nevertheless, they can explicitly target
the category that a question or comment should belong to. Owing to rare occur-
rences, the influence of thematic score is almost negligible. To enhance the accuracy
of our classification, extra modification scores are assigned to these words, whose
values are based on how indicative those words are. For instance, the word
“shipment” only occurs three times in our training set (totally 30000 observations),
but sentences with this word can surely be categorized as a member of “transaction
and shipment” category. Table 1 shows an example.

4. A few words and word sequences are so recognizable and indicative that they can
perfectly categorize a question or comment into the correct category. Taking “how
much” as an example, sentences which contain this phrase are undoubtedly asking

Table 1. Low frequency but high informative words and corresponding modification scores

Low frequent word
(sequence)

Fr Cluster Correctly
target No.

Accuracy Modification score
assigned

Image 15 1 15 100% 100
Smoker 19 1 19 100% 100
Defect 13 1 13 100% 100
Modification 21 1 19 90.48% 90
Hide (hiding) 9 2 9 100% 100
Strange 7 2 7 100% 100
Honest 35 2 32 85.71% 80
Money own 6 2 6 100% 100
fishy 7 2 4 100% 100
fake 7 2 7 100% 100
bogus 5 2 5 100% 100
How come 30 2 28 93.33% 90
What happen 34 2 28 82.35% 80
Money owing 35 2 32 91.43% 90
Getting it to 3 3 3 100% 100
Time payment 6 3 6 100% 100
Weekly payment 15 3 15 100% 100
Shipment 3 3 3 100% 100
Ferry 15 3 13 86.67% 80
Freight 50 3 37 74% 50
Can pay 27 4 27 100% 100
Bottom dollar 35 4 35 100% 100
Lowest price 29 4 29 100% 100
Separate 48 4 44 91.67% 90
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the price, be it the vehicle price or shipping cost. Accordingly, it is justifiable to
assign an extremely high score to these words and phrases to ensure accurate
categorizing.

6.6 Automatic Categorizing

Java Programming Language is used to automatically categorize the buyer-posted
questions and comments into predetermined categories. After initial processing, we
generate an Excel spreadsheet that contains two sheets. The first sheet includes the clue
words, scores and the categories to which they belong, while the second one involves
the questions and comments to be tested. Each query will be automatically scanned,
and all the clue words and sequences in this query will be identified. Note that clue
word combination is regarded as an integral part which has higher priorities than the
constituent words. We only calculate the score of word sequence if any fraction of it
happens to be a clue word or sequence. In addition, if a clue word or sequence appears
more than once in a query, repeated accumulation is needed to ensure the quality of
categorizing. Scores in each category will be calculated separately by adding together
all scores of words and sequences in that category, and the query will be classified into
the unique category which achieves the highest score. An example is demonstrated in
Table 2. The buyer is trying to deal with his own listing. According to our score
assigning rules, clue word sequence “my listing” has obtained the highest score.
Consequently, this query is supposed to go to category 4. As a result, an output Excel
spreadsheet illustrating queries, total scores in each category and the final categoriza-
tion outcome will be generated. Queries which fail to belong to any of the first four
categories will be regarded as general questions and be assigned to category 5. An
example is shown below in Fig. 3.

6.7 Performance Evaluation

To assess the performance of our short text classification algorithm, 600 questions and
comments are selected randomly and then categorized manually into respective clus-
ters. A coder who was not aware of the purpose of this study was invited to conduct the
manual labeling. The outcome of the human labeling is sorted by the categorization
number in ascending order and utilized as a reference. In order to compare algorithm

Table 2. Example of how scores are calculated for each category

“Sweet, text if you need numbers on my listing”
Category Clue words Total score

1. Product description and quality inspection Text 0.2030
2. Seller information and credibility Number 2.8940
3. Transaction and shipment issue
4. Negotiation My listing 9.0999
5. General questions
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performances with the Naïve Bayes method, we use the same dataset in the method I as
our testing set. Subsequently, the algorithm is applied to automatically classify those
600 questions and comments. Then the two sets of results are put together for
assessment. We use a score sheet to evaluate the performance of automatic clustering,
add one penalty score every time we find an inappropriately grouped text, then
accumulate the penalty scores regarding each cluster.

Let P1, P2, P3, P4 and P5 denote the number of incorrect memberships (penalty
scores) of each category, let C1, C2, C3, C4 and C5 denote the counts of selected
samples in each category, and the performance is calculated by comparing the auto-

matic and manual categorizing: Performance ¼ 1�
P5

i¼1

Pi
Ci

5 � 100%. Table 3 illustrates
performance evaluation.

Fig. 3. Example of the output spreadsheet of automatic categorizing

Table 3. Performance evaluation sheet

Category Counts (C) Penalty score (P) Error rate

1 239 26 0.1088
2 51 6 0.1176
3 27 4 0.1481
4 188 32 0.1702
5 95 18 0.1895
Average error rate 0.1468
Performance 0.8532
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7 Conclusion

This paper illustrates two different classification methods for textual data. The first one
is the Naïve Bayes algorithm which has been broadly used both in theoretical research
as well as empirical practices in the field of document classification. For the majority of
the time, the performance is surprisingly good considering its naïve independence
assumptions. The other algorithm is our self-developed classification method proposed
in this study. It is executed by a computer program automatically given a set of scores
that are assigned to different clue words and sequences and it clearly outperforms the
Naïve Bayes by approximately 20%.

Firstly, rather than only utilizing single-terms as features in Naïve Bayes algorithm,
our method also takes into account word combinations which are more informative
especially in short text.

Secondly, this categorization approach minimizes misclassification problems which
caused by both conceptual and technical reasons. It is the selected features rather than
the whole texts that are labeled and put into named categories. Therefore, the meaning
of a single term or word combination in a specific context is relatively stable and
invariant regarding the group it belongs to, and all the extracted features are exclusive
to their particular clusters.

Thirdly, the feature selection process is implemented by both automatic tokeniza-
tion as well as human labeling, which integrates the merits of the two approaches. On
the one hand, machine tokenization is able to effectively identify word sequences that
are above the pre-set threshold, extract them efficiently and organize them in
descending order, for convenience in recognizing the importance of each
word-combination.

Finally, the computational classification program exhibits high flexibility,
repeatability and extensibility. This approach does not need a training set, the classi-
fication is carried out according to categorized features in advance and corresponding
scores assigned to them. Consequently, classification accuracy can be enhanced by
optimizing the memberships in the clue words and sequences list as well as the score
assigning rules.

A major contribution of this work is to propose a new short text classification
method which is based upon s set of scores assigned to different features given their
importance and influences in group determination. The objective is to provide accurate
and explicit categorizations for subsequent quantitative analyses. The results show that
our algorithm outperforms the classical Naïve Bayes classifier regarding online auction
buyer-initiated questions and comments classification.

While we have taken some critical initial steps in several directions, we
acknowledge that our research is burdened with several limitations, which suggests
avenues for further research. Firstly, the classification approach proposed in this study
needs a huge collection of texts to conduct frequency checking for the subsequent score
assigning process. However, it is hard to ensure that such massive data can be extracted
when applying this algorithm to other domains. Future research can refine this
approach by improving the way of calculating thematic scores, so that less volume of
data is required, and make the performance of this algorithm more rigorous.
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Additionally, more work should be done to explore self-learning method which might
further decrease the amount of human labelled data. Secondly, the computer program
used to conduct the categorization can be upgraded to a system with a friendly
graphical user interface.
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Abstract. In global supply chains information about transactions resides in
fragmented pockets within business and government systems. The introduction
of digital trade infrastructures (DTI) that transcend organizational and systems
domains is driven by the prospect of reducing this information fragmentation,
thereby enabling improved security and efficiency in trade process. To under-
stand the problem at hand and build cumulative knowledge about its resolution a
way to conceptualize the different digital trade infrastructure initiatives is nee-
ded. This paper develops the Digital Trade Infrastructure Framework that
identifies its structural components.

Keywords: International trade � Digital infrastructure � eGovernment

1 Introduction

The global demand for perishable products such as fruits and vegetables [1] and
flowers [2] has made the international trade highly dependent on efficient infrastruc-
tures. Efficient port administration [3], reliable vessels carrying the goods, and robust
mechanisms for coordination of hinterland transport chains [4], as well as digital trade
infrastructures (DTI) for handling of data related to the goods are prudent to support a
seamless flow of goods. A recent literature review of Information Systems for port
administration [3] concludes that integrated systems are crucial for the enhancement of
the performance of ports. The review points at the technological advances i.e. cloud
computing, sensors and RFID, supporting improvement of the information flow which
they observe is confronted with challenges in compliance with regulatory requirements.
The complexity of port administration is only one component in the puzzle of moving
fruits, vegetables and flowers from producers to the consumers. One fundamental issue
in these global supply chains is that information about transactions resides in different
business and government systems, which lead to fragmented pockets of information.
From an IT perspective this fragmentation can be due to legacy systems [3], different
standards and little or none interoperability within and across systems and sectors [5].
Furthermore, non-technical barriers related to strategy and legislation play a central
role, parties are often reluctant, or even legally not allowed to share data [2, 6]. As a
result, the flow of goods is accompanied with data and information streams of poor
quality and end-to-end supply chain visibility is extremely challenging to achieve
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[2, 6]. The lack of reliable, accurate and complete data makes it hard to detect risks
(such as safety, security, and compliance), which challenges the timeliness of com-
mercial transactions and at the same time makes international trade inefficient.

Governments and interest organizations involved in international trade are
increasingly recognizing this information fragmentation across nations and business
units as one of the key challenges for improving the conditions for international trade.
Information infrastructures for the international trade domain (referred to as Digital
Trade Infrastructures/DTI) are considered a key component for the solution. DTI
concepts such as Single Window, National Community Hubs, and Data pipelines [7–
10] have emerged and recently data pipelines have been conceptualized as Thick or
Thin depending on whether documents are exchanged in the data pipeline or only
limited event data is exchanged [11]. These initiatives reduce the data fragmentation.
They do however not eliminate the need for robust digital infrastructures. A digital
infrastructure (DI) has been conceptualized as a Systems-of-Systems [12, 13] that
transcends organizational and systems domains. In the trade area specifically, it has
been suggested that DTIs that transcends the current information silos can enable more
efficient risk assessment, supply chain optimization and cost savings [10, 14–16].
However, accounts from the field suggest that conflicts related to data sharing, stan-
dards, financing and benefits distribution make infrastructural initiatives come to a halt
[9]. Some of the reported issues correspond to issues of technological complexity and
actor enlistment that are known challenges within the digital infrastructure literature.
Other issues seem to be specific to the trade domain with its intricate interplay of
governments at national and international level to control the flow of goods and in
influencing decisions related to infrastructural initiatives [6, 17].

While in the research community there is a growing body of knowledge related to
DIs, there is still little understanding about the of DTIs. The highly-regulated domain of
international trade, where goods transcend national borders and regulatory regimes set
DTI apart from other DIs, such as infrastructures for healthcare at national level [5].
This far, little cumulative knowledge development has been made about the specific
challenges of developing DTIs. One important aspect of building an understanding
relates to how the many attributes of a DTI are configured. The objective of this paper
is to build understanding and provide grounds for cumulative learning regarding DTI.
The goal is to conceptualize components of DTIs and map the challenges faced by DTI
initiatives. The aim is to address how such initiatives move from initiation to imple-
mentation and adoption, thus supporting efficient international trade activities. The
specific research question addressed is: What are characteristics related to architecture,
process and governance across different types of DTIs? To this end, through an
empirically grounded analysis based on four cases of DTIs and using the conceptual
lens of DI this paper develops the DTI Framework. This DTI Framework is built
around three dimensions identified in the DI literature, i.e. architecture [17, 18], process
[5, 13, 19, 20] and governance [21, 22].

The remainder of the paper is organized as follows. The next section briefly pre-
sents the three dimensions architecture, process and governance which guide the
empirical study. The following section outlines the specific context, the research
method, the empirical cases and an analysis of the cases. Section 4 provides a pre-
sentation of the elements constituting the anatomy of DTIs. The final section elaborates
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on a discussion of the possible implications of the framework presented in Sect. 4 and
offers some concluding remarks.

2 Digital Infrastructure and Digital Trade Infrastructure
Design

The research on the building of infrastructures points to a broad range of challenges.
Challenges include the inadequacies of traditional systems development methods [23–
26], the inertia of the installed base [27], coordination among stakeholders [21] and
political struggles for influence and control [28]. It is widely recognized that infras-
tructures are built upon existing work practices, human resources, standards, techno-
logical artefacts and organizational commitment [13, 21]. This installed base results in,
that infrastructures are rarely built from scratch [27], they are rather nurtured and grown
involving relevant stakeholder groups [17]. Metaphorically they are cultivated [13].
Consequently, the general conclusion is that effective development of DI requires
approaches that are different from the traditional system development methods [13, 29].
Generally, suggestions on how to cultivate a digital infrastructure focus on three design
domains: architecture, governance and process.

Architecture refers to the components of the DI and how they are connected.
Because DIs are socio-technical, any DI will contain both social and technical com-
ponents. The social components include stakeholders and practices for using the DI
[17]. Drawing on Edwards [17] Gal [18], p. 18 states: ‘‘Technically, the construction of
an infrastructural system requires the establishment of protocols and standards that
enable the system to be used and seamlessly connect with other systems. Socially, its
construction necessitates the elaboration of a system of classifications that symbolically
represent and organize things in society: people, classes, geographical areas, religions,
civil status, and so on.’’

Regarding governance of DIs there is an extensive body of research demonstrating
the shortcomings of traditional IT management strategies, including hierarchical
organizational structures and distribution of decision rights, careful planning and
execution of plans for the management of DIs [21]. But research on what kind of
governance regimes that actually works is largely lacking, with just a few exceptions.
One exception is Constantinides’ [22] research in which he draws extensively upon
Elinor Ostrom’s [30] research on “Governing the Commons”. It describes three kinds
of property or decision rights related to an DI: constitutional, collective choice, and
operational. Operational rights refer to rights related to access and contribution and
extraction of resources – i.e. rights to access a DI. Collective choice rights refer to
rights of removal, management and exclusion of users, while constitutional rights refer
to who may or may not participate in making collective choices.

The process design refers to how the DI is being built or how they change into a
more complex form [20]. A review of DI cases reported in IS journals identified
forty-one different cases were found which focused on the processes in the building of
infrastructures [20]. It was assessed that out of the 41 cases 17 were unsuccessful and
24 were successful. A central contribution in this context is the observation that all
successful infrastructures started small and evolved into large ones.
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The architecture, process and governance design components identified in the DI
literature are the starting point for our empirical analysis. In the next section we
describe how building on four cases from the trade domain and by using analytical
induction [31] we arrived at an anatomy of DTIs.

3 Methodology

We attend to our research objective by an approach similar to analytic induction [31].
An analytic induction approach starts deductively with the formulation of a guiding
framework, which is empirically validated and extended by analysis of case data. We
use the three design domains of DI (i.e. architecture, governance and process) as
general theoretical framework for analyzing cases within international trade to establish
the sub-dimensions of each design domain.

3.1 Case Background

During our involvement in different large scale trade projects some general insights
have been accumulated which motivate this search for mechanisms which can con-
tribute to effective sea traffic management including onwards processes ensuring more
efficient and secure trade. Fundamentally, the observed scenario relate to the increased
security requirements carriers are now obliged to follow. They have to send Entry
Summary Declaration before the goods are loaded on the vessel at the port of departure,
so that Customs at port of entry in EU can make risk analysis. However, in order to do
that the carriers have to rely on information earlier in the supply chain. Often the
information available in the declaration is not sufficient for Customs at the port of entry
to do the proper risk analysis. For example, the Customs may not be able to see based
on the declaration who the real seller of the goods is. Sometimes the name of the freight
forwarder may appear on the declaration rather than the name of the actual seller.

If Customs is not able to do the risk assessment based on the available information
they will request additional information, causing delay in the flow of goods. Any delay
has business consequences in terms of costs, i.e. waiting time for the driver at the port,
re-planning, calling and e-mailing, which further down the chain can influence the
delivery to the customer and cause possible costs of violation of contracts. A delay may
also require a change in the on-ward mode of transport, where missing a slot on a cheap
on-ward transport via barge may require doing a last minute booking of trucks for road
transport at premium prices leading to extra costs. With perishable goods delays can
influence the quality of goods and in extreme cases the complete cargo may be dam-
aged. These are just a few examples to sketch the broader context, where the carriers
are not only responsible for shipping the goods from port to port but have a large
responsibility in terms of information provisioning related to the goods and parties
involved in the exchange of goods. The different stakeholders involved in activities
related to sea transport such as carriers, terminals, customs administrations, play a key
role as users and providers of information and have to deal with inefficiencies of the
information fragmentation.
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In line with our analytic inductive approach, we searched for cases that would allow
us to reveal contextual elements influencing the work with digital infrastructures in
international trade. As a basis for our analysis we took four international trade
infrastructure initiatives. Each of cases is briefly introduced below:

The Felixstowe Case: focuses on linking a National Hub for information exchange
between businesses and the authorities to international, private Thick Data Pipelines.
The context of the Felixstowe Case is the Port of Felixstowe which is Britain’s biggest
and busiest container port, and one of the largest in Europe. The port handles more than
4 million TEUs (Twenty-foot Equivalent Units) and welcomes approximately 3,000
ships each year, including the largest container vessels afloat today (www.
portoffelixstowe.co.uk).

The FloraHolland case: focuses on a specific trade lane for importing flowers from
Kenya to the Netherlands via Sea and Air by using a Thick Data Pipeline. This trade
lane further zooms in the complexities related to coordinated border management
involving two different authorities (i.e. Customs and Phyto-sanitary), as well as on
mutual recognition of ePhyto certificates. The sea freight trade lane, FloraHolland
offers full services to growers from container loading until delivery at the flower
auction. Services such as shipment and customs clearance are outsourced to various
other parties. This requires high level of control over the supply chain and it is therefore
crucial to know where a shipment is, who holds responsibility for the goods and how to
anticipate to irregularities such as delays or faulty documentation [2, 6].

The Shipping Information Pipeline (SIP) initiative: SIP is an attempt of one of the
largest Global shipping companies MAERSK and the technology provider IBM to
develop a global Thin Data Pipeline for international trade. The SIP is like an Internet
for shipping. It provides a digital infrastructure in which supply chain partners and
authorities can share and access information about events (such as container loading,
discharge etc.), as well as links to relevant documents. The shipping information
pipeline aims to create end-to-end supply chain transparency and a flow of information
that facilitates the flow of goods (www.maersk.com).

The Alpha-initiative (real name is removed due to anonymity): The Alpha-initiative
is an attempt to set-up a national digital infrastructure. The aim of the Alpha-initiative
is to optimize logistic information-sharing in order to make the sector more efficient
and sustainable and to reduce administrative load. The Alpha-initiative focuses on the
entire logistics chain, from the public sector to logistic providers and from shippers to
main ports, knowledge institutions and system suppliers.

The four cases represent different national contexts (UK and Netherlands) and
international relations (FloraHolland). The cases involve interaction between different
means of transportation – sea, air and land which all have different requirements
(FloreHolland). The cases furthermore involve public sector (Customs, Phyto-Sanitary
authorities), private sector (the MAERSK and IBM SIP), and public-private partner-
ships (the Alpha-initiative). For each of the cases we collected data within the broadly
defined streams of digital infrastructure research. The data collection relied on inter-
views, participation in face-to-face meetings, and used documentation (emails, project
reporting and evaluations) for triangulation purposes. The data collection is part of a
longitudinal study of a FP7 funded EU project. The direct involvement of the stake-
holders from the four cases in the project provides an in-depth insight to the empirical
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domain and provides an ideal platform for longitudinal involvement and exchange of
insights. The data collection took place during the period 2014–2016. An exception is
the Alpha-initiative case where data was collected over a longer period from 2012–
2016.

3.2 Data Analysis

Data analysis focused on the three dimensions identified in theory (i.e. architecture,
process and governance) and we used the “constant comparative analysis” to identify
sub-categories, and attempted to link this evolving set of concepts to the higher-level
categories [32]. Eventually, the higher-level categories and the sub-categories identified
from the cases were consolidated into the emergent DTI characterization framework.
During the data analysis we used our own observations accumulated through our
continuous engagement in the project, we reviewed project documentation such as
deliverables, reports and meeting notes available from the cases. Two of the authors
engaged in a number of sessions to discuss the findings from contrasting and com-
paring the cases. The two other authors played the role of critical reviewers of the
findings.

When looking at the architectural component, we compared and contrasted the
cases and tried to identify common dimensions that can be used to characterize the DTI
initiatives. While the initiatives were quite different they all aimed to facilitate inter-
national trade processes, which involved interactions among business and government
actors. By comparing and contrasting the cases we also identified actors such as Port
Community Systems which played a role in facilitating these interactions. We therefore
included the concept of intermediary actors. Next to that when comparing and con-
trasting the initiatives it was observed that in some cases the actors who were directly
involved in supply chain initiatives (such as shippers, freight forwarders, carriers) were
driving the DTI development while in other cases trade and business associations were
in the lead. We therefore made an explicit distinction among direct and indirect actors.

The analysis of the four cases suggests that some initiatives aimed to introduce
National Hubs, while others aimed at Thin or Thick Data Pipelines. To capture that
diversity we introduced the concept of DTI type, where we distinguished among Data
Pipelines (Thick/Thin) and National Hubs. By doing the continuous comparison and
contrasting there appeared to be differences in the scope of the initiatives: while some
were focusing on a national level, others had international scope (2 or more countries)
and other global ambitions. As such we introduced also the concept of levels under the
Architecture dimension in our framework.

Regarding the process dimension, cases were compared and contrasted. There were
clear differences, i.e. whereas some initiatives were in the early initiation phases, others
were already in operational phase. Next we distinguished new services as a separate
phase, as in two of the cases there were prominent discussions about the development
of apps as new services that can be offered on top of the infrastructure once the
infrastructure is operational. The issues related to these phases were quite different.
Therefore we decided to introduce phases and sub-categories of the process dimension.
When looking at infrastructure governance it was observed that while in all the cases it
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was considered as an important dimension, in 3 out of the four cases the governance
was informal, and only in one case there as a formal board. We therefore introduced
formal/informal as sub-dimensions to indicate a maturity level of the development of
governance structures for the DTI initiatives. As governance was considered important
but the governance structures in the cases were not well developed further catego-
rization was needed. To give further structure to the governance dimension we intro-
duced the analytical categories of three types of decision rights [22], namely
constitutional, collective choice and operational. Lending inspiration from earlier
research [9] and empirical observations from the four cases suggest that in all cases
cost-benefit sharing, standards and data access are key decision areas. We included
these as sub-categories of collective choice rights, as these pointed to specific decision
areas related to DTI initiatives.

The brief outline of the components of the DTI framework illustrate that the process
of development of the framework utilized empirical insights in a grounded manner by
comparing and contrasting the cases and furthermore that we also iteratively went back
and forth from the case findings to literature and vice-versa. As a result, we also further
sharpened our thoughts and we linked our findings to concepts and findings from
literature.

4 Results: Digital Trade Infrastructure (DTI) Framework

Table 1 illustrates the empirically derived DTI Framework. The framework is struc-
tured around the three components identified in the DI literature (architecture, process
and governance) as overarching dimensions and it further specifies sub-categories of
these dimensions based on the four cases and insights from literature.

Table 1. The DTI framework

Dimension Category Values

Architecture Levels National, international, global
Actors Business/Government/Intermediary; Direct/Indirect
Interactions Business-to-Business (B2B); Business-to-Government

(B2G); Government-to-Government (G2G)
DTI type Data pipeline (thick/thin); National hub

Process DTI development
phases

Initiation; Operation and maintenance; New services

Governance Infrastructure
governance

Formal/Informal

Decision rights Constitutional rights
Collective choice rights
• Standards
• Cost-benefit sharing
• Data access
Operational rights
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Under architecture, we distinguish among (a) Levels: National, International,
Global; (b) Actors: Business, Government, Intermediary; as well as Direct, Indirect;
(c) Interactions: Business-to-Business (B2B); Business-to-Government (B2G);
Government-to-Government (G2G); (d) DTI types: National Hub, Data Pipeline
(Thick/Thin). The Thin and Thick data pipelines support different types of interaction
(e.g. Thick Data Pipelines are limited to the Business-to-Business actors), however
other configurations are also possible. Furthermore, the analysis suggests three types of
National Hubs connecting business and government actors but depending on the scope
and ambition of the infrastructure initiative the role and number of National Hubs can
also vary. National Hubs are used here as an organizational configuration that enables
exchanges among business and government actors on a national level and does not
address a technical architecture (i.e. the technical architecture can vary).

Under process we make a distinction among three phases: Initiation, Operation and
Maintenance, and New Services. Under governance we distinguish among Infras-
tructure Governance (Formal/Informal) and Decision Rights (Constitutional, Collective
choice, Operational). We further identify Standards, Data Access, and Cost-Benefit
Sharing as sub-categories of collective choice rights.

4.1 DTI Architecture

The architectural dimension of the DTI Framework enabled us represent the four
different initiatives using the same concepts and visualize them in a similar way.

The analysis of the four cases suggests that the initiatives range from national to
international to further to global levels. The cases also differ in terms of the DTI type
that they aim at establishing. The Alpha-initiative and the National Hub components of
the Felixstowe case (the private Hub Destin 8 and the public attempt the OneGov to
establish such a Hub) are all examples of initiatives that try to establish a National Hub
to optimize the information exchanges among businesses involved in international
trade in a given country along with its relevant government authorities. It is beyond the
scope of this particular analysis, but it would be useful to compare these initiatives in
order to gain further insights in what are the core drivers behind the setting-up of
National Hub infrastructures. In this context it is recognized that these national hubs are
important to ensure efficient flow of the goods from the port to the further in-land
destination. Better information can facilitate both the processes involving the author-
ities such as Customs and allow for faster clearance, as well as providing the business
parties further in the supply-chain better options for planning of onward transport,
supporting reduced waiting times and increase cost savings.

Looking at the Felixstowe, the FloraHolland, and the SIP cases, it is observed that
all of them focus on Data Pipeline DTI. We see different choices with respect to the
infrastructure type. The Felixstowe case focuses on Thick Data Pipeline, where
physical trading documents are exchanged along with the goods which aim at inter-
national coverage. The FloraHolland case similarly focusses on a Thick Data Pipeline
but is limited to a specific trade lane between Kenya and The Netherlands. The SIP case
on the other hand focuses on a Thin Data Pipeline where only event information is
exchanged providing links to documents rather than the documents themselves, thus
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implementing a digital exchange of documents. The SIP case furthermore aims at
global reach of the soft documents.

The architectural component of the framework helps us to see how different ini-
tiatives fit together. A global Data Pipeline initiative like the SIP aims for global
coverage. It relies on existence of and interoperability with other parts of the infras-
tructure necessary to bring the goods from producers to its final destination. The global
coverage requires availability of National Hubs to connect to national governments in
the different countries, as well as Thick Data pipelines which can facilitate a physical
document exchange among parties if needed.

Thus, the architectural component can be useful for both looking for meaningful
comparison cases (e.g. comparison of National Hub DTI initiatives and comparison of
Thick Data Pipeline initiatives), as well as for identifying complementarities among
different DTI initiatives and how they can be combined as part of a larger DTI.

4.2 DTI Process

The second component of the DTI Framework focuses on the process. As discussed in
Section Three, by comparing and contrasting the initiatives we saw the need to con-
ceptually differentiate among three phases, namely: (a) Initiation, (b) Operation and
maintenance, and (c) Development of new services. Especially in the SIP demo and the
Alpha-initiative we see that a lot of complications arise when it comes to the initial
investment and investors willing to invest in the infrastructure. Specifically in the
initiation phase, issues related to cost-benefit and infrastructure governance are related
to how to get stakeholders on board and make them invest and commit to adopt the
DTI.

Once such an infrastructure is up and running (operation phase) the governance
issues and the cost benefit issues become quite different, as they relate to development
of business models for the operation and maintenance. In the Felixstowe case for
example, the initial investments were already done in the past by commercial parties
and in the Operation phase the Pipelines are now commercially run with a viable
business model behind them. The business model is based on fees for services offered
by the infrastructure providers.

In the cases analysed, most of the initiatives are still in Initiation phase, however
discussions about the Development of New Services are vividly present. The moti-
vation for new services available on mobile artefacts is driven by a general shift
towards apps in society. In the SIP case, a new service App was developed before the
infrastructure was in place to gain users’ interest and experience. In the Alpha-initiative
the parties are eager to develop new planning Apps. However, they are waiting for the
infrastructure (the APIs) to be in place so that they can offer their new services. At the
same time the initiatives that we analysed are still trying to gain financing for the
Initiation phase or are in search for business models for the Operation and Maintenance
phase. Such business models are not directly obvious due to the characteristics of the
different parties involved and the public and private interests.

The issue of fair cost-benefit sharing (part of the Governance component of DTI
Framework) comes repeatedly as a discussion point, especially in the Alpha-initiative.
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The DTI is expected to bring savings and efficiency gains to the parties in the chain but
it is not obvious how these gains will be redistributed in the chain due to its interna-
tional dimension. In the cases analysed, substantial efforts are put now in addressing
this issue. As we can see, discussing the DTI process immediately links to issues
related to DTI governance and this illustrates that the issues are very much inter-linked.

4.3 DTI Governance

Governance is the third dimension of our framework. In the complex multi-actor
network of stakeholders governance is very important but remains a challenging issue
to address. Data suggests that in only one out of the four cases (the Alpha-initiative)
there was a formal governance structure in the form of a governance board. In all the
other three cases the governance appeared to be informal. In the Felixstowe case the
private providers of Data Pipelines and the private Hub had their governance internally
organized and the collaboration among the Pipelines and National Hubs (Destin 8 and
OneGov) were managed informally. The FloraHolland case is still in early demon-
strator phases but there is a Steering Group of decision-makers from the key partner
organizations which oversees the process at the moment. Interview data and interaction
with central stakeholders suggest that their role is informally defined. The SIP case is
driven mainly by the two established business partners MAERSK and IBM and its
formal governance structures still need to evolve. One observation that we can derive
regarding the governance dimension is that although theory suggests that it is very
important to address the governance is still a complex area that needs to be further
understood.

As discussed earlier the allocation of the three categories of rights (i.e. constitu-
tional, collective choice and operational) is central to the governance of DIs [22]. To
recall, operational rights refer to rights related to access and contribution and extraction
of resources – i.e. rights to access a DI. Collective choice rights refer to rights of
removal, management and exclusion of users, while constitutional rights refer to who
may or may not participate in making collective choices. These categories can help us
to further reflect on the four cases and derive insights for further research.

Reflecting on the four cases and looking at these decision rights in relation to the
phases that we identified we can say that the decision rights as defined by Constan-
tinides [22] mostly apply to the Operation and Maintenance phase, as they seem to
assume the existence of the DI. It is interesting however to explore the possible links of
the conceptual categories of decision rights in relation to the case findings, as well as
the other phases we defined.

The constitutional rights refer to who may or may not participate in making the
collective choices. If we look at the SIP case, the technology supplier IBM and the
shipping company MAERSK are now driving the initiative. Key challenges related to
how to mobilize a collective action to secure further funding and ensure wider adoption
for this initiative still remain unsolved. To add complexity it is observed that it is likely
that the parties who participate in making decisions in the initiation phase are different
from those making choices about the Operation and Maintenance phase and when it
comes to New Services. It is too early to identify trends on if APIs for New Services are
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made available and furthermore if external parties take the opportunity to utilize the
potential of APIs. If external parties are included into the New Services phase it may be
possible that new parties enter and gain decision rights and thus become players in the
decision-making process. Thus, it would be meaningful to extend the notion of con-
stitutional rights also to the Initiation and the New Service phase and see what learnings
can be derived from that.

The Collective choice rights as discussed earlier refer to rights of removal, man-
agement and exclusion of users. This definition is very much centered around the
subject of users. If we broaden the view that the parties who have constitutional rights
will need to make collective choices related to a number of areas (where users could be
one of them for example), then we can further explore and identify which are the
specific areas related to the DTI for which collective choices need to be made (i.e. the
collective choice rights could be exercised). Our case findings reconfirmed findings
from prior research that important choices concerning DTI relate to (a) standards;
(b) data access; (c) cost-benefit sharing. The Operational rights as discussed earlier
refer to rights related to access and contribution and extraction of resources – i.e. rights
to access a DI. Again, this presumes the existence of the DI and the question is what
would be the meaning if expanded to the other two phases. For the Initiation Phase it
may be linked to investments needed in the set-up of the infrastructure and possible
return on investment (in our cases we see that initial investment is crucial and that
securing such an initial investment is a difficult process). In the New Services phase it
may relate to rights of App providers to the infrastructure and value exchanges related
to the use of the infrastructure and the offering of new services.

Another observation that we need to make is that the rights outlined above seem to
assume that such rights are easily defined. In our case findings we saw however that
most of the initiatives (except one) had informal governance. The rules were not yet
explicitly defined. Furthermore, although these categories can help to bring further
structure into key decision-making processes, the process dimension of how the actors
come together and how constitutional rights are obtained along with the question of
who drives and shapes this process is still unclear. Furthermore, the analysis highlights
that changes of the actor configuration and evolvement through the different phases of
the infrastructure development needs to be further conceptualized and explored. An
analysis of collective action processes appears to be a suitable conceptual lens to
further examine such processes [33].

5 Discussion and Conclusions

Two big challenges that our society faces today is on the one hand how to increase the
safety and security, and at the same time reduce inefficiencies and facilitate trade.
Increasing the quality and availability of data is seen as key to achieving that.
Governments and businesses are increasingly recognizing it and struggle with estab-
lishing the necessary digital infrastructures. Still, as discussed in this paper achieving
this digital infrastructure is a difficult task. Over the years we observed different ini-
tiatives trying to solve parts of the puzzle but it has so far been difficult to see how the
pieces fit together and where the similarities and overlaps are. And while on a
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demonstrator setting the benefits of initiatives such as the data pipelines have been
tested in series of EU projects the scaling-up of these initiatives have turned out to be
challenging. Given the importance of these initiatives the need for a framework that
will allow comparing and contrasting the initiatives is of utmost importance in order to
assess similarities and complementarities. By building on four cases which have dif-
ferent scope and coverage we arrived at a conceptual framework. This framework
captured a rich variety of cases, ranging from the Alpha-initiative which aims to
optimize a national hub, to the Felixstowe demo which aims to set the link between a
national hub and international thick data pipelines for information sharing about goods
imported via sea to the UK; to the trade-lane specific data pipeline of FloraHolland and
the global Shipping Information Pipeline driven by MAERSK and IBM.

Reflecting on the experience so far the DTI Framework has been useful as a
conceptual lens to reason about the architecture, process and governance components
of DTI initiatives and their interrelationships. Our analysis illustrates that the archi-
tectural, process and governance component are strongly intertwined, and exploring
these dependencies is necessary to gain better understanding of the complexities and
problems at hand. The DTI framework allows us to characterize a range of components
and to look for meaningful comparisons of similar cases, and further to look for
complementarities. Understanding better the complex interplay among architectural
configurations, processes and governance of DTI will enable us to better understand the
complex processes that drive DTI from initiation to operation and further to growth
through new services. From all the components, the governance component (and its
relations to the other two components) seems to be most complex to address, as it is the
complex interplay of actors and decision-making processes that brings DTIs to a halt or
drive them to success.

Looking at the process component a possible area of research would be to zoom
into the initiation phase and identify factors that block these initiatives and put them on
a halt and what are mechanisms that unlock these processes and allow the DTI ini-
tiatives to move towards implementation. Regarding the governance, one possible
question is to explore the processes of how constitutional rights are obtained and
whether and how they change when the infrastructure develops from initiation to
operation towards new services. Cost-benefit sharing is another very central area, where
further research can focus on identifying cost-benefit sharing models which are useful
for supporting the business case in the initiation phase; cost-benefit models for sup-
porting the business model for the operational phase or cost-benefit models for
allowing app providers to the infrastructure. Regarding the architecture component
possible areas for research is to carry out comparative studies and gain cumulative
knowledge on what are complexities related to setting-up a specific DTI type (e.g.
National Hub, Thick Data Pipeline or Thin Data Pipeline) and what are lessons learned.

With regards to a general understanding of DI design, three important findings
emerge. First, there is a tendency towards archetypical architectural DTI set-ups. That
is, in theory, choices in decision points of the infrastructure can be combined freely. In
reality, however, it seems like some architectural design choices go more naturally
together. These “natural fits” of architectural design choices indicate that there might be
possible archetypical infrastructure set-ups of design attributes that align with each
other. The implication of this finding is that anyone interested in the shaping of digital
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infrastructures cannot make independent choices regarding the architectural design but
has to recognize the systemic dependencies between the choices. That is, one specific
choice will influence the possibility for choices in the other design areas. Second, the
different archetypical digital infrastructure set-ups seem to address different problems.
Contrasting different set-ups is not about declaring one being better than the other.
They are simply different tools, used in different scenarios. The scenario is defined by
of the infrastructure set-up. Depending on the set-up (level, actors, scope, etc.) a
different archetypical set-up is suitable. For example, for the Felixstowe DTI with a
more limited actor and geographical scope it was decided that the best set-up would be
to exchange documents within the pipeline (and hence adherence to data standards was
of key importance) and offer this as a commercial service. In contrast, the inclusive
(geographically and actor) design of the SIP aiming for global scope led to a decision to
a minimalist standardization (not standardizing data elements) and a common-good
philosophy. Critically, the choice regarding decision points in the Felixstowe case
would not be suited for the SIP case, and vice versa. So, the question to answer in a
specific case then is: What is the problem to be solved and how to map the connectivity
infrastructure set-ups according to that problem. To the extent that an infrastructure
set-up design might be flawed, it is because the combination of attribute is not coherent,
that the elements for the DTI Framework are misaligned. For example, combining an
international ambition with standardization of data elements is likely to be a futile
exercise, as no global agreement can be made down to that level. Third, each of the
archetypes seems to have their distinct “must win battles”, depending on the process
(i.e. the phase in which the DTI is in), as well as the governance choices. For the SIP
which is currently in its initiation phase, the critical “must win battle” is to mobilize the
mass of supply chain actors to join the initiative. Such a design is subject to network
effects: the more actors that join the initiative the greater the benefits for all. However,
initially, there are no benefits of joining, in the same way that there would be no
benefits of being the first (only) one with a telephone or a Facebook account. This is in
the infrastructure literature referred to as the “bootstrapping problem” and should be
addressed through pre-emptive strategies. This relates to the complexity of governance
of DTI in the initiation phase of the initiative. Research on mobilizing collective action
can be used as inspiration for further research to address this problem [33].

For future work, it is critical to advance the understanding of DTI architecture
set-up archetypes, building knowledge about which choice, and governance decision
points, and processes go well together into coherent archetypes, which problems the
archetypes can be used to solve, and the particular challenges of each archetype. To this
end, what does this research mean for practice? It is important to realize that parties like
sea carriers, terminals, port community systems and authorities are well positioned to
play a key role in setting up digital trade infrastructures. Some will grasp the oppor-
tunities and will try to be the first-movers, others will be forced to reposition their
activities to stay in business. Our mapping of the anatomy of DTIs as well as future
research in the directions that we identified in this paper can be instrumental for these
parties to understand the complexity of the playing field when defining their strategies
for action.
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Abstract. Hospitals have increasingly embraced their role as centers for
innovation and much attention has focused on technology transfer, translational
research and even social innovation. Here we explore how open innovation
could be a viable strategy for health organizations in contemporary society with
its reliance on advanced information and communication technology. The study
focuses on (a) innovation centers in hospitals by examining two variables
important to open innovation: (i) the direction of value creation and (ii) inno-
vation form, and (b) the development of scenarios for open innovation in
healthcare by engaged practitioners in the field. The findings suggest some
noteworthy variation in form and direction of innovation for healthcare. Most
notably, although innovation is attended to, open initiatives do not loom large
today. However, we also see that the future may bring something completely
different with a focus on healthcare rather than hospitals. The results suggest
direction for future empirical work and strategy development for designing
healthcare systems as well as for open innovation practice.

Keywords: Open innovation � Communication � Common ground �
Commons � Healthcare

1 Healthcare in Contemporary Society

With this paper, we initiate an exploration of how open innovation could be a viable
strategy for health organizations—hospitals, in particular—in the emerging networked
society [1] with its reliance on advanced information and communication technology
(ICT). Hospitals have increasingly embraced their role as centers for innovation [2] and
while much attention has focused on technology transfer, translational research and
even social innovation, what is less clear is to what extent open innovation could be a
viable part of their innovation strategy. Open innovation traditionally refers to, “the use
of purposive inflows and outflows of knowledge to accelerate internal innovation and
expand the markets for external use of innovation” [3]. Open innovation thus suggests
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a framework for how to leverage contemporary ICT in the healthcare sector for the
benefit of both caregivers and caretakers [4]. Yet, a fundamental practical and theo-
retical puzzle remains for practicing open innovation in the healthcare context—that is,
how to create and sustain the required engagement among stakeholders to realize open
innovation as a management strategy for hospitals in the networked society? The
timeliness and importance of solving this puzzle is highlighted by recent initiatives in
both Europe (e.g., the EU eHealth Action Plan) and the United States (e.g., the NSF
Smart and Connected Health Program).

A variety of changes in ICT and society have been consequential for the health
sector. Through the Internet and social media, for instance, patients have more access to
information and opinions about medicine and healthcare than ever before. There is
growing interest from healthcare organizations for patient-centered care and a demand
to practice evidence based medicine. At the same time, health organizations are
exploring the uses of ICTs to create new services for delivering care and reflecting on
their role in local communities and society. The promise of ICT to harness the potential
of digital innovation, including openness, crowd, scale, participation, and personal-
ization [5–8], is not automatic nor is it guaranteed. It is a matter of design. As a matter
of fact, it has long been argued that one should not assume that ICT is the solution,
there might be organizational (soft) issues that should rather be addressed [9]. Without
a doubt, the emerging networked society is putting pressure on hospitals to adapt to
their new information and communication-centered context. The networked society
may pose significant challenges to hospitals, however, it may also present an important
opportunity for hospitals to increase innovation. Indeed, most of the ingredients that
have made open innovation important in other sectors of society are staring hospitals in
the face. Leveraging open innovation as strategy by hospitals thus seems both timely
and full of potential.

The challenges faced by hospitals also present an important opportunity for
developing the concept and practice of open innovation more generally [10]. Open
innovation suggests that the most exciting things happen at the boundaries, where
diverse competencies, experiences and perspectives meet and cross-pollinate. Open
innovation is traditionally described in terms of outbound flows of ideas and infor-
mation. It was developed primarily as a firm-centric concept concerned with com-
petitors and markets. However, open innovation also happens in other ways, such as
flowing from engagements within ecosystems [11]. Benkler [12, 13] made a founda-
tional contribution in this regard, by explaining how innovation is fostered through
commons (resources shared among cooperating actors), which entail forms of orga-
nizing that are neither market nor management hierarchy based. The crucial point then
is how stakeholders engage each other to generate innovation, as each basic form calls
out different kinds of communication among stakeholders: markets focus on pricing
signals, hierarchies focus on commands, and ecosystems focus on persuasion and
dialogue [14]. Thus, successful open innovation depends on rethinking the form and
quality of communication among the participants in the innovation process as much as
adopting new technological frameworks. Hence, the design and implementation of
digital health practices cannot be seen in isolation from organizational context or from
the pragmatics of communication [10].
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What matters for open innovation engagement, then, are the practices of, and
institutions for communication. These are consequential for how participants interact
and reason about the problems and opportunities they act upon—that is, for how to
think and develop ideas together. Quite simply, these tacit dimensions of organizational
and professional practice can mismatch the capacity of ICT in ways that fundamentally
challenge the management of open innovation initiatives [15]. In the hospital context,
for instance, new, network-based ways of interacting with patients are both threatening
and inspiring because these new media can bring the ‘outside in’ and let the ‘inside
out’. Thus, the context of the networked society pressures hospitals to address the issue
of open innovation—how, when, and to what extent to bring together the outside and
the inside? The pressure for open innovation requires decisions about how to introduce
new ICT, yet, importantly, these decisions entail crucial matters of designing infor-
mation systems and associated communication practices [16]. Designing for open
innovation must thus be sensitive to two key issues: (1) avoid simply reproducing
business-as-usual and (2) anticipate disruptive changes that could far outstrip the
capacity of the organization and its practitioners. Thus, successful open innovation
depends on rethinking the form, direction, and quality of communication among the
participants in the innovation process as much as adopting new technological
frameworks.

There is no shortage of models for understanding open innovation [11]. One
important model from the healthcare domain, particularly medical technology, is the
“technology commodification model” from Philips Healthcare [17], henceforth the
Philips model. In this two-dimensional model (see Fig. 1), the x-axis focuses on col-
laboration forms, ranging from intra-organizational to inter-organizational to com-
pletely open.

The y-axis focuses on ‘technology’ features and how the technology in question
differentiates from other related technologies on the market. This latter dimension is
particularly useful for strategic choices about the uses of engineering resources. The
essential question being, how to avoid wasting engineering resources on further
development of what have become technology commodities while protecting

Fig. 1. Technology commodification model from Philips Healthcare [17].
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intellectual property loss from premature sharing of innovations? These are important
matters that must be taken into account as organizations make strategic choices and
figure out how to use IT in organizational strategy.

The Philips model, however, hides other important matters such as the direction of
value creation—that is, who benefits and how from the innovation. Not all goods
produced are private goods; some are inherently public or common goods. This is
particularly poignant for healthcare. For instance, a strict application of the Philips
model in healthcare at large would center innovation strategy by healthcare organi-
zations around commodification but clearly not all innovations in health will be pri-
marily for private benefit. So, to better model open, we include here another dimension
to take into account in addition to the innovation form and form of involvement in
value creation: the direction of value creation.

Another important model of open innovation [3] views the form and quality of
communication for open innovation in terms of inbound and outbound transfers of
innovation. In particular, the role of ICT is simply conceived as a conduit that transfers
knowledge from one person to another. This unfortunately downplays the ultimate
significance of communication for how stakeholders make sense of the innovation
context of their collaboration with others in developing innovations and the conse-
quences that follow from the design and implementation of the technological support of
communication for open innovation [16, 18, 19]. It is fundamentally problematic for
open innovation initiatives to introduce new ICTs with the simplistic hope that new
channels will, in and of themselves, foster the necessary connections, creativity, and
collaboration [15, 16]. The alternative is to see communication as interactional,
‘symbolic activity’ that establishes the common(s) ground necessary for diverse actors’
joint actions and achievements [15, 20, 21]. Because the form, direction, and quality of
communication can vary, such a commons-view of communication and ICT draws
attention to the need for creative thinking about designing communication and its
technological support to facilitate open innovation.

These matters about common(s) ground for communication in the networked
society raise the question of how open innovation could become an explicit strategy for
hospitals, rather than a reaction to external pressures. The opportunity for organiza-
tional and professional practice is first to consider what communicative practices enable
open innovation and then to consider how to design and manage communication for
open innovation by hospitals in the networked society. In particular, what kind of
communication and information system support should be driving open innovation in
healthcare?

We would argue that a not so common, but indeed sensitive to commons approach
is needed. In this paper, we report on a project with the dual aim to (a) understand the
current state of open innovation in the healthcare sector and (b) actively engage with
the sector and develop scenarios for possible ways forward. The findings suggest some
noteworthy variation in form and direction of innovation. Most notably, although
innovation is attended to, open initiatives do not loom large. The results suggest
directions for future empirical work and strategy development for designing common
(s) ground as well as for open innovation practice.
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2 Research Approach

For this research, we adopted a mixed methods approach [22, 23] that allowed for a
combination of descriptive statistics with a qualitative design-oriented focus group
approach. First, a survey of U.S. based healthcare innovation centers was devised to
gauge how innovation centers were being deployed. Second, the results of the survey
provided the basis for developing an interactive workshop that summoned key stake-
holders in the sector with the aim to consider future megatrends and to incorporate
them into an innovative, but yet realistic, plausible future. The combination of these
methods enabled an inquiry into key issues in designing for open innovation—to avoid
reproducing business-as-usual and to anticipate disruptive change.

2.1 Healthcare Innovation Center Survey

To take the temperature of the healthcare arena, we first conducted an investigation to
explore how hospitals organize their innovation efforts to see if ideas about open were
common. Specifically, we were interested in how hospitals orient their innovation and
the form their innovation efforts take. Orientation refers to the direction of value
creation. For the purpose of this study we defined direction of value creation as pri-
marily for (a) private benefit, that is the hospital, its clients, and investors, or for
(b) societal benefit. Innovation form refers to how various stakeholders are engaged in
innovation efforts. For present purposes, we defined these forms as internal
(self-contained innovation, usually housed within one hospital), open (where the
exchange of information, knowledge and expertise is two-way), or hybrid (with
inter-organizational, collaborative programs).

The data for this preliminary study focused on the types of programs and initiatives
sponsored by hospital innovation centers. The American Hospital Association is a
professional body that advocates on behalf of 5,000 healthcare organizations in the
USA that has compiled a list of hospital innovation centers. The list contained 126
centers as of April 2015. From those centers we identified 334 innovation programs or
initiatives. By examining the descriptions of these initiatives and programs on their
websites, we coded them according to the features described above for direction of
value creation and innovation form.

2.2 Future Scenarios Workshop

The methodology for the workshop was a combination of (i) trend analysis, (ii) sce-
nario planning and (iii) back casting. A preparatory presentation included areas such as
the changing demographics with an aging population, urbanization, increased global
mobility, and de-industrialization with a shift of focus toward service innovation, and
the changing economic landscape with the rise of emerging markets and digitization.
The attendees were then divided into teams that were assigned the task to discuss what
the healthcare environment will look like in 10–15 years. The teams were inspired to
forecast an envisioned future—a future with few boundaries and most of today’s
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problems innovatively resolved. Each team then presented their envisioned future in a
plenary session that focused on identifying possible future scenarios.

Eight people participated in the workshop, in addition to three of the authors of this
paper and an appointed rapporteur. The eight participants were handpicked and invited
based on their organizational affiliations and documented interest in the area. Two were
medical doctors from a local hospital, three represented the local government (com-
munity and county councils), one came from a hospital innovation center, and two from
the university (a senior researcher and a student). All teamwork was documented, as
was the final plenary session.

3 Healthcare Innovation Center Survey Results

3.1 Forms of Innovation

Of the 334 innovation programs analyzed, the majority were categorized as internal
(Table 1, Number of Innovation Forms). Hybrid forms were identified in 150 initia-
tives. Open innovation was evident in 2 programs. Two others could not be coded
according to any of the three forms of innovation as these consisted of marketing
initiatives publicizing programs run by a hospital. It can be argued that publicity and
marketing are directed towards private value creation, but the innovation forms did not
adhere to the definitions operationalized for this survey.

3.2 Direction of Value Creation by Form of Innovation

Value creation was categorized as private or societal and in certain cases an overlap
was found, those programs were coded as both private/societal hybrid (Fig. 2, Value
creation by innovation type/form).

The total number of programs with private value creation was 229. This number
was further analyzed to differentiate programs according to the form of innovation.
Private value creation was the dominant direction in internal innovation forms at 151.
Followed by 78 hybrid programs with private value creation direction. Societal value
creation was found in 82 initiatives, which included the 2 open innovative forms found
in our sample. Sixty of these programs were hybrid in nature while 22 were internal.
Some programs displayed elements of both private and societal value creation, of these
9 were. In addition, 3 hybrid programs displayed 0 value creation.

Table 1. Number of innovation forms.

Innovation form N = 334

Internal 180
Hybrid 150
Open 2
No code 2
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3.3 Specifying the Forms of Innovation

The use of an inductive sampling method with emergent categories has expanded the
classification of types of innovation. By further examination of the about pages, mis-
sion, and vision statements, subtle differences in the innovation forms were identified
within each of the main categories. These differences present themselves as points on a
continuum of hybridity and internal innovation, as shown in Table 2.

Fig. 2. Value creation by types of innovation. The initial sample of 334 initiatives was
categorized according to the innovation forms internal and hybrid and the directions of value
creation, private or societal.

Table 2. Continuum of innovation.

Innovation
forms

Definition

1a. Internal Completely self-contained. Usually housed within one hospital or a network
1b. Internal Developing a prototype or product with commercial applicability
1c. Internal Adopting latest technology for private value creation
2a. Hybrid Inter-organizational, collaborative programs funded by national institutions

like U.S. National Institutes of Health
2b. Hybrid Funded by a grant to carry on with a research project locally at a hospital
2c. Hybrid Inter-organizational and collaborative programs between two or more

hospitals, health networks, outpatient practices or with businesses
2d. Hybrid Intra organizational collaborative programs such those initiated between

university departments
2e. Hybrid Inter and intra organizational programs
3. Open Where the exchange of information, knowledge and expertise is two-way or

more
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Internal innovation forms were coded on the basis of (a) self-containment, (b) the
commercial applicability/feasibility of internally developed prototypes and (b) adoption
of new technologies. Each of these categories differentiates whether the innovation was
initiated internally or has been adopted for private value creation. Hybrid programs
displayed greater diversity in the type and scope of collaboration between internal and
external stakeholders. The categories that have emerged are (a) inter-organizational
programs funded by external agencies, (b) research projects funded by external grants,
(c) inter-organizational and collaborative initiatives such as between two hospital
networks, (d) intra-organizational collaborations such as projects between university
departments, and (e) programs with both intra and inter-organizational collaboration.
These slight nuances are important for understanding the extent of openness in a
collaborative project. Open innovation, thus far, been used as a single category without
sufficient consideration of its variability along a continuum.

The study of innovation centers focused on two variables: the direction of value
creation and innovation forms. Emergent categories of innovation forms display
varying degrees of inbound and outbound flows of communication, information and
innovation. Of the initial sample of 334 initiatives, 2 were excluded from the final
analysis due to the indeterminate nature of the programs’ value creation direction. The
reduced sample of 332 programs (Fig. 3: Types of innovation) were color-coded and
show a predominance of self-contained internal initiatives (26%) followed closely by
those meant for adopting and implementing cutting edge technology (22%).

When plotted against the direction of value creation (Fig. 4: Value creation by
innovation forms), the trend remains true to the initial analysis. Internal programs are
predominantly focused on private value creation. The outbound flow in such cases is

Fig. 3. Types of innovation. The emergent innovation categories plotted after color-coding.
(Color figure online)
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limited. On the other hand, of the 84 programs that are focused on societal value
creation, 54% were inter-organizational and collaborative hybrid programs. These
initiatives include both, projects funded by external agencies such as the U.S. National
Institutes of Health and regional or local level collaborations between hospital net-
works. The need to communicate and exchange information with an external stake-
holder suggests both outbound and inbound flows of communication. However, to
what degree the flow of communication impacts the value creation is not given. Vice
versa, the aim of societal value creation the force behind a hybrid structure also needs
to be investigated. Similarly, open innovation forms are highly collaborative and
function only to create societal value. Programs that were found to have both private
and societal value (5%) were evenly distributed between internal and hybrid types. But,
the hybridity was restricted to inter-organizational collaborations that would perhaps
lead to societal gains by virtue of servicing a larger population.

Our observations of innovation initiatives among U.S. hospitals suggests that while
there is more variety of innovation forms that anticipated by the Phillip’s model, the
predominate innovation forms skew toward self-contained innovation approaches that
are directed toward private value creation. However, it also appears that
inter-organizational collaborations do happen and happen in the context of external
funding.

Fig. 4. Innovation forms and value creation. Emergent categories of innovation forms plotted
against the value creation direction of the programs. N = 332, excluding two that were
indeterminate.
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4 Future Scenarios Workshop Results

The future scenarios workshop experimented with the form and quality of communi-
cation for open innovation. The workshop format was successful in deepening the
quality of sense-making about the innovation context and scenarios for invention. The
participants in the workshop became very focused on reimagining the direction of
innovation. This included a blended view of societal benefit motivating and integrating
with private benefit and shifting from a hospital centric view of health innovation to a
more multi-stakeholder view of innovation.

The workshop participants engaged in deep sense-making about the innovation
context from which emerged three central concepts about key issues for the direction of
innovation:

• Data ownership: Who owns the patient’s data? Could it be made publicly available
by the patient to help innovators to build new solutions and create new cures, the
same way open data works? Today’s structures do not allow it.

• Trust: Trust on who you wish to help you with your condition is becoming more
important. The medical expert should have the deep knowledge to bring answers,
but many times other patients with the same disease have similar – and sometime
more – knowledge and understanding of the disease and how it should be treated.
So whom do you trust and listen to?

• Wellness through awareness: With increased knowledge of what leads to what,
such as what food is bad for you, how performing certain actions may cause cancer,
etc. it can be better communicated to prevent poor health. By public sharing of
experience and data, awareness can be increased and lead to better health conditions
for a lot of people.

These directions for innovation were addressed by specific innovation scenarios:

• Intelligent environments: The case displayed a city environment with omnipresent
sensors that can passively read people’s life sensors. It turns into a form of public
health monitoring that can alert the medical system whenever an incident of some
form occurs.

• Health prediction systems: Big data from people’s medical journals can be
computed on a real-time basis to analyze and predict medical conditions. Imagine
that the doorbell rings and outside is a team of medics. When the door opens, they
say – “please lay down, you are just about to have a heart attack.”

• Social alarms: The concept is that everybody has at least some minor knowledge
that can be applied as “first level support”. If we can find the nearest person who has
the most basic competence regarding the disease/condition at hand it may save
lives. One person cannot do everything, but many people can do a little.

• Increased human contact: Technology is usually regarded as increasing the dis-
tance between people. But properly managed, technology can help people to meet.
Personal and physical contact is extremely important in overcoming diseases and
hard times.

• The no-hospital environment: In the future, there may actually not be so many
hospitals. Hospitals built on the patient coming to the building. The team was
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considering “what if we can skip the buildings and just focus on care”. New
technology may make it much easier for the doctor to bring “the hospital” –

equipment and gear – to the patient instead of the other way around.

One important aspect of the workshop was its experimentation with the form and
quality of open innovation communication among a variety of stakeholders in health
care. The communicative design of the engagement created common ground among the
healthcare professionals and academics by using a combination of techniques: trend
analysis, scenario planning, and back casting. The design aimed to generate common
ground in terms of both the content and the process of interaction such that no par-
ticipant had to give up their expertise and identify but the groups could collectively find
ways to integrate the different insights relative to the shared interest in better healthcare.
While only a microcosm of larger scale interventions, the workshop was instructive for
designing collaborative, open engagement around innovation. The participant evalua-
tions pointed to the promise of the model for designing communication to manage open
innovation processes. In a final reflection session, some further important results
emerged that spoke to this ambition:

• “We need more like this.” There was a general feeling that hospital staff and doctors
are mostly too occupied with operative work and lack the time, incentives and
coordination to strategize on a 10 to 15-year basis. Yet it was seen highly important
for the healthcare sector to engage in such discussions.

• There was frustration that “healthcare does not evolve at the same pace as many
other industries.”

• “Health development becomes supplier-driven, rather than patient-driven.” When
the hospitals and the medical system are not in charge of driving the development of
healthcare based on actual current and future needs, it risks falling into the hands of
short-term, profit-driven supplier companies.

• “We need to collaborate more cross-sectional,” “The perspectives we gain from
discussing with people from other fields are highly valuable when trying to widen
our scopes and get new angles of things we thought were carved into stone.”

5 Discussion and Conclusion

Our results show that there is indeed attention to innovation in the healthcare sector but
it is noteworthy that we found very few instances of open innovation in our survey of
hospital innovation centers. At the same time, we found a large number of hybrid forms
with a varying degree of openness. If this finding holds upon further investigation, it
will need to explain why this is the case. This study contributes another aspect of open
innovation by identifying the direction of value creation as key to open innovation
engagement. Here we found that open initiatives present themselves only as programs
with societal value. This finding could prove to be a crucial insight for creating
common(s) ground for innovation in healthcare.

The workshop results confirm the view that the healthcare sector is lagging behind
industry and society at large in terms of open innovation. Interestingly, the results show
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that, although several participants were employed by a hospital, the idea that healthcare
is more important than the organizational structure within which healthcare operates
today. This calls for an institutional analysis to understand better how openness res-
onates with existing institutional pressures and tensions in relation ‘the hospital’ as the
traditional archetype for healthcare delivery. In particular, from an institutional point of
view, an ecosystem such as healthcare stands in contrast to markets and bureaucratic
hierarchies and calls for forms of communication that enable mutual persuasion among
a variety of stakeholders in a dialogue. While these forms were not obviously pre-
dominate in innovation initiatives from the survey, the workshop was illustrative on a
microscale that such forms and qualities of communication are valuable in improving
sense-making about innovation contexts among diverse stakeholders in healthcare.

Our survey showed clearly that although innovation is emphasized, open innova-
tion is so far not at the top of the agenda for most hospitals. To better understand
innovation and the realization of open innovation requires deeper insight into practices
for designing communication for open innovation. In this regard, there is a need for
research that frames open innovation in healthcare as a multi-layered opportunity for
advancing open innovation practice. Such an effort must engage practitioners and
organizations about the practical issues about open innovation strategy in healthcare.
This is necessary in order to engage practitioners and academic researchers to explore
the complexities of healthcare organizations in the networked society and the prospects
for strategic open innovation in healthcare. The workshop conducted as part of this
study vindicates both the need for and the potential benefit of such activity.

A possible way forward would be to create a suite of in-depth case studies about
designing communication practice for open innovation. This would entail developing
theory and method for analysis of institutions for communication and the design of
communication practice for open innovation. Ultimately, what is needed is a research
agenda for the future of open innovation design practice that can develop applicable
core constructs to inform and translate to business practice and also open up research
opportunities. To succeed with this ambition, a network of international practitioners
and scholars focused on the development of design thinking for open innovation, with a
specific focus on healthcare in the networked society will need to be formed. Our hope
is that many will see this opportunity and engage with us on this exciting journey.
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Abstract. Finance information systems (FISs) store and provide timely,
accurate and consistent financial data for management and decision-making.
Many organizations especially in developing world however fail to attain
desired success during implementation and usage of the FISs despite the fact
that many success factors for implementation have been suggested. This study
thus investigated the usage of FISs with the aim of finding out how factors
presumed to influence implementation impact usage. The presumed factors
included; top management support, effective communication, evaluation of staff
performance, technical support, project management, change management
program, effectiveness of IT unit and flexibility of consultants. The study
focused on universities in Uganda which is a developing country. Of the nine
factors that were investigated only top management support, technical training
and flexibility of consultants exhibited a positive impact with only top man-
agement support being significant. The rest of the factors exhibited negative
impact and only effective IT unit being significant.

Keywords: CSFs � Critical success factors � Developing countries � Finance
information systems � Implementation � Usage

1 Introduction

A finance information system (FIS) can be described as a set of automation solutions
that enables users to plan, execute and monitor budgets by assisting in prioritization,
execution, and reporting of expenditures and revenues [1]. FISs are usually comprised
of many accounting modules and according to Khemani and Diamond [2] they consist
of; General ledger, Budgetary accounting, accounts payables, accounts receivables and
noncore modules can include; payroll system, budget development, procurement
operating and capital budgets, working capital reports, cash flow forecast and project
ledgers.

Contextually while FISs have many benefits, it has been found that putting them in
place can be costly and in most cases requires a lot of training and commitment by the
people involved [3]. As a result, many organizations find difficulties to attain the
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desired success when implementation is done. Pan et al. [4] say that there is still a
significant body of evidence that many information systems implementation projects
end in failure. Also Mulira [3] says that many critical success factors for IS imple-
mentation have been suggested, however actual evidence to devise solutions for failed
projects has not been clearly established. This paper presents research done that aims at
answering the research question: How factors involved in implementation of a FIS later
on impact usage of the system.

The next section shortly presents the factors investigated. Section 3 then presents
the two different phases of the study, first the quantitative study done among 7 uni-
versities in Uganda and then the follow-up qualitative validation study among 4 of
these universities. The results of the quantitative study are also presented in that section
which then is discussed in relation to the findings in the qualitative study in Sect. 5.
The final section then presents conclusions in relation to the 9 factors and the research
question investigated.

2 Factors Influencing Implementation

In a study on usage of finance information systems in developing countries Kiwana
et al. [5] presented nine factors which were perceived to be of influence to imple-
mentation of FISs in Ugandan Universities. These included; top management support,
effective communication, evaluation of staff performance, technical support, project
management, change management program, effectiveness of IT unit and flexibility of
consultants. These factors are described shortly below.

Top management support: Conceptually, Hansen et al. employees and all [6]
describes top management support as the extent to which top managers in the orga-
nization provide direction, authority, and resources during and after acquisitions of IT
systems. vom Brocke [7] Illustrates that top management support is the degree to which
senior management understands the importance of the information systems function
and the extent to which they get involved in the information system activities.

Effective communication: Communication in respect to information systems
implementations includes formal promotion of project teams and advertisement of the
project progress in the rest of the organization [8]. According to Sajady et al. [9]
employees and all other stakeholders should be told in advance about the scope,
objectives, activities and updates, and they should admit that change would occur.

Education and training: According to James [10] the basis of education and training
in implementation of FIS relies on creating awareness on the ‘to do’ part of the
software. James argues that employees need training and re-skilling to understand how
a system can change business processes.

Evaluation of staff performance: Dhillon [11] posits that regular evaluation of staff
performance today should be used as a vital tool to identify the work potential of an
employee, instead of choosing the best individual in the organization. And Easttom II
[12] argues that it is important that the performance of employees in using FIS is
continually assessed.

Project management: According to Rosario [13] Project management is about
minding the scope and the overall engineering process of an organization programs.
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Fui-Hoon Nah et al. [14] state that the scope must be clearly defined and should include
the amount of systems to be implemented, the involvement of business units and
amount of business process reengineering that is needed.

Change management program and FIS implementation: Fui-Hoon Nahet et al. [14]
say that at the beginning of a project it is important to start change management and
continue with it throughout the entire system life cycle. Fui-Hoon Nahet et al. [14]
argue that a culture with shared values and common aims is conducive for success and
organizations should have a strong corporate identity that is open to change.

Effective IT unit: Literally an IT unit is a department in an organization that is
mandated with managing information systems. Judge et al. [15] argue that one of the
biggest challenges of implementation of information systems especially in developing
worlds is lack of IT units in organizations.

Technical support: Technical expertise refers to the extent to which internal and
external mediating entities such as vendors and consultants provide knowledge,
training, maintenance, and other technical support to the adopting organization [16].

Flexibility of consultants: Consultants are very important in the process of
implementing and using Information Systems in an organization [17]. Paston and
Grabski further indicate that the most commonly-cited impact of flexibility in con-
sultation towards success of FIS has been that of more effective organizational change
management.

In this paper we present results from a study that investigated how the above
mentioned factors impact usage of the FISs and the circumstances in which this
happens.

3 Research Methodology

This research employed a combination of qualitative and quantitative approaches in
collecting and verification of the study findings, thus constituting a mixed-model
research [18]. The rationale of this approach as argued by Eisenhardt and Graebner [19]
is that triangulation made possible by multiple data collection methods provides
stronger substantiation of constructs.

As a first step, an exploratory study was undertaken at a single university namely
Makerere University to find out factors that influence implementation of FISs and this
took a qualitative approach. The emergent results were compared with extant literature
and hypotheses were developed, then a quantitative field study was conducted to find
out the extent at which the found results through the exploratory study could be
confirmed to be true or galvanized and also to find out the relationship between
implementation and use of FISs. And lastly a qualitative validation study was con-
ducted to explain the findings from the quantitative survey.

In employing mixed methods, it is possible to overcome a number of challenges
that would be faced by single based studies like limited knowledge, biases, and
inflexibilities, but rather, it would become imperative to integrate qualitative and
quantitative data, sampling techniques [20]. Quantitative and qualitative research
methods made it easier to apply differing designs, sampling techniques, data collection
methods and validity studies to capture a detailed understanding of the study objectives
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and components. The mixed methods was advantageous because it helped to com-
plement the strengths of a single design, to overcome weaknesses of a single design, to
address the questions at different levels and to address the theoretical perspective at
different levels also.

3.1 Quantitative Study Design

The quantitative study was carried out in seven Ugandan universities with the aim of
finding out how factors perceived to influence FIS implementation later on impact its
usage. A construct of Use was borrowed from DeLone and McLean [21] and the above
mentioned factors were brought together into a framework that would help to explain
the impact of the factors on the use of the FISs.

It was hypothesized that the nine factors that influence the implementation of FIS
impact positively the usage of the FIS, as shown in Fig. 1.

The impact is assumed to be in terms of; Dependency, Frequency of use, Amount
of use and, Nature of use, [21]. To test this, the following nine hypotheses were
formulated:

• H1: Top Management support during implementation influences positively the use
of FIS systems.

• H2: Effective Communication within the organization during implementation
influences positively the use of FIS systems.

• H3: Evaluation of Staff Performances during implementation influences positively
the use of FIS systems.

• H4: Education and Training of staff during implementation influences positively the
use of FIS systems.

• H5: Technical Support for staff during implementation influences positively the use
of FIS systems.

• H6: Project Management during implementation influences positively the use of
FIS systems.

• H7: A Change Management Program during implementation influences positively
the use of FIS systems.

• H8: Effective IT Unit during implementation influences positively the use of FIS
systems.

• H9: Flexible Consultants during implementation influences positively the use of
FIS systems.

Table 1 presents background information on the seven universities that were included
in the quantitative study. The study used a structured questionnaire consisting of a
series of closed-ended questions to collect data. The questionnaires were issued to staff

Factors influencing 
implementa on Use of FISPosi vely influences usage?

Fig. 1. Conceptual framework
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in finance departments of the various universities that were using the FISs. All the
questions were based on a 5 point Likert scale: (1 = Poor, 2 = Fair, 3 = Good,
4 = Very Good and 5 = Excellent). The questions that were used in the questionnaire
and their sources are presented in Table 2.

Table 1. Background information about investigated universities

University System being used Duration
(years)

No of
staff

No of
students’

Makerere University Mak Integrated Tirtiary System (ITS) 7 5000 40000
Kyambogo
University

KYA Navision and e-compus for foes
collection

5 2000 20000

Makerere University
Business School

MUBS Sage Accounting plus other
internally developed system

5 1000 15000

Uganda Management
Institute

UMI Navision 6 800 5000

Mbarara University MUST Patel 4 1500 10000
Busitema University BUSI Pastel 4 900 12000
Uganda Christian
University

UCU Focus and SAP 6 1000 10000

Table 2. Investigated implementation factors and its related survey questions

Construct Measure Source

Top management
support

Through participation in implementation process. e.g.
attending implementation meetings

Ragu-Nathan et al.
[22]

Through Swift Decisions making
Through Demand for regular implementation
progress reports

Effective
communication

There is a clear communication channel on all issues
that pertain to the system

Amoako-Gyampah
and Salam [23]

Evaluation of
staff performance

There are regular Staff performance evaluations on
system use

Education and
training

There was adequate training on FIS use Amoako-Gyampah
and Salam [23]Refresher training on FIS use is provided from time

to time
Technical
support

Quick support service is provided Amoroso and
Cheney [24]

Project
management

There is a clear mechanism of addressing issues and
problems that arise

Change
management
program

I was taken through a change
management/sensitization program before using the
system

Effective IT unit The institution has an IT unit responsible to support
the IT system operations including the FIS

Antony et al. [25]

Flexible
consultants

The suppliers/consultants are always willing to
incorporate desired new changes into the system
without much difficulty
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To understand the level of usage, the respondents were introduced to different items
for them to have their say. These were; Dependency on the system, Frequency of Use,
Amount of use and Nature of use of the system and a 5 point Likert scale was used to
measure the responses (1 = Strongly Disagree, 2 = Disagree, 3 = uncertain, 4 = Agree
and 5 = Strongly Agree). The following Table 3 details the questions that were asked
in order to measure usage of the implemented FIS.

The questionnaire was piloted amongst selected judges who were seasoned
researchers and experts in the field of information systems, after which they were
modified to improve their validity and reliability [27].

The convergent validity of the scale items was assessed using three criteria. First,
the factor loadings which should be greater than 0.50 as proposed by Hair et al. [28].
Secondly, the composite reliability for each construct which should exceed 0.70. And
lastly, the Average variance extracted (AVE) for each construct should be above the
recommended cut-off of 0.50 [29].

In the study, the factor loadings revealed support for convergent validity for the
nine constructs. All loadings were greater than 0.50 with most loadings exceeding 0.60.
The factor loadings ranged from 0.54 to 1.0. Items with loadings less than 0.70 can still
be considered significant, but more of the variance in the measure is attributed to error
[28]. The high factor loadings give reason to conclude that the measures have con-
vergent validity. All constructs factor loading exceeded the 0.50 cut-off as indicated in
Table 5 under column heading “AVE”, with the exception of use (AVE = 0.5404).
This therefore, meant that all variables considered for this study were convergent or
similarly related and valid to be used. However, the use dimensions were found to have
adequate convergent validity based on their high composite reliability (>0.70) [30]. See
Table 4 below.

The next step in investigating construct validity was to determine the reliability of
the construct items. A measure of internal consistency or composite reliability is a
composite alpha value. This value was used to assess the reliability of the nine con-
structs. Construct reliability coefficients should all exceed the 0.70 lower limits (Hair
et al. [28]; Rossiter [31]). However, Nunnally et al. [32] and Srinivasan (1985) suggest
that values as low as 0.50 are acceptable for initial construct development. The com-
posite reliability and Cronbach’s alpha values for the studied constructs were computed
by Smart PLS and ranged from 0.8196 to 1 and 0.6054 to 1.0, respectively as indicated
in Table 4.

Table 3. Questions included in the questionnaire investigating usage

Rate the following statements with regard to the use of your FIS Source

Dependency: My work fully depends on the system Petter et al.
[26]Frequency of use: I use the system all the time

Amount of use: I generate and prepare all my financial reports form the
system
Nature of use: The system is used almost by everybody in the accounts
department
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As per Table 4 it can clearly be seen that almost all the variables used in this
research were reliable since it obtained the Composite Reliability and Cronbach’s
Alpha values more than 0.7. All values fall within the acceptable range to conclude
good reliability. The data that was collected was analysed using PLS and the process
involved summarizing the information collected so as to establish the relationships
between the factors that influence implementation and the use of the FIS.

The last step in the construct validation process was to assess discriminant validity.
Discriminate validity was assessed by examining the cross loadings of each item in the

Table 4. Summary of PLS quality

AVE Composite
reliability

R
Square

Cronbach’s
alpha

Evaluation of staff
performance

1 1 0 1

Change management 1 1 0 1
Flexibility of consultants 1 1 0 1
Effective communication 1 1 0 1
Effective IT unit 1 1 0 1
Project management 1 1 0 1
Top management support 0.6863 0.8658 0 0.7815
Training and education 0.7064 0.8265 0 0.6054
Technical support 1 1 0 1
USE 0.5404 0.8196 0.5038 0.7043

Table 5. Details of Informants Interviewed

Uni People interviewed FIS found

KYA 4 people were interviewed and they
included: two Administrative
Assistants, one Accounts Assistant and
one Revenue Collection Assistant

Navision being used for recording of
payments and e-Campus and academic
records being used for fees collection.
Integration of the 2 systems is being
done. For final reports they use Excel.

MUBS 2 people were interviewed, both
working as Assistant Directors of
Finance

Internally developed system for
especially recording fees collections

UCU 4 people were interviewed and they
included: two Administrative
Assistants, one Accounts Assistant and
one Revenue Collection Assistant

Focus being used for all accounts
transactions and then a new system
SAP being implemented.

UMI 4 people were interviewed and they
included: one Senior Accounts
Assistants, one Accounts Assistant,
One Payroll Officer and one Stores
Assistant

Navision being used for all accounts
functions
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constructs and the square root of AVE calculated for each construct. All the items
should have higher loading on their corresponding construct than the cross loadings on
the other constructs in the model. The square root of AVE for all factors should be
greater than all the correlations between that construct and other constructs.

In regard to data analysis and outputs it was descriptive statistics and then rela-
tionships between each of the nine factors and the use construct that were generated.
And this paper presents results for only the relationships which were generated through
structural equation modelling (SEM) with use of PLS.

3.2 Qualitative Validation Study Design

The qualitative validation study was carried out in four out of the seven universities that
participated in the quantitative study. Data was gathered through focus group inter-
views based on results that were obtained from the quantitative study. Four sets of
interviews were conducted in four universities, as presented in Table 5. The focus
group interviews were done to explore and understand the meaning of quantitative
study results that could not be explained statistically. The interviews were based on
results from the quantitative study presented in Table 6.

4 Results

This section presents results from both the quantitative study and validation study and
these are presented in Subsects. 4.1 and 4.2 respectively.

Table 6. Path coefficients along with their bootstrap values, ‘T’ values

Factors b –

values
T statistics
(|O/STERR|)

p values Relationship

Top management support 0.6451 7.081 0.00001 Positive and significant
Effective communication −0.0359 0.3448 0.730815 Negative and not

significant
Evaluation of staff
performance

−0.1462 1.5473 0.124279 Negative and not
significant

Education and training −0.1729 0.9534 0.342199 Negative and not
significant

Technical support 0.1923 1.8743 0.063187 Positive and not
significant

Project management −0.1155 1.2964 0.197188 Negative and not
significant

Change management
program

−0.0063 0.0667 0.946925 Negative and not
significant

Effective IT unit −0.2254 2.4276 0.016601 Negative and significant
Flexible consultants 0.0115 0.1364 0.891721 Positive and not

significant
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4.1 Quantitative Field Study Results

The model was assessed using three criteria: (1) path coefficients (b); (2) path sig-
nificant (p-value); and (3) variance explain (R). Following Chin and Newsted [33],
bootstrap re-sampling method was employed to test the statistical significance of each
path coefficient. One hundred and twenty-eight (128) randomly selected sub-samples
were performed to estimate the theoretical model and hypothesized relationships.

The criterion put forward by Rossiter [31] states that for the structural model all
paths should result in a t-statistic value greater than 1.96 and latent variable R- Squares
(R^2) greater than 50%. Significance was considered at 0.05. In Table 6 the column for
b values represents the impact of the factor on use of the FIS. The range is from −1 to 1
whereby a negative figure means that the impact is negative whereas a positive figure
that the impact is positive. And the columns for T statistics and P values each represent
the levels of significance. For an item to be significant the value of the T statistic had to
be greater than 1.96 or the P value had to be less than 0.005. The results that are shown
in the column label “Relationship” indicate that only two factors were significant, that
is top management support and effective IT unit. The rest of the factors were not
significant.

4.2 Validation Study Results

Findings from the validation study are presented here below. The presentation is given
per factors beginning with top management support.

Top Management Support
It was found that in all four universities that were visited, top management would
support the implementation processes of the FISs by for example; participating in needs
identifications, sourcing for consultants, coordinating the development of system
updates with consultants, pushing the adoption of FISs across all the university
departments, ensuring effectiveness of controls in the system such that no other system
could be used. It was found though that Kyambogo University top management was
not very keen at providing financial support towards the implementation task.

Effective Communication
It was found that in Kyambogo University communication on issues of implementation
was not there at all during their FIS implementation such that people had to find their
own ways around issues. But also in the other universities where communication was
reported to have always been effective it was found that at times this would negatively
affect usage of the FISs. This was the case especially in places where users were
experiencing difficulties in using the FISs. In such places whenever users would receive
instructions like for example to generate some reports they would instead use other
software tools which would be simpler for them to use to do the work within the given
time frames. This would therefore affect the usage of the actual FISs.

Staff Performance Evaluation
At Kyambogo University it was reported that they did not have a performance eval-
uation system for staff. At Makerere University Business School staff evaluations
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would be conducted, and during the exercises people would get opportunity to speak
out and discuss their challenges, and this would help boost the use rate of the system.
At Uganda Christian University, they had two systems and supervisors would focus
more on the users’ abilities to perform duties given to them irrespective of the system
being used. A person would therefore only use a system that he or she is most com-
fortable with. At Uganda Management Institute they had an appraisal system but they
had a feeling that the FIS itself would evaluate a user basing on the extent at which he
or she would be using it.

Education and Training
It was found out that at Kyambogo University users took too long to start using the FIS
after doing training and that affected their abilities to use the systems. At Makerere
University Business School training was done off station which turned out to be
inadequate to users because with this method user were trained on examples as opposed
to doing actual work. At Uganda Christian University it was found that the more users
would be trained the more they would discover short comings in the system, and as a
consequence the less they would want to rely on the system. At Makerere University
Business School it was found that the system they were using at the time of the
interview had been developed internally so people were being trained progressively as
the system was being developed. The informants also said that new staff would be
trained by old staff and all problems would be solved within the department through
knowledge sharing. At Uganda Management Institute it was reported that training did
boost the use rate of the system significantly. It was also reported that users would get
refresher training and new staff members would always also be trained.

Technical Support
Two universities that is Uganda Management Institute and Uganda Christian Univer-
sity had consultants who would offer technical support and users would contact them
only through the IT units. At both Kyambogo University and Makerere University
Business School they had some people in their respective finance departments who had
technical skills such that they would always help their colleagues whenever they would
get problems. In addition, at Makerere University Business School they had at least one
person with such skills in each department.

Project Management
It was found that by virtue of working under a project management environment
implementation teams would try to work within the set timelines but many times this
would compromise on the use rate of the system because when timelines are set many
times users resort to using other tools that can deliver results much more quickly. And
in some universities it would be difficult for people to work within set schedules and
timelines because of problems like absenteeism from duty by some people during
execution of various critical activities and therefore the use rate of the FISs would be
affected.

Change Management
At Kyambogo University and Uganda Christian University they had a problem with the
change management program in that in many cases people would equate a new system
to loss of job. On the other hand, Uganda Management Institute information that was
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picked was that if a university was strict on staff performance then with or without
change management the use rate of the FIS would not be affected.

Effective IT Unit
In Makerere University Business School it was found that in order to achieve and
ensure maximum effectiveness of the IT unit one of the IT staff was stationed right in
the finance department. At Uganda Christian University people in the IT unit were not
very conversant with the user functions of the system. This would frustrate the users
and as a consequence they would keep trying to get other systems. At Kyambogo
University it was found that staff in the IT unit had a conflict of interest that would
affect their performance because the university was using two systems, one developed
by the IT unit itself and another that had been outsourced. At Uganda Management
Institute it was found that the IT unit was essential because the people in the unit had
been trained by the consultants during implementation.

Flexibility of Consultants
It was found that Kyambogo University, Uganda Christian University and Uganda
Management Institute that consultants who were always willing to work on needs of
users in coordination with the IT units. And at Makerere University Business School
the university had a contract with the consultants so they were never reluctant to work
on any issues, the informants said.

5 Discussion

This section presents a discussion of the study results in relation to available literature
and as discussions are made findings from the validation study are incorporated as well.

In regard to Top management support the result for impact on FIS use is positive.
This was in line with the earlier hypothesis stated. This suggests that support, com-
mitment, authority, and direction from top management for the system and for the
various people affected by the system’s implementation is necessary in ensuring overall
use of the system. In context of the study, this result permits the suggestion that FIS use
would continue to be enhanced not only at the implementation phase, but also at latter
stages in the software’s lifecycle as long as top management support and commitment
is high during implementation. This is in congruence with Hansen and Mowen [34]
who ascertained that FIS projects success or failure relies heavily on top management
willingness and commitment. Furthermore, Motwani et al. [35] also in-line with the
above scholars indicate that top management is very critical since it is the top managers
who set the direction in which the organization runs as well as controlling funds
utilization. This means that they would always have a decisive role on whether they
support the system implementation or not. These are complemented by what Wee [36]
found out that the role of top managers is fundamental since they have the duty to
publicly and explicitly identify the project as a top priority.

In respect to effective communication the result from the quantitative study indi-
cated this factor as not being significant. This result is contrary to earlier literature. Burt
[37] for example, argues that effective communication is key and is the basis for
realizing success in any IT project because it lies in the powers of communication or

222 D. Kiwana and B. Johansson



message that flows from the top to the implementers, to have the job well-done in time,
efficiency and effectively. Mintzberg [38] shares the same opinion and says that that the
primary onus of ensuring effective internal communication lies with the project’s
managers. The reason of this contradiction can be picked from the results of the
validation study which showed that in for example Kyambogo University communi-
cation was minimal during the FIS implementation and each user would find his or her
own way around the issues. Also in some universities where communication was said
to have been very evident at times this turned out to have no impact or negative impact
on the usage of the FISs. This was the case especially in places where users were
experiencing difficulties in using the FISs. In such situations it was found that when-
ever users would be instructed to generate certain reports within some timelines they
would in some instances resort to using other software tools which would be simpler
for them to use and be able to do the work within the given timelines.

In respect to evaluation of staff performance the result from the quantitative indi-
cated this factor as non-significant. This result however is contrary with what earlier
studies. Barlow et al. [39] for example, ascertains that regular evaluation of staff
performance is regarded widely as a necessary attribute for improving the usage of
information systems, and part of an over-riding value set of efficiency. Congruently,
Qureshi and Hassan [40] support the above view while arguing that regular evaluation
of staff performance forms a baseline for setting the objectives and helps in giving a
clear picture to employees and clearly explains, what is expected from them. On the
other hand, during the validation study it was found that at Kyambogo University staff
appraisals were not being conducted. At Uganda Christian University staff appraisals
were being conducted but results would never be produced. At Makerere University
Business School staff appraisals were optional, although according to the informants
the exercise would give opportunity to people to speak out and discuss their challenges
At Uganda Christian University, they had two systems and the supervisors would focus
more on the individual’s ability to perform duties given to them irrespective of the
system they would be using. People would therefore end up using only a system they
were most conversant with. At Uganda Management Institute it was found that
appraisals were being conducted although the informants believed that it was the FIS
itself that would evaluate a user basing on the extent or level at which that person
would be using it.

With training and education, the result from the quantitative indicated this as a
non-significant factor. This was found to be contrary to some of the previous literature.
Hall [41] for example indicated that educating employees should be considered as top
priority at the beginning of the project to ensure successful implementation of the new
system. Kumar and van Hillegersberg [42], says that introduction and on board training
in software facilitate easy socialization of new employees in an organisation and
implementation of FIS, It prepares employees on how to use and implement FISs and it
also establishes work relations. Aceituno [43] in a further illustration asserts that
training of employees in financial information systems provides receivable manage-
ment solutions to financial service institutions both in the government and private
sector. On the other hand, picking from what was found during the validation study, in
some universities users would take too long to start using the FISs after training and
this would affect their abilities to use the systems. It was also found that in some
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universities the training was done while staff was off their desks which would turn out
to be inadequate because with this method the users would be trained on examples as
opposed to being shown how to use the system to do actual work. Also in some
universities it was found that the more the users would be trained the more they would
discover short comings in the system, and therefore the less they would want to rely on
the system.

With respect to technical support the result from the quantitative study indicated
this as a non-significant factor. However, what was gathered during the validation
study was that all universities had arrangements for technical support and in one
university namely, Kyambogo University it was found that even some members of staff
would offer support to their fellow colleagues. This affirms that the systems’ benefits
tend to be highly realized when quality vendors/consultants are engaged as argued by
Ridings et al. [44] and Gefen [45]. This information can be interpreted to mean that the
engagement of quality external sources of expertise (i.e., vendors/consultants) for FIS
acquisitions can compensate for an organization’s inability to fully understand how the
system supports its business vision (i.e., organizational goals and mission) and where
top managers show low support for the software. Two possible explanations can be put
forward in support of the foregoing proposition: (1) Attewell [46] who says that the
diffusion (and subsequent success) of complex IT systems hinges upon the elimination
of knowledge barriers between the adopting organization and the providers of the
software. It is logical to expect that organizational members would want to attach more
importance to the external sources of expertise that are capable of providing them with
the knowledge and support needed for getting most out of the acquired systems,
(2) Vendors and consultants of specialized, complex systems such as FIS are usually
versed about how their products can be used to support business objectives across the
vast number of industries and may provide such information to organizational mem-
bers, including top managers who may in turn use it for organizational planning pur-
poses [47].

Regarding project management, the result from the quantitative study indicated this
as non-significant factor. This was found to be contrary to some earlier literature.
Mullins [48] for example, argues that project management is a critical component in
determining the success of FIS projects. He ascertained that there must be enough
consideration of project plans, controls, monitoring and evaluation. These must be
adhered to, if success of such projects is to be realized. Howard [49] adds that projects
executed in the software industry are characterized by high uncertainty, need to use
state-of-the-art system, rapid changes, a high need for interpersonal skills; high
importance of organizational structure, large number of request changes during the
project life cycle, high use of virtual teams, high importance of group learning and high
influence of matrix organizational structure if they are to succeed. Bondarouk [50]
concludes by confirming that project stakeholders must be consulted in the project
management process to ensure that the quality of a project is enhanced. The contra-
diction between this discussion and the fact that project management was found not to
be significant can be explained by picking on what was found during the validation
study. For example, at Uganda Management Institute, it was mentioned that in some
cases it was difficult to administer the project management function because some
activities that would strictly need to be done when everybody was around would fail to
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take off because it would not be easy to get all people around at the same time to work
on a given task.

In regard to change management program the result from the quantitative study
indicated this as non-significant factor. This result resonates very well with what was
found during the validation study. The informants at Kyambogo University for instance
said that they never had a clear change management program. They said that the
problem they had with a change management program was that in many cases people
would equate the new system with loss of jobs. At Uganda Management Institute the
informants said that it was an administrative policy that with or without a change
management program people had to use the FIS otherwise they would risk losing their
jobs. On the other hand Fui-Hoon Nahet et al. [14] say that change management is an
important starting point at the project phase and should continue throughout the entire
life cycle and further argues that a culture with shared values and common aims is
conducive to success and organizations should have a strong corporate identity that is
open to change. In this context, this argument brings out the fact that organizations
should possess cultural values that are not static and that do not promote resistance to
change. Oliver et al. [51] further argues that users must be trained, and concerns must
be addressed through regular communication, working with change agents, leveraging
corporate culture and identifying job aids for different users if the implementation of
FIS is to be successful. Wallace et al. [52] also asserts that the development of a new
system must be carefully managed and orchestrated, and the way a project is executed
is likely to be the most important factor influencing its outcome.

Regarding effective IT unit, the result from the quantitative study indicated that this
factor had a negative impact on usage. Contrary to this Robbins and Coulter [53]
indicate IT units act as leaders of implementing information system and this kind of
leadership becomes instrumental and accountability to change management.

And on the other hand Kwena [54] agitates that some organizations in developing
world do have IT units but they are not effective and this has had a negative effect on
usage of FIS. And also picking on what was found during the validation study there are
two reasons that can be used to explain why the effective IT unit was found to have a
negative impact. The first reason was based on the issue of some universities having
more than one finance management applications and more so when the IT units have
preferences amongst those applications. In this kind of situation, the IT unit could
decide to favour and promote some particular applications at the detriment of others.
This would become more pronounced when some of the applications are developed by
staff in the IT unit as the issue of conflict of interest would very strongly set in. The
second reason comes from the fact that many users have a perception that IT units by
themselves can solve all IT problems including user problems which is not necessarily
true because user problems usually are issues for the software providers. So when a
user with such a perception contacts the IT unit for help on some user problem issue
and the unit fails to handle, it would not go well in the user’s mind.

In regard to flexible consultants the result from the quantitative study indicated this
to impact positively on usage but not significant. There are two arguments picked from
the validation study that can be used to explain why the impact would be positive.
Firstly, the experience that many actors have in implementing and using FIS systems in
the Ugandan universities is still relatively low because most of these technologies are
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new to many people and at the same time most of the universities are new as well.
Therefore, it is not easy for many of the decision makers and IT managers in these
institutions to develop complete and comprehensive FIS requirements specifications at
a single time. Many times it is during the time of using the systems that people discover
deviations and missing gaps that would have to be sorted out before the systems
become usable. Also because of limited experience most people are unable to under-
stand and fully comprehend the capabilities of the new systems before they themselves
start using them. This therefore means that the need to adjust the systems from time to
time while being used is inevitable. This is what exactly necessitates the need to have
consultants who are easy to work with, who are flexible and who are committed to their
work otherwise the implementation and use of the systems could fail. Secondly,
considering how the business of IT items is conducted in many developing countries
including Uganda where almost all items have to come from outside the country and
with a lot of bureaucratic formalities involved, many times the procurement processes
of items like FISs take too long to be concluded and in many cases this occurs when
already some of the supporting technologies like the hardware and operating systems
have changed. This would in many cases require for adjustments to be made on the
items before they could be installed. With such challenges if the consultants are not
flexible enough and corporative the entire project could fail. These observations are in
congruence with Hussein et al. [55] who argue that the most commonly-cited benefit
being derived from flexibility in consultation mechanisms has been that of more
effective organizational change management and implementation of financial infor-
mation systems. This is based on the fact that organizations need to hold employee
workshops which can identify problems and develop solutions focused on providing
the workforce with a much fuller awareness of the implementation of FIS by supplying
information on what is required [56].

6 Conclusions

In this section we present conclusions on the research question: How factors involved
in implementation of a FIS later on influences the usage of the system? from the study
on the nine factors perceived as important during implementation of FIS in developing
countries.

In the virtue to explain the circumstances under which top management support
impact the usage of FISs, it is clear that the role of top management lies more in
initiating the idea and supporting the implementation of FIS in the primary stages,
sourcing for consultants, coordinating the development of system updates with the
consultants, pushing for adoption of the FISs across all departments, ensuring the
effectiveness of controls in the system such that for example no other system could be
used.

Regarding effective communication, it can be deduced that where users were not
very conversant with the system or when the system itself was not easy to use, effective
communication would affect the usage rate of the FISs because users would instead
look for simpler ways of producing what was being demanded from them, meaning that
they to some extent actually select to use other systems.
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In relation to the factor staff evaluation two scenarios can be deduced from the
findings, one was that through the process of staff evaluation, users would get
opportunity to discuss and get solutions about issues regarding their system use.
Secondly for universities that had more than one system it was found that performance
evaluation would be based on the system that a user would be most conversant with.
This would mean that for purpose of aiming to get high scores the users would end up
concentrating on a single particular system and ignoring others which could also
include the main FIS.

When it comes to training and education it can be concluded that in some uni-
versities there were prolonged delays between the times when people would be trained
and the times when they would start using the systems. This would negatively affect the
use rate of the systems because people would forget what they would have been trained
on. Secondly training that would be done when people are not doing actual work would
not benefit much because at the end of training people would get difficulties in relating
what they actually do with the functionalities in the system. Thirdly if the system was
not thoroughly tested before acceptance some faults could surface while people would
be using the system and when this would persist, the use rate would drop. Therefore, it
is worthwhile to understand that until education and training is practiced in an effective
real-life style, there would not be impact on usage.

From the study it can be concluded that regarding technical support all universities
had arrangements for technical support and while some universities had consultants
others had staff amongst themselves that would handle the technical issues in addition
to doing their own work. From this it can be claimed that it is actually unclear, if there
exist or not exist technical support which ordinarily would be expected to be given by
hired consultants, if there is any effect on usage.

Regarding the factor project management, it can be deduced that in some univer-
sities project management was not adequately done. In universities where they
attempted to do it, it would be difficult for people to work within the set schedules and
timelines because of problems like frequent absenteeism from duty by some users
during the execution of the various critical activities. This would happen especially in
places where supervisors would have laxities. This could probably explain why the
relationship is shown as having a negative impact, but it is important to say that it was
not significant.

From the change management factor, it can be concluded that the idea of change
management itself would not have an impact on usage because some people would
equate a new system with job loss. And also it was found that when the university
administration would get strict on people’s performance then with or without change
management the use rate of the FIS would not be affected.

Regarding effective IT unit, it can be concluded that the impact on FIS usage would
get affected when staff in the unit are not conversant with the user functionalities in the
system. The usage rate would also be affected when in addition to the FIS the insti-
tution had other parallel systems and more so if some of the parallel systems were
developed by staff in the IT unit. From this it can be said that if the IT unit is more
effective they might influence the user to use other systems which explains that there
could be a negative impact on usage of a specific system.
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Finally, from the factor flexible consultants it can be concluded that it is very
important for universities in Uganda to take seriously into consideration the issue of
flexibility when soliciting for suppliers. This is mainly because of the fact that IT
experience by many of the actors in the country especially in systems implementations
is still relatively low. Secondly being dependent on imported technologies and when
the procurement processes are not efficient because of many bureaucracies usually
involved many imported items arrive for installation when already some of the sup-
porting technologies like operating systems have changed. These kind of challenges
would require a lot of flexibility from consultants if these challenges should have a
chance to be resolved quickly.
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Abstract. The article is related to the problem of implementing consistent
changes in the model of some subject area and in the syntax of domain specific
language (DSL), dealing with problems in that domain. In our research, we
explore an opportunity to provide the method of co-evolution of the ontology,
used as a model of the subject area, and DSL. This method combines graph
representation of the ontology and DSL with the set of rules, formulated in terms
of an automated graph-transformation language. Applicability of the proposed
approach is demonstrated using a real-life example of co-evolution of the
ontology and DSL in the railway transportation domain.

Keywords: Domain-specific language � Ontology � Evolution � Graph
transformation � Railway transportation

1 Introduction

Currently, domain-specific languages (DSL) become more and more widespread. Such
popularity can be explained by the fact, that DSL is a fairly simple and convenient way
of organizing work in a certain subject area. DSLs contain only the required set of
terms of the domain, representing some kind of its reflection, because every DSL uses
as its basis some model of the current subject area [1]. As a result, the effectiveness of
DSL actually depends on the degree of correspondence between the subject area and its
model: a greater level of consistency results in greater flexibility of the language.

The ontological approach can provide such a degree of accuracy in the description
of the subject area, because an ontology reflects a set of concepts of the target domain
and the connections between them [2]. Consequently, application of the ontology as a
model of DSL guarantees that DSL is identical to the corresponding domain, thereby
allows interacting with it more effectively.

Any domain demonstrates a tendency to changes over time (evolution, in other
words). In accordance with the evolution of the subject area, the evolution of its
ontological representation also occurs [3, 4]. However, DSL frequently remains
unchanged, since it is built on a snapshot of the domain (and the ontology) and reflects
only the fixed state, without reacting to subsequent changes. This specificity in the
process of DSL design results in the emerging the problem of maintaining co-evolution
of DSL and its domain and, accordingly, co-evolution of DSL and the ontology. At
worst, uncoordinated changes can lead to the situation, when DSL, being fixed in its
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original state, loses its relevance for the significantly changed domain. As a result, the
language becomes inapplicable for solving practically important tasks in the subject
area. In [15] Challenger, et al. describe a case of DSL, which could not create entities,
unspecified in the original ontology model.

We also need to note that the sceneries of working with DSL may vary due to
considerable differences in experience of information needs of different DSL users. As
a result, in parallel to the development of the skills and knowledge of the user, the set of
DSL terms, that he/she operates with, can also change. It means, that every user defines
his own model of DSL and, because every DSL is connected with the domain, creates
own domain representation, which may differ from the one originally used in the DSL.
In these circumstances, we also face the evolution of the DSL and the subject area,
which leads to the inconsistencies between the domain and the DSL model, and have to
resolve them through the use of interconnected transformations.

In order to avoid such problems, automated methods of conflict detection that may
arise in the course of the co-evolution of the domain ontology and DSL are needed. An
important addition to such methods can be the ability to resolve emerging contradic-
tions. We believe that a new approach is needed which combines the formal ontology
mechanism with modern mathematical models of graph transformation [3, 5].

That ontology-based approach seems to be more effective in comparison with
similar ones, for example, described by Cleenewerck or by Challenger. In [14]
Cleenewerck tries to use the mechanism of graph transformation without prior estab-
lishing a correspondence between the ontology and DSL. It leads to the need to define a
whole complex of disparate transformation rules for each component of the language.
Furthermore, this system of transformations has to be changed every time, when DSL
modifications are required. In contrast to Cleenewerck, Challenger in [15] proposes to
abandon the dynamic matching of the subject area and DSL, but to redefine the DSL
model whenever the ontology is changed. This approach is also not optimal, since, in
fact, it offers not to adapt the existing DSL to changes in the domain, and each time to
create a new language.

In this article, we concentrate on the object level co-evolution and only to a certain
extent on co-evolution in a functional sense, primarily because of the complexity of
developing a universal description for the set of operations in any domain.

The article describes our proposed approach as follows. In Sect. 2 we give some
facts from the theory of design of ontologies and domain-specific languages and some
principles of processes of model evolution. Section 3 describes a universal
graph-model for DSL and also contains the analysis of using graph-transformation
techniques in presence of different types of evolution. Section 4 demonstrates advan-
tages of our approach in the case of the railway transportation domain instead of
applying graph transformations without establishing a correspondence between the
ontology and DSL. We conclude the article with analysis of the results and specifi-
cation of the future researches.
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2 Background

2.1 Definition and Classification of Ontologies

Ontology is a representational artifact, comprising a taxonomy as proper part, whose
representations are intended to designate some combination of universals, defined
classes, and certain relations between them [2]. In accordance with formalization
framework [6] the ontology can be naturally perceived as a graph O;Rð Þ, with a set of
functions of constraints F.

On the other hand, the ontology is some kind of representation, created by the
designer [7] which has a certain goal. As a result, in [2, 6] the following ontology kinds
are detected: top-level ontologies, domain (task) ontologies, and application ontolo-
gies, which describe concepts that depend both on a particular domain and a task, and
often combine specializations of both the corresponding domain and task ontologies.

In the current research, we pay attention only to the Application ontologies,
especially in the domain of railway processes – the railway resource allocation pro-
cedure. But as the Domain ontology contains only the necessary concepts of a subject
area, applied ontology operates with a subset of these concepts necessary to achieve a
certain goal. That allows us to consider the Application ontology as the reduced
Domain ontology.

2.2 Definition and Structure of DSL

A domain-specific language (DSL) is a computer language specialized to a particular
application domain. This is in contrast to a general-purpose language, which is broadly
applicable across domains, and lacks specialized features for a particular domain [1]. In
[8] two parts of the DSL are identified: (1) a syntactic part, which defines the con-
structions of DSL; and (2) a semantic part, which manifests itself in the semantic
model. The first part allows defining the context for working with the second one,
which defines meaning of DSL commands in terms of the target domain.

In addition, a syntactic part of DSL can be separated into two levels: the level of
objects and the level of functions. The object-level is equivalent to the set of objects of
the ontological model of the target domain. The functional level contains operations,
which allow to specify the context for the objects. The combination of these two levels
determines the meta-model of DSL, which identifies the entities, used in DSL, and
relations between them.

This two-level division of the DSL terms into objects and commands allows not only
to achieve the maximum correspondence between the ontological model of the target
domain and the DSL model, but also to construct the most convenient way of organizing
conversions between them. In order to provide such transformations, it is sufficient to
adjust the system of matching rules between the components of the ontological model of
the target domain and the components of the DSL model. One of the solutions to this
problem can be the mechanism of graph transformations between the graph representa-
tion of the ontology and the DSL model. In such mechanism, formal specification of
transformations is defined by one of specialized graph-transformation languages such as
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ATL Transformation Language [9], GReAT (Graph REwriting And Transformation)
[10, 11], AGG (AttributedGraphGrammar) (http://www.user.tu-berlin.de/o.runge/agg/),
etc.

In our research, we propose to use ATL, because this language allows to describe
the transformation rules from any original model into any target model, conducting a
transformation at the level of meta-models. ATL has a simple scheme for defining the
transformation rules with only 4 components: the name of the rule, the type of the
element of the original model, the type of the equivalent element of the target model
and the block for definition of the additional actions with transforming and corre-
sponding components of the original and the target model (Fig. 1).

2.3 Definition and Classification of Model Evolution

As already mentioned above, the ontology is some kind of a model of the certain area
and DSL, which is created for working with some specific domain, contains inside
some model of this domain. However, the subject area can evolve. In this connection,
the models created within the given domain should be changed accordingly. These
assumptions lead to the idea, that instead of the concept of co-evolution of ontologies
and DSL, we can consider a single concept of the model evolution.

From the formal point of view, the structure of every model is a combination E;Rð Þ
of some entities (each entity is a set of its attributes
ei ¼ attri1 ; attri2 ; . . .; attriMf g;M 2 N; i ¼ 1;N) in the certain domain and relations
between them correspondingly. In these terms, evolution of the model is a process of
changes in structure of this model. However, structure means not only entities, used in
some specific model, but and relations between them. As follows, model evolution can
be separated into two classes [4]: vertical evolution and horizontal evolution.

Vertical evolution means the change in level of conceptualization (perspective) of
the model. In this case of evolution new entities are added into the model (with(out)
changes in the set of relations). It means, that vertical evolution can be formalized by
the following manner: E1;R1

� �
is a result of vertical evolution of the model E;Rð Þ if

Ej j 6¼ E1
�� �� and Rj j 6¼ R1

�� ��. In terms of ontologies it means, that new objects (universals
and/or classes) can be added or some previously created objects can be deleted, with
corresponding changes in the set of relations. In terms of DSLs it means, that the object
level will be changed: some objects will be introduced, some will be removed from the
language – alongside with the corresponding changes on the functional level.

Horizontal evolution means preserving the level of conceptualization, but changing
the sets of attributes for some entities, or changing the set of relations. It means, that
vertical evolution can be formalized as follows: E1;R1

� �
is a result of horizontal

rule rule_name { 
from type_of_the_element_of_original_model (conditions_expression) 
to action or type_of__the_element_of_target_model
do {  additional_actions  } 
} 

Fig. 1. The scheme for definition the transformation rules in ATL
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evolution of the model E;Rð Þ if Ej j ¼ E1
�� �� and 9ei 2 E; e1i 2 E1 : Attri \ Attr1i ¼

Attri
V jAttri 6¼j jAttr1i j and 9ri 2 R; rj 2 R1 : ri 62 R1 _ rj 62 R. In terms of ontologies

it means, that the set of objects (universals and classes) will be the same, but some of
them can be specified by adding new (or deleting old) attributes. In addition, the set of
relations can be changed. In terms of DSL it means, that the object level will be
changed only in terms of objects attributes with corresponding changes on the func-
tional level (so-called constructors of objects) or in terms of connections between them
(in this case changes on the functional level depend on the nature of changed
connections).

In these circumstances, the question is how to synchronize changes in the onto-
logical model of the domain and in the DSL model. To answer this the graph-model of
DSL have to be introduced.

3 Problem of Co-evolution of the Ontology and DSL

3.1 The Graph-Based Model of DSL

In order to organize the transformation rules between the graph representation of the
ontology and the DSL meta-model, we need to specify rules in terms of the graph
transformation formalism. According to principles described in [12, 13], we will use
the following concepts:

• A set of entities of the meta-model Set ¼ setif g; i 2 N; i\1, where every entity
seti ¼ SNamei; SICounti;Attri;Oppi; SRestif g is characterized by its name (SNamei,
which is unique within the current model), available amount of exemplars of this
entity (SICounti 2 N; SICounti � 0), a set of attributes
(Attri ¼ attrji

� �
; ji 2 N; ji\1), a set of operation on exemplars of this entity

(Oppi ¼ oppji
� �

; ji 2 N; ji\1) and a set of restrictions
(SResti ¼ srestji

� �
; ji 2 N; ji\1).

• A set of relations between the entities Rel ¼ relif g; i 2 N; i\1, where every
relation reli ¼ RNamei;RTypei;RMulti;RRestif g is identified by its name (RNamei,
which is unique within the current model), type (RTypei 2 N; RTypei � 0Þ, defining
the nature of the relation, the multiplicity (RMulti 2 N; RMulti � 0), which defines,
how many exemplars of entities, participating in current relation, can be used, and a
set of restrictions (RResti ¼ rrestji

� �
; ji 2 N; ji\1).

In this case, the graph of the meta-model can be characterized as an oriented
pseudo-metagraph GMM = (V, E), for which the following constraint holds:

V ¼ Set
[Setj j

i¼1

Attri
[Setj j

i¼1

Oppi
[Setj j

i¼1

SResti
[

Rel
[Setj j

i¼1

RResti

E ¼ ESA
[

ESO
[

ESR
[

ERR
[

ESRR
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where

• ESA ¼ esaif g; i ¼ 1; Setj j – a set of arcs connecting each entity with a set of its
attributes;

• ESO ¼ esoif g; i ¼ 1; Setj j – a set of arcs connecting each entity with a set of
operations on it;

• ESR ¼ esrif g; i ¼ 1; Setj j – a set of arcs connecting each entity with a set of
restrictions imposed on it;

• ERR ¼ errif g; i ¼ 1; Relj j – a set of arcs connecting each relation with a set of
restrictions imposed on it;

• ESRR ¼ esrrif g; i 2 N; i\1 – a set of arcs connecting between the entity and
relations, in which it is involved.

Simplifying this model, the set of attributes of entities can be considered within a
set of entities. Moreover, we can say that the sets of restrictions, both for entities and
relations, also can be combined in one set. Accordingly we propose to consider the
structure of the DSL model as Obj;Rel;Rest;Oppð Þ, where the first two

Obj ¼ Set
S Setj j

i¼1 Attri, and Rel are responsible for the object-level of DSL, and other

Rest ¼ S Setj j
i¼1 SResti

S Setj j
i¼1 RResti, Opp represent the functional structure of DSL.

Interpreting the set Obj as the set of objects in some domain, Rel as a set of relations
between them and Rest;Opp as a set of operations on entities and restrictions to them,
we argue that the structure of the ontological model of some domain and the structure
of DSL can be related by some correspondence. That means, that there is a way for
organizing automated co-evolution of them.

3.2 Vertical Evolution of Domain

In order to identify this type of evolution we have to create a set of rules, which
transform new entities of the ontology into entities of the DSL model. The first
assumption is that the DSL meta-model has the following structure scheme (Table 1).

The second assumption is that an initial correspondence exists between the
ontology and the DSL model. It means, when DSL was created, the rules of corre-
spondence between the ontology elements and the elements of the DSL model were
determined.

Table 1. Description of DSL scheme components

Element Meaning

SchemeName Defines the name of the current DSL model
Class Defines the class/type of objects (with some attributes inside)
Function Defines the function (with a set of classes, instances of which are used in the

function)
Constructor Defines the constructor for creation of the current object with the list of

attributes and its values
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Considering these, we identify two classes of ATL rules for vertical transformation
between elements of the OWL ontology representation and the DSL model (Fig. 2).

According to the these ATL rules, OWLClass have to be replaced with specific
OWL class, and DSLClass – with a corresponding DSL class. The first rule provides
the reflection of all new elements in the ontology, which are absent in the DSL model,
and creates corresponding constructor-procedures. The second one drops all elements
in the DSL model, removed from the ontology.

Of course, there are situations, when these two rules are not enough. For example,
if new entity in the ontology is associated with one of the previously created. In this
case, additional rule has to be identified to create all needed relations between the DSL
model entities (Fig. 3).

Three designed ATL rules (Figs. 2, 3) are sufficient to organize basic vertical
co-evolution of the ontology and the DSL model, because they cover all possible
changes, which are peculiar to this kind of transformation.

3.3 Horizontal Evolution of the Domain

Following the assumptions established in the previous section and taking into account
the fact that horizontal transformation includes changes in terms of entity’s attributes
and/or relations, the following variants to organize the horizontal co-evolution of the

rule OWLClass2DSLClass { 
from a: OWL!OWLClass (not exists (select b|

b.isTypeOf (DSL!DSLClass) 
               and a.name = b.name))
to b: DSL!DSLClass,

c:DSL!Constructor
} 
rule DropDeletedOWLClassInDSLClass { 
from b: DSL! DSL Class (not exists (select a|

a.isTypeOf (OWL!OWLClass) 
and a.name = b.name))

to drop
do { drop c: DSL!Constructor (c.name = b.name) } 
} 

Fig. 2. ATL rules for synchronizing added and deleted elements between the ontology and DSL

rule OWLClassWithParents2DSLClassWithParents { 
from a: OWL!OWLClass (a.parent->exists())
to b: DSL!DSLClass (b.name = a.name)
do { b.parent.name = a.parent.name }
} 

Fig. 3. ATL rules for reflecting connected elements from the ontology into DSL
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ontology and the DSL model are possible: (1) changes occurred in the attributes of
entities or (2) in the relations between entities.

The first situation (1) means, that some attributes of entities in the ontology were
deleted, or new ones were added. In terms of formal rules in ATL language, these cases
can be identified by the next rules (Fig. 4).

The first rule transforms new attributes from entities in the ontology into corre-
sponding entities attributes in the DSL model and adds these attributes as arguments
into constructors of corresponding entities. The second one drops attributes, deleted in
the ontology, from the corresponding entities and constructors in the DSL model.

The second situation (2) means, that a set of relations in the ontology was changed.
To support it the next rules can be used (Fig. 5).

The first rule is the same with vertical evolution. The second one provides the
opportunity to drop all relations, deleted in the ontology, with corresponding reduction
of the list of arguments of the functions, which are used for initialization of corre-
sponding relations.

rule OWLClassAttributes2DSLClassAttributes { 
from a: OWL!OWLClass!OWLObjectProperty (

not exists (select b|
b.isTypeOf (DSL!DSLClass!DSLObjectProperty) 

           and a.name = b.name))
to b: DSL!DSLClass!DSLObjectProperty (b.owner.name = a.owner.name),

c: DSL!Constructor!DSLObjectProperty (b.owner.name = 
c.owner.name)
} 
rule DropDeletedOWLClassAttributesInDSLClassAttributes { 
from b: DSL!DSLClass!DSLObjectProperty (

not exists (select a|
a.isTypeOf (OWL!OWLClass!OWLObjectProperty) 

           and a.name = b.name))
to drop
do { drop c: DSL!Constructor!DSLObjectProperty (c.name = b.name) } 
} 

Fig. 4. ATL rules for synchronizing changes in attributes of elements in the ontology and DSL

rule OWLClassWithParents2DSLClassWithParents { 
from a: OWL!OWLClass (a.parent->exists())
to b: DSL!DSLClass (b.name = a.name),
do { b.parent.name = a.parent.name } 
} 
rule DropDeletedOWLClassParentsInDSLClasses { 
from b: DSL!DSLClass (

not exists (select a|
a.isTypeOf (OWL!OWLClass) 
and a.name = b.name and a.parent.name = b.parent.name))

to drop b.parent
do { drop c: DSL!Function!DSLObjectProperty( 
             c->getProperties()->contains(b.parent)) } 
} 

Fig. 5. ATL rules for reflecting changes of relations in the ontology and DSL
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3.4 Using ATL IDE for Co-evolution of the Ontology and DSL

After description of all possible variants of the model evolution, we have to identify all
important stages, used for identification of the process of co-evolution of the ontology
and DSL. In other words, we have to define the mechanism, which connects changes
between two models: the ontology and DSL meta-model. For this goal, we use ATL
Integrated Environment (IDE) [9], which allows to transform the ontology into the
target model (DSL model in this case), using the system of defined rules. In order to
create the whole consistency between the ontology and DSL meta-model we perform
the following steps.

Step 1: Identification of the ontology. On this stage, we formulate the original state of
the ontology in terms of one of available formats. In our case, we use the OWL format
for this propose.

Step 2: Identification of the DSL meta-model. We define a set of entities that form the
basis of the DSL object-level. For this propose we use the KM3 language (http://wiki.
eclipse.org/KM3), which is an implementation-independent language to write
meta-models and thus to define abstract syntaxes of DSLs.

Step 3: Definition of transformation rules. We introduce the system of the transfor-
mation rules, which are responsible for establishing the correspondence between them.
Examples of such rules were given in Sects. 3.2 and 3.3.

Step 4: Applying the transformation rules to the ontology. We initialize the transfor-
mation procedure – apply defined earlier transformation rules to the current ontology.
As output, we have the ready DSL model, which corresponds to the structure of the
ontology and is a complete description of the object level of the DSL. After the DSL
structure is ready, we need only to (re)configure the syntactic analyzer, which trans-
forms the terms of DSL into the terms of some general programming language.

4 A Use Case: Co-evolution of the Ontology and DSL
in the Railway Allocation Domain

4.1 Ontology-Part and DSL Description

In the current research, we will consider the ontology of railway transportation.
A fragment of the application ontology of this domain is represented in Fig. 6 in the
form of a generic semantic network, whose vertices are basic concepts, and arcs
express relations between them (part-whole, gender-type, reservation, etc.).

According to this ontology the structure of DSL’s object-level was designed
(Fig. 7). This structure contains all needed elements of the ontology, which are used in
the process of allocation railway station resources. Some ontology entities are trans-
formed into equivalent entities, other (connected between each other) become the
attributes for entities of higher level. Also, the relations were transformed into the
corresponding fields of classes or into separate classes of connectedness, which con-
tains links to the connected classes. In addition, we need to include into DSL some
helper classes to finalize the syntax of DSL.
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In order to work with the designed structure of main and helper classes, the next
structure of DSL constructors on the functional level is developed (Fig. 8).

On Fig. 8 the meta-symbol ‘*’ means, that a preceding sequence of objects can be
written multiple times. The meta-symbols ‘[’ and ‘]’ specify a list of single-typed
entities.

Railway sta onRailway sta on

RailwayRailway

has

Service BrigadeService Brigade

has

TrainTrain

forms

SpecialitySpeciality

owns

Technological processTechnological process

uses consists of (whole - part)

Locomo veLocomo ve
Сar 1Сar 1

Сar nСar n

includes (sequence)

Inspec onInspec on Conjunc onConjunc on OtherOther

Fig. 6. A part of the railway transportation ontology

TrainTrain

iden fier
priority
count of servicing cars
total count of cars
needed services

Servicing BrigadeServicing Brigade

iden fier
speciality
capacity

0..1   1..*0..1   1..*

AppointmentAppointment

idTrain
idBrigade
startTime
EndTime

ServiceService

iden fier
speciality
dura on

0..1   1..*0..1   1..*

Fig. 7. The structure of DSL: the object level

Trains
({id priority length timeArrival timeDeparture [services] 

wagonsToService})*
EndTrainsBlock;
Services

({name mayBeInParallel [speciality] standartDuration [equipment]})*
endServiceBlock;
Servicing Brigades ({id [ speciality ] capacity})*endBrigadeBlock;
Appointments

({idBrigade->idTrain timeStart timeEnd})*
endAppointmentBlock;

Fig. 8. Constructors for DSL objects
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The ontology and DSL above are used in order to appoint servicing brigades
between arriving trains. Both contains only terms, which are used throw this process.
Other objects and relations ignore, since they have no effect on the procedure under
consideration.

4.2 Sceneries of Evolution and Solving Conflicts

In Sect. 4.1 we introduced the ontology for the railway transportation domain and the
corresponding DSL. During their design, we assumed that both are universal and can be
used for the allocation servicing brigades between trains on any types of stations.
However, as can be seen, the original ontology has no whole consistence with the DSL
meta-model: some entities of the ontology have no equivalent entities in DSL (or has,
but with differences in names) and vice versa. This means that in addition to the
previously defined in Sects. 3.2 and 3.3 universal rules, which transforms only equiv-
alent entities of the ontology and DSL, we have to create an additional system of specific
rules. The specific rules allow to treat all the differences between the ontology and DSL.
Below we consider two situations of evolution scenarios of the ontology and DSL.

The first scenario is that starting in 2018 all servicing brigades will become uni-
versal. It means, that all brigades will have no unique skills, providing all types of
services. Due to these modifications, the ontology has to be changed. We delete from it
such an entity, as Speciality and the corresponding relation as well.

But DSL lefts unchanged and ceases to fully comply with the subject area. Because
now such attribute as skills has no equivalent in the ontology. From the pragmatic point
of view, it means, that user will continue operate with this term of DSL language and
fill the value of this attribute for every brigade. But now he/she will have to input all
values of the skills list, otherwise there may be a situation when a brigade cannot be
allocated to the maintenance of the train due to an incomplete list of skills. That
contradicts the actual state of the subject area. To solve this conflict between the target
domain (ontology) and DSL we have to add to the universal rules and apply the next
ATL rule (Fig. 9). That rule deletes one particular class ‘Speciality’ and transforms the
new state of the ontology into the updated DSL model.

We have to use this rule because changes in the ontology are vertical: one entity
should be deleted. But we need no other rules, since entity Speciality has no other
children entities and requires to delete only corresponding attributes in DSL objects and
Constructors. After applying this rule, the new scheme of DSL objects will be the
following (Fig. 10).

Rule DropSpecialityOWLClassInDSLClassAttributes { 
From b: DSL!DSLClass!DSLObjectProperty(“Speciality” = b.name) 
to drop
do { drop c: DSL!Constructor!DSLObjectProperty(“Speciality” =c.name)}} 

Fig. 9. The ATL rule for DSL correction after deleting entity Speciality from the ontology
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As we see, the attribute speciality, which was the equivalent to the entity Speciality
in the ontology, is absent. Corresponding changes will be done in the Constructor of
the Servicing Brigades and Services on the functional level of DSL (Fig. 11).

The second scenario is caused by the fact, that there are some types of trains, which
need organizing services not within the whole train, but for each car separately. It
means, that in terms of the ontology, our relation between Services and Trains have to
be expanded on Cars. And this change is not so trial, as a first one. Here we have a
combination of the vertical and horizontal transformation.

The former transformation is needed because of creation a new type of relation
between Service and Car. And the later transformation is the result of DSL earlier
structure: because we had no need to operate every Car separately, this entity of the
ontology was replaced with the attribute ‘total count of cars’ in Trains. But now this
concept is incorrect. To resolve these contradictions, we extend the previously created
rules by the following system (Fig. 12).

The first rule deletes the property ‘total count of cars’ from DSL. Other rules add
skipped entities and relations from the ontology into DSL. But we see, that all rules are
specific and are caused by the fact that the structure of the DSL was not originally
adapted to the structure of the ontology.

Summarizing two given scenarios of co-evolution, it can be argued that in the case,
when the ontology and DSL has no whole coherence, we need to complete the system
of universal transformation rules with a set of specific rules, which aims to resolve
differences between the ontology and DSL. Furthermore, this system of rules extends
every time, when the ontology changes. This significantly complicates the procedure
for the organization of co-evolution of the ontology and DSL.

TrainTrain

iden fier
priority
count of servicing 
cars
total count of cars
needed services

Servicing 
Brigade

Servicing 
Brigade

iden fier
capacity

0..1   1..*0..1   1..*

AppointmentAppointment

idTrain
idBrigade
startTime
EndTime

ServiceService

iden fier
dura on

0..1   1..*0..1   1..*

Fig. 10. The structure of DSL after corrections: the object level

Services
({name mayBeInParallel standartDuration [equipment]})*

endServiceBlock;
ServicingBrigades ({id [ speciality ] capacity})* endBrigadesBlock;

Fig. 11. Constructor for DSL objects Servicing Brigades after corrections
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In order to avoid the above problems, we have to build a DSL model as a complete
reflection of the ontology when the latter is designed for the first time. For this purpose,
we proceed through all the stages, described in Sect. 3.4. In this case, we don’t create
the structure of the DSL model manually, but automatically obtain it from the ontology.
As a result, the structure of DSL can be updated every time, when the structure of the
ontology is changed – we need only to identify the principle for running the previously
created system of universal rules of correspondence between the ontology and DSL.

As a result of this approach, the model of DSL will be described as follows
(Fig. 13).

Of course, in a manner, such a structure of DSL may seem superfluous. But in fact,
from the point of view of designing further changes, this structure of DSL guarantees
the simplicity of correspondence with ontology updates, because co-evolution needs
only universal rules, described in Sects. 3.2 and 3.3. To optimize this structure of DSL
we can use the level of functions, which is not so trivial from the position of estab-
lishing equivalent transformations with the ontology, because this level of DSL can
differ from the similar one in the ontology because of the limitations of the latter.

rule DropCarsPropertyInDSLClassAttributes { 
from b: DSL!DSLClass!DSLObjectProperty (b.name = “total count of 
cars”))
to drop
do { 

drop c: DSL!Constructor!DSLObjectProperty (c.name =“total count 
of cars”) 
 } 
} 
rule OWLClassCars2DSLClass { 
from a: OWL!OWLClass (a.nam->contains(“Car”)) 
to b: DSL!DSLClass, c:DSL!Constructor
} 
rule OWLClassServiceCars2DSLClassServiceCars { 
from a: OWL!OWLClass (a.parent->exists() and a.name->contains(“Car”)) 
to b: DSL!DSLClass (b.name = a.name),
do { b.parent.name = a.parent.name } 
} 

Fig. 12. The rule for DSL correction after adding the relation between services and cars

TrainTrain
iden fier
priority

Servicing BrigadeServicing Brigade
iden fier
capacity

AppointmentAppointment
idTrain
idBrigade
startTime
EndTime

Train_ServiceTrain_Service
id_Train
id_Service

SpecialitySpeciality
iden fier
name

Servicing Brigade_SpecialityServicing Brigade_Speciality
id_Servicing Brigade
id_SpecialityCarCar

iden fier

Train_CarTrain_Car
id_Train
id_Car

ServiceService
iden fier
dura on

Fig. 13. Structure of DSL in the case of co-evolution with the ontology
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5 Conclusion

To summarize, we can say that DSL is an effective tool for working with the subject
area. At the same time, it is necessary to control all the changes that occur in the target
domain and reflect them in the DSL structure, because otherwise there can be a con-
tradiction between the model of DSL and the subject domain, thus DSL may become
completely inapplicable.

To solve this problem, mechanisms for the organizing the co-evolution of the
domain ontology and the DSL model can be used. We believe that it is very important
to consider what kind of evolution occurs: vertical or horizontal. The first one means
changes in the level of the abstraction with affection of the amount of entities in the
ontology. The second one happens, when only relations between an object in the
ontology or their attributes are modified. Vertical changes can be solved by a simple
mechanism of finding differences in the set of entities in DSL and the ontology and
organizing corresponding transformations of them. The horizontal evolution is more
complicated, because it requires not only mirror changes in the system of relations
between entities, but also transformations in terms of the functional level of DSL.

The proposed approach allows to simplify the needed procedures for achieving the
correspondence between the ontology and DSL. This approach uses the graph-based
definition of the ontology and the DSL model and allows to create the universal system
of rules, which provides all needed changes in objects and constructors of the func-
tional level of DSL.

In the paper, it was shown that the proposed approach can be applied also in the
case when the designer of DSL only informally relied on the domain ontology in the
development of the DSL, and in the case when DSL is constructed as a complete
reflection of the ontology. In both cases a system of universal transformation rules has
to be used, but in the first case we need to extend it with a set of specific rules, which
resolve inconsistencies between the ontology and DSL.

In comparison to existing solutions (like [14, 15]), which use the graph-
transformations for conversions between the ontology and DSL, our proposed solu-
tion is not based on some specific DSL, but can be applied for any of them. In addition,
the proposed method of transformations allows to edit existing ontologies and DSL
without recreating them.

The application of the proposed approach is most useful in areas where the structure
of the ontology changes frequently: new entities or connections between them appear.
For example, in the areas of administrative and economic planning, where the ontol-
ogy, used in the process of resource allocation, changes constantly because of the
emergence of new regulatory documents. Another sphere of potential usage of
co-evolution mechanism is the sphere of modelling DSLs, which are used for creation
of some models – in this case the changes in components of model have to be reflected
in terms of DSL, otherwise DSL is not useful for updated version of the model
specification.

In the future, we expect to modify this approach by adding opportunity to change
the functional level of DSL model in accordance with the ontology. In addition, such
concept of ontologies as Roles have to be examine.
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Abstract. Capabilities characterize ability and capacity to provide business
services in different circumstance in accordance to performance requirements.
The Capability Driven Development methodology provides means for designing
and evaluating such capabilities. This paper specifically focuses on the capacity
aspect of capability design. It assumes that every capability is delivered by using
a specific set of resources and delivery performance directly depends upon
availability of appropriate resources. A method for evaluation of capacity
requirements is proposed in the paper. Its application is illustrated using an
example of design of information technology management services.

Keywords: Capability � Capacity � Resource requirements � Context

1 Introduction

The capability characterizes an ability and capacity to provide business services [1].
From the strategic planning point of view, it is very important for digital enterprises to
evaluate whether they possess a certain capacity and if this capacity is sufficient for
addressing various context situations. This paper proposes a capacity evaluation
method, which allows to evaluate capacity availability. Capacity availability is one of
the factors determining suitability of the capability for all stakeholders involved. It is
assumed that a capability is possessed by a company providing services to various
consumers in a collaborative manner. The collaboration implies that all parties commit
some resources for enabling the services and the capacity evaluation method is used to
appraise capacity availability.

This setting is motivated by a case observed at a company providing information
technology and eGovernment services to municipalities [2]. These services are man-
aged by Portfolio Management Office (PMO). Besides capacity evaluation at the ser-
vice provider side, capacity availability also should be evaluated for all municipalities
involved. Given that there is large number of municipalities, the capacity evaluation
procedure should be streamlined. The capacity evaluation method provides a system-
atic approach to capability evaluation and can be applied to all entities involved in
capability delivery. It is a constituent part of the Capability Driven Development
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Methodology (CDD) [3]. The method component is the part of the capability design
cycle and deals with capability evaluation prior to its deployment.

A capability model is developed during the capability design cycle. Deployment of
the capability requires development of supporting information systems as well as
enterprise’s commitment to delivering this capability to its customers. In order to invest
in new capability delivery and the development activities, capability evaluation is
required. The purpose of the method is: (1) to evaluate capacity availability in different
context situations; and (2) to evaluate expected efficiency of the capacity design.

An important precondition for this method is that parties involved are able to
calculate resource requirements for the capability design. It is also assumed that the
capacity requirements depend upon the context values. The capacity evaluation is
performed during the capability design cycle and the actual values of measurable
properties are not known.

The rest of the paper is organized as follows. Section 2 describes background
information and related research. The capacity evaluation method is described in
Sect. 3. An application example is provided in Sect. 4. Section 5 concludes.

2 Background

This section discusses the PMO case motivating development of the method. It briefly
recaps the CDD meta-model and methodology to extent relevant to capacity evaluation
and summarizes related work on capacity evaluation.

2.1 Motivational Case

The PMO scenario consists of a project management tool used to manage incoming
project incidents from the moment they are created to the moment they are solved or
closed. Depending on the type of the incident and the skills to resolve it, every project
incident has the possibility to be assigned to three resolution groups: PMO, Munici-
pality and External Company.

When a new incident is created, the application is able to automatically assign a
user from a given group to the incident. This assignation is based on data from the
incident as well as data from the members of each group, which leads to an optimum
decision making. The data can vary from the type of incident to the members’
knowledge and availability. If the chosen member is capable of solving the incident, it
proceeds to work on the resolution until it is successfully solved. Otherwise, a
supervisor of the group evaluates the incident and decides whether to reallocate it to
another member from the current group or from a different one. Depending on the
supervisor’s choice, the application makes the appropriate evaluations and reallocates
the incident.

When an incident is assigned to a member from the External Company group the
process has a slight variation. Incidents assigned to this group entail new programming
implementations for features, bugs, etc. There needs to be a previous evaluation of the
budget and the hours available for the resolution of the incident to be accepted or

Evaluation of Capability Delivery Capacity Requirements 249



denied. The application handles this evaluation automatically. If the evaluation is
negative, a supervisor’s evaluation is made and the incident is properly reassigned. If
the evaluation is positive, the member begins to work on the resolution until the
incident is solved.

2.2 Capability Modeling

The capability model defines ability and capacity to provide services to clients facing
specific circumstances. Figure 1 provides a simplified overview of the key elements
used in capability modeling. Goals are business objectives the capability allows to
achieve. The capability is designed for delivery in a specific context as defined using
context elements. The context elements name factors affecting the capability delivery
while context situations refer to combinations of context element values. The process
element specifies a capability delivery solution. Process variants describe the capability
delivery process for a specific context situation. Resources are used in process exe-
cution. In this case, the resources included those provided by the service company as
well as those possessed by service consumers. Capability is delivered by so called
Capability Delivery Application (CDA). In order to ensure that capability is delivered
as expected in different contextual situations, adjustments are used to adapt capability
delivery [4]. The adjustments take context data and goals as input and evaluate
potential changes in capability delivery. The evaluation results are passed to CDA to
alter its behavior. This concept is also used to specify context dependent calculations of
resources requirements. Technically, that allows for separating resource requirements
calculation from other parts of capability delivery application and enables specification
of unique calculations for specific context.

Capability

Context Element Context Situation

Process Process Variant

GoalAdjustment
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0..*
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1

0..*
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0..*
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Fig. 1. Key concepts of capability modeling.

250 J. Grabis et al.



The capability modeling meta-model forms a backbone of the CDD methodology.
The main features of the CDD methodology are:

• Enterprise modelling phase, which defines information about the digital enterprise
necessary to specify requirements for development of capable information systems.
It allows involving business people in information system development;

• Design phase, where the capable information systems is designed on the basis of the
existing knowledge in a model-driven manner;

• Delivery phase, where the capable information system is executed, monitored and
adjusted to changes in the operating environment if necessary;

• Feedback phase, where the system delivery experiences are accumulated and
changes in the design are requested.

The capacity evaluation method primarily concerns the design phase.

2.3 Related Work

Capability evaluation is a major challenge faced by companies seeking to understand
their competitive advantages. Existing enterprise architecture based methods focus on
internal perspective of capability evaluation taking into account only a limited number
of influencers [5] and judgmental methods such AHP [6] are usually used for these
purposes. The proposed capacity evaluation method allows for quantitative evaluation
of capabilities and explicitly accounts for external factors affecting capability delivery
(i.e., context elements).

Quantitative aspects of capacity planning and evaluation have been evaluated in
various other domains such as operations management and business process man-
agement. Olhager et al. [7] shows that capacity planning should be considered as a
cross-disciplinary problem and at multiple planning levels. Formalization of resource
management in business processes has been investigated in [8] by introducing notation
for explicitly representing resources in business process diagrams. Similarly, resource
related aspects in relation to business processes are modeled using object-role modeling
[9]. This approach allows for modeling of different types of resources and their
complex allocation to business process tasks. Simulation together with analytical tools
is also used for evaluation of resource-constrained business processes [10]. This paper
defines basic building blocks of the resource-constrained business processes and
derives expressions for analytical calculation of the performance measures. Resource
planning in risk-aware business processes is investigated in [11] and risk can be per-
ceived as one specific context factor. Statistical models and machine learning have been
used to predict resource requirements in customized manufacturing systems, where
customer demand is an external factor influencing the resource requirements [12].
Dorsch and Häckel [13] demonstrate the positive impact of collaborative capacity
planning in relation to cloud service delivery. Quantitative models such as queuing and
simulation models have been applied for capacity planning in area of information
technology management and incident management in particular [14, 15]. These models
could be used to estimate resource requirements in capability design and specified in a
form of adjustments.
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3 Method

The capacity evaluation is a part of the capability design cycle. It is one of the capa-
bility evaluation activities. It consists of five main steps shown in Fig. 2. It takes the
capability design as an input and provides information necessary for approving further
development of the capability delivery application. The key steps of the method
component are:

• Defines resources and their capacity available for capability delivery – if the
capability design does not yet specify resources needed for capability delivery, the
necessary resources are defined in the capability model using the Resource concept
from the capability meta-model. Capacity of every resource is specified.

• Generate potential context situations – the capability design includes specification
of all context elements and their ranges. At design time, context values are not
known and context situations are generated by drawing and combining values from
the context element range.

• Specify calculation of resource requirements depending on the context situation –

the Calculation element of the capability meta-model is used to specify calculation
of resource requirements. These calculations can have an arbitrary degree of
complexity ranging from simple expressions to complex mathematical models,
which take the context situation as a primary input.

• Create capacity evaluation matrix – the evaluation matrix is the main artifact for
analyzing capacity availability. It shows availability of capability delivery resources
according to context situations.

• Analyze capacity availability in different context situations – a capability analyst
uses information in the evaluation matrix to identify cases of insufficient capacity
and uses decision analysis methods to investigate sensitivity and robustness of the
evaluation results.

3.1 Step 1: Definition of Resources and Their Capacity

Resources available for capability delivery are used to evaluate capability delivery
capacity. They are defined by their name and attributes. The typical attributes are
resource capacity, capacity unit and resource type (see [16] for definitions of resource
attributes and types). These attributes are used in calculations involving the resources.
The objective of Step 1 is to define resources available for capability delivery. That
includes definition of human resources as well as material resources. The main
activities of this step are:

Define 
resources and 

capacity

Generate 
context 

situa ons

Calculate 
resource 

requirements

Create 
evalua on 

matrix
Analyze

Fig. 2. Steps of the capacity evaluation method.
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• Definition of resources Rj. Resources used in capability delivery are named in the
capability design.

• Definition of resource capacity RCj and assignment of appropriate numeric values.
Every resource has its capacity expressed in appropriate units. The capacity of
human resources is defined by the number of time units (e.g., hours) available. The
capacity of limited material resources is defined as the number of items/units
available. Some of the resources can have infinite capacity.

• Definition of constants affecting calculation of resource availability and require-
ments. Resource availability and requirements are calculated using appropriate
expressions, and the calculations are affected by parameters A ¼ a1; . . .; aKð Þ. These
parameters are defined in the capability design.

The result of these steps is definition of resources involved in capability delivery
including their capacity.

3.2 Step 2: Generation of Context Situations

The context model defines context elements and context element ranges. The context
element value is determined during capability delivery and combinations of these
values form a context situation. In order to perform capacity evaluation, the context
situation also needs to be initialized at the design time. That is achieved by generating
context situations out of the context element ranges. All possible context situations or
only the most significant ones are generated. The objective of this step is to define
context situations requiring capability delivery capacity evaluation.

The main activities are:

• Generation of context situations out of context element ranges.
• Selection of context situations relevant for the evaluation. The selection is per-

formed to reduce the number of context situations generated. The selection can be
performed manually according to business-oriented considerations or using prin-
ciples of design of experiments [17].

The result of this step is a set of plausible context situations to be considered for
further evaluation.

3.3 Step 3: Calculation of Resource Requirements

The resource model defines resources available for capability delivery. Capacity
requirements depend upon the capability delivery solution, context situation and other
factors. The capacity requirements evaluation is specified using the Calculation ele-
ment. It can be a simple numerical expression or an advanced evaluation model.

The objective of this step is to define the calculation element for evaluation of
resource requirements for a given context situation. To achieve this objective, the
following activities are performed:

• For each resource define calculation adjustment of the resource requirements.
• For each calculation specify the expression and bindings.
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The resource requirements generally are computed using numeric measurable
properties though these are not available in the design-time. Therefore, a probabilistic
calculation of the design time measurable property is used. The default evaluation is an
inverse function of measurable property to context element calculation in the case of
continuous, monotomic and inversable function.

The resource requirements calculation expression is:

RRs
j ¼ u P;Að Þ: ð1Þ

The design-time estimates of the measurable properties are obtained as:

P�
m ¼ f�1 CVið Þ ð2Þ

In the case of continuous and monotomic f , the measurable property’s estimates
also can be obtained using a triangle distribution approximation

P�
m ¼ 1

6
bLil þ 4bMil þ bUil
� � ð3Þ

where bLil is low, bMil is most likely and bUil is high value of the context range value
definition used in the context calculation. The most likely value is either specified by an
expert or assumed as a mid-point of the range.

The calculated value is used as an expected value of the measurable property in the
case of a given context situation.

If resource requirements can be computed directly from the context situation then
computation of the design time measurable property value is not necessary.

3.4 Step 4: Creation of Capacity Evaluation Matrix

The capacity evaluation matrix is a major tool for the evaluation of capability feasi-
bility. The matrix rows are context situations. The matrix columns are resources. The
cells contain comparisons between resource capacity and resource requirements for the
given capability. Initially, it is assumed that resource capacity is independent of context
situation. The capacity context dependency later on can be introduced as capability
run-time adjustments. The objective of this step is to provide a demonstrative repre-
sentation of comparison between resource availability and requirements in the context
situations under consideration.

During this step the capacity evaluation matrix is created. The capacity evaluation
matrix is automatically generated by taking all context situations under evaluation and
computation of resource availability and resource requirements measures for every
resource specified in the capability model. Each cell evaluates either true or false. The
true value indicates that the capacity is sufficient for the given context situation while
the false value indicates that the capacity is insufficient. The evaluation results are
conditionally formatted for highlighting purposes. The capability capacity index (CI) is
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evaluated as a ratio of cells evaluated as TRUE and total number of cells. A sample
layout of the evaluation matrix with is given in Table 1.

3.5 Step 5: Analysis of Capability Delivery Capacity

The capacity evaluation results shown in the capacity evaluation matrix depend upon
several controllable factors including resource capacity, attributes and categorization of
context ranges. The analysis is performed to discover the most significant factors and to
investigate ways for expanding the capability delivery capacity. The objective of this
step is to test factors substantially affecting capability delivery capacity and to identify
ways for expanding capability delivery capacity.

Several types of studies could be performed by changing values and concepts in the
capability design and reevaluating the capacity evaluation matrix.

• Study of relationships between resource capacity availability and capability delivery
capacity

• Study of relationships between the constants and capability delivery capacity
• Redefinition of context element range

In the first study, the resource capacity is modified in a structured manner to
identify resources having the most substantial impact on the capability delivery
capacity. The results of this study would suggest potential changes in resource capacity
to expand the capability delivery capacity.

In the second study, the constants used in capacity requirements calculation are
modified in a structured manner to quantify their impact on the capability delivery
capacity. It is assumed that these constants characterize efficiency on the capability
delivery solution and capability delivery capacity can be expanded by improving this
efficiency.

In the third study, calculation of context ranges is redefined. If capability delivery
capacity is insufficient for some of the range values, the range definition could be
refined.

The capacity evaluation matrix can be perceived as a kind of decision table [18] as
methods used in the analysis of a decision table can be adopted for usage in capacity
evaluation. The results of this step are (1) list of factors substantially affecting capa-
bility delivery capacity; and (2) analysis of observations and suggestions for potential
adjustments.

Table 1. Layout of the capacity evaluation matrix.

R1 … RJ

CS1 RC1 [RR1
1 … RCJ [RR1

J

… … … …

CS CSj j RC1 [RR CSj j
1

… RCJ [RR CSj j
J
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4 Example

In the case of the PMO’s capability, incident message processing is performed by the
technical support staff. The resources requirements, i.e., number of technical support
specialists depend upon a number of requests received as well as complexity of the
requests in this case characterized by their priority. The context model data is given in
Table 2 and the resource model data is given in Table 3. The complexity of incidents is
a qualitative variable and fixed numeric values of 0.8 and 1.2 are assigned to the
context elements range elements Low and High, respectively.

The evaluation objective is to evaluate capability delivery capacity depending on
the context situation. The context element value is calculated as defined in (4) (indices
refer to context elements and measurable properties as defined in the tables above)

CVNI ¼ low; 0� pMNI\10
high; 10� pMNI\50

�
: ð4Þ

The resource requirements are calculated as

RRs
TS ¼ pMNI � pMCI � q; ð5Þ

where q is the incident processing rate per hour. The resource requirements depend
upon the estimated average complexity of incidents and more complex messages
require more processing time. The resource capacity in this case is expressed as

RCTC ¼ a� q; ð6Þ

where a is a multiplier indicated reduction of the processing rate due to increasing
complexity of incidents. The parameters a and q can be defined as adjustment constants
in the capability model. The design time measurable property value is estimated by

Table 2. Context elements.

Context element Context element
range

Measurable property

Number of incidents (NI) (low, high) Number of incidents (numeric) (MNI)
Complexity of incidents
(CI)

(low, high) Complexity of incidents (numeric)
(MCI)

Table 3. Resource data.

Resource Number of
resource units (a)

Incident processing
rate per hour (q)

Total capacity (RCTS),
incidents per hour

Technical support
specialist (TS)

5 10 50
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inversing (4) using (3) and the range mid-point as the most likely value. The capability
capacity evaluation matrix is given in Table 4. It can be observed that the capability
delivery capacity is insufficient for the context situations CS3 = (High, Low) and
CS4 = (High, High).

To perform analysis of capability delivery capacity, the resource capacity is
changed and capacity evaluation matrix is regenerated to study the impact of potential
resource increases. Figure 3 shows capacity index dependency upon available
resources. The increase of resource availability leads to an expansion of capability
capacity. However, there is still a context situation for which sufficient capacity cannot
be ensured. That implies changing the capability design to exclude unsupported context
situations. In this case, it is context situation (High, High).

The constant a referring to the effort multiplier describing additional effort needed
to process complex incidents also could be improved (e.g., by having better qualified
support specialists) to reduce capacity requirements.

During the analysis, calculation of context ranges also could be redefined. If
capability delivery capacity is insufficient for some of the range values, the range
definition could be refined. For instance, if the context element Number of Incidents

Table 4. The capability capacity evaluation matrix example, RCTS = 50.

CS NI CI MNI* MCI* RRs
TS Are resources sufficient?

1 Low Low 5 0.8 40 TRUE
2 High 5 1.2 60 FALSE
3 High Low 30 0.8 240 FALSE
4 High 30 1.2 360 FALSE

*Indicates the design time estimate of the measurable properties.

0

0.2

0.4

0.6

0.8

1

0 10 20 30 40 50

C
ap

ac
ity

 in
de

x 
(C

I)

Number of resource units

Fig. 3. Capacity index as function of MNI*.
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Received has a range value CRNumberOfIncidentsReceived ¼ low; highð Þ and the capability
delivery capacity is insufficient, then the range can split into CR

0
NumberOfIncidentsReceived ¼

low; high; very highð Þ and the reevaluation could show that there are sufficient
resources for the high level while an insufficient capacity for the very high level. If a
lack of capability delivery capacity cannot be resolved by adjustments or other means,
the capability design should be changed to exclude the corresponding range value
because the company should be able to deliver capability for all context situations
defined in the capability model.

5 Conclusion

The paper has introduced a method for capacity evaluation as a part of the CDD
methodology. The method specifically focusses on collaborative capability delivery
where resources should be committed by both service provider and service consumers.

The capability meta-model provides a reusable framework for evaluation of
capability requirements for a large group of potential service consumers. Adjustments
allow to specify capacity requirements calculations of an arbitrary complexity. The
method also provides a systematical approach for evaluating resource requirements for
all applicable context situations.

Further investigations are necessary to evaluate ability of the adjustments to handle
complex capacity planning logics and to assess performance and limitation of the
method in practical use cases.
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Abstract. Agility has become the must have feature for small and medium
sized companies (SMEs). One of the enablers of agility is the use of appropriate
information technology solutions. In turn, cloud solutions have been advocated
as the ones well suited to SMEs. Agility as a concept includes the fast reaction to
changes. So, for supporting agile SMEs, the providers of cloud solutions have to
be able to produce their products and services in an agile manner, so that agile
adoption or acquisition of these solutions is possible. The Triple-Agile paradigm
is proposed to address all three aforementioned issues of agility by stating that in
a business ecosystem of SMEs and cloud service providers three types of pro-
cesses should be agile: the SME processes, the service development and main-
tenance processes, and the service adoption/provision processes. This research
in progress paper reports on the first step in the use of this paradigm, namely, it
shows the conceptual outlook of the Triple-Agile paradigm applied to cloud
solutions dedicated to SMEs. The conceptual outlook is illustrated by the
ArchiMate language of enterprise architecture representation.

Keywords: SME � Cloud computing � Agile

1 Introduction

Enterprise agility (ability to change quickly and easily) has nowadays become an
important aspect of organizational design [1]. It is common to infer that the enterprise
agility depends on the agility of IT solutions; and cloud solutions are advocated as one
of the IT options for agility. However, there is an interesting observation in [2] showing
that software as a service (SaaS) alone does not impact the agility of the enterprise.
Therefore the goal of this paper is to introduce the paradigm that would be helpful in
supporting small and medium sized enterprises (SMEs) in their agility with cloud
solutions including SaaS; and to provide a conceptual outlook of this paradigm.

We propose a Triple-Agile paradigm that is created on the basis of the following
assumption: for (1) agile business processes of SMEs, the (2) agile development and
maintenance of cloud services, and (3) agile adoption or acquisition of (e.g. migration
to) cloud services is necessary. The proposed paradigm is illustrated in Fig. 1.

In the paper we refer to agility as the capability to act agilely and consider three
ways of acting agilely (or three levels of agility), i.e. being agile by being versatile,
being agile by reconfiguration, and being agile by reconstruction as discussed in [3].
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Versatility is thus the highest level of agility while reconstruction is the lowest. Thus,
according to the Triple-Agile paradigm all three agilities (namely, SME processes,
service adoption or acquisition, and service development and maintenance) can have
any of three levels of agility. The challenge here is how to combine different levels of
agility of all three components of the Triple-Agile paradigm.

This research in progress paper addresses this challenge by the development of
conceptual outlook of the Triple-Agile paradigm. The conceptual outlook of the
paradigm is presented in Sect. 2. It has to be noted here that the project, inside of which
the paradigm and its conceptual outlook were developed, specifically addresses
non-core processes of SMEs. So the rest of the paper will focus on those SME pro-
cesses which are not the life-blood (core or operational processes) of the enterprise.
Further, in the paper, the non-core processes are called “support processes” of SMEs.
While the proposed conceptual outlook might be applicable also to agile core (oper-
ational) processes of SMEs, additional research is needed to prove it. Related works are
briefly considered in Sect. 3. Section 4 concludes the paper and points to the agenda
for further research.

2 A Conceptual Outlook of the Triple-Agile Paradigm

To realize the Triple-Agile paradigm it was necessary to build a conceptual outlook of
the paradigm and visualize how the paradigm could be used in the chosen context:
cloud solution provision for non-core process (i.e., support processes, e.g. document
management, security management, etc.) of SMEs. The ArchiMate language [4, 5] was
chosen for the representation because it provides the elements that are easily under-
standable for different groups of stakeholders. The following method was applied for
constructing the visualization:

1. The high abstraction level representation of the paradigm was created.
2. The detailed representations were created, based on the abstract one, so that for each

way of acting agilely (i.e. agility level) [3] of SME non-core processes, there would
be corresponding service provisions (service development and maintenance and
service adoption/acquisition) represented.

Fig. 1. Triple-Agile paradigm
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The abstract representation of the Triple-Agile paradigm is shown in Fig. 2. It
involves processes of three generic roles, namely: the SME, the cloud service broker,
and the cloud service producer. It is assumed that an SME is performing its core
(operational) processes agilely and therefore its support processes also have to be
performed agilely. Further, in the detailed representation of the conceptual outlook,
only support processes of SMEs will be represented. The service producer produces
(cloud) services that can support the support processes of SMEs. The model prescribes
two types of service production processes: reactive ones and proactive ones. Reactive
processes are run in cooperation with the user (SME) representatives; reactive pro-
cesses can be the development of a new solution or making changes to the existing one.
Proactive processes can be performed solely by the service producer (i.e. on the basis of
research, innovations, or other activities), thus, the service is available without the user
requesting it. This is in contrast to what would happen in a traditional agile systems
development project [6].

The mission of the broker is to enable the usage of the services. This role mainly
refers to the services that are developed by proactive processes. It can refer to both
traditional service brokers in service oriented architectures [6] and brokers in
multi-cloud environments [7]. The brokers can have several sub-roles such as aggre-
gator, integrator, controller, adapter, etc. [7]. In the Triple-Agile paradigm, the service
provider can be simultaneously in the role of “producer” and in the role of “broker”.
So, in the detailed representation of the conceptual outlook, both roles will be attached
to the service provider.

In the detailed description of the conceptual outlook of the Triple-Agile paradigm
we distinguish between two stages: (1) the stage of initiation of the cooperation
between an SME and a service provider and (2) the stage of continuous cooperation
between an SME and a service provider. In the initiation stage we can further distin-
guish between automatic initiation of the cooperation (Fig. 3), manual initiation of the
cooperation (Fig. 4), and initiation of the cooperation through a project (Fig. 5). In the
first two cases the service provider already has the ready-made services; in the third
case a service development process takes place.

Fig. 2. Conceptual outlook of the Triple-Agile paradigm at a high level of abstraction
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Automatic initiation of the cooperation (Fig. 3) can start without direct commu-
nication between employees of the SME and the service provider before the start of the
use of the service. For this to occur, the provided services should be either at a
configurable level or a versatile level of agility. However, the level of agility of the
service is not exactly the same thing as the agility of the processes that are used for the
development of the service; and thus different options of achieving configurable or
versatile services are possible.

Manual initiation of cooperation (Fig. 4) requires direct communication between
employees of an SME and a service provider. There can be several communication
options: the service configuration can be done by the service provider based on the
SME needs analysis, the configuration can be done at the SME’s side after some
learning process, etc. The cooperation initiation through the service development
project (Fig. 5) corresponds to the “traditional” project development and does not
require proactively built services.

The service provider can also take care of initiating the cooperation by providing
particular marketing activities (also using corresponding marketing software) to pro-
mote all three above-mentioned options of initiation of cooperation between the SME
and the service provider.

In the initiation stage we did not distinguish between the levels of agility of SMEs.
For the continuous cooperation stage the difference between the levels of agility will be
taken into account. The following types of continuous cooperation are considered:
(1) cloud services for versatile SME processes, (2) cloud services for configurable SME
processes; and (3) reconstruction of SME processes.

Versatile business processes can be understood as adaptive processes that can
change without external involvement. For versatile business processes, services of the
same agility level are needed (see Fig. 6). For versatile services proactive service
development is necessary.

For configurable business processes, support has four different possible variants:
(1) supported by versatile cloud services; (2) supported by configurable services
equipped with additional configuration services – in this case the configuration can be
done on the SME side; (3) supported by configurable services with manual configu-
ration on the service provider side; (4) supported by configurable service and config-
uration service that can be invoked by cooperating between the SME and the service
provider (see Fig. 7). In all these cases proactive service development processes are
necessary.

Fig. 3. Automatic initiation of cooperation
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If the SME’s processes have to be reconstructed – the corresponding service
reconstruction process has to be initiated unless, in the SME, the reconstructed process
is such that it can use services that have already been developed. If the service is to be
reconstructed, it can be done by reactive processes, so that in this case, proactive
service development is not required.

Fig. 4. Manual initiation of cooperation

Fig. 5. Initiation of cooperation through the project

Fig. 6. Supporting versatile SME’s processes with versatile services

Fig. 7. Configurable SME’s business process supported by configurable service and configu-
ration service that can be invoked together by the SME and the service provider
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In the above description 10 different types of SME and service provider cooperation
were mentioned (4 types for initiation of cooperation and 6 types for continuous
cooperation). The types of cooperation can change from one to another over time. So
the detailed models of the conceptual overview can be organized in potential sequences
as it is done in situational methods engineering [8]. Each move from one type of
cooperation to another (e.g. changing from automatic initiation (Fig. 3) to versatile
(adaptive) support of versatile SME processes (Fig. 6)) can be considered as a strategy
[8] that can be chosen according to the current type of cooperation and the intentions of
stakeholders. All combinations of detailed cooperation models that lead from a lower
level of agility to a higher level of agility, of at least one of the process types in the
abstract model represented in Fig. 2, form 20 main strategies in the conceptual outlook
of the Triple-Agile paradigm.

While there are different ways that SMEs can cooperate with service providers, it is
worth emphasizing that only two cases (initiation through the project and support of
SME process reconfiguration via the project) correspond to common practice in agile
systems development, i.e. reactive systems development. In other cases the methods for
proactive development of services should be defined and appropriate software and
technological requirements considered. The next section ponders the possibilities of
populating technologically the conceptual outlook of the Triple-Agile paradigm by
considering related work of several research areas.

3 Related Work

Agile systems development is usually related to software development; however, it has
been extrapolated also to other areas of activity, such as information systems devel-
opment [3] and enterprise management [1]. Cloud computing has been mentioned as
one of the enablers of information systems agility [2]. The outlook of the Triple-Agile
paradigm suggests structuring the related work into three mutually related areas,
namely: agility of SME processes, service brokering agility, and service development
and maintenance agility.

While it is commonly acknowledged that SMEs should be agile, there is not much
work that discusses the SME agility in detail. However, there are works that relate SME
agility to the usage of cloud services [9]. When looking at the statistics about how well
SMEs are using cloud services, we can see that, in countries with a well developed
network infrastructure, a high percentage of SMEs use cloud services. However,
looking more deeply, these are mainly such services as e-mails and data storage, i.e.
these services are not dedicated to specific business processes. For instance in Latvia
24% of SMEs use storage cloud services, 21% of SMEs use e-mail services, 18% of
SMEs use different SaaS, and all other cloud usage types (including dedicated process
support services) do not exceed 10% [10]. This shows that there is room for
improvement for supporting SME business processes. From the theoretical viewpoint,
there are attempts to establish the theory for supporting agility of business processes
[11]. However, the theory is quite generic and there are not many reports on its usage.
To sum up this area of focus, the related work affirms the necessity of supporting SME
agility and provides a number of particular solutions for this support in terms of theory

Triple-Agile: Cloud Solutions for SMEs 265



and solution architectures. The related work does not distinguish between the levels of
agility of SME business processes. There are also differences in the use of terminology,
e.g. [9] refers to adaptive processes, which could be understood as the processes of a
versatile level of agility, but, when looking more deeply into the content, it rather
applies to a configurable level of agility (when user involvement is required to change
the processes).

Agile service brokers have been considered in the related research [6, 7]. They
address both single cloud and multi-cloud solutions. A brokering function is analyzed
in depth in [12]. It distinguishes between explicit and implicit broker functions. The
following explicit functions are mentioned: initiation of the virtual enterprise, focused
marking of resource creation (resource identification), resource selection, resource
systems integration, resource integration scheduling, resource systems reconfiguration,
resource monitoring and reliability analysis, resource control, information dissemina-
tion, virtual environment provision between the client and server levels. The list of
implicit functions includes interaction with other brokers, resource market /virtual net
creation, resource market maintenance, resource selection, negotiation, guaranteeing
confidentiality between client and supplier, and creating mechanisms that support
transaction lists. While [12] does not directly address the three levels of agility of the
Triple-Agile paradigm; still, the set of functions discussed, can be useful in populating
technologically the conceptual outlook of the Triple-Agile paradigm.

Agile service development is the most broadly and deeply researched focus area. It
includes the work on agile software development with its reactive nature in terms of
availability of on-site users and their requirements [13]. There is also the work that
especially concentrates on how to best cooperate between IT solution developers and
the rest of the enterprise [14]. This knowledge can also be extrapolated to the setting of
the Triple-Agile paradigm. The knowledge of agile software development can be
reused for populating those detailed models of the conceptual outlook of the
Triple-Agile paradigm that involve reactive processes on the side of the service pro-
vider. However, there is much less research on agile pro-active service development.

4 Conclusions

The paper proposes the Triple-Agile paradigm and its conceptual outlook that have a
business eco-systemic view on agile SMEs processes, cloud service adoption/
acquisition (or brokering) processes, and service development and maintenance pro-
cesses. The conceptual outlook also distinguishes between three different levels of
agility for each of the three abovementioned types of processes. As (1) the conceptual
outlook reveals that traditional agile software development methods cover only two of
ten agility level combinations and (2) the related works do not directly distinguish
between the agility levels, further research is needed for incorporating existing business
and technological knowledge in the Triple-Agile paradigm and developing new solu-
tions for populating, technologically, the conceptual outlook of the paradigm.
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Abstract. In many successful companies, teams work together virtually instead
of face to face. These teams are supported by technology, allowing effective
virtual teamwork across the globe. Some companies are even successful in
business without any offices at all. The ways of working in virtual teams appear
to be ingrained in these companies’ cultures. The paper at hand performs a case
study analysis synthesizing individual patterns found in companies that are built
on virtual teamwork to a generic organizational pattern. This generic pattern can
be deployed to support changes due to virtuality and digitalization in more
traditional companies. The case study analysis provides a holistic view on vir-
tual teamwork and contributes to research on this evolution.

Keywords: Virtual team � Teamwork � Case study analysis

1 Introduction

Digitalization as a socio-technical phenomenon bears the potential to change how
people live and work. The way people are socialized and decide to live and work
impacts the development of new technological solutions as well as technological
innovation enable certain ways of life. Megatrends, like globalization, urbanization,
sustainability, and flexibilization, further drive the fundamental change in how we live
and work. Companies that make use of virtual teams (VTs) working across the globe
are one of the many manifestations of this development in society and organizational
design. Obviously, these concepts introduce an advancing degree of virtuality. People
spend time with their friends in virtual networks and introduce virtuality into their work
life. Companies use virtual teamwork to acquire qualified employees and save costs on
expenses or real estate.

Many different aspects of how and why VTs work successfully are addressed in
scientific literature. Answers are e.g. sought on how “identification develops in hybrid
and pure virtual settings” [1] or on “how communication with Millennials will affect
organizations” [2]. For these very narrow aspects, guidance is derived that is also
offered to practice. The case study analysis at hand seeks to provide further insights and
a holistic view on organizational structures of companies deploying VTs in order to
contribute to the body of knowledge. The research objective is thus to present a generic
organizational pattern as synthesis of the identified individual patterns found in
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companies. This can be used to plan change for less virtualized companies, based on
the analysis of enterprises that are mainly built of VTs.

A case study analysis is performed as this research approach allows identifying
patterns while acknowledging the context [3]. The analyzed companies are chosen due
to their high degree of virtuality. Virtuality in this context means that the companies
consist of teams that work together asynchronously and geographically dispersed (see
Sect. 2). The revealed patterns can in turn be used to derive hints for established
traditional companies on how to adopt or intensify virtual teamwork.

The relevant concepts show how to define virtuality of teams and how to identify
patterns in Sect. 2. Section 3 introduces the research method and provides details on
how data was collected and analyzed. The context and findings of the case study
analysis are shown in Sect. 4, closing with a discussion towards open research ideas in
Sect. 5. [4] proposes five key components of case study design. These components are
shown in Table 1 which also illustrates the approach of this paper.

2 Virtual Teams and Organizational Patterns in Work
Settings

Research topics concerning many aspects of virtual teamwork have been and still are
analyzed in scientific literature [5]. These works mostly focus rather narrow topics, as
described above (e.g. [1, 2]). More holistic views on VTs, their processes, how they
work and are embedded in companies are mostly built on practical experience and do
not follow a scientific approach (e.g. [6]). The paper at hand contributes to the current
aim [7] for substantial and more comprehensive scientific research on VTs by focusing
on the organizational structures which enable VTs in successfully operating companies.

Companies with a high degree of virtuality in teamwork are to be chosen for this
case study analysis as role model. Therefore, a concept for defining and comparing the
degree of virtuality is needed in order to decide which companies fit into the sample.
Yet, there is no consensus on how virtuality in teams is defined or even measured [8].

Table 1. Key components and action plan [4]

Component of case
study design

Implementation and section

1. Research question What are patterns in organizational structure of companies with a
high degree of virtuality in teamwork? Sect. 2

2. Theoretical
propositions

The scope is limited to companies with a high degree of virtuality
in teamwork. Concepts for virtuality and for patterns are derived
in Sect. 2

3. Units of analysis and
data

Questionnaires, websites of and articles about organizational
structures of four companies are analyzed in Sect. 3

4. Linking data to
propositions

The findings are mapped to an integrated framework in Sect. 4

5. Criteria for
interpreting findings

Criteria and their manifestation are proposed in Sect. 3
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Typically, different aspects are in- or excluded in order to discriminate VTs from
traditional teams [5]. Even though a common definition does not exist so far, current
concepts tend to abandon the strictly dichotomous approach of virtual versus traditional
team [8]. Teams are regarded to be located in between these two poles [8].

VTs, communities, offshore development etc. are overlapping concepts derived in
scientific discourse. [9] analyze criteria that are used in literature to define the virtuality
of teams. Following the synthesis of this literature study, virtuality of teams is deter-
mined by the two criteria asynchrony and geographic dispersion. This concept of VTs
is viable for the study at hand, as it focuses on the main properties analyzed here. VTs
in this context use information and communication technology (ICT) for actually being
able to work as a team. The deployed ICT include e.g. software solutions, such as
project management tools, virtual meeting rooms and video call applications. However,
this technology use can be regarded as a result of the need for virtual teamwork rather
than as criterion for defining and measuring virtuality [9]. The concept of “asynchrony”
is explained as teams which work at the same location with different schedules or at
different locations with different time zones, both leading to mostly asynchronous
communication. Geographic dispersion defines the actual distance of team members.
Both criteria alone are sufficient to define a team as virtual and can be used to measure
the degree of virtuality of a team according to [9]. Criteria such as cultural diversity and
lifespan of the teamwork are also often used for defining the virtuality of teams, but as
shown by [9] cannot alone define virtuality satisfactorily. The degree of virtuality can
be located on a continuum between completely virtual and not virtual at all [9] as
shown in Fig. 1.

[9] propose to measure the degree based on the definition of virtuality as shown in
Fig. 1 above, and additionally aim at teamwork time and team characteristics. Thus, in
order to check the degree of a companies’ teamwork virtuality, two questions are
asked:

• What proportion of teamwork time is performed virtually?
• What proportion of team members work virtually?

Further dimensions that do not constitute, but are found to correlate with virtuality
of teams (e.g. [5]) are shown in Fig. 2.

In order to identify patterns in enterprise structure and processes, a suitable
framework has to be introduced. The framework (Fig. 3) allows creating a holistic
overview of a company in its context. The existing conditions concerning the VTs are

virtual team traditional 
team

disperse colocated

asynchronous synchronous

team member location

communication

Fig. 1. Degree of virtuality
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analyzed based on this framework in order to derive similarities and differences. These
serve to evolve patterns and create a generic model. As the goal of this study is create a
single model of relevant patterns, this resulting generic model can in turn be used to
plan possible paths of development for other companies, especially less virtualized
ones (Sect. 4). The components of the different layers of the framework and their
relations are shown in Fig. 3. The layers are described in the following and in further
detail in [10, 11].

Business strategy, processes and deployed ICT are defined, as well as their interre-
lationship. These layers of the model can be regarded as functional layers [10]. Infor-
mation on company culture, leadership and power structures are gathered and relevant
social competencies compiled [11, 12]. These model layers are emotional-culturally-
oriented. Perspectives on governance, context and external factors can be included in
subsequent research. The functional layers are codependent. The strategy influences the
processes, which influence the choice and use of ICT and vice versa. The emotional-
culturally-oriented layers are also codependent [12] and are strongly related to the design
of the functional layers. Thus the functional layers are represented to be embedded in the
environment of the emotional-culturally-oriented layers [13] in Figs. 3 and 4.

The analyzed organizational patterns are based on these layers. The presented
layers have been applied for change management in practice [14] and their validity is
supported by case studies [12]. The framework presents a holistic view on the company
and allows recognizing main structures and dependencies. Thus, these layers are used
for analyzing the selected cases in Sects. 3 and 4. The layers show individual

virtual team traditional 
team

heterogenous homogenous

intense minor

media based face to face

culture and socialization

ICT use

communication channel

Fig. 2. Dimensions that correlate with team virtuality

business strategy

business processes

information and communication technology

company culture

leadership and behavior

power structures

social competencies of 
individual and group

Fig. 3. Framework with functional and emotional-culturally-oriented layers
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manifestations in the analyzed companies along this framework. The identified mani-
festations are used to derive the final artefact, the generic organizational pattern
(Sect. 4).

3 Analysis Design and Procedure

Case study analyses allow collecting rich data on current events and entities. The
studies can be of explanatory, exploratory or descriptive type [4]. As the objective of
this study is to reveal existing patterns, it can be regarded to be of exploratory type. The
selection of more than one case results in a multiple-case design [3]. Thus the
recognition of patterns is facilitated and theory building is enabled. Adapting the
conceptualization of case studies by [3], Table 2 shows the characteristics of the case
study analysis at hand.

Table 2. The analysis’ characteristics and their implementation

Characteristics by [3] Implementation

1. Phenomenon is examined in a natural
setting

Organizational patterns of virtual teamwork
are analyzed in companies

2. Data are collected by multiple means Companies’ websites, articles and
questionnaires are used for data collection

3. One or few entities (person, group, or
organization) are examined

Four companies are examined

4. The complexity of the unit is studied
intensively

The complexity is structured into layers

5. Case studies are suitable for the
exploration, classification and hypothesis
development stages of the knowledge
building process

The goal is to derive hypotheses on virtual
teamwork based on explored patterns

6. No experimental controls or manipulations
are involved

Data is collected following scientific
standards for case study research

7. The investigator may not specify the set of
independent and dependent variables in
advance

The variables are not set, yet the hypothesis
induces virtuality as context for the
independent variables

8. The results derived depend heavily on the
integrative powers of the investigator

The conceptualization of the topic and
derived research process support the
integrative potential

9. Changes in site selection and data
collection methods could take place as the
investigator develops new hypotheses

Changes in site selection or collection
methods will be noted for future research

10. Case research is useful in the study of
“why” and “how” questions because these
deal with operational links to be traced over
time rather than with frequency or incidence

“Why” and “how” questions are
implemented in search for patterns. The
synthesis of individual patterns found among
the units of analysis supports the exclusion of
arbitrariness

11. The focus in on contemporary events The focus is on currently operating
companies
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3.1 Data Collection

For the case study analysis, Basecamp, Fire Engine RED, 10up, and Zapier were
chosen as unit of analysis. All four analyzed companies have been operating suc-
cessfully for several years. Following the definitions from above (Sect. 2), each
company is characterized by a high degree of virtuality and the correlating dimensions.
The companies are thus selected as patterns are predicted to exist among them [3, 4].
Due to the exploratory character of this case study analysis, a small set of cases is
selected [3]. Many more companies exist that fit the profile for this study. These can be
included in future research for validating the findings. The selection of the companies
analyzed here and the exclusion of others is furthermore based on the availability of
information documented on their websites.

Multiple data collection methods are used in order to provide a rich set of data.
These include documentation (journalistic articles) and archival records (companies´
websites) [4]. The companies’ websites were used as primary source for data collection.
Especially the “about” - and the career-sections provided information for the model
elements of the integrated framework. Additionally, online articles were used for data
collection. These articles are mainly blog articles by founders or members of the
companies, interviews with company founders or further material provided by the
companies, such as the guidelines by [6]. Furthermore, the companies were contacted
via email. The emails contained a short introduction into the topic and open questions,
one regarding each layer of the framework and allowed short and precise answers. The
set of questions and the answers received can be obtained from the authors.

3.2 Data Analysis

The integrated framework was used to structure the data as described above (Sect. 2).
The following Table 3 presents the central findings for the single layers of the
framework. These are synthesized and dependencies between the layers are explained
in Sect. 4. Table 3 contains summaries by the author and quotes from the websites,
related articles and questionnaires sent via email.

Table 3. Patterns of companies based on virtual teamwork

Integrated
framework

Basecamp1, 2 Fire engine RED3 10up4 Zapier5

Business
strategy

One product,
less is more,
simplicity,
clarity,
ease-of-use, and
honesty

Innovation, easily
accessible software
solution, four
services provided

Customized web
services,
craftsmanship,
innovation,
openness,
ownership

Create processes and systems
that let computers do what
they are best at doing and let
humans do what they are best
at doing

Business
processes

Regular
work/task cycles
(6 weeks),
emergent idea

Customer care,
online meetings,
face-to-face once a
year, no

Weekly metric
based reports,
core sets of

Every employee works in
customer support, weekly
online meetings

(continued)
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4 Discussion

The results of the case study analysis allow identifying certain similar instantiations of
the patterns and creating a generic model (see Fig. 4 below).

While researching the companies’ websites, two main aspects were eminently
prominent: the emphasis on selling one main product and the focus on the companies’
employees. This impression is supported by the findings as shown in detail in Table 3
above. The generic pattern is outlined in Fig. 4 and explained below.

Table 3. (continued)

Integrated
framework

Basecamp1, 2 Fire engine RED3 10up4 Zapier5

development, big
believers in
asynchronous
communication,
no formal
marketing role

micromanagement
of employees

standards for each
discipline

ICT Self-developed
tool for unified
documentation,
communication,
idea pitches

Variety of free and
payed
collaborative tools

Variety of free
and payed
collaborative
tools

Variety of free and payed
collaborative tools

Company
culture

Sustainability,
long-term
growth

Employee
retention first,
client retention
second

Equal perspective
on clients,
employees and
community

Transparency (e.g. hiring
process)

Leadership
and behavior

Coworkers,
company as a
product, teams
stay together for
whole cycle,
teams max. 3p,
no project
manager, no time
tracking, strict
deadline

Value employees
by providing
promotions and
raises

Teams of 6–8p
plus manager,
serve team
through
encouragement
and support

Small teams,
supportive/positive/inclusive
workplace (code of conduct),
buddy system, regular
structured feedback calls,
weekly result update

Power
structures

50 employees
worldwide,
headquarter

40 employees from
US and Canada

120 + employees
worldwide,
headquarter

20 + worldwide, supervisor
hierarchy

Social
competencies
of individual
and group

“Treat people
right”

Value and
recognize
employees

Culture built on
empathy and
teamwork,
collaboration,
self-management

Code of conduct promotes
guidelines for
communication, teamwork,
face-to-face-meetings

1https://basecamp.com
2https://m.signalvnoise.com/how-we-set-up-our-work-cbce3d3d9cae#.bp3n8tjd1
3http://www.inc.com/winning-workplaces/articles/201105/where-virtual-is-the-best-policy.html
4https://10up.com/
5https://zapier.com/
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• All companies focus on one main product. Additional services are offered, but no
company promotes a wide range of different products or services. Especially the
characteristic to provide a simple and clear solution that fits the customers’ indi-
vidual needs was found on all sites.

• This strategy is mirrored in the business processes. Examples are fixed work cycles
and report processes. The employees are not micromanaged. On the other hand,
rather rigid framework conditions are set. As shared mental models are found to be
essential for virtual team success [15], these set conditions can support the con-
sistency of the team members’ mental models.

• Three out of the four analyzed companies use a variety of tools for communication,
documentation, project management, etc. The companies have established the use
of a certain tool for each task. Thus, the tools are not selected based on the
employee’s individual preferences but mostly standardized across the company for
each process. One exception with respect to the choice of tools is Base-
camp. Basecamp develops the project management software of the same name and
states to use its own software for all management and communication related
processes.

• All companies show strong focus on employee retention, this can be regarded as a
main finding concerning company culture. Some companies state that their
employees’ needs are in focus first and their clients’ needs come only second. This
can be regarded as major difference to traditional companies, at least the fact that
this priority is stated in public.

• Characteristics regarding leadership and behavior are also employee-centered and
serve the processes as described above. The teams are small and self-managed.
A supportive workplace is regarded to enhance performance and employee reten-
tion. Guidelines for behavior are described on the companies’ websites, in detail
even as code of conduct.

• The power structures are also in line with the ideas about the product and processes.
Hierarchies do exist but are structured to avoid confusion or complexity. Two or
maximally three hierarchy levels are found in the analyzed companies. Roles and
responsibilities for e.g. reporting are clearly defined.

• The last analyzed layer of the framework regards social competencies of individual
and group. The companies focus on self-management, communication skills,

one product strategy

fixed work cycles and report processes, no 
micromanagement

variety of tools

employee retenion

small teams, supportive workplace

simple hierarchies

self-management, communication 
skills, empathy, teamwork

Fig. 4. Generic organizational pattern as synthesis of the identified individual instantiation
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empathy, and teamwork. These competencies serve the characteristics described
above. For example, self-management is crucial to avoid the need for micro-
managing, communication skills are also required for a supportive atmosphere and
sound reporting, empathy facilitates employee retention.

The idea of ‘customer and product first’ [16] might not be a standard anymore that
leads to success. This approach regards the organizational structures, including the
employees, as “barriers”, as shown in Fig. 5 below [16]. This might be an explanation
why in the past some organization could not successfully compete in the market.

However, the changes we found based on the analysis might change that. Factors
such as competition for an adequate workforce and changes in the organizational
culture are examples of dynamics that impact organizational structures in companies
and might be the reasons for the observations of this study: the one-product-strategy
and focus on employee retention (Fig. 6).

Reviewing scientific literature shows that this employee-centric culture of virtual
companies - and also currently active companies of less virtual degree - needs yet to be
put in the focus of research.

There are some limitations concerning the interpretation of the results of the study
at hand. The main sources of the gathered information about the companies are their
websites. These are designed to promote the companies to clients and potential
employees, as a consequence, these information probably have a bias with respect to an
“over” positive presentation. In fact, less biased data would add to the validity of the
results of this study. However, they nonetheless give some indications how the orga-
nizational structures of these companies are meant to be working and that allows for an
interpretation not only of the intention, but also of the actual representation.

Fig. 5. Organizational structures as barriers on the way to customer centricity [16]

Fig. 6. From customer centricity to the new organizational pattern
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5 Conclusion

The impact virtualization has on people and companies introduces change in our
everyday (work-)lives. The companies presented in this study are vivid examples of
how to successfully live this change. This study contributes to scientific guidance for
how to learn from these companies. Individual patterns of these companies that operate
virtually to a high degree are extracted and synthesized to form a generic organizational
pattern as shown in Sect. 4. This pattern can be applied to plan change for less
virtualized companies that seek to establish the use of VTs. Noticeable shifts towards
employees and a strategic focus on one main product are main findings that contribute
to the insights on how virtuality changes individuals, companies and vice versa. These
results are first steps to actually understand how companies work today and where an
ongoing virtualization can lead us.

Subsequent empirical studies that include a higher number of companies with
different degrees of virtuality could be used to validate the found patterns. Further data
collection methods, such as direct observations and physical artefacts [3] could be
included in future research for refining the revealed characteristics and define the
patterns in further detail. The processes of companies deploying VTs will be mapped in
detail in subsequent studies based on the insights of the study at hand.
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