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Chapter 5
When Students Get Stuck: Adaptive 
Remote Labs as a Way to Support 
Students in Practical Engineering 
Education

Anja Hawlitschek, Till Krenz, and Sebastian Zug

1 � Introduction

The field of computer science has to deal with a relatively high number (over 40%) 
of dropouts at German universities (Heublein, 2014). However, dropout in com-
puter science is not only a problem at German universities but also in other 
European countries (Kori et  al., 2015) or in the USA (Talton et  al., 2006). The 
dropout rate of female students is often even higher than that of their male fellow 
students (Talton et al., 2006), which might be a result of being underrepresented in 
the discipline (Cox & Fisher, 2008). The reasons for dropout are complex. Most 
often the students have false expectations about the contents of study, which lead 
to motivational problems, or they are frustrated due to high performance require-
ments. At the same time, the increasing heterogeneity of students leads to dropouts, 
in particular due to problems with different prior knowledge but also because of 
sociodemographic factors, e.g., an increasing number of students who have to bal-
ance study, work, and/or parenting (Isleib & Heublein, 2017). Especially, prior 
knowledge and academic preparedness of students are correlated with retention in 
computer science programs (Horton & Craig, 2015; Kori et al., 2015; Talton et al., 
2006). Also motivation and interest of the students play an important role. The 
higher the motivation and interest in the content, the lower the probability of drop-
out (Kori et al., 2015, 2016).

The situation at course level is similar. Within a meta-analysis in 161 introduc-
tory programming courses in 15 countries worldwide, Watson and Li (2014) 
revealed a dropout rate of approximately 32%. The percentage of students who 
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did not pass the introductory programming course remained nearly constant 
between 1980 and 2013. There were no significant differences in dropout rates 
with regard to programming language taught. Furthermore, while the authors 
found significant differences between the dropout rate in the different countries 
(Portugal and Germany had the highest dropout rates with over 50%, whereas 
Canada and Taiwan, e.g., had noticeable lower rates of about 20%), because of 
small sample sizes, these results should not be overestimated or generalized. If 
reasons for dropout are already reflected on the course level, this could be a start-
ing point for providing individual support to students who have a higher probabil-
ity of dropping out. With the help of learning analytics, it becomes possible to 
detect students at risk automatically (Papamitsiou & Economides, 2014). Learning 
analytics is the collection, storage, analysis, and evaluation of learner data to 
optimize learning and learning environments (Ferguson, 2012). A growing num-
ber of universities all over the world already use the data generated by their stu-
dents for the evaluation of teaching, the provision of adapted content, and as an 
early warning system. The latter, for example, filters out students at risk of drop-
ping out on the basis of their activities in the learning management system, e.g., 
time spent in exercises or quizzes (Arnold & Pistilli, 2012). There are different 
options to support these students: lecturers probably offer additional material or 
repeat the basics for the course or individual students. The additional effort 
addresses the specific needs of the learners, for example, concerning the sequence, 
difficulty, or scope of content (Leutner, 2002; Melis et al., 2001; van Seters et al., 
2012). The goal of implementing adaptivity is to facilitate individualized learning 
environments to support efficient and effective learning and avert high dropout 
rates. If it is possible to identify the needs of users on the basis of patterns of user 
behavior, it is also possible to implement a more fine-grained form of adaptivity 
without the usage of assessment tests and questionnaires. The challenge here is 
that knowledge about user behavior, which reveals students at risk might not be 
sufficient for helping these students. To give an example, on the basis of user 
behavior, it is not directly evident whether a user spends little time on an exercise 
in the learning management system and has a result below average in an accom-
panying quiz because (1) he is demotivated because the task is to difficult or (2) 
he had too little time because he had to work to finance his study or (3) he is 
frustrated due to low usability of the learning management system or (4) for any 
other reasons. Different reasons for an undesirable user behavior require a differ-
ent reaction of the learning system or the lecturer. This is only possible if the 
underlying causes are known. While user behavior alone can provide evidence 
that there are problems in the learning process and that intervention might be 
necessary, the choice of what type of intervention is needed will usually not be 
based solely on user behavior. Therefore, in this study, we will start at an earlier 
point of the analytics and begin by examining which learner characteristics are 
relevant for dropout in a blended-learning course in computer science. In a sec-
ond step, we examine whether user behavior is related to such factors and/or to 
dropout rates.
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2 � Dropout in Blended Learning

In computer science, as in other STEM subjects, studying in laboratories is espe-
cially important. In these laboratories theory and practice are combined, and stu-
dents acquire practical skills for their professional career. Blended learning is a 
promising approach for a laboratory learning setting. Blended learning is the attempt 
to combine the time in the course on-campus, which is highly relevant for the learn-
ing performance (Schneider & Preckel, 2017; Schulmeister, 2017), with the advan-
tages of online learning, such as greater local and temporal flexibility of the students. 
In comparison with courses that take place only online, the dropout rates in blended 
learning are lower, presumably due to the regular face-to-face time with the lecturer 
and other students (Park & Choi, 2009). Results from studies suggest that blended 
learning might also be superior to courses without any online learning, i.e., which 
only take place on-campus (Al-Qahtani & Higgins, 2013; Bernard, Borokhovski, 
Schmid, Tamim, & Abrami, 2014; López-Pérez, Pérez-López, & Rodríguez-Ariza, 
2011). The remote control of a laboratory (via web interface) provides students with 
experiences and competencies they will need in a digitized workplace. In addition, 
there are the advantages already mentioned: Students can access the learning envi-
ronment regardless of location and time and are not bound to limited laboratory 
hours. They can work in the laboratory as often and as long as necessary for their 
individual learning processes. However, despite the advantage of blended learning, 
to combine the best of e-learning and face-to-face-learning, the online phase is still 
a challenge because there is no direct contact between the lecturer and the students. 
Thus, the probability of problems (e.g., if code is not doing what it is supposed to 
do) leading to frustration and in the long run to dropout is much more likely to occur 
than in face-to-face time on campus with the possibility of direct feedback and help. 
In the scientific literature, different factors in the use of digital learning environ-
ments are examined with regard to the dropout rate. Park and Choi (2009) distin-
guish factors that affect the decision to drop out in those that occur prior to the 
course and those that are relevant during the course. Factors prior to the course are 
sociodemographic variables. Often, studies hereby focus on age and gender (Marks, 
Sibley, & Arbaugh, 2005). Factors which affect the possibility to drop out during the 
course can be distinguished in external factors resulting from influences from out-
side the course, e.g., family time constraints and job working hours. Internal factors 
arise from the student’s engagement with the learning setting and the digital learn-
ing environment. Learners are not a homogenous mass. There are differences in 
cognitive and affective variables (Narciss, Proske, & Koerndle, 2007), affecting the 
perception and the effects of a learning environment, for example, whether the 
instructional design fits the needs of the learner or whether usability issues might 
result in a lack of motivation. In this study we focus on the internal factors because 
these are especially important for gaining insight into the learning processes and 
related factors which are relevant for the decision to dropout (see also the results 
from Park & Choi, 2009).
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With regard to the internal factors, we can distinguish approaches that have a 
focus on motivational components of learning and approaches with a focus on cog-
nitive processing.

2.1 � Motivation and Dropout

Motivation is a basis for learning. Motivation determines whether and how learners 
(1) deal with the content and (2) use a digital learning environment. Some studies 
target learners’ satisfaction, which in fact appears to have a relevant impact on the 
dropout rate (Fredericksen, Pickett, Shea, Pelz, & Swan, 2000; Park & Choi, 2009). 
The more satisfied learners are with the learning environment, the lower the likeli-
hood of dropouts (Levy, 2007). However, satisfaction is a very broad concept that 
can be influenced by different underlying factors. This is also reflected in question-
naires used in some of the studies, which integrate items for ease of use, usefulness, 
intrinsic motivation, and social interaction (Levy, 2007). In this study we want to 
analyze different facets of motivation in order to adapt interventions more precisely 
to the learners needs. Therefore, we focus on the technology acceptance model 
which highlights the relevance of user evaluations of learning environments against 
the background of a cost-benefit model of motivation. Relevant questions for the 
user therefore are: Is the digital learning environment useful for me? Is the effort I 
have to invest justified in the light of the benefits? The Technology Acceptance 
Model (TAM) and the further developments, like TAM2 and UTAUT, have gained 
particular influence concerning studies on the behavioral intentions to use and the 
actual usage of software (Davis, Bagozzi, & Warshaw, 1989; Venkatesh & Davis, 
2000; Venkatesh, Morris, Davis, & Davis, 2003). Furthermore TAM is also used to 
analyze and explain the effectiveness of digital learning environments (Legris, 
Ingham, & Collerette, 2003; Liaw, 2008). Perceived usefulness and perceived ease 
of use are the most influential factors in the model. The more satisfied a learner is 
with the usefulness and ease of use of a digital learning environment, the higher the 
persistence of the learner and the lower the dropout rate (Joo, Lim, & Kim, 2011; 
Park & Choi, 2009). The self-efficacy of learners in dealing with the learning envi-
ronment or requirements of the content seems to be a crucial intervening variable 
(Liaw, 2008; Schneider & Preckel, 2017; Wu, Tennyson, & Hsia, 2010). Additionally 
learners can also be highly motivated when dealing with a digital learning environ-
ment because they are interested in the content and/or they enjoy working on the 
tasks, i.e., they have intrinsic motivation. The benefits that intrinsically motivated 
learners derive from engaging with the remote lab are thusly less focused on out-
comes, but more on intrinsic incentives of the activity as such. The assumption that 
learners with more intrinsic motivation drop out less frequently and have a higher 
learning performance is obvious (Giesbers, Rienties, Tempelaar, & Gijselaers, 
2013; Law, Lee, & Yu, 2010).

Accordingly our first research question is as follows: Do persistent learner and 
dropouts show differences concerning motivational variables as perceived useful-
ness, ease of use, intrinsic motivation, and self-efficacy?

A. Hawlitschek et al.
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2.2 � Cognitive Load and Dropout

Based on the assumption of a limited cognitive capacity in working memory, 
research on cognitive load theory (CLT) tries to identify instructional designs which 
make the usage of cognitive resources for dealing with information as efficient as 
possible (Plass, Moreno, & Brünken, 2010; Schnotz & Kürschner, 2007; Sweller, 
Ayres, & Kalyuga, 2011). CLT differentiates between different kinds of cognitive 
load (Kalyuga, 2011). Extraneous cognitive load (ECL) is caused through subopti-
mal design of an instruction. An inefficient design requires cognitive capacity that 
is not due to learning but due to other cognitive activities. During learning extrane-
ous cognitive load should be as low as possible, ensuring that more cognitive capac-
ity is available for the learning processes. Intrinsic cognitive load (ICL) on the other 
hand is caused by complexity of task and information, especially by the number of 
interrelated elements that have to be processed simultaneously for understanding 
the content (element interactivity). However, ICL depends also on the prior knowl-
edge of the learner. More experienced learners have knowledge structures stored in 
long-term memory, which help them to process and organize novel information in 
working memory. Therefore, they are able to treat single elements of a task as a 
whole element (or schema) which in fact leads to decreased element interactivity 
(Chen, Kalyuga, & Sweller, 2017). Research consistently reveals that to take the 
domain-specific prior knowledge into account is of high relevance for efficient 
instructional design (e.g., Chen, Kalyuga, & Sweller, 2017; Kalyuga, 2007; 
Schneider & Preckel, 2017). Depending on prior knowledge, the learner needs more 
or less support to process the learning content and to avoid cognitive overload or 
boredom. Additionally, prior knowledge seems to have a compensation effect: 
learners with low prior knowledge highly depend on appropriate instructional 
design to reach an optimal learning performance, while learners with higher prior 
knowledge could also deal with poor instructional design, e.g., an instructional 
design which causes a high amount of extraneous cognitive load (Kalyuga, 2007).

In CLT some researchers assume a third type of cognitive load, namely, germane 
cognitive load, which is caused through schema acquisition; however, there is an 
ongoing discussion about the necessity to distinguish between intrinsic and ger-
mane cognitive load. A reconceptualization of germane cognitive load as germane 
processing, e.g., the amount of mental effort invested dealing with intrinsic cogni-
tive load goes hand in hand (Kalyuga, 2011; Leppink, Paas, van Gog, van der 
Vleuten, & van Merriënboer, 2014; Sweller, Ayres, & Kalyuga, 2011). The mental 
effort learners invest in the cognitive processing of learning content is on the other 
hand a question of motivation (Bures, Abrami, & Amundsen, 2000). Although the 
influence of motivation on the amount of invested mental effort was considered in 
research on cognitive load early on (Paas, Tuovinen, van Merriënboer, & Darabi, 
2005; Moreno, 2006), there is still a research gap (Leutner, 2014; Mayer, 2014; 
Park, Plass, & Brünken, 2014). Leppink et  al. (2014) examine an interesting 
approach by operationalizing germane cognitive load (or rather germane process-
ing) with items that apparently measure the perceived usefulness of the content for 
the learning process. This way they implicitly implement a factor which is highly 
relevant for motivation as is already mentioned in the context of TAM. However, in 
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their study they found no significant correlation between germane cognitive load (or 
usefulness respectively) and the learning performance.

Whereas it seems plausible that the amount of extraneous cognitive load and 
germane processing is crucial for students dropping out or persisting, there are no 
empirical results yet. The potential effects of prior knowledge seem to be espe-
cially important. In computer science, there are students in the first semester that 
have been programming for years, attending hackathons, and using GitHub, while 
others are just beginning with their first “Hello World.” Since the remote lab is a 
complex learning environment in which students actively solve problems and 
thereby explore and construct knowledge, it is cognitively very demanding in par-
ticular for novice learners. Results of a study on a remote lab indicate that the 
learning performance of the students at least partially depend on their prior knowl-
edge (Zug, Hawlitschek, & Krenz, 2017). Students with lower prior knowledge 
have lower grades in the exam. However, it is not clear if this effect also is transfer-
rable on dropout rates.

So our second research question is: Do persistent learner and dropouts show dif-
ferences in cognitive variables like extraneous, intrinsic, and germane cognitive 
load and their prior knowledge?

2.3 � User Behavior and Dropout

Programming is an iterative process, in which the functionalities are implemented 
as features, step by step. It is common to write a part of a program, for example, a 
function or a class, with its basic components first and check if the execution of the 
program with the inclusion of the new code works. If the execution or compilation 
fails, the code needs to be revisited and amended. As soon as the program compiles 
with the new code, the complexity of the function or class can be extended, or new 
features can be implemented. Rinse and repeat.

An experienced programmer will add several lines of code before checking its 
correctness by trying to compile the code, while a novice might only add a few lines 
or commands before compilation, since it is easier to isolate the cause of an error 
with the latter strategy. It could be expected that an experienced programmer’s code 
revisions would grow faster and have fewer failing builds, the time spent between 
builds would tend to be longer, and the amount of added lines per revision would be 
higher, than it would be expected for an inexperienced programmer. Especially situ-
ations where the code compilation fails several times in succession, we consider to 
be of high relevance. This could be an indication for an inexperienced programmer, 
who fails to interpret the error messages in a way that would allow them to get the 
code working. The complex process of writing program code could thusly be 
reduced to the occurrence of such error streaks, in order to classify persons as expe-
rienced and inexperienced programmers on a macro level. On a micro level, a sys-
tem that is aware of the error streak concept could provide assistance to students that 
are currently stuck.

A. Hawlitschek et al.
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Therefore, the third research question is: Do dropouts and persistent learners 
show differences concerning the probability of an error streak? Is the probability of 
an error streak related with prior knowledge?

In the following sections, we will examine how students who have successfully 
completed the entire course (i.e., got a participation certificate) differ from students 
who left the course at any point in time. On the basis of the findings, an adaptation 
to the needs of specific target groups can take place.

3 � Study

3.1 � Description of the Course

The subject of the study is a course at the Faculty of Computer Science of a German 
university. The investigated course started with 70 students in the first lecture, 22 of 
them dropped out prematurely. So, the dropout rate in this course was about 31%. 
This is slightly better than the general dropout in computer science, but there is still 
much room for improvement.

The course conveys the fundamentals of embedded systems in theory and prac-
tice. In addition to a lecture and weekly appointments with tutors, the students had 
to program real robots located in the laboratory via remote access in five exercises. 
These practical exercises are built on each other. Whereas in the first exercise the 
students only had to establish a connection to the robots, in the last exercise they had 
to program the robots to escape from a maze. The program code has to be developed 
in C++ for Atmel microcontrollers.

For the exercises we provided a digital learning environment with task descrip-
tion and literature on the one hand and a programming interface with livestream 
from the robots on the other hand. The students prepared their code, compiled it, 
and sent the executable to one of the robots. Based on outputs and by the video 
stream, the students evaluated the correctness. At the end of each exercise season 
(2–3 weeks), the program code and the results are checked by a tutor.

3.2 � Methods and Instrumentation

The study was conducted in the winter term 2017/2018 (see Fig. 5.1). During the first 
lecture, the students filled out a quantitative questionnaire concerning their prior 
knowledge and sociodemographic variables. The prior knowledge test consisted of 
two parts. The first part was a multiple-choice test based on the content of the course. 
The test was supplemented by two code snippets in the programming language Java, 
whose functionality the students had to evaluate. In the second part, the students had 
to self-esteem their prior knowledge concerning different thematic fields of com-
puter science as well as their general programming skills in comparison with their 
fellow students (Siegmund, Kästner, Liebig, Apel, & Hanenberg, 2014).
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Fig. 5.1  Procedure of course and study

The second questionnaire was submitted after the second exercise. In this ques-
tionnaire the students had to rate their intrinsic motivation while working on the 
exercises in the remote laboratory (based on Isen & Reeve, 2005) and the ease of 
use of the learning environment (Legris, Ingham, & Collerette, 2003). The extra-
neous and intrinsic cognitive load as well as the germane cognitive load was 
examined with an instrument by Leppink et al. (2014). For the measurement of 
ECL and ICL, we used the original questionnaire. For the measurement of GCL, 
we used one item to measure perceived mental effort in understanding the content 
(“I invested a very high mental effort in enhancing my knowledge and under-
standing.”; see Leppink et al., 2014, study 2). We applied the remaining items to 
operationalize the perceived usefulness of the learning environment. While use-
fulness in TAM studies is usually operationalized in terms of software efficiency 
measures (Legris, Ingham, & Collerette, 2003), concerning genuine learning 
environments and in the context of our thematic focus on dropout, this operation-
alization seems more appropriate to us. We used a Likert-type rating scale ranging 
from 1 (very low) to 5 (very high).

The remote system used in our project stores the whole programming code, 
whenever the user starts the compilation process, alongside the messages the com-
piler returned: error messages, warnings, and compiling reports. For the analysis 
presented in this article, we transformed these detailed information into a vector 
of consecutive build statuses, classifying each compilation attempt as failing or 
successful. As a next step, we calculated the probabilities of one status turning into 
the other or staying the same. These probabilities can be visualized as a simple 
network plot.

3.3 � Sample

In the first questionnaire 58 students (f, 8; m, 49; missing, 1) with a relatively homo-
geneous age (M = 23.6; SD = 4.2) took part. The second questionnaire was accom-
plished by 37 students (f, 4; m, 28; missing, 5). The participants were students of the 
3rd to 5th semester. The majority were undergraduate students from computer science 
(80.7%); additionally, there were 10.5% students from computer systems in engineer-
ing (B.A.) and some from other computer science-related bachelor programs.

A. Hawlitschek et al.
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4 � Results

With analyses of variance (ANOVA), we examined the differences between stu-
dents who dropped out and students who persisted. The results of the prior knowl-
edge test revealed higher means for the persistent students (M = 8.45; SD = 3.89) in 
comparison with the dropouts (M = 6.76; SD = 3.65), but no significant differences 
between both groups (F(1.55) = 2.60, p = 0.11, η2 = 0.05). The self-estimation of 
their prior knowledge on different thematic fields in the context of the course also 
showed no significant differences (see Table 5.1).

Concerning the self-estimation of the programming skills in comparison to the 
fellow students, the means were nearly the same in both groups. There was no sig-
nificant difference (F(1.54) = 0.00, p = 0.95, η2 = 0.00) between dropouts (M = 2.95; 
SD = 0.89) and persistent learners (M = 2.94; SD = 0.95).

We applied a principal component analysis (with oblimin rotation) to analyze the 
items we used for measuring ease of use. Two components were extracted, which 
could be interpreted as actual ease of use (e.g., “The remote lab is easy to use.”) and 
technical reliability (e.g., “The remote laboratory has worked reliable.”). The results 
of the group comparisons on the motivational variables showed higher means for 
the persistent students in intrinsic motivation and ease of use. However the ANOVA 
yielded no significant difference between the groups concerning motivational 
variables (Table 5.2).

Table 5.1  Prior knowledge group comparison

Variables
Dropout  
learners (N = 22)

Persistent 
learners (N = 35)

“Please rate your prior knowledge 
concerning …” M SD M SD F p η2

Roboter applications 2.14 1.24 1.83 1.24 0.82 0.36 0.02
Embedded controller/boards 2.05 1.04 1.91 1.17 0.18 0.67 0.00
Embedded operating systems 1.45 0.96 1.37 0.64 0.15 0.69 0.00
Smartphone apps 2.00 1.19 2.31 1.07 1.05 0.30 0.02
Web front end 2.86 0.99 2.43 1.19 2.03 0.16 0.04

Table 5.2  Motivation group comparison

Variables
Dropout  
learners

Persistent 
learners

M SD M SD F p η2

N = 21 N = 34
Self-efficacy (Cronbach’s alpha, 0.86) 3.27 0.84 3.39 0.79 0.29 0.59 0.00

N = 9 N = 27
Intrinsic motivation (Cronbach’s alpha, 0.90) 3.39 0.70 3.74 0.78 1.29 0.26 0.04
Ease of use (Cronbach’s alpha, 0.89) 4.00 1.02 4.55 0.78 2.61 0.11 0.07
Technical reliability (Cronbach’s alpha, 0.86) 2.62 1.18 2.67 1.03 0.01 0.91 0.00
Perceived usefulness (Cronbach’s alpha, 0.84) 3.34 0.32 3.67 0.88 1.07 0.30 0.03
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Table 5.3  Cognitive load group comparisons

Variables
Dropout  
learners (N = 9)

Persistent  
learners (N = 26)

M SD M SD F p η2

Intrinsic cognitive load 3.60 0.82 3.05 0.82 2.73 0.10 0.08
Extraneous cognitive load** 3.87 0.81 2.54 1.05 10.75 0.00 0.25

**p < 0.01

We applied a principal component analysis (with oblimin rotation) to analyze the 
items for measuring extraneous, intrinsic, and germane cognitive load. Against our 
expectations, the analysis only yielded two components—intrinsic cognitive load 
(Cronbach’s alpha, 0.86) and extraneous cognitive load (Cronbach’s alpha, 0.87). 
The item for measuring germane cognitive load actually loaded on the intrinsic 
cognitive load component.

The group comparison yielded higher means for the dropout learners for both 
load types (Table 5.3). However, the results of the ANOVA revealed a significant 
difference between the groups only concerning extraneous cognitive load.

We analyzed the differences between both groups concerning the probability of 
error streaks with ANOVA.  Indeed the means for the dropout learners (N  =  14, 
M = 0.41, SD = 0.14) were significantly higher F(1.53) = 8.14, p = 0.00, η2 = 0.14) 
than for the persistent learners (N = 40, M = 0.24, SD = 0.17). With a regression 
analysis, we checked whether prior knowledge had a significant effect on the prob-
ability of error streaks. Indeed our finding indicate that students with lower prior 
knowledge had a higher probability of error streaks (b = −0.29, t = −1.96, p = 0.05, 
R2 = 0.06).

5 � Discussion

In our study we tried to identify learner characteristics which are relevant for drop-
out rates in computer science courses. We therefore focused on a course with a 
combination of face-to-face instruction and online study. Such a blended learning 
approach gives students the possibility to learn at their own pace and in their indi-
vidual learning spaces, at their chosen time, while at the same time give them the 
opportunity of direct interaction with the teacher and fellow students in the lecture 
on-campus. This configuration offers manifold methods of additional support for 
dropout candidates.

To ensure a specific assistance, we analyzed whether we could identify differ-
ences between motivational as well as cognitive variables between students who 
drop out and students who persist in the course. We assume that finding such differ-
ences is the first step for making our remote lab adaptive. An adaptive learning 
environment should automatically detect whether a student is at risk of dropping out 
and give adequate support. To know why a student is about to dropout is a 
precondition to provide a suitable intervention. It is a difference if a student has 
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motivational or cognitive problems because of a lack of usability or because her 
programming skills are way too low to deal with the challenges of an exercise or 
because of other problems.

Unlike in previous studies (e.g., Kori et al., 2015, 2016), we could not find signifi-
cant differences on the motivational variables between students who dropped out and 
persisting students (our first research question). Neither the intrinsic motivation or 
the self-efficacy nor the usefulness of the content or the ease of use of the learning 
environment were different between both groups. Motivation is a complex theoreti-
cal construct, with a lot of influencing variables. Hence, we can only guess why we 
have results which not support previous research. The ratings of the ease of use of the 
remote lab were relatively high on average so we might conclude that given a suffi-
cient usability, the effects of that variable are not as relevant as in a poorly working 
system. This should be a target of further research. Given the fact that attendance and 
learning in the course is not entirely self-determined but also driven by external goals 
(e.g., a need of a participation certificate), it might be useful to include items in the 
questionnaire, measuring not only intrinsic but also extrinsic motivation (see also 
Kori et al., 2016). However, since a limitation of our study is the small size of partici-
pants and especially of dropouts in our sample, the results have to be interpreted with 
care. This also holds true for the results on prior knowledge which were in contrast 
to earlier research as well (e.g., Horton & Craig, 2015; Talton et al., 2006). Again we 
could not find statistically significant differences between the groups, though the 
mean of the prior knowledge test was rather lower for the dropouts.

The cognitive variables on the other hand revealed an interesting pattern (our 
second research question). While we could not find a significant difference between 
both groups concerning intrinsic cognitive load, this was different for extraneous 
cognitive load. The dropout group rated the cognitive load which was irrelevant for 
learning significantly higher than the persistent group. That result goes hand in hand 
with earlier results from cognitive load theory concerning the high relevance of 
eliminating extraneous cognitive load (Sweller, Ayres, & Kalyuga, 2011). Our 
results indicate that extraneous cognitive load not only affect learning outcomes but 
also persistence in a course. Students who drop out had problems that mainly arise 
from the design of the instruction and not necessarily from the difficulty of the exer-
cises itself. For them, it was not always clear, what they should do in an exercise and 
what the next steps should be. Apparently they got stuck in the instruction rather 
than in the programming of the code.

However, there were also students who had the latter problem: from our results, 
we consider the detection of error streaks as a promising approach for learning 
analytics in computer science (our third research question). There was a significant 
difference between students who dropout and students who persist in the probabil-
ity of error streaks. The former had a significantly higher probability of error 
streaks in the process of programming. The less prior knowledge the students had 
(according to prior knowledge test) the higher was the probability of error streaks. 
Although it seems likely that the probability of error streaks and extraneous 
cognitive load might correlate, there is no statistic correlation (r = 0.08, p = 0.64). 
So in our study, students at risk had two different problems which we have to deal 
with differently.
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5.1 � Extraneous Cognitive Load: Practical Implications 
and Future Work

Concerning extraneous cognitive load, there are two approaches how to proceed. 
The first one is a learning analytic approach. Because we know that there are stu-
dents that got stuck in the instruction, in the following semester we can explicitly 
search for a pattern of user behavior this learner might show. Since we know that 
these students have difficulties to understand the task and the further steps to go on, 
we could explicitly look for user behavior which might correlate with disorienta-
tion, uncertainty, and help-seeking behavior, i.e., extensive clicks or time in the task 
section or a high proportion of switching between task section and editor. The sec-
ond approach is to improve the design of the instruction to avoid extraneous cogni-
tive load. Empirical research on instructional design of remote labs, for example, 
suggests different forms of guidance, e.g., prompts, process constraints or scaffolds 
to help students to keep extraneous cognitive load as low as possible, and manage 
intrinsic cognitive load as well (de Jong & Lazonder, 2014). Learners with lower 
prior knowledge highly benefit from guidance, while for a learner with higher prior 
knowledge guidance often is redundant or even annoying, this should be a case for 
adaptivity as well (Kalyuga, 2007).

5.2 � Error Streaks: Practical Implications and Future Work

Apart from the ad hoc and postmortem detection of error streaks, the aim of this 
endeavor is to administer assistance to students in situations where they are stuck 
and unable to help themselves, in order to reduce the time students spent on a cer-
tain problem and ultimately prevent students from dropping out of the course. The 
detection of error streaks would allow the lecturer and trainers to intervene in person 
or to make the system pull up appropriate instructions to guide the students out of 
their error valley. In person interventions could be triggered by the system, which 
would flag the user and notify the lecturer about the occurrence of an error streak. 
The trainers could then sit down with the student, analyze the problem, and help to 
solve misconceptions or understandings the student might have. Of course, the 
trainers could point the students to resources, which cover the problematic topic. An 
alternative in-person intervention could be to invite other students for a common 
debugging session. They would then proceed to solve a similar task using the 
method of pair programming. In such a process the experienced students would be 
enabled to make the knowledge behind their capabilities explicit, thusly helping the 
less experienced student to confront their knowledge deficits with appropriate strat-
egies. In system interventions could administer, whenever an error streak occurs in 
a manner that has been observed and solved several times before and certain 
resources proved to be key in their solution.

One method of implementing adaptive support is directly related to the error 
messages. Compilers or interpreters of programming languages encode the error in 
“cryptic” expressions. The correct interpretation of these messages in some cases 
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requires years of experience. Students without the necessary background knowl-
edge might apply trial and error programming strategies instead of evaluating the 
compiler outputs systematically. In a future implementation of our framework, we 
intend to support the students at this step on different levels. There exist some data-
bases providing examples and additional information for specific error messages. 
Hence, the students are able to earn experiences in a realistic but augmented envi-
ronment, where the error class is explained by isolated examples, possible solutions 
are sketched out, and links to further resources are provided (Czaplicki, 2015).

In order to improve the detection of error streaks in further research, we will 
define and detect more differentiated statuses that allow employing more sophisti-
cated and individually tailored assistance (see also Berges et al., 2016). Those sta-
tuses could include the duration of an error streak, the amount of repeated errors, 
and the meaning of specific errors. Another important part is the counter part of an 
error streak: success streaks. Whenever the code compiles without errors, several 
times in succession, we can assume that the user is not satisfied with the way the 
program is acting. Syntax errors might be absent, but logical and semantic errors are 
still present. Especially when programming embedded systems, which interact with 
their surroundings, the process of finding the configuration and values for sensors 
and actors that are needed to accomplish the given task can be a time and energy 
consuming part of the whole process. Automatically detecting such situations would 
expand the scope of application for these methods. While the current state, pre-
sented in this paper, allows to help students with little experience that struggle with 
the basics of programming, the extension of detecting logic and semantic errors 
would enable the lecturers to offer helpful assistance to more experienced students 
and advanced students projects, which focus the specific set of skills useful in the 
context of programming embedded systems (Table 5.4).

Table 5.4  Practical statuses, detection strategies, and error classes

Practical steps  
and statuses Representations in logs Measurements

Corresponding 
error class

Code compiles 
without errors

Built success message Count of successful builds –

Code compiles with 
errors

Error messages; 
describing the error

Count of failed builds Syntax errors

Code that compiled 
without errors 
before, now fails

Error message 
following a built 
success message

Probability of a code revision 
that worked before turning 
into non-compiling code

Syntax errors

Code that failed 
before, now 
compiles

Built success message 
following an error 
message

Probability of a code revision 
that didn’t work before 
turning into compiling code

–

Code compiles; 
features are 
functional

Indication: built without 
errors

– –

Code compiles; 
features are not 
functional

Indication: successive 
builds without errors

Size and time differences 
between code versions

Logic and/or 
semantic errors

5  When Students Get Stuck: Adaptive Remote Labs as a Way to Support Students…



86

This study is a first step to an adaptive remote lab tailored to the needs of the 
learner. We could show that the perception of extraneous cognitive load as well as 
the probability of error streaks is relevant for dropout rate. On the basis of our find-
ing, we can now automatically detect learner that got stuck (in either way) and apply 
interventions suited for the different needs of these learners. We assume a combina-
tion of both, explorative analysis of variables which affect the decision to drop out 
as well as detection of related patterns of user behavior as a promising way for 
defining and implementing rules for adaptivity in a digital learning environment.
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