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Abstract. The present paper establishes foundations for implementing
Privacy and Security by Design in the scope of the Internet of Things
(IoT) by using a new paradigm namely the Privacy Verification Chains
(PVC). PVCs will act as a “privacy ledgers” allowing participating enti-
ties to prove that they are entitled to hold privacy-related information,
regardless of how this information is handled or stored. Furthermore, the
PVC structure provides the two following benefits: In case of a security
breach resulting in a user data leak, the affected company may browse all
the relevant PVCs in order to identify the users affected and trigger the
corresponding informative and corrective measures. The PVC will also
provide support for bidirectional browsing which means that the data
owner will be capable of browsing all the PVCs involving the data he
owns in order to find out all the data processors that hold his personal
information. From a wider perspective, we enforce a strict separation
between data providers and data controllers, where providers are man-
agers of their data privacy, and controllers are accountable for the privacy
and protection of the data provided. This role separation will be ensured
by a data controller of a so-called Smart Data System (SDS). The SDS
handles information along with its privacy settings (metadata), defined
by the data owner. In order to control this privacy-preserving frame-
work, our system introduces a Forensic and Auditing System that will
enforce the data protection from the processor to a third party. This
component will also provide a comprehensive logging functionality that
will constitute a legally-binding support to respond to audit procedures,
police investigations and(or) law enforcement obligations.

Keywords: Privacy by Design · Internet of Things · Privacy Verification
Chains

1 Introduction and Context

Since the very beginning of the digital era, one of the most significant challenges
has been the protection of data against non-authorized reproduction, redistri-
bution and use. Both the academic and the private sectors have pervasively
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addressed this issue for years with a certain level of success. Numerous research
and commercial products have resulted in workable solutions for data embed-
ded in specific structures (such as images, worksheets, processed texts, etc.) and
physical supports (DVDs, hard disks, USB disks, etc.). Watermarking and Dig-
ital Rights Management techniques have paved the way to detect fraudulent
activities related to these categories of structured information. In most cases,
a cryptographically computed combination of identifiers, digital signatures and
data digests is smartly embedded in the original data in such a way that extrac-
tion and/or modification of this watermark is computationally hard without
modifying the data to protect. Whereas these solutions have been widely imple-
mented and are regularly used to protect copyrights of images, disks, logos, etc.,
none of the existing initiatives has successfully addressed the issue of protecting
non-structured information such as textual data strings, telephone numbers, e-
mail addresses, in which no watermark can possibly be inserted. As a result, an
enormous amount of these non-structured data is freely used and managed by
states, companies and individuals with little or no control by data owners.

Regulators and governments inside and outside the European Union (EU)
have consistently tried to implement legal frameworks to protect the processing
and the free movement of personal data within the EU [1–3]. Unfortunately, in
practice, this legal framework has not produced the intended results and the
actual level of citizen privacy protection is well below any reasonable standard.

Although personal information is often collected through a set of processes
supposedly compliant with national or international privacy laws, the effective
way this information is used (and misused), managed, distributed and even sold
to third parties is well beyond the actual data owner control. There are a variety
of reasons behind this difficulty to implement an effective privacy protection
policy but in our opinion the most important one is the inherent facility to copy
and distribute digital information especially since the inception of the Internet.
A worksheet containing millions of records with user personal information can
be exchanged in a fraction of a second, seamlessly and without leaving any
consistent trace.

Many companies grant personal information a huge economic interest using
it to profile consumers’ behaviour in order to adapt their advertising strategy.
Whether in the EU, in Switzerland or certainly all over the world, most people
ignore this massive personal information collection and usage. For instance, in
the Swiss Federal Data Protection Law [3], the right for each citizen to exer-
cise full control of his personally identifiable data is fundamental. This control
rules the way information is transmitted, managed and may be redistributed
by involved third parties. Besides, legitimate interests may limit this right (e.g.,
fight against crime, related police investigations or other empowered authori-
ties). In this case, the proportionality principle must be respected meaning that
the data collection and processing should involve as little personal data as possi-
ble and not more than is absolutely necessary [3]; this also means that the data
subject can check at any time the processing of his own data and, if necessary,
object to it.
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Furthermore, the emergence of new gadgets (smart wearable objects) and
technologies has provoked an evolution on our society in which a need for being
connected and exposed to others has appeared. We have gone from exchanging
emails to share our position (outside and inside buildings), vital signs or social
interactions making impossible to control how and who is accessing that data.
Therefore, the relatively new Privacy by Design (PbD) [18] paradigm tends to
evolve from essential to mandatory in the scope of EU data protection directives
[16,20], meaning that data protection safeguards should be built into products
and services from the earliest stage of their conception.

In regard to this PbD recommendation, the present paper aims at establishing
foundations for implementing Privacy and Security by Design (PSD) in the scope
of the Internet of Things (IoT) by using a new paradigm namely the Privacy
Verification Chains (PVC). Concretely, we take the perspective to operate a
strict separation between data providers and data controllers, where providers
are managers of their data privacy, and controllers are accountable for the privacy
and protection of the data provided. This role separation will be ensured by a
data Controller of a so-called Smart Data System (SDS). This data controller
handles data along with its privacy settings (metadata), defined by the user.

Allowing users to take care of their privacy, while respecting state require-
ments (w.r.t. law enforcement) and freedom of business must be considered as
a fundamental priority. Thus, the SDS allows balancing user privacy against
the need to access information in case of law-enforcement organization activi-
ties (e.g., police investigations in fight against crime) or other legitimate activ-
ities (e.g., patient health service survey). This is made possible thanks to the
PVC allowing the data owner and/or any intermediary (data controllers, data
processors) to know easily by whom, and for which purpose, the data is used,
thus asserting whether the users’ rights are respected or not. From an economic
perspective, the system enables Internet users and service providers to get a rea-
sonable bargain when monetizing user data; it makes a necessity to define fair
and mutually acceptable conditions for using the services and the data. These
conditions can give incentives for the user to grant access to his data and for
the service provider to facilitate free usage of some services (e.g., value-added
information channels, free access to email or social platforms, etc.).

We propose to implement privacy by reversing the way we currently look
at it. Today:
– Privacy and security are managed by the application, i.e. each application

imposes its own schema for privacy and security, often very complex to handle,
and non-interoperable.

– The security of data relies on the security of the OS and applications (a breach
of the OS or a badly implemented application means a disclosure of all the
data).

– Copies of redundant data are held by several applications and entities, mul-
tiplying the risk of disclosure.

– The user totally ignores who is using his data and to which purpose.
– The law enforcement entity has to deal with scattered and low quality data

in investigations.
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Thus, our objective is to provide:

– A separation of the data provider and data controller, especially for the IoT,
in order to prevent devices accessing to the Internet, connecting and sharing
data with other products, without the informed decision and control of the
user.

– An increase in data security by the design of a privacy system, namely the
SDS.

– A simple way for the Internet user, through the PVC use, to exercise full
control of his personally identifiable information including entities authorized
by him to hold or/and manage this data.

– A smart mechanism for the Internet user, again through the PVC, to under-
stand the source and extent of a data violation (breach or misuse).

– A simple means for the Internet user to set the privacy level he intends for
his data through the SDS.

– A simplified process for companies and users to reach a fair bargain on the
usage of private data.

– A well-defined mechanism for law enforcement to access critical information.
– A simple way for independent administrative authorities operating data pro-

tection legislation to effectively control the usage of data.

In Sect. 2, we summarize the state of the art in the field of blockchain prin-
ciples, IoT operating systems, IoT forensics and Privacy by Design. Section 3
describes the SDS model principles including the PVC. Section 4 provides the
SDS architecture. The conclusion is given in Sect. 5.

2 State of the Art

2.1 Blockchains

The issue of privacy preserving using a distributed peer-to-peer model has been
recently addressed in [5] where the authors explore the use of blockchain tech-
nology to protect privacy. They introduce an access control manager where the
blockchain holds privacy preserving policies involving users (data owners) and
services (data processors). Due to the public nature of blockchain transactions,
sensitive data is stored in an off-blockchain structure based on Kademilia, a Dis-
tributed Hashtable (DHT) maintained by a network of nodes as described in [6].
The authors acknowledge the issue where services may extract raw data from the
DHT and make unlimited use of it so they propose a secure Multiparty Compu-
tation (MPC) to evaluate functions. The range of operations that can be effec-
tively achieved by this means remains quite limited. Beyond blockchains, fully
homomorphic encryption as described by Craig Gentry in his seminal paper [7]
constitutes the most promising research direction to generically address privacy
protection in the encrypted domain. Unfortunately, practical implementations
of this groundbreaking work remain inefficient by the time of writing.
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2.2 Internet of Things OS and Forensics

Our society is witnessing a “rush to market” by multiple vendors to launch a
wide variety of IoT devices addressing each and every aspect of human’s life.
Unfortunately, no consensus has been reached so far on how privacy-sensitive
data is collected, handled or even monetized. This fact is highlighted in [8] where
authors demonstrate that there is no established best practice for the building
of IoT systems. The vast majority of products uses proprietary software, or rely
on an open-source framework, like Busybox, a lightened version of Linux, whose
slogan is: “The Swiss Army Knife of Embedded Linux”.

In [9], the authors present the advances in low-power protocols (like 6LoW-
PAN or CoAP) and sensor nodes and propose a software architecture to handle
IoT. However, the authors focus on the application level and rely on a tradi-
tional operating system, thus missing the point of security at a low level. A sur-
vey of some manufacturers proposing proprietary IoT platforms can be found
in [10]. This very comprehensive work shows the diversity of the market and
classify the IoT depending on their ability (or inability) to perform: (1) context
aware tagging and (2) context selection and presentation. The authors further
present the challenges of prototyping IoT software, when do-it-yourself (DIY)
prototyping is the rule by using Arduino (https://www.arduino.cc/), Raspberry
Pi (https://www.raspberrypi.org/), .NET micro platform (http://www.netmf.
com/) or LittleBits (http://littlebits.cc/). Finally, [11] provides an analysis of
IoT threat models, security issues and forensics requirements. The authors define
five major components in an IoT ecosystem: (1) devices, (2) coordinator (device
manager), (3) sensor bridge (or gateway to the services in the cloud), (4) services
(cloud-based applications) and (5) controller (the user accessing the services via
smartphones or computers). This definition of an ecosystem is the closest to
reality. Furthermore, the authors list security constraints and requirements at
several levels, like hardware (they advocate for tamper resistant packaging) or
software (thin, robust and fault-tolerant security module). In their work, the
authors deliver a comprehensive and accurate landscape for IoT security, but
do not present any solution to the security challenges. For instance, concerning
the IoT forensics, the concluding remark is: “The definition of an efficient and
exact IoT digital forensics procedure is still at its great demand”. In [12] the
authors draw the attention of the research community about the lack of digital
forensics devices, specific applications or even guidelines to support potential IoT
investigations. This lack of any serious research in IoT forensics (to the extent
of our literature review) is persistent through all the literature. To the best of
our knowledge, [13] constitutes the first and only effort to model the capture
of forensics investigations when IoT devices are involved. The authors define
three schemes for forensics investigation: (1) device level forensics, (2) network
forensics and (3) cloud forensics. This model, called FAIoT, is a first attempt at
defining IoT forensics and, as such, it should be considered as a seminal work
in the field. However, we postulate that IoT forensics is far more than a juxta-
position of known forensics venues. The model concentrates on the hacking of
IoT devices whereas all the area of identifying data leakage and tampering is

https://www.arduino.cc/
https://www.raspberrypi.org/
http://www.netmf.com/
http://www.netmf.com/
http://littlebits.cc/
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left aside. It focuses on the traces left by an attacker, leaving aside the investi-
gation of the data flows. Understanding the nature of an attack upon IoT is, of
course, essential, but in order to be complete and to follow forensics principles,
we should be in position to track the data flows. This model reflects the tra-
ditional foreseen usage of IoT in criminal cases: hacking to take control of the
devices. For instance, hacking an insulin pump in order to blackmail a user, or
taking control of Supervisory Control And Data Acquisition (SCADA) systems.
These constitute extreme cases, that need to be addressed, but we consider that
the most representative ones relate to data breaches and illicit private informa-
tion disclosure or tampering. Most frequently, IoT devices constitute the origin
or the main propagation vector of these incidents.

As a matter of fact, among the top cybersecurity threats and cases docu-
mented in the scientific literature throne data breaches [14,15]. At Swiss and
EU level, a very strong move towards data protection is operated, and the need
of forensic evidences is in high demand.

2.3 Privacy by Design

In addition to ongoing regulatory effort in the EU [1,2] and in Switzerland [3], the
PbD principle appeared, mainly cultivated by Cavoukian in Canada since 2008
[17]. According to Cavoukian, PbD is based on seven foundational principles,
although new additions to this list, such as the data minimization principle have
recently emerged. In these principles, Cavoukian [17], pointed out the fact that
the legal framework was not sufficient to ensure the protection of the private
sphere. In fact, the European Union Data Protection Directives [1,2] always
require data controllers to implement appropriate technical and organizational
measures for personal data protection. However, this has proven to be insufficient
since often the data protection and privacy principles are added as an additional
layer over existing ICT systems.

In order to remedy this technical weakness in terms of privacy protection of
ICT systems, Ann Cavoukian proposed to directly integrate preserving privacy
means from the start of the system design and during the system operation. She
encouraged the usage of Privacy Enhanced Technologies (PETs) when possible
and she also urged the usage of Privacy by Default (see below the second principle
proposed by Cavoukian). Ideally, as follows from the definition of the European
Parliament commission [19], a PET should act as a coherent system of ICT
measures that protects privacy by eliminating or reducing personal data or by
preventing unnecessary and/or undesired processing of personal data, all without
losing the functionality of the information system. More precisely, PbD means
that the requirements in terms of privacy protection and data protection will be
taken into account at the earliest stage of the product design. Concretely, from
the work done by Cavoukian et al. [17], the seven key PbD recommendations
that emerged are listed below:

1. Proactivity rather than reactivity: privacy measures need to be taken before
the privacy-invasive events happen (prevention and minimization).
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2. Privacy by Default: default settings need to ensure the maximum degree of
privacy and data protection without direction from the data user.

3. Privacy Embedded into Design as an essential component integrated in the
whole ICT core system.

4. Full sum (no trade-off): ICT systems need to include privacy from the start
without making any un-relevant trade-off such as increasing security to the
detriment of privacy.

5. Full life cycle: Privacy included into the ICT system design from the start:
before any data have been collected in the system, during the entire system
operation and also during the entire life cycle of the data.

6. Visibility and Transparency: At any moment, the data user should be given
the possibility to know and control who has his data, what data have been
collected and for what purposes they will be used in accordance with the
legitimate initial purpose.

7. User centric: Privacy by default measures (such as opt-in option), appropriate
notice for privacy settings selection should enable the data owner to quickly
and easily obtain the highest level of protection.

Recently, in May 2016, the official texts of the new EU Regulation and the Direc-
tive have been published in the EU Official Journal [20]. The new GDPR was
published on May the 4th, 2016 although enforcement will be effective on May
the 25th, 2018. The regulation focuses on “a consistent and high level of protec-
tion of the personal data of natural persons but also facilitates the exchange of
personal data between competent authorities of Members States. This is crucial
in order to ensure effective judicial cooperation in criminal matters and police
cooperation.” The recent GDRP regulation [16,20] also puts forward the PbD
paradigm as a fundamental principle for implementing privacy controls at all
the different stages of the information life cycle. In particular, we consider espe-
cially relevant the Article 20 titled “Data protection by design and by default”
that clearly states EU regulators’ recommendation to “implement appropriate
technical and organizational measures (such as pseudonymization), which are
designed to implement data protection principles, such as data minimization, in
an effective manner and to integrate the necessary safeguards into the process-
ing, in order to meet the requirements of this Directive and protect the rights of
data subjects”. However, no indication is provided on how to accomplish these
ambitious and complex objectives and, as a consequence, we consider that our
work constitutes a significant contribution to fulfill this goal.

3 The Proposed Model - Smart Data System

3.1 Setting the Privacy Level of Data

Our conception of the data system is based on the primary providers of data:
the IoT/Internet users. They can define the level of privacy for their own data
and attach requirements to their data. Since we address the average Internet
users, the system should make the operation simple to understand and easy to
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realize. Therefore, the privacy level will be universal and easily understandable; it
comes into three privacy levels: Public, Confidential, Intimate. Each level should
be in accordance with the EU data protection regulations or national privacy
protection laws.

In terms of ergonomics and ease of understanding by all kinds of users (who
can also include elderly or disabled people), we propose a graphic scale helping
the user to express the sensitivity of the provided data. This scale might be
similar to the energy consumption scale that can be found for different home
appliances. An example is provided in Fig. 1: The privacy level will be linked to
the intended usage of the data. For instance, age and weight of a person can be
public for an anonymous statistical review, and confidential, i.e. restricted, to
the application managing the user’s health.

3.2 Controlling Data Ownership and Usage

The right to use the data is transmitted from the provider to the controller. The
data controller is granted the right to use the data, but never the ownership of
the data. The usage of the data can be multiform, for instance:

– Statistical and anonymous usage of data;
– Business usage for commerce and marketing;
– Intelligence usage for other consumers, producers and others.

Furthermore, the data is transmitted with metadata describing the data owner-
ship, its transmission mode and security tokens, through the PVC. A contract
links the data controller and the data provider upon the delivery of data and its
usage. Financial agreement can be reached. All this meta information should be
associated to the data.

3.3 Role of a Smart Data System

We propose a component called Smart Data System (SDS) to handle the data
privacy level, the data intended usage and the metadata. The SDS is designed
in a way to achieve a strict segregation between the data provider and the
data controller, preventing the former from communicating directly through the
Internet. By preventing direct communication, we position the user as a central
actor who can control and qualify his data, in a simple and seamless way via the
SDS. This implies that only the SDS is allowed to communicate with the Internet.
The data provider (the user himself or an appliance) may only communicate with
the SDS. The SDS is designed with the following assumptions:

– Failures will arise
– Security attacks will be launched
– Data breaches will happen
– Data corruption will occur

Hence, the SDS will have to implement mechanisms to handle the above enu-
merated problems that are the consequence of a normal course of events in the
present Internet. Experience shows that failures, attacks and/or breaches are not
an exception but rather a rule in the operation of the global Net.
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3.4 SDS Architecture

We propose a division of SDS into several containers (sand boxes) monitored
by fault-tolerance and intrusion detection services. These containers have the
capability to be easily distributed to cope with heavy load and moveable to cope
with attacks. For instance, the SDS can provide an anomaly detector, a fault
handler and can issue service notification messages such as: Security Breach,
too much data requested, an improper use of data, etc. If an unusually huge
amount of data or malformed data is sent to the SDS, the anomaly detection
system should detect it and send a signal to other containers so that they can
stop communicating and shut down. A similar response may be triggered if a
container is no more answering a probe signal. The SDS should be independent
from any OS and/or application, so that it can be placed either in a cloud, a
home computer, or a small device such as Google glasses.

Fig. 1. Data sensitivity scale

3.5 Ensuring Fight Against Crime

User privacy should be balanced against the need to access the information
in case of police investigations (fight against crime). For this purpose, at the
provider side, the SDS will ensure safe logging of the transferred data and will
guarantee its intended usage. In case of consumer abuse, the forensic logs can be
provided to a court. The data traceability and accountability are implemented
by a separated service running side by side with the SDS. At the consumer
side, traceability and accountability of data is implemented, as required by each
country laws.

We are considering homomorphic cryptography a strong candidate to safe-
guard and present the evidences. In fact, the homomorphic cryptography would
link together different services acting on the data without exposing the data to
each of those services. Thus, with homomorphic encryption, the use of cloud
services for forensic soundness is feasible. For instance, new services acting as
trusted third party, can store forensic logs and eventually provide them upon
legal warrants.
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3.6 Monetization of Data

Currently, while most of the Internet users are giving their data for free, the
majority of Internet service providers are using this data for financial gains as
part of their business models. In order for Internet users and service providers to
get a reasonable bargain, it is necessary to define fair and mutually acceptable
conditions for using the services and the data. In addition, these conditions
can be dealt with in such a way that they give incentives for the user to allow
more access to his data and for the service provider to allow free usage to some
services. For instance, a service can be provided for free (i.e. without currency
being exchanged) if the user agrees to give the full usage of its private data to the
provider. If the user is not willing to give the provider the usage of its data, then
the provider can charge the user for its service. Otherwise, if the user considers
his data are very valuable, he can charge the provider for the usage of his data.

3.7 PVChains Scenario

Though the SDS design is not limited to IoT, it is expected that some modifi-
cation will be needed for any other type of data. The IoT scenario includes a
Digital Weighting Scale, a common appliance. The device registers to the SDS
and sends its data. This part (the registering and the communication) is not
designed. The very important data of 90 Kg and 80 pulses per min is sent to
the SDS, which stores it, along with the metadata, inside a data repository. The
SDS publishes the data tagged Health on the channel Confidential. The Internet
application for the Weighting Scale, also registered with the SDS, can retrieve
only and exclusively this data.

4 Detailed SDS Architecture

Figure 2 provides a detailed view of the SDS functional architecture.

4.1 The Controlling Area

The controlling area is inside the CSDS (Controller Smart Data System). The
purpose of this area is to offer private data management for the IoT. It is com-
posed of:

– DataManagementFromIoT module
- When the user is buying an IoT device, the device is not able to com-
municate to the Internet. The user has to configure it via a network con-
nection. This connection, usually initiated via a web interface (the device
running a small web server for administration purpose), will now be ini-
tiated through the DataManagementFromIoT module. - The DataManage-
mentFromIoT exchanges information with the device: public keys, name to
be displayed on the device screen (if any), etc. - The device sends the URL
of the data processor web site. - The device sends the complete list of data
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Fig. 2. SDS architecture

definition that it will collect. For instance, for a scaling machine: Date and
Time (this is the date of the measure, YYYYMMDD-hh:mm:ss), weight (this
is your weight in Kg), heartbeats (this is your pulse rate per second), fat
(this is your fat percentage) and user (this is the user using the scale). -
The DataManagementFromIoT presents all these data definitions to the user
who is required to choose a privacy level for each of them. - The DataMan-
agementFromIoT connects to the processor URL and sends the list of data
definition and privacy settings. In this first step, a minimal load has been put
on the device, which often has limited memory or/and processing power. It
also imposes minimal requirements on the IoT provider with respect to pos-
sible modification of the software in the device. Once this first step is over,
the data controller and the processor have to reach an agreement on the data
and the data usage. This agreement is drafted in the form of a Service Level
Agreement (SLA).

– SLA negotiation
The pricing of the data is settled. The negotiation of the price could be
done in terms of money or service. Once the SLA is ready, the controller
and the processor send their agreement to the Forensic and Auditing Facility,
which is an external service. The intent of agreeing is logged, and the reached
agreement is logged too.
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4.2 The Forensic and Auditing System

The Forensic and Auditing System (FAS) is the component that mostly enforces
the data protection part of the proposal, whereas the Controller Smart Data
System defines the data privacy part. The FAS has several missions:

– Logging the establishment of an SLA between a controller and a processor.
The transaction is done by recording both IDs, SLA (content or digest, tbd),
timestamp of issuance and Time to Live (TTL, or duration); the SLA itself
might be a list of data definitions, properties or use cases. This logging is
done by the ForensicSLALogger.

– Logging the data transmission from the controller to the processor. The data
itself do not need to be logged, but at least the IDs, data requested, data
granted, timestamp of demand and TTL. The logging is done by the Foren-
sicActivityLogger.

– Logging the data transmission from the processor to a third party. This activ-
ity is important. It enables the processor to document where/when the data
is transferred, and in the same time, the third party can verify at the FAS
if the processor has the right to sell the data, according to the SLA between
controller and processor. The third party in turn becomes a processor.

– Answering police, or audit, investigations by providing the records upon jus-
tice warrant. Logging systems have been extensively used in operating sys-
tems, and more particularly Database Management Systems, in order to pro-
vide transactional services (Atomicity and Durability). In SDS, the logging
system is designed for the safekeeping of three kinds of evidence, should a
dispute arise:

– Evidence of an SLA establishment, and the SLA content.
– Evidence of data served from the controller to the processor.
– Evidence of data transmission from the processor to a third party.

It is a forensically oriented logging system. Note that a traditional logging sys-
tem also exists for transactional services inside the SDS. In order to maintain
the quality of the stored evidence, the ForensicActivityLogger and the Foren-
sicSLALogger must be duplicated at the controller side and processor side. We
propose to use homomorphic cryptography to ensure a secure environment. The
homomorphic cryptography permits to process forensic logs under the same
secret at the different location, without an extensive key management.

4.3 Privacy Verification Chains

We propose a system that links private information to a control structure that
provides a proof of legitimacy that can be validated by regulators and police
authorities. This control structure is based on a Peer-to-Peer (P2P) paradigm
where the Data Owner (provider) and the Data Processor would digitally sign
(mutual signature) a Privacy Control Record (PCR) containing amongst others
the following entries:
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– Data owner ID and Data Processor ID. Both digital identities as they appear
in the public key certificate used to validate their signatures.

– The Data Description field of the information subject to the contract: for
instance, “name”, “e-mail address”, “height”, “weight”, “location”, “beats
per minute”, etc. It should be noted that only the header and not the data
itself would be included in the PCR.

– The SLA indicating the actions that the processor may or may not achieve
on the relevant information. This may include: storage, encrypted storage,
limited/unlimited distribution, selling to a third specific/non-specific third
party, etc.

– Contract date, Time to Live, Contract Expiration, Data Expiration, etc.

As an example, if the SLA allows the Data Processor 1 to distribute the data
to a so-called Data Processor 2, this operation would result in a new PCR that
would consist in a signed (by Data Processors 1 and 2) record containing the same
entries plus a pointer to the previously described PCR signed by the Data Owner
and Data Processor 1. This new PCR would include a new SLA that depends on
the terms of the first agreement in such a way that if the new SLA authorized the
distribution to a given entity other than Data Processor 2, the new PCR would
be invalid. The resulting control structure would be a chain of PCRs that we
name the Privacy Verification Chain (PVC) where the first PCR would be the
one signed by the Data Owner and Data Processor 1 (Fig. 3). Given this control
structure, how can a given organization prove that it is entitled to hold personal
information related to a user? By providing to the law enforcement processor a
pointer to a PVC which links would be iteratively validated (organization/Law
Enforcement browsing mode in Fig. 3.) up to the first one containing the data
owner whose personal information is affected. In other words, the PVC acts
as a Privacy Ledger that allows participating entities to prove that they are
entitled to hold privacy-related information, regardless of how this information
is handled or stored. Furthermore, the PVC structure provides other relevant
uses and benefits:

– In case of a security breach resulting in a user data leak, the affected com-
pany may browse (organization/Law Enforcement browsing mode in Fig. 3)
all the relevant PVCs in order to identify the users affected and trigger the
corresponding informative and corrective measures. This feature provides sig-
nificant benefits to companies complying with the new EU GDPR regulations
[20] where the maximum notification delay for a breach affecting, so called,
Personally Identifiable Information is limited to 72 h.

– The PVC will also provide support for bidirectional browsing which means
that the data owner will be capable of browsing all the PVCs involving the
data he owns (data owner browsing mode in Fig. 3). This represents a rele-
vant achievement since it allows the user to discover all the data processors
that hold his personal information, including these entities that have not
established direct agreements with him.

As explained, the control structure does not hold personal user information
and, as a result, does not need to be kept confidential. Only authentication and
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Fig. 3. Privacy Verification Chain

signature validation are required for every PCR link in the PVC. If the identities
of the signing parties are considered sensitive, PCR records may be represented
as cryptographic digests facilitating verification without disclosing PCR con-
tents. Regarding the confidentiality of the personal information, it should be
noted that the SLA may include policies stating how information should be kept
and managed at the processor facilities. For instance, if the signed agreement
enforces that personal information should always be stored encrypted and the
processor keeps this data on the clear, it may be subject to fines or sanctions
from a law enforcement entity.

5 Conclusion

This work provides an increase in data security by the design of a privacy system,
the SDS. The SDS furnishes a simple way for the Internet user to set the privacy
level he intends for his data. It also provides an intuitive mechanism for the
Internet user, through the use of PVC to know who is using his data, which data,
and to what purpose. This innovative Privacy Control Infrastructure based on
a peer-to-peer model allows law enforcement entities to find out whether data
controllers are entitled to hold personal user information. Moreover, PVChains
may be considered as (1) a structured and organized framework for companies
and users to reach a fair bargain on the usage of private data (2) a set of well
defined procedures and controls for law enforcement to access critical information
(3) simplified process for independent administrative authorities operating data
protection legislation to effectively control the usage of data.
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