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Preface

The 8th Scandinavian Conference on Information Systems, SCIS 2017, was hosted by
Østfold University College in Halden, Norway, during August 6–9, 2017.

Last year’s theme for the conference was “Living in the Cloud,” inviting papers that
describe various aspects of the increased use of cloud-based systems, how this affects
our lives, and how we as information systems scholars can design for this new para-
digm. This year, we took this further by focusing on the so-called smart systems that
prevail in many areas, from health systems to industry and education. As information
systems scholars, we have a responsibility in the continued digitalization of our society.
New technological innovations influence work processes, communication, leisure
activities, and lifelong learning. To provide an arena for discussing larger questions in
this context, we selected “Challenging Smart” for this year’s conference. Not because
we think “smart” systems are inherently problematic, but because the term “smart
technology” is often used uncritically. Our community has a responsibility to ask these
questions, in the design, implementation, and adaptation in organizations.

What does “smart technologies” mean in different contexts? For whom is the
technology smart? In what way is it smart? What should we expect from the organi-
zations and businesses involved in this development, and what does it mean to be a
resident in a smart society?

We received 32 submissions and accepted 11 of these, leading to a final acceptance
rate of 35%. Each submission was assigned a minimum of two external reviewers and a
primary reviewer, who provided a meta-review; final decisions were taken using a
combination of all of these reviews.

The keynote speakers at the conference were Hanne Cecilie Geirbo from the
University of Oslo and Per-Anders Hillgren from Malmö University.

SCIS 2017 was held in conjunction with the 40th annual Information Systems
Research Seminar in Scandinavia, IRIS 40.

We would like to thank all supporters and sponsors of this conference, the
reviewers, organizers, Program Committee members, authors, and others who have
helped make this possible.

June 2017 Susanne Stigberg
Joakim Karlsen
Cathrine Linnes
Harald Holone



The original version of this book was revised:
Contents were corrected throughout the chapter.
The erratum is available at http://link.springer.
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Leading Digital Transformation:
The Scandinavian Way

Bendik Bygstad1,2(&), Hans-Petter Aanby3, and Jon Iden2

1 University of Oslo, Gaustadalléen 23, 0373 Oslo, Norway
bendikby@ifi.uio.no

2 NHH Norwegian School of Economics, Helleveien 30, 5045 Bergen, Norway
jon.iden@nhh.no

3 OptimiseIT AS, Dillingtoppen 17, 1570 Dilling, Norway
hans-petter@optimiseit.no

Abstract. Digital transformation can be seen as the mutual reinforcement of
process redesign and innovative use of IT. The literature on digital transfor-
mation focuses on digital business strategy and the transformational CIO.
Stakeholder engagement in combination with leadership style is seldom dis-
cussed. Our research questions are (i) what characterises leadership in the digital
transformation, and (ii) what does the Scandinavian workplace model add to the
knowledge of digital transformation? Our empirical evidence is the digital
transformation in a large airline, the SAS, during the years 2013–2016. The
process was very turbulent but eventually quite successful. We identify two
Scandinavian contributions to transformation research: firstly, the deep
engagement with employees, including trade unions, supports a structured
process with a focus on finding solutions, not conflicts. Second, a coaching
leadership style, allowing space for autonomy, leverages the competence of
highly-skilled employees.

Keywords: Digital transformation � Transformational leadership � Scandinavian
workplace model � CIO � Case study

1 Introduction

It is one of the hard facts of management research that most managers do not get much
done during their tenure, except keeping up with daily tasks and problems. This applies
also to CIOs; many of them dream and talk about digital transformation, but the
short-term challenges are so numerous and tough that even apparently successful CIOs
seldom accomplish much more than keeping the lights on.

But some do. Some executives are credited with transformational leadership, and
some CIOs have accomplished digital transformation of their organisations, or even
sectors [1, 2]. For instance, in Cases on IT Leadership, Bjørn-Andersen [3] presented
16 cases, including some spectacular transformation successes, such as Maersk
(shipping), Lego (toys) and NOVO (pharmaceutical). Researchers have identified two
key success factors for digital transformation: competent strategic management and
some specific capabilities of the acting CIO [2].

© Springer International Publishing AG 2017
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However, there are many unresolved questions about the role of the CIO in digital
transformation. One of them is the role of the environments, such as the role of the
transformation team, the vendors, the senior management and perhaps most impor-
tantly, the role of the entire focal organisation.

Our starting point is that digital transformation requires a transformational CIO, but
a successful transformation is the result of a collective organisational effort, not the sole
result of a heroic and charismatic CIO. Our research context is the Scandinavian
work-place tradition, emphasising a broad and inclusive approach to organisational
change. Our research questions are,

• What characterises leadership in the digital transformation?
• What does the Scandinavian workplace model add to the knowledge of digital

transformation?

To develop our argument, we draw on insights from transformational leadership,
the Scandinavian workplace model and an in-depth study of a turbulent transformation
at the SAS airline. Our contribution is that the Scandinavian workplace model adds two
elements: deep engagement with employees and a coaching leadership style, ensuring
that the process leverages the competence of highly-skilled employees.

2 Relevant Research

2.1 Digital Transformation and the CIO

Bharadway et al. [4] presented influential ideas on digital transformation. Their key
point is that firms no longer need an IT strategy (as one of several sub-strategies) but
rather a digital business strategy, defined as an organisational strategy formulated and
executed by leveraging digital resources to create differential value. The digital busi-
ness strategy is described as different than the IT strategy in four aspects: scope
(transcends traditional functional silos), scale (rapid digital scale-up and down), speed
(of product launches and decisions) and source of value creation (multi-sided business
models and information). This also requires a different type of CIO.

In The Transformational CIO [2], Muller builds on established insights from
strategic management for the transformational CIO:

• Define a vision: the people carrying out the transformation project must have a clear
vision

• Build an executive team: this includes usually bringing in new managers and
moving people to different positions

• Lead and inspire: this means to changing the IT organisation from a reactive to a
proactive mode, and getting people to believe in your ideas

• Change the way people think and behave: the three essentials (people, business
processes and technology) must be orchestrated together to accomplish the
transformation

2 B. Bygstad et al.



Muller points to the fact that most CIOs are not transformational, and that the
successful CIO must be able to convince the business that the IT unit is a real business
partner, with the necessary insight and means to transform the organisation.

A successful transformation is also context sensitive. In his classic HBR article [5],
Kotter argued that most transformation efforts failed because in a normal
business-as-usual situation, there are simply too many forces that resist change. Only in
a crisis are these forces are weakened, and a window of opportunity emerges, where
real transformation is possible.

Which attributes, then, are important for the transformational CIO?

2.2 Transformational Leadership

Leadership is described as ‘a stream of evolving interrelationships in which leaders are
continuously evoking motivational responses from followers and modifying their
behaviour as they meet responsiveness or resistance, in a ceaseless process of flow and
counter flow’ [6]. Masood et al. [7] argued that in a global and changing business
world, leaders must be able to respond to continuous changes in markets, customer
needs, resources and technologies. Consequently, transformational leadership, first
introduced by Burns [6], has received a tremendous amount of attention and has
emerged as one of the most dominant leadership theories [8]. The essence of trans-
formational leadership, as postulated by Boehnke et al. [9], is that superior performance
is possible only by transforming followers’ values, attitudes and motives from a lower
to a higher plane of arousal and maturity. Research by Krishnan [10] suggests that
superior performance is possible only through stimulating and motivating followers to
higher levels of performance through transformational leadership.

According to Bass [11], transformational leaders possess good visioning, rhetorical
and impression management skills, and they use these skills to develop strong emo-
tional bonds with followers. Transformational leaders offer a purpose that transcends
short-term goals and focuses on higher-order intrinsic needs [6]. Four dimensions of
transformational leadership have been proposed [8, 12]. Firstly, idealised influence
characterises the extent to which a leader behaves in admirable ways that encourage
followers to identify with him or her. Second, inspirational motivation describes the
extent to which a leader puts forth a vision which is appealing and inspiring to fol-
lowers. Third, intellectual stimulation characterises the extent to which a leader chal-
lenge existing assumptions and takes risks that stimulate and encourage creativity in
followers. Finally, individual consideration describes the extent to which a leader
listens to followers’ concerns and seeks to meet their individual needs.

2.3 The Scandinavian Workplace Model and Scandinavian Leadership

The three Scandinavian countries (Sweden, Denmark and Norway) form a rather tight
cluster [13, 14]. They share a common history, their languages are similar, they share the
same Lutheran religion, and politically, they share the social-democratic ideology
responsible for what is known as ‘the Scandinavian workplace model’. The Scandinavian
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model is a relatively loose term. At a macro level, the model refers to a highly educated
and relatively homogeneous workforce, stable labour relations, a high level of unioni-
sation, small wage differentials, high productivity and strong governments committed to
an extensive welfare and social security system with full employment as an absolute
objective [15, 16]. At a micro level, the term refers to a relatively high degree of work-
place democracy based on co-operation, consensus, participation and power-sharing
[15]. The classic survey by Hofstede [17] typifies a rather distinctive Scandinavian
workplace culture, categorised as very low on power distance and with a preference for
good working relations.

Research has revealed that leadership in Scandinavia differs in many ways from
that of other supranational entities [15], and Scandinavian leadership is suggested as a
distinctive management concept. Scandinavian leaders favour coaching rather than
directing [18], frequently ask subordinates for opinions [19], are more willing to del-
egate decisions to subordinates than in many other nations [20] and tend to favour team
integration and team collaboration [21].

3 Method

The chosen approach was engaged scholarship [22], defined as a form of inquiry where
researchers involve practitioners and leverage their different perspectives to learn about
a problem domain. The basic idea of engaged scholarship is that when researchers
interact and learn with practitioners, it is more likely to produce significant knowledge
advances than doing either basic or applied research. A key point is that any lack of
agreement may provide particular illumination when addressing complex research
questions. Engaged scholarship is based on a critical realist philosophy of science.

3.1 Research Setting

The setting was unusual. In 2013 a new CIO, Mr Aanby, was hired by the Scandi-
navian airline SAS, first to deal with an immediate crisis and later to transform the
airline’s IT structure and services. Aanby had previously been an IT manager at SAS
but had spent the past decade as CIO and director of business development at SAS’s
main competitor Norwegian Air Shuttle. At Norwegian, Aanby had built a modern,
SOA-type IT architecture and an agile IT organisation, which had been a key element
in Norwegian’s spectacular success [23] during the decade the start-up airline had
grown to a billion-dollar international airline, carrying 25 million passengers in 2015.
In 2012 Aanby quit Norwegian and started a consulting business. Shortly after, SAS
called on his services, asking him to do the same as he had accomplished in Norwe-
gian, i.e. to establish a low-cost IT-platform to support business agility (or almost the
same but from an opposite position). At Norwegian, the challenge had been to build a
new solution from scratch; at SAS, the challenge was to reduce the complexity of a
mature but siloed IT structure.

4 B. Bygstad et al.



3.2 Data Collection and Analysis

In line with van de Ven’s method for engaged scholarship [22], the study was con-
ducted in co-operation with Aanby and with other key actors in SAS.

The main steps were:

(i) Ground problem/question in reality up close and from afar
Mr. Aanby and the first researcher had co-researched the Norwegian case and
co-published results [24]. Building on Aanby’s experience in SAS, we wished to assess
the digital transformation in SAS, with a particular focus on the role of the Scandi-
navian workplace model and Scandinavian leadership.

(ii) Develop alternative theories to address the question
In particular, we wished to investigate the environments of the transitional CIO, in
order to theorise on which factors that might support digital transformation. Our
assumption was that this aspect was central but under-researched.

(iii) Collect evidence to compare models or theories
A case description was crafted, building on in-depth interviews with seven key
informants from the SAS case, and supplemented with written records, such as project
documentation, technical descriptions and evaluations. The analysis focused on iden-
tifying specific patterns of the change process, in order to understand the transforma-
tional CIO and assess the Scandinavian contribution.

(iv) Communicate and apply findings to address the problem/question
Preliminary results were discussed with the key informants. The same applied to draft
versions of this paper.

4 The Case

SAS is an international airline, based in Scandinavia, partly owned by the governments
of Sweden, Denmark and Norway. Founded in 1946, the company operated relatively
protected by privileged routes inside Scandinavia and regulated international connec-
tions. After the European airlines were deregulated in 2000, competition became much
stronger; air ticket prices fell, and SAS revenues plummeted. The company were used
to being rich and protected, and struggled to adjust the new situation. Although SAS
had been losing money since 2002, the sense of crisis was weak, and programmes and
projects had continued. Instead of a turnaround strategy and operations, the company
chose to solve the problems financially, by selling assets and by asking for more money
from government shareholders.

4.1 An International Airline in Crisis in 2012

By November 2012, the crisis became acute because the company was running out of
cash and not paying its bills. One of the actions was a short-term engagement of
Hans-Petter Aanby, a former SAS IT executive who later had built a strong career as
the CIO of SAS’s main competitor, Norwegian Air Shuttle. Aanby had recently quit

Leading Digital Transformation: The Scandinavian Way 5



Norwegian and was available as a consultant. His assignment was to ensure – in the
case of SAS bankruptcy – that the IT systems would be in operation to allow aircraft
from various destinations across the globe to return to Scandinavia.

By the end of December, the crisis had been temporarily solved by SAS’s creditors,
the banks, which granted the necessary cash. In practice, this meant that the banks were
taking the main decisions during the coming period. The key short-term decision was to
cut cost dramatically, and IT was not excluded; building on a report from PwC, the
stated objective was to cut IT costs by 50% and IT personnel by 70%, without negative
effects on operations. Aanby was asked to take the CIO position and accepted.

An overview of the chronology of the case is offered in Fig. 1.

4.2 A New CIO in 2013

Reducing IT costs by 50% (of an official budget of 1.3 billion SEK, which in reality
turned out to be 1.7 billion) without affecting operations was extremely challenging.
However, the IT function had not been well managed the past ten years, and there was
some slack in several layers of the organisation. Aanby quickly initiated three initia-
tives, which were run in parallel:

• Establishing a new IT organisation and redesigning internal processes
• Reducing the number of systems and redesigning the IT architecture
• Negotiating and implementing a new sourcing model.

SAS in
crisis

2012 2013 2014 2015 2016

Q1-Q2 Q3-Q4 Q1-Q2 Q3-Q4 Q1-Q2 Q3-Q4 Q1-Q2 Q3-Q4 Q1-Q2 Q3-Q4

New
CIO

RfP and
start of

down-sizing

TCS Tata
awarded
main IT
contract

New IT
organi-
za on

Migra on of
systems
starts.

“Guardian
vendor”

Change to
mul -

sourcing
strategy

SIAM
successfully

imple-
mented

Results:
- 50% in personnel

- 25% in opera ng costs

600
applica ons
removed

from por olio

Fig. 1. Timeline.
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4.3 Establishing a New IT Organisation and Redesigning Internal
Processes

The new IT organisation was established with seven units as shown in Fig. 2. All
managers (five of them called “business CIO”), with one exception, were new; most of
them came from other companies.

The business CIOs were given extensive decision rights. One commented:

I spent my first month learning the business, and meeting as many stakeholders as possible,
business managers, IT personnel, vendors and customers. I did not start with the existing IT
resources, but began by trying to understand what was really important for our internal and
external customers. Then I proceeded by designing how the business processes should work
with IT and asking how we could deliver the services at much lower costs.

Over time, SAS had developed a high diversity of business processes and IT
systems. In 2013, although development and operations had been outsourced, the IT
staff included 211 personnel. The goal was to reduce this number to 60. Many IT
employees were assigned to departmental systems. When many of these systems were
terminated, the consequence was usually lay-offs. This process is regulated extensively
in Swedish law and was carefully executed. The CIO commented:

Around any IT system, over time, a small ecology of owners, users, hardware and tools,
developers and operation support, develops. So, reducing the number of business processes and
systems also meant staff reduction. We dealt with this very carefully, involving the unions in
every step. It took time and effort, but we found reasonable solutions with relatively low levels
of conflict.

4.4 Reducing the Number of Systems and Redesigning the IT
Architecture

The systems portfolio in SAS had grown since the early 1970s, and by 2013, it
included around registered 1200 applications, large and small, which were run by CSC
in the Copenhagen data centre. The average system age was 15–20 years. Some of
them were central business systems in air planning and operations, marketing, booking
and financials, and were crucial to the company. However, most applications were
departmental solutions serving a useful purpose, but not all were really necessary. But
which ones could be removed? Aanby and his management team had the advantage of
deep knowledge of the business and IT sides of the matter and did not leave the

Fig. 2. The new IT organisation.

Leading Digital Transformation: The Scandinavian Way 7



decision to middle management. Instead, they went head-on, analysed every applica-
tion and decided its importance: Was it really needed? Could other applications provide
the same or equal functionality? Through this process, they decided that approximately
50% of the 1200 applications could be discarded.

The remaining applications needed better integration. The IT architecture was
partly built on an enterprise bus solution (Tibco), and Aanby decided to keep this as the
backbone. The major business systems were first integrated and later worked as a
gravitational force on other applications. A service-oriented approach was chosen,
where integrations were analysed, and in many cases rebuilt as services. Gradually, a
more integrated and leaner portfolio emerged, and by 2015, the number of applications
was reduced to 600, in 175 systems.

In parallel, the core systems were gradually renewed; in 2014 a new SAP platform
and an e-commerce solution were implemented, and in 2015 new solutions for revenue
management and aircraft maintenance were introduced. The speed of change was
considerable; in the period 2013–2015 there were 238 new releases, i.e. more than one
every week. There were no major disruptions of IT stability during the transformation
period. One business CIO commented:

We worked extremely hard in this period, to keep operations going whilst changing the whole
infrastructure. First we had to define a new configuration; then roll it out at all bases. We
established a command centre, where managers, IT staff, vendors and business people met and
solved problems. Up to 50 people attended these sessions, where decisions were taken on the
go. We had to co-ordinate the actions of support personnel and technicians at a large number of
airports around the world, and the same time deal with technical and vendor issues.

4.5 Negotiating and Implementing a New Sourcing Model

IT development and operations had been outsourced to CSC in 2004, with the data
centre in Copenhagen and development in Stockholm. The contract was expensive and
the services unsatisfactory, and in February 2013 Aanby issued a Request for Proposal.
The main contract was awarded to Tata Consultancy Services (TCS), an Indian IT
service giant, at a much lower cost. Transitioning to a new data centre in Aarhus, from
CSC to Tata, was complicated and ripe with conflicts. Each system was analysed in
terms of services and dependencies, and then changed, moved and tested, before set
into production. One manager commented:

We realised from the start that we were not only changing the technology, but more impor-
tantly, changing the company’s business processes. Our key challenge was to deliver better
services to customers, at lower costs. In order to do this, we had to understand the inside of the
processes, both the people and the technology. This could not be done in contracts; rather we
had to work very closely with the vendors to design the right solutions. Even the CIO was very
hands-on with these details.

Infrastructure was completely renewed; 4000 servers, 15.000 workstations, and
various LAN/WAN networks were installed. In addition to Tata, large contracts were
awarded to Amadeus, SITA and others; in total 300 IT vendors (many of which were
local companies delivering services to airports around the world) were involved.

8 B. Bygstad et al.



4.6 Moving from Guardian Vendor to SIAM in 2014

When Tata was implementing the new solution in autumn 2013, they assumed the role
of guardian vendor, i.e. ensuring that all sub-vendors delivered according to contracts
and Service Level Agreements. This arrangement turned out to be unsuccessful; it led
to a number of conflicts, vendor responses to problems took a long time, and SAS
lacked direct access to information on upcoming issues.

The solution was a different model, called Service Integration and Management
(SIAM), which is a management approach to dealing with multi-sourcing [25].
Multi-sourcing deals with a blend of internal and external services, and offers the
opportunity to select best-of-breed services from various vendors. The challenge is to
integrate these, often interdependent, services into a seamless whole.

SAS decided in autumn 2014 to implement SIAM, and this element was taken out
of the contract with Tata. The transition was demanding, because it involved technical
redesign and new contracts with vendors, as well as orchestrating the services to the
SAS organisation. Firstly, an ITIL consultant was hired to help structure the new SIAM
process. Secondly, an internal unit was established to take responsibility for integration
and services. In March 2015, the SIAM solution was working successfully; the incident
and problem management processes were in place, users were satisfied, and vendor
issues were dealt with at operational level. See Fig. 3.

As illustrated in Fig. 2, the SIAM unit integrated the services from the various
vendors and served as a facade to the business.

B C D E
…

Service Integration and Management 

Business and Services 

SIAM 
Roles:
Service Manager
Vendor Manager
Process Manager
Contract Manager

Multi Sourcing
Suppliers 

Business
Requirements

Vendor A 

Multi Sourcing
Services 

Fig. 3. Multi-sourcing with service integration and management.
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4.7 CIO Leadership

Mr. Aanby turned out to be a very hands-on leader but also kept the vision clear. One
of his business CIOs described his leadership in these terms:

He was quite likeable, always in a good mood, joking and laughing. But he was very clear on
the overall goals, and on the gravity of the situation. He explained in several large briefings
what the mission was, and how we should deal with it. In negotiations, both with vendors and
the unions, he was tough. It was evident that he knew what he was doing, and we knew he had
the necessary experience. He was not hiding behind polished consulting language but used
funny illustrations and stories to illustrate his thinking.

The overall focus was on changing the company’s business processes. The
restructuring of the processes was the responsibility of his “business CIOs”, who were
all quite experienced in this line of thinking. Restructuring often implied simplifying or
automating sub-processes, in order to provide better services and reduce costs. For
instance, marketing and sales processes were fragmented in different units and IT
systems, and the new solutions were simpler and more efficient. Aanby had the
advantage of extensive experience with the strategic and commercial issues, as well as
the technical issues. A business CIO commented:

He was very hands-on, knowing the critical details. For instance, if a middle manager argued
that there were specific reasons for keeping things as they were, Aanby knew the details so well
that he could intervene, and argue – correctly – that the business process should be changed,
and describe why this was possible. Without this ability, we would have accomplished much
less.

4.8 Results in 2016

By summer 2016, the transformation project had been completed, and the CIO left. The
results were impressive; IT personnel had been reduced by 50%, and operative costs
had been reduced by 25%. SAS had new and much more flexible solutions, and
operations had been running smoothly during the whole transition.

However, this also meant that the objectives had not been fully reached. One reason
was that new solutions had been added along the way, increasing available services but
also costs. Another reason was that some old applications in the operative part were not
changed, because of the operative risk. A third was that the initial cost was set too low;
the total IT costs amounted to 1.7 billion SEK, not 1.3 billion.

5 Discussion

Considering the case, we think it is reasonable to conclude that it confirms the main
assumptions of the strategic management and digital strategy. It was the sense of
urgency and crisis that made the transformation possible [5], and the change from IT
strategy to digital business strategy [4] is reflected in the depth of the transformation. In
addition, the action pattern of the transformational CIO is in line with the research, for
instance the need for strong senior management support. One top executive in SAS
commented:
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Remember, a CIO can do only as much as the organisation allows him. In this kind of
transformation, there are many forces that resist change. If not overridden by top management,
they will obstruct the CIO; there are potentially an endless number of reasons to keep things as
they are.

Regarding the personal attributes of the transformational CIO, this is a complex
topic, but we believe that the leadership of Mr Aanby resonates with earlier research
[8, 12], as shown in Table 1.

This certainly does not mean that all employees appreciated the CIO’s leader-
ship. The transformation was quite turbulent, and some employees may have inter-
preted the CIO’s behaviour not as good leadership but rather as a kind of soft
manipulation to make people work extremely hard over a long period of time. It might
have some significance that the importance of involving different people, with diver-
gent perspectives, in multiple aspects of the research process, in order to create a richer
process that can enable the complexity of important problems to be examined more
fully.

Mr. Aanby chose to leave his position when the mission had been completed.
There is, however, one aspect that needs more discussion, namely the role of the

environment and organisation in the transformations process. We will assess this in the
following section, focusing on two issues of the digital transformation: the Scandina-
vian model for engagement and leadership.

5.1 The Scandinavian Approach I: Deep Participation

Whilst the CIO literature [2] and the transformational leadership research [8] emphasise
the need for good communication, stakeholder relationships and stimulated and
motivated followers, the SAS case goes beyond this in its continuous and deep
engagement with employees.

The level of engagement was deep in the SAS case, and we can describe it on three
levels. Firstly, at the top level the goals of the initiative (which were dramatic) were
discussed with the trade unions (of which SAS had a large number), and an agreement
on the change process was reached, which was extensively communicated. Secondly,
the need for each system was assessed, and in the many cases of system termination,

Table 1. Characteristics of the transformational leader.

Aspect How the SAS CIO enacted this aspect

Idealised
influence

The CIO established trust through open and truthful communication

Inspirational
motivation

He put forth a clear mission and stayed with it, also in times of crisis

Intellectual
stimulation

He worked with high risk throughout the process, and inspired and
empowered his colleagues to find solutions

Individual
consideration

He dealt individually with his managers and employees, empowering
the able
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employees were deemed redundant. Each case was negotiated with the employee and
his union, and flexible solutions were found. Thirdly, during the change process,
managers (including Aanby himself) were heavily engaged, taking the time to listen,
discuss and decide. One of the managers commented:

Big changes require an understanding of the key issues from all stakeholders, and we spent time
on this. It is much easier to conduct a transformation like this when employees are involved. We
also spent some time explaining our foreign partners this; they clearly were not used to this kind
of time-consuming process.

The Scandinavian approach to leadership recognises that transformation processes
cannot be run solely top-down but are subject to negotiation and sharing of burdens and
benefits. Research has shown that non-Scandinavian managers believe that this leads to
slow and ineffective decision-making, whilst Scandinavian managers argue that the
stronger commitment is more important [26].

5.2 The Scandinavian Approach II: Knowledge-Sharing

The deep level of engagement was important not only for employee commitment but
also for knowledge-sharing. Research has shown that Scandinavians prefer leadership
based on coaching, rather than direction [18], and the use of objectives and values, not
to command and control [15]. This requires that employees are empowered with some
space for autonomy, but also that knowledge workers engage heavily in problem
solving.

Both of these conditions were present in the SAS case. The transformation included
almost every business process and unit in the corporation, and every detail had to be
right. This depended to a large degree on employees’ local knowledge, and the change
process (and culture) allowed for open discussions on these issues. One of the business
CIOs commented:

An important reason for the success was the leadership style. First, the managers were very
relaxed in terms of authority, allowing employees to take decisions when needed, which was
extremely important in a project like this. Second, we were able to leverage the competence of
involved employees, since everybody were encouraged to express their opinion at meeting. In a
more hierarchical culture, this seldom happens, because only the boss will speak.

Summing-Up the Scandinavian Contribution:
One of the key insights of Scandinavian leadership is that commitment requires
meaningful and real engagement, and that the leadership style leverages the knowledge
of employees. Both of these aspects were success factors in the SAS case.

6 Conclusion

In this paper, we analysed a digital transformation process in an international airline, in
order to understand the role of the CIO. The research questions were (i) what char-
acterises leadership in the digital transformation, and (ii) what does the Scandinavian
workplace model add to the knowledge of digital transformation?
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We find that the insights from extant research are valid also for Scandinavian
transformation initiatives. However, we add to the knowledge of digital transformation
two key elements from the Scandinavian workplace model; deep employee participa-
tion, and a leadership culture that leverages employee knowledge.

Acknowledgements. We thank the informants for their time and engagement.
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Abstract. How does software complexity shape software providers’ offshoring
tasks, and how do such firms organize their offshoring activity? These questions
are important, since the global software development market is growing rapidly,
offering new opportunities for software managers and entrepreneurs to distribute
their activities geographically. Based on a multi-site case study of 12 software
firms, we study connections between software complexity and the offshoring
strategies selected. Our findings suggest that software firms select a variety of
organizational structures for their offshoring activity, and that the selection is
shaped by the complexity of the software in question.

Keywords: Software complexity � Offshoring � Outsourcing � Software firms

1 Introduction

Global software markets are growing rapidly [1, 2], highlighting the growing strategic
importance of the software industry in the global economy. At the same time the
development and distribution of software has become a global activity, and customers
and software suppliers are often located in entirely different geographical locations [3,
4]. For the most part, the geographical distribution of the software poses no great
problems, as the software can be delivered to customers at low cost and high speed
over the Internet [5, 6]. In contrast, multiple challenges can arise from identifying
requirements that are sensitive to the local context, developing software across multiple
geographical sites, or providing services to maintain and run the software globally.
These challenges are often related to the fact that software complexity1 [7, 8] increases
as the expansion of global operations grows [9].

When software firms specify requirements for multiple foreign customers, they
must usually customize the software according to the customers’ preferences and local
needs, and integrate it with the customers’ existing complex IT infrastructure; in
accordance with this, the complexity of the software increases [8–10]. The phe-
nomenon overall is linked to the growing heterogeneity of the client base as the global

1 In line with Jarke and Lyytinen [8] we refer here to external software complexity.
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reach expands [11]. This increases variance in requirements, gives rise to new
dependencies between technology components, and generates unexpected interactions
in software solutions [8, 12]. Within these interdependencies, the software complexity
can vary considerably, depending on the nature and context of the software use, and the
software development strategy selected. When a firm seeks to develop software for
“mass-markets” it will deliberately seek to keep the complexity lower and to exercise
strict control over variance in local adaptations and services, so that the software can
suit a maximally wide (and preferably homogenous) customer segment [13–15]. In
contrast, some software firms seek to develop “tailored” software solutions [14–16]
which cater for customers’ specific local requirements. This increases the complexity of
the software underlying the delivered service [7, 8].

As firms develop software and related services for a growing body of foreign cus-
tomers the firm’s operations expand internationally [3, 11]. The international operations
can be carried out using a variety of offshoring strategies, whereby the firm relocates its
activities on a global scale [17, 18]. For instance, a firm may offshore-outsource its
development activities to third-parties in a foreign country, or alternatively it may
offshore-insource development tasks to its own foreign units [19–22].

The existing offshoring literature has focused on a number of questions, in par-
ticular (i) why software organizations offshore their operations, (ii) what activities they
should offshore and where, (iii) what related rationale they follow, including the
structure of the decision-making process, and (iv) how the organization implements,
monitors, and manages offshored activities [3, 17]. There has been less research on how
software complexity, plus related operations, aligns with firms’ management of off-
shoring operations. Hence, the aim of the research is to indicate how software com-
plexity [8, 23] shapes the organization of software offshoring. We specifically wished
to examine how offshoring firms choose alternative organizational structures as a way
to manage the complexity caused by software complexity [24].

2 Literature Review

2.1 Offshoring

Two different terms, namely offshoring and outsourcing have been applied to describe
how firms move their tasks and processes to other organizations. Because the usage of
the terminology is sometimes vague, these terms are defined in this study as follows:
Offshoring refers to moving certain activities to another country, either to a firm’s own
foreign unit or to a third-party located abroad. By contrast, outsourcing refers to
moving some of the firm’s activities to another organization, located either in the same
country or in a foreign country (see e.g. [25]). In practice, offshoring can be imple-
mented using two different options. The first option is to offshore-outsource some of
the firm’s activities to third parties, e.g. to foreign distributors. The use of foreign
distributors offers a low-cost access to local knowledge in a foreign country [26]. For
instance, software firms can utilize distributors’ knowledge of different activities (e.g.
localization, customization, technical support, etc.) to better serve their foreign cus-
tomers [6, 19]. Another option is offshore-insourcing, in other words, the establishment
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of one’s own subsidiary in a foreign country; this will operate as a remote service site
for the parent firm [19–22]. By using a foreign subsidiary, a software firm can use its
own personnel to deal with customers and local distributors. In many cases, this
requires the recruitment of personnel with relevant knowledge of the target industry
and customers in the target country (e.g. [27]). This approach requires more resources
and includes higher financial risk, but it also increases market control and lowers
transaction-related risks [28]. A firm might apply one of these options solely, or else
they can be used in parallel, depending on the software developed (cf. [19]).

The main idea behind offshoring is that a firm should focus on its core compe-
tences, and that it should offshore activities that are not related to its core business [20].
Offshoring has traditionally been seen as an activity in which an organization moves
parts of its manufacturing or other activities to a low-cost country (e.g. [25, 29]). In the
software industry, offshoring has usually been applied to software coding, in which the
coding process is moved to a country such as India, which has substantially lower labor
costs [19, 30–32]. However, offshoring is increasingly seen as a strategy to attain
qualified personnel [17], technical expertise [5], and worthwhile innovations [33]. For
instance, there might be a lack of expertise to develop software for customers’ specific
needs in a target country [16]. By offshoring software development activities to another
country, a firm can get an access to local knowledge and special skills [5, 17, 29, 31].
This can help the firm to develop software that meets the requirements of the local
market [11, 19]. Offshoring can also be a decision involving the language and the
business culture, in that the offshoring partner’s language and its local business culture
skills are needed in order to deal with e.g. sales, support, and localization activities (cf.
[20, 34]). Altogether, offshoring may help firms to create global markets by increasing
the talent pool and innovation capability of the firm [20].

2.2 Software Complexity

In the software industry, the characteristics of software can vary greatly, from highly
complex software to software with low complexity [23, 35]. The complexity can
involve internal complexity, referring to the type and number of dependencies within
the software code, which is largely a function of the size of the code base [23, 35].
Alternatively, it can involve external complexity [8], which relates to the dependencies
of the software with its development and use environments, covering for example the
scope and rate of change in customers’ requirements [8, 10], or changes in the market
environment [7, 9]. In the context of this study, we are interested in external complexity
of software and how it shapes offshoring strategies.

If software is “tailored” or “customized” according the prior requirements set by the
customers [15, 16], the software complexity increases [8, 23, 35]. This is mainly due to
increases in the diversity and dependencies of the software, which in turn increase the
number of versions and functionalities that need to be developed and managed [8, 23].
When a firm develops highly complex software for foreign customers, there may be a
growing need to offshore some of the development activities to countries where the
customers are located. The development of complex software thus requires close
cooperation with customers [13], and this means that knowledge of customers’
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idiosyncrasies and specific software requirements becomes an important asset [14, 36].
By offshoring labor-intensive development tasks [10] to nearby customers, a firm can
get a better understanding of a foreign customer’s preferences.

Conversely, software can also be developed according to the aim of keeping the
software complexity low. This kind of software involves “packaged” [14] or
“mass-market” [15, 16] software which is generally developed for a wide market
segment [35]. This is achieved by designing software on a broad basis, using general
knowledge of customers’ behavior and needs [37]. General requirements can thereafter
be merged and grouped, while at the same time seeking to remove or minimize any
context-specific elements [13, 14, 37]. In addition, one will seek to have fewer different
versions of the software, and attempt to include the same functionalities of the software
in each version [23, 35]. This kind of software is easier to install; it can be downloaded
from the Internet, or it can be used as a cloud service.

In practice, it can be challenging to formulate a strict division of software firms into
high-complexity software developers on the one hand, and low-complexity developers
on the other. For this reason, we see it as more fruitful to approach software firms as
operating on a continuum, with high-complexity and low-complexity software repre-
senting opposite ends. Hoch et al. [16] call firms operating on the middle of this
continuum as “enterprise solution firms.” Compared to software firms developing
highly complex software, such firms use a more standard modular structure in their
software. The modular structure makes it possible to reuse and recombine components
of the software, thereby decreasing design complexity [23, 36]. The modular structure
also makes it easier to customize and localize other components according to different
customer requirements [16, 36].

3 Research Methodology

The aim of the study was to identify how software complexity shapes the organization
of software offshoring, and consequently the management of organizational com-
plexity. To gain an in-depth understanding of the phenomenon, we applied an
exploratory case study method [38]. This method was chosen because it is capable of
encompassing empirically rich and detailed data relating to a complex and understudied
phenomenon [38–40].

3.1 Data Sampling

The case firms were selected by using purposeful, theoretical sampling, as recom-
mended by Eisenhardt [41]. We thus deemed it important that the case selection should
fit the research aim of understanding the relationship between software complexity and
the offshoring strategy. The firms selected complied with the following criteria: (i) the
firms had international operations; (ii) the firms provided software and related services
(i.e. they were not pure service providers, as would be the case for software consulting
firms); and (iii) the firms in the sample differed in the nature of their software and
related service offerings; hence the sample covered a range of firms, from low-
complexity to high-complexity software firms.
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The firms were divided into three groups according to the complexity of the software
they developed. The first group, the developers of low-complexity software, developed
software aimed at mass-markets without any need for tailoring or customization. In
addition, the software could be installed by the customer on a self-service basis. The
second group, the developers of medium-complexity software, developed software that
was broadly aimed at business users. The software had a modular software structure, and
the modules were customized and/or localized in line with customer requirements. The
third group, the developers of high-complexity software, developed software that was
tailored according to the individual customer’s requirements; thus, it called for close
liaison with the customer during the requirement analysis and the installation phases.
Table 1 provides detailed information on each case firm.

3.2 Data Collection

The data for this study were collected within three different projects conducted between
2004 and 2015. The final round of the interviews was conducted in 2014 and 2015, to
ensure the continued applicability of the data obtained in previous years. This final
round of interviews was undertaken with all the case companies, as a means of
checking the comparability of cases. Although the data were collected over a 10-year
period, there were only very slight changes in the firms’ software offering. Altogether,
71 semi-structured interviews were conducted for this study, with each interview
lasting 30–90 min. The first author of this study conducted all the interviews. Most of
the interviews were conducted face-to-face. Nevertheless, eight telephone interviews
and one Skype interview were undertaken because of difficulties in finding a suitable
time for a face-to-face interview. Interviews with the CEO or the manager responsible
for foreign operations were the main source of information. However, to avoid bias
from individual opinions [42–44], other employees with a variety of positions in the
case firms were also interviewed.

All the interviews were recorded and transcribed verbatim, using a word processing
program. Thereafter, the complete transcripts were sent back to the interviewees for
review. To avoid retrospective bias [43, 45], several different types of secondary data
were collected and used to validate the interview data whenever possible. The sec-
ondary data included press releases, advertising material, annual reports, industrial
reports, and news articles. The interview data were compared with early records. If
there were inconsistencies, these were discussed with the persons interviewed.

3.3 Data Analysis

The analysis was conducted in line with the recommendations of Miles and Huberman
[46], and it consisted of three parallel activities: (i) data reduction, (ii) data display, and
(iii) conclusion-drawing/verification. In the data reduction phase, the complete tran-
scripts from all the interviews were simplified and summarized by compiling a detailed
document covering the history of each case firm. In addition, information from other
sources (secondary data) was added to the written case documents. Thereafter, the case
firms were categorized into three different groups according to the complexity of their
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software. The general procedure followed the guidelines of Pettigrew [47], who argued
that arranging incoherent aspects in chronological order is essential in understanding
the causal links between different events.

In the data display phase, the most important data drawn from the categories were
arranged in tables. These tables included quotes from the interview data illustrating the
important events in the case firms’ international operations. The most relevant quotes

Table 1. Overview of the case firms

Firm Year of
establishment

Description of
software

Target industry Software complexity Number of
interviews

Firm A 1988 Data-security
software

Consumers and
diverse
industries

Low-complexity
software

2

Firm B 2000 Cloud gaming
software

Network
operators and
consumers

Low-complexity
software

16

Firm C 1998 Mobile
gaming
software

Mobile
operators and
consumers

Low-complexity
software

3

Firm D 1995 Firewall
software

Diverse
industries

Medium-complexity
software

3

Firm E 1990 Data-in-transit
security
software

Diverse
industries

Medium-complexity
software

3

Firm F 1966 3D modeling
software

Building and
construction
industry

Medium-complexity
software

5

Firm G 1991 Network
analysis
software

Mobile phone
manufacturers
and network
operators

Medium-complexity
software

4

Firm H 2006 3D modeling
software

Furniture
industry

High-complexity
software

10

Firm I 2008 Identity and
access
management
software

Diverse
industries

High-complexity
software

5

Firm J 1998 Virtual design
and modeling
software

Mobile phone
manufacturers,
mobile
operators

High-complexity
software

3

Firm K 2006 Risk
management
software

Financial sector High-complexity
software

7

Firm L 1992 Video codec
software

Mobile phone
manufacturers

High-complexity
software

10
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from the interviews are included later in this paper (see the “Findings” section). The
tables facilitated comparison of the cases, making it possible to detect similarities and
differences between the case firms’ international behavior and offshoring strategies.

The phase of conclusion drawing and verification concentrated on identifying the
aspects that appeared to have significance for this study. In this phase, the regularities,
patterns, explanations, and causalities related to the phenomena were noted. From
these, it was possible to develop the constructs and theoretical logic behind the use of
different offshoring strategies.

4 Findings

In all cases, the firms kept their core competences (i.e. specific skills and techniques
related to core software development) in-house. However, the case analysis indicates
that the firms’ offshoring focused on four different sets of activities, which were
affected by software complexity. These activities were: (i) localization, which was
needed in order to make the software appropriate to the target market, (ii) customiza-
tion according to customer-specific needs, (iii) integration of the software within the
customer’s IT environment, and (iv) product support. All these activities2 further
influenced the ways in which the firms organized their international operations. The
following subsections provide detailed descriptions of how these activities were
organized by the case firms. Here is should be noted once again that the categorization
in the table does not represent three totally separate groups; rather, these firms represent
points on a continuum, with Firm A having the least complex software and Firm L the
most complex software.

4.1 The Offshoring Strategies of Developers of Low-Complexity Software

The developers of low-complexity software (firms A, B, C, and D) conducted their
software development in their headquarters. Because their software was aimed at a
wide customer segment, the needs for localization or customization were low. In fact,
the decrease in the need for offshoring was substantial, since no localization work was
required except in relation to language. In the software provided by firms A and B,
language support for various (widely-used) languages was already included in the
software within the development process; by contrast, firms C and D localized the
language separately for each target country if it was deemed necessary. Firm C con-
ducted its localization activities at headquarters, whereas Firm D offshore-outsourced
and/or insourced localization to foreign distributors or subsidiaries. The software that
these firms provided was easy to install, and it integrated automatically with a cus-
tomer’s existing IT environment, with no need for external support. Thus, customers
were able to handle these activities by themselves. The Sales Manager of Firm A
explained this as follows:

2 Activities (i)–(ii) were related to software development for foreign customers, whereas activities
(iii)–(iv) were supporting services.
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“Technically the software is very standard. It includes language support, which is important,
especially for consumer markets. The language support is included in all versions of the
software…customers can install the software by themselves and all the version updates are
delivered automatically.”

The only activity that all the providers of low-complexity software offshored was
customer support. Because the software was easy to learn and to understand, requiring
no specific knowledge of software development, the distributors were able to handle
customer support. Consequently, these firms developing the least complex software
organized their global service and support activities so that the distributors took care of
customer relationships and support activities, while the subsidiaries had control over
the distributors. Thus, the task of the subsidiaries was to supervise the distributors, to
give training related to new products and features, and to support existing distributors if
they had problems with the software. In some extreme cases, the subsidiaries gave
support to end-users, if the problem was something that the distributors were not able to
solve.

4.2 The Offshoring Strategies of Developers of Medium-Complexity
Software

The firms developing medium-complexity software had a somewhat different strategy.
Headquarters had the main responsibility for software development, but a substantial
proportion of the development and support activities were offshored to foreign dis-
tributors and subsidiaries. The software development tasks that were offshored were
mainly related to localization and/or customization work for customers in the target
countries. This required local knowledge, since the localization included (in addition to
the language) aspects such as the inclusion of local standards, regulations, and mea-
surement units for the software. In addition, firms G and H customized software
according to the customer’s specific needs. The customization was done jointly between
a foreign distributor or subsidiary and headquarters. The Executive Vice President of
Firm G explained the customization needs of their network analysis software as follows:

“The customization that we do for the customers is related to their [network] controlling
system; each customer has slightly different kinds of systems, protocols, and ways to stimulate
networks.”

The customers of firms E, F, and G were in fact able to integrate the software, since
on the whole they were familiar with the technology and the software. However,
Firm H did provide integration services for its customers; this was because the software
was targeted at furniture manufacturers and furniture chains, where users were not so
familiar with new technologies.

All the providers of medium-complexity software organized their global service
and support activities so that the distributors supported their own customers, while the
subsidiaries gave support to their direct customers. In more demanding cases, when the
distributors or subsidiaries were not able to support their customers, the responsibility
for product support moved to headquarters. Contrary to the situation among providers
of low-complexity software, there was no foreign subsidiary supervising or controlling
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the distributor, since the distributors were directly responsible to headquarters for their
activities. The Executive Vice President of Firm F explained this as follows:

“Each subsidiary and distributor has exactly the same tasks. Even if our R&D is in Finland,
each foreign unit takes care of localization for its customers. They all have an employee who
works as a product manager, so we have local product management in each target country.
However, we use subsidiaries in the main markets, and distributors in smaller market areas.”

4.3 The Offshoring Strategies of Developers of High-Complexity
Software

The providers of high-complexity software (firms I, J, K, and L) used a strategy by
which headquarters had the main responsibility for software development. This was
mainly because the complexity of the software made offshore-outsourcing and
insourcing more difficult. Even if these firms used distributors and/or subsidiaries for
marketing and sales, the high complexity of the software decreased the possibilities for
offshore development or for other support activities.

All the providers of high-complexity software localized and customized their
software for customers. The localization work was truly customer-centric. It included
localization of different kinds of reports, user interfaces, and so on, in contrast to other
types of software providers, who mainly localized language, or who made some
industry-specific changes to the software. In the case firms (I, J, K, and L), localization
and customization were conducted at headquarters, since the processes required
knowledge that was available only in R&D units. This kind of knowledge was related
to, for example, the industry platforms in which the software would be integrated (Firm
L), the customers’ R&D processes (Firm J), and the specific function of the software
(firms I and K). The Vice President of Firm K explained this as follows, commenting in
relation to the firm’s finance and risk management software:

“[Related to localization and customization] Even though banking and finance activities are
similar from day to day, each bank is different, and they all have different kinds of systems,
different kinds of processes, and their own requirements that they want to follow when using
our software.”

In all the cases in this group, technical support personnel from headquarters carried
out the integration of the software with the customer’s existing IT environment. This
process was, in many cases, time consuming and required a thorough knowledge of the
customer’s IT environment. Because of the high complexity of the software, global
support activities were organized so that headquarters had the main responsibility for
product support. However, in less complex situations, subsidiaries or distributors were
used to provide first-line support.

5 Discussion

According to our findings, the firms developing the less complex software offshored
only a limited portion of their activities, because the software was easy to understand,
install, and use with no need for localization or customization [11, 14, 16]. These
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features decreased the overall complexity of the software [7, 8, 23]. The only activity
they typically offshored was product support. By using this strategy, the firms were
able to focus on their core competence, i.e. product development in a single location.

In the case of firms E, F, G, and H, the software complexity increased as the
customers indicated more requirements for localization and customization [23, 36].
Their demands generated variation in different versions of the software [8], each tar-
geted for a certain market or customer segment. The increased complexity was dealt
with by offshoring localization and customization activities to foreign subsidiaries or
distributors. These units were better able to manage development tasks for local cus-
tomers, as they had the local knowledge needed for the related development tasks (cf.
[11]).

The firms developing the most complex software (I, J, K, and L), tailored their
software for each customer separately. This required in-depth knowledge of the cus-
tomers’ business processes and of the system environment in which the software was
integrated [11, 14, 36]. This specialized knowledge was available only at headquarters,
and it was not easily offshored to a foreign unit. Hence, the high complexity of the
software decreased the possibilities to offshore the firms’ activities. Because of this,
offshored activities were limited again to product-related support.

Altogether, the findings indicate that a low level of complexity decreases offshoring
needs, whereas a high level of complexity inhibits offshoring possibilities. Firms
developing medium-level complex software do the most offshoring, since (i) most of
their localization and customization activities require local knowledge from the target
countries, but (ii) the level of complexity of the software is not so high as to inhibit
offshoring. Thus, the connection between software complexity and the need for off-
shoring is not linear.

Taken as a whole, the findings indicated that the level of software complexity had a
significant effect on how the software firms organized their foreign operations. Figure 1
illustrates three different service and support models emerging from our analysis
demonstrating how software complexity affects the organization of offshoring activi-
ties. The models are abstractions arrived at by analysis of the interviews. Within the
figure, solid arrows represent strong support/control, and dotted arrows demonstrate
weak support/control. In the first model, depicting providers of less complex software,
firm headquarters focuses on product development, while subsidiaries are used to
support and supervise existing distributors. The distributors take care of product sup-
port activities when there is a need for direct contact with the customers. Hence, direct
control and support is organized vertically. In the second model, which is followed by
the providers of medium-complex software, the subsidiaries and distributors have equal
tasks, and they comprise the main actors in dealing with customers (solid arrows). As
discussed above, these tasks are related to localization/customization, integration,
installation, and customer support. In this model, the firm’s headquarters
supports/controls subsidiaries and distributors (solid arrows); however, headquarters
has only indirect contact with the actual end-users, and provides second-line support
for users (dotted arrow). In the third model, followed by the providers of most complex
software, headquarters takes a substantial role in controlling development and use. It
has direct contact with the customers (solid arrow); in this case, the subsidiaries and
distributors give only indirect support (dotted arrows).
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6 Conclusions

This study examined software firms’ offshoring strategies and the extent to which they
are influenced by software complexity. Our results contribute to IS literature in several
ways. First of all, the study shows how software complexity [7, 8, 23] shapes off-
shoring strategies. Low software complexity decreases offshoring needs, whereas high
software complexity limits offshoring possibilities. However, the firms that do the most
offshoring tend to be those that develop software which sits between the two extremes
of the continuum. This highlights the fact that the connection between software
complexity and the need for more complex offshoring solutions is not linear.

Secondly, the findings contribute to an understanding of the interplay between
software complexity [8, 23] and software firms’ approaches to managing and coordi-
nating global software development and distribution activities [3, 6, 48]. We show that
software firms can adjust their international operations according to the underlying
software complexity in their efforts to better serve their foreign customers. Even though
previous literature has shown that variations in software complexity are related to
different approaches in managing requirements [7, 8] or in developing software [23,
35], less attention has been paid to the connection between software complexity and the
strategies related to the offshoring and organizing foreign activities after the devel-
opment phase.
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Abstract. The concept of “living lab” is a rather new phenomenon that facil-
itates user involvement in open innovation activities. The users’ motivations to
contribute to the living lab activities at the beginning of the project are usually
higher than once the activities are underway. However, the literature still lacks
an understanding of what actions are necessary to reduce the likelihood of user
drop-out throughout the user engagement process. This study aims to explore
key factors that are influential on user drop-out in a living lab setting by
engaging users to test an innovation during the pilot phase of the application’s
development. The stability of the prototype, ease of use, privacy protection,
flexibility of the prototype, effects of reminders, and timing issues are the key
influential factors on user drop-out behavior. This paper summarizes the key
lessons learned from the case study and points to avenues for future research.

Keywords: User engagement � Drop-out � Living lab � Case study � Field test

1 Introduction

Open innovation by involving individual users within the process of information
systems development (ISD) contributes positively to new innovations [1] as well as
system success, system acceptance, and user satisfaction [2, 3]. Open innovation
assumes that “firms can and should use external ideas as well as internal ideas, and
internal and external paths to market, as firms look to advance their technology” [4]. In
this regard, a living lab is a way of managing open innovation in which individual users
are involved in co-creating, testing, and evaluating an innovation in open, collabora-
tive, multi-contextual, and real-world settings [5, 6]. In contrast with traditional
information systems research where organizational leverage exists to secure user par-
ticipation, within the living lab approach the participation is usually voluntary, and the
participation of the end-users needs to be encouraged [7]. However, the participants
tend to drop-out of living lab activities before the project has ended [8, 9]. Participant
drop-out might be due to an internal decision to stop the activity or to external envi-
ronmental factors that cause them to terminate their engagement before completing the
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assigned tasks [10]. Such drop-out can occur in all phases of the ISD process, from
contextualization, to testing, and to evaluation [11].

Despite the fact that keeping participants motivated is more challenging than
motivating them to start participating in a project [9, 12], the literature still lacks an
understanding on how to keep participants motivated and what actions are necessary to
reduce the likelihood of user drop-out throughout the user engagement process [1, 8].
Sustainable user engagement throughout the ISD process is deemed important due to
factors such as time efficiency, cost efficiency, quality assurance, the value of an
established mutual trust, and the participants’ deep understanding about the project or
activity [9, 13]. In this study, we aim to determine which key factors are influential on
participant drop-out behavior during the testing of an innovation in a living lab envi-
ronment. We carried out an exploratory case study within a living lab setting to elicit as
many influential factors on participant drop-out behavior as possible. In this case study,
the participants were engaged in testing an innovation during the pilot phase the
application’s development. The paper summarizes the key lessons learned from our
case study for how to reduce the likelihood of participant drop-out throughout the
innovation process in a living lab setting, and it concludes with several avenues for
future research in this field.

2 Background

User involvement in the ISD process had already had a long tradition when the par-
ticipatory design was first introduced [14, 15]. On the other hand, opening up the
innovation process by involving different stakeholders such as individual users in
different innovation activities is a key factor in ISD [16]. Open innovation research is
strongly grounded in democratization and empowerment values, and it highlights the
perspective of the users [6, 7]. Therefore, users should be motivated to contribute to the
projects [7]. However, finding motivated participants for long-term engagement in a
project is not an easy task because they might tend to drop-out before completing the
project or activity [17, 18]. Habibipour et al. [11] carried out a comprehensive literature
review and identified more than 30 influential factors on participant drop-out behavior
that are associated with: (1) task design; (2) scheduling; (3) the participant selection
process; (4) participant preparation; (5) implementation and testing processes; and
(6) interactions with the participants. However, in the above-mentioned study, the
authors did not focus on a specific phase or type of activity, and they extracted the
drop-out reasons for all steps of the ISD process such as ideation, co-design or
co-creation, and finally testing and evaluation. In this paper, we argue that this view is
too general and that drop-out reasons need to be scrutinized at specific phases of the
innovation process.

There have been attempts to present a user engagement process model that includes
the variety of reasons for participant drop-out [18, 19]. For instance, Georges et al. [18]
proposed the user engagement model for field trials, aiming to explain the factors that
affect the engagement of end-users to test innovations in real-life environments. In this
model, although they included some possible influential factors on user drop-out
behavior in general terms such as perceived usefulness, perceived ease of use,
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uncertainty, and functional maturity, their analysis of these factors remained cursory,
and this is something that current research needs to investigate in greater detail.

Although some studies have identified influential factors on participant drop-out
behavior, there are contradictions among different research studies. For example,
Kienle and Ritterskamp [20] recommend that the task should divided into subtasks with
a fixed deadline per task, whereas Kobren et al. [21] claim that setting specific goals
may be disadvantageous for user participation because participants immediately tend to
drop-out upon finishing that goal. Therefore, the question is what the consequences are
of a single deadline to complete all tasks compared to one deadline per task on par-
ticipant drop-out behavior.

The main objective of this study, therefore, was to identify key influential factors on
participant drop-out behavior during the testing of an innovation in a living lab envi-
ronment, as well as the influence of fixed and flexible deadlines on participant drop-out
behavior in the field test.

3 Methodology

In this study, we aimed to identify the factors influencing participant drop-out behavior
throughout the process of testing an innovation in a living lab setting. An exploratory
case study is the most suitable method for end-user studies because there is no con-
tractual relationship between the subjects and the setting [22]. This approach enabled
us to combine multiple sources of evidence as a means to ensure construct validity of
the study. Triangulation of the data yielded stronger and more reliable conclusions
compared with a single data source [22, 23].

Our case study research consisted of the four major steps as suggested by Yin [22]:
designing the case study, preparing for data collection, collecting the evidence, and
analyzing case study evidence.

3.1 Study Design

In this research, a user study was performed as part of an EU-FP 7 project called
USEMP1. The project is aimed at developing tools to enhance privacy management in
online social networks. The DataBait tool is the result of the USEMP project, and this
tool makes predictions of users’ privacy dimensions by inferring the online social
network profile from the user’s data. The project adopted Facebook as the case.
Moreover, the tool gives an indication of what can be inferred from the user’s profile
and the effects of his/her Facebook friends on their own privacy.

Participants were invited to participate in the development process of the DataBait
application. This phase of the application development consisted of five sub-activities
that we called MicroTasks (MicroTask1 to MicroTask5). Within each MicroTask, the
participants tested each feature of the DataBait tool and they filled in a questionnaire
after completing the assigned task. The MicroTasks focused on application usability,

1 For an overview of the project and list of deliverables, please refer to: www.usemp-project.eu.
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and user’s feedback acted as a formative evaluation approach to further improve the
DataBait application.

3.2 Preparation for Data Collection

In the first step – the preparation phase – we developed a semi-structured online
questionnaire (i.e., the drop-out questionnaire) to elicit open-ended responses from the
participants who completely filled out the recruitment survey but did not complete all
of the MicroTasks (i.e., “dropped out participants”). In the drop-out questionnaire, we
were interested in knowing why those who signed up for the test dropped out before the
activity or project ended. Thus, the questions were mainly focused on the participant’s
drop-out reason and other possible influential factors on their drop-out behavior such as
their initial motivation to participate. The questionnaire was customized for two dif-
ferent groups of participants. The first group was the participants who filled out the
recruitment survey but did not participate in the DataBait application test or dropped
out after the first MicroTask. We categorized this group as “early dropped out par-
ticipants” because the first MicroTask only involved general questions about the par-
ticipants and their privacy preferences and were not related to the DataBait application.
The second type of drop-out participants was the participants who had been involved in
the DataBait test and who had completed two or more MicroTasks. We named this
group “late dropped out participants” because they were truly involved in the DataBait
application test before dropping out.

The majority of the test users were recruited through an invitation that was
advertised twice on the university website. The second stage of user recruitment was to
send an invitation to the users who had participated in the previous phase of the
DataBait application testing and who had agreed to participate in later phases of the
project. An advertisement was also posted on some of Swedish universities’ public
Facebook pages. A total of 118 participants showed interest and completely filled out
the recruitment survey.

In order to investigate the influence of flexible timing on participant drop-out
behavior, we classified participants into two main groups, both with 59 participants.
Group1 were the participants who received all five MicroTasks together at one time
with a single deadline. Group2 were the participants who received the tasks one at a
time with a specific deadline per MicroTask. This categorization was done to enable us
to investigate the influence of a single deadline compared to one deadline per task.

We also applied two different incentive structures [24]. In each of the
above-mentioned groups, half of the participants were incentivized with an online
voucher worth 300 SEK (’30€) after completing all five MicroTasks. Thus, if the
participant did not complete all five MicroTasks, they were not paid anything. The
other half of the participants were incentivized by periodic micro-incentives, which
means that the participants who completed the first three MicroTasks were paid 100
SEK (’10€), those who completed the first four MicroTasks were paid 200 SEK (’20
€), and those who completed all five MicroTasks were paid 300 SEK.
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3.3 Collecting the Evidence

The case study started in late June 2016 with a total duration of 34 days. In our study,
qualitative data were gathered from three different sources: (1) direct observation of
participants and their behavior during the test phase; (2) email communication with
participants during the test phase regarding information about how to carry out the test,
technical problems that occurred during the test, and other problems they experienced;
and (3) an online semi-structured questionnaire carried out after the user study had
ended. The drop-out questionnaire was sent to all participants who filled out the
recruitment survey but did not complete the test. If the participant did not complete the
assigned MicroTask within the scheduled time, reminders were sent out. If we did not
hear from them within 3–4 days after that reminder, we considered them to be “dropped
out participants”. A reminder also was sent out for the drop-out questionnaire. Figure 1
show the execution timeline of this user study.

3.4 Analyzing Case Study Evidence

The main analysis method employed in our study was qualitative data analysis of our
direct observations, participant’s feedback during their participation, and participants’
responses to open-ended questions in the questionnaire. According to Yin [22],
examining, categorizing, coding, and recombining evidence collected from multiple
sources by different methods are the major steps of data analysis in a case study. To
gain new insights about participant drop-out behavior, we started the data analysis in
parallel with data collection by monitoring and documenting participants’ behavior
from the first day of the project. Thereafter, all participant feedback during the test was
classified and coded by date and subject. We then combined these data with our
observations of the project events such as reminders and server failures. Such obser-
vation were deemed important. For example, the server failures could potentially affect
participants’ motivation to remain or to drop-out of the user study. Finally, we clas-
sified and coded participants’ answers to our questions related to their drop-out reasons
and other influential factors on their participation behavior that were extracted from the
qualitative questionnaire. In order to properly analyze the data and gain thorough

Fig. 1. Execution timeline of this user study.
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insights, Microsoft Excel 2016 was used for coding and combining the collected
information from the three waves of data collection.

4 Results

4.1 Participation and Drop-Out Rate

A total of 118 participants showed interest in participating in our user study and
completely filled out the recruitment survey. Of these, 86 participants completed
MicroTask1, 53 completed MircoTask2, 34 completed MicroTask3, 31 completed
MicroTask4, and 27 completed MicroTask5 and reached the end of the user study. This
resulted in 91 participants (77%) who dropped out of our user study. Figure 2 shows
the participation and drop-out rate.

The drop-out rates were then compared between the two defined groups. The
number of participants who reached the end of the test in Group1 was more than two
times greater than in Group2. As it can be seen in Fig. 3, 19 participants in Group1
completed all five MicroTasks compared to only 8 participants in Group2 who fulfilled
all the MicroTasks within the scheduled time.

Our results did not show any significant differences between participant behaviors
with the two different method of receiving incentives.

4.2 Drop-Out Questionnaire Results

The drop-out questionnaire was sent to all 91 “dropped out participants” who filled out
the recruitment survey but did not complete the test. In sum, we received 32 complete
responses. Of these, 14 responses were from “late dropped out participants” and the
other 18 responses were from the “early dropped out participants”.
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Fig. 2. Participation and drop-out rate
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We first asked open questions about the initial motivation of participants to par-
ticipate in the user study. The main motivation of half of the respondents (16 of 32) was
curiosity about the research subject. Other motivations that were mentioned by the
participants were financial reward, helping their university by contributing to research,
learning something new, and having fun.

With regard to the “late dropped out participants”, instability or non-functionality
of the DataBait prototype was the most influential factor and was mentioned by six
participants. They encountered many problems while trying to log in to the DataBait
application. Some participants also complained that the MicroTasks were hard to
understand, too long, exhausting, and the instructions difficult to follow. Inflexibility of
the DataBait application due to incompatibility with the smartphone was the next
affective factor on their drop-out decision. Limitation of access to the computer or
Internet, insufficient number of reminders, too strict deadlines, summer holiday, and
time limitations were other influential factors.

For “early dropped out participants”, privacy concerns due to detailed personal
questions and insecurity about the DataBait application were mentioned by seven
participants. Similar to “late dropped out participants”, the complexity of the Micro-
Tasks besides the lack of clear instructions was also very influential in their motivation.
The forgetfulness of the participants and their request to receive more than one
reminder was another important factor. Summer holiday and the time intensity of the
tasks were the next discouraging factors. Some participants also were dissatisfied with
DataBait’s incompatibility with the smartphone or non-functionality of the DataBait
application when they tried to log in to the application. Table 1 shows the main
drop-out reasons for both groups of dropped out participants.

5 Data Analysis

The results of our analysis show that there were many reasons for why participants
dropped out of this user study. The analysis was conducted based on different sources
of evidence, including direct observation, email communication, and the drop-out
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questionnaire. By coding the results of all three data sources, six categories seem to us
to be the most meaningful way of organizing the factors influencing participant
drop-out behavior within a living lab setting. These include the stability of the pro-
totype, ease of use and understandability, privacy and security protection, flexibility or
compatibility of the prototype, the effects of reminders, and timing issues. In the
following, we discuss each of the following factors.

Stability of the Prototype. Most of the drop-outs were due to the instability of the
prototype. We faced two major server failures during the test phase (see Fig. 1). This
issue was highlighted mostly by the late dropped out participants, and they became
exhausted because they were not able to log in to the system. In response to the
question of “what were your main reasons for dropping out of the DataBait user study”,
we got responses such as: “Could not get the software to work, tried many times” and
“The DataBait site did not work”. The results of email communication as well as the
drop-out questionnaire showed that some participants were also confused about the
problem: “Do you have a server problems or do I have a bad memory? Did I do
something wrong?” Moreover, if the prototype does not work as promised, it can lead
to participant frustration. As one of the late dropped out participants stated: “It didn’t
work as planned”.

Ease of Use and Understandability. Regarding the ease of use and understandability,
we obtained answers like “Some things were hard to understand how they worked”, “I
did not understand what to do”, “… exhausting! So many questions!”, “Sometimes hard

Table 1. Content analysis of responses to the open-ended question: ‘What were your main
reasons for dropping out of the DataBait user study?’ (number of survey respondents: 32)

Drop-out reason Late dropped out
participants

Early dropped out
participants

Sum

Instability/non-functionality of the
prototype

6 1 7

Too long tasks/exhausting 3 3 6
Prototype inflexibility/incompatibility
with smartphones

3 1 4

Forgetfulness/insufficient reminders 2 5 7
Hard to understand/too complicated 2 3 5
Personal life problems 2 1 3
Limited access to the
computer/internet

2 0 2

Strict deadlines/deadlines too close to
each other

2 0 2

Summer break/vacation 1 4 5
Unclear instructions 1 3 4
Time limitation 1 2 3
Privacy concerns/personal questions 0 5 5
Unsure about the app’s security 0 2 2
Other 2 1 3
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to understand. A bit complicated”, “Tests were too difficult with too much to read”,
“Surveys were too difficult, boring”, and “Tasks were too complicated” from both early
and late dropped out participants. Some of the dropped out participants also argued that
they were discouraged due to the lack of clear instructions on how to perform the
MicroTasks. They expressed their discouragement by saying: “Did not find any help or
guidelines when my problems occurred”, “After completing the first questionnaire, [I]
did not find information on how to proceed”, “Clarify instructions …”, and “I signed up
late, did not find sufficient information (and did not have time to ask for
clarifications)”.

Privacy and Security Protection. Some dropped out participants, especially early
dropped out participants, expressed their concerns about their privacy by commenting:
“… questions that were too personal”, “… [I] didn’t want to share my data…”,
“Insecure about how much data the application will be able to get”, and “Not feeling
certain about installing something I know little about”.

Flexibility or Compatibility of the Prototype. In this category, we got responses
from dropped out participants such as “I had problems reading in the DataBait
interface. It was not compatible with my iPhone. I had to twist and turn the phone to be
able to get a whole view”, “Could not use my smartphone instead of my computer when
on a trip…”, and “I could not do the test on my iPhone. DataBait didn’t work on the
screen”. Besides the compatibility issues, some participants also complained about
accessibility problems. Because the test users should have installed an extension to
their browser, they usually needed to have access to their own computer. Therefore,
some participants were discouraged from remaining in the field test by saying: “I don’t
have access to a computer regularly” and “I was on a trip and I didn’t bring my
computer. Then I tried to use my smartphone to solve the final task but it did not work.
I tried to use the hotel computer, but it did not work either…”.

The Effect of Reminders. Another influential factor on participant drop-out rate in our
field test was related to the participants’ forgetfulness. For instance, an early dropped out
participant in response to his drop-out reason stated: “Forgetfulness. I regularly forgot
that I had signed up, and I simply did not remember to finish the test.” We tried to
overcome the problem of participant forgetfulness by sending one reminder for each
MicroTask to the participants who did not fulfill the task within the scheduled time.
However, some participants still argued that they needed more reminders to complete
the tasks. For example, an early dropped out participant stated: “… write one more
reminder mail - I know there actually was one, but sometimes there are just too many
other mails and other things to do…”. This issue was also mentioned by some of the late
dropped out participants, as one said: “Give more reminders. I understand that there are
people that maybe don’t want constant reminders, but I am one of those who really need
to be reminded - I have a terrible memory and I keep prioritizing things that I probably
shouldn’t. Maybe give participants options for how often they should be reminded? (I
could seriously use daily reminders, at least when the deadline is closing in)”.

Timing Issues. Regarding the timing issues, the reasons for participants to drop-out of
the field test were related to the inflexibility of the scheduling as well as an inappro-
priate time of the year. Some of the dropped out participants in Group2 mentioned that
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the tasks were too close together by stating: “The surveys had numerous tasks that
needed a lot of time […]. Also give more time between surveys”. The importance of
flexibility in timing became more apparent to us when we received some comments
from those who asked for longer time to complete the assigned tasks. We got responses
such as: “The timing was my biggest problem, if I had a few days extra it would have
not been any problem”, “At the moment I don’t have the time. But next week I do so if
you could wait until then I will gladly be a participant”, and “The surveys were too
close together and that in addition to a very stressful period at work, I didn’t get the
time to do it”.

Concerning the time of the year, we got some responses such as “I received one of
the assignments while I was on vacation and couldn’t access my computer. By the time
I got home I was behind and couldn’t continue”, “… Vacation. I went on vacation in
the summer, which limited my access to computers and the Internet”, and “Bad idea
having a test during the vacation months”.

6 Discussion and Conclusion

Our study contributes to previous research by featuring key negative factors that
influence the motivation of participants to stay engaged and that lead to participant
drop-out when testing an innovation in a living lab setting.

A notable finding of our case study was related to the stability of the prototype,
especially when the participants had access to all of the subtasks. For example, par-
ticipants in Group1 started to test the application with the intention to complete all five
MicroTasks as soon as possible. The rush to use the application caused the server to fail
to respond to any request on two occasions both for two days. Therefore, it is of crucial
importance to verify the stability of the prototype to prevent server overload behavior,
especially when the number of test users is relatively high, otherwise it can lead to
participant frustration. One way to overcome this type of problem is to make the
participants aware and well informed that the prototype is not as stable and reliable as a
commercial technology, which is in line with Taylor et al.’s [25] recommendation.

Our finding also supports Zheng et al.’s [26] finding that analyzability (i.e., the
degree of task complexity as well as the availability of information about the tasks) is
positively associated with the users’ motivation. If the tasks are not simple enough,
some participants are not able to understand the task [21] and consequently will not
enthusiastically engage in the process. To avoid complexity, a clear and accessible
guideline would minimize the risk of confusion and resulting discouragement.
Although guidelines and instructions on how to perform the MicroTasks had been
prepared for the participants, some of them were not able to find and use them.
Therefore, the organizers of the field test need to make the participants aware of the
whole engagement process and to create guidelines and instructions that in addition to
being comprehensible are easily accessible and available.

When it comes to privacy and security concerns, our findings were consistent with
previous studies that privacy protection is positively associated with sustainable user
engagement [27, 28]. As Georgeos et al. [29] argue, users are concerned about the
security of their information and they might drop-out of the project if they have to fill in
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their personal information in a system or an application, especially when the system is
under development and thus is not highly stable. Another interesting observation about
the privacy concerns was that a total of 205 participants started to fill out the
recruitment survey, but only 118 of them completed this survey. Most of them stopped
completing the survey when they were asked to give a link to their Facebook account in
the recruitment survey. One plausible explanation is that they were concerned about
their identity and preferred to be an anonymous contributor.

Regarding the flexibility of the timing, the number of participants who reached the
end of the test in Group1 was almost two times greater than in Group2. This finding
aligns with Wilson et al.’s [30] finding that users prefer to carry out the tasks at their
own pace, especially when they are participating in a multi-task user study. Interest-
ingly, despite the fact that the total time for carrying out all five MicroTasks was equal
in both Group1 and Group2, we did not receive any comment from the dropped out
participants in Group1 regarding the time limitation because they were able to complete
the tasks at their own pace. However, as mentioned earlier, giving all tasks together
might cause other problems in the field tests such as overload on the server, as we
experienced in our case.

In consideration of the time of the year, we faced many drop-outs due to summer
holiday and vacation time because the field test was conducted in the summer.
Therefore, the organizers of a user study should consider that the test users might not
have access to their computer or to the Internet during their vacation period. Moreover,
in order to reduce the likelihood of participants’ forgetfulness, a sufficient number of
reminders must be set in the schedule of the field tests. As our direct observations
showed, the participation rate immediately increased after sending a reminder to the
test users, and thus the effects of sending reminders need to be further investigated.

Regarding different kinds of incentivization, although many of dropped out par-
ticipants mentioned monetary reward as their main motivation to participate in the test,
our results were contradictory to [24], and there were no significant differences in
participant drop-out behavior with two different method of receiving incentives. One
possible explanation for this is the duration of the user study, which was relatively short
and thus the periodic micro-incentives might not have had an effect. Moreover, the
amount of the financial reward in this case was very small and thus might not have
made a difference in the drop-out rate.

One limitation of this study is that the factors extracted in our study might be case
or project specific, and they need to be tested in other projects. For example, the issue
of privacy was very crucial in our project because the developed application needed to
get access to the user’s Facebook data. Another limitation was that cultural factors were
likely to be influential. Our sample participants included only Swedish participants, and
employing a mixed panel might have led to different results. The relatively low number
of responses to our drop-out questionnaire (32 of 91 dropped out participants) is also a
limitation of this study.

This study also opens opportunities for future research. As O’Brien and Toms [10]
have introduced re-engagement as one of the core concepts of their user engagement
process model, an interesting topic for further research would be to clarify how and
why user motivation for engaging and staying engaged differ. More specifically, it
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would be interesting to identify how the organizers of a user study can re-motivate the
dropped out participants to re-engage in the study.
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Abstract. Numerous users of social networking sites and services (SNS) suffer
from technostress and its various strains that hinder well-being. Despite a
growing research interest on technostress, the extant studies have not explained
what kinds of various strains can SNS use create and how can these strains be
traced back to different stressors. To address this gap in research, we employed a
qualitative approach by narrative interviews. As a contribution, our findings
introduce four SNS strains (concentration problems, sleep problems, identity
problems, and social relation problems) and explain how they link with different
underlying SNS stressors. As practical implications, the findings of this study
can help technostressed users to identify their SNS strains, understand how they
are created, and increase their possibilities to avoid the strains in the future.

Keywords: Technostress � Social networking sites � Social networking
services � Strains � Stressors

1 Introduction

Social networking sites and services (SNS) have gained mass popularity and been
incorporated into nearly all activities of life [1–3]. SNS refer to online services that
users employ to build and maintain social relations, for instance, by shared discussions,
interests, and other activities [4]. In this study, we focus on the personal/leisure SNS
that reflect non-organizational and non-work-related purposes. Examples of currently
popular SNS include Facebook, Instagram, and Snapchat.

Despite their many benefits, researchers and practitioners have reported that the use
of SNS derives also serious negative consequences for their users [2, 5–7]. One of the
main negative consequences is technostress. Technostress refers to an individual user’s
experience of stress caused by the user’s inability to deal with information technology
(IT) in a healthy manner [8–11]. In the context of SNS, numerous users reportedly
suffer from stress [5, 7] since SNS enable users, for example, to receive on-going push
notifications and peek at the “glossified lives reported by other users” [12, 13].
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Studying technostress is deemed critical, since it has been found to cause personal
burden, decrease individual well-being, and even contribute to burnout [8, 14, 15].

Technostress has recently gained research interest particularly in the field of
information systems (IS). A majority of technostress studies have focused on
work-related technostress in organizational contexts (e.g., [8, 11, 16–18]). Lately,
technostress has been found relevant and important also in outside of work contexts
and personal/leisure IT such as SNS [2, 4, 6]. Although these studies have offered first
valuable insights about technostress in the personal/leisure IT and SNS contexts, they
have not identified users’ concrete SNS strains or explored how different types of
strains can potentially emerge in different ways.

To address this void of knowledge, our study attempts to answer the following
research questions: (1) What different types of strains do the SNS users suffer from?
(2) How are the different types of SNS strains created by their underlying SNS
stressors? To grasp these research questions, we employed a qualitative approach by
narrative interviews since it enabled us first to identify the users’ SNS strains and then
to track down the reasons behind them. Such approach is deemed useful for generating
context-specific insights about IT use in real-life situations [19, 20].

As a contribution, our findings introduce four different strains deriving from SNS
use and explain how individual strains link with different underlying SNS stressors than
social strains. Thus, we uncover two different ways with different sets of SNS stressors
that contribute to different SNS strains. These new findings go beyond the prior studies
on technostress in SNS and personal/leisure IT contexts, which have focused on rather
abstract and general strains (e.g., [2, 4, 6, 21]). As practical implications, the findings of
this study can assist technostressed users and their stakeholders (e.g., families, friends,
employers, and health organizations) to identify their SNS strains, understand how they
are created, and mitigate them. Since the widespread nature of users’ SNS strains and
problems have been highlighted in media and practitioner reports [5, 7, 12], our
findings can potentially help numerous SNS users.

2 Theoretical Background

Many scholars across various disciplines such as psychology, sociology, and medicine
have paid attention to stress over several decades. Thus, technostress researchers have
applied theoretical knowledge from stress research (e.g., [22, 23]), which has led to a
consensus about the two main concepts of technostress: stressors and strains. In gen-
eral, stressors refer to demand conditions that create stress, while strains refer to the
individual’s responses and outcomes to them [8, 11, 18, 22, 23]. We summarize related
research on technostress as follows.

2.1 Technostress Research

The term technostress dates back to the 1980s when it was first coined by a psy-
chologist named Brod [9]. He noticed how this “modern disease” harmed individuals’
well-being and, through computerization and digitalization in the society, it had come
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to stay both at workplaces and homes [10]. Technostress, however, did not gain
prominent research attention until late 2000s when IS scholars started to pay attention
to it.

A majority of the technostress studies has focused on the work and organizational
context (e.g., [8, 11, 16–18, 24–27]). Studies have concluded that work-related IT can
cause technostress due to stressors such as work/home conflicts and job insecurity [8].
They, in turn, can bring about strains such as reduced productivity, decreased orga-
nizational commitment, or even work burnout [11, 15, 28]. Work-related technostress
literature has also showed that organizational support mechanisms such as help desk
support can mitigate technostress [11, 17, 18, 29].

Recently, technostress has been found to be a relevant and important issue also with
the use of personal/leisure IT [2, 4, 6]. The use of personal/leisure IT differs from the
use of organizational/work IT because the former is fundamentally voluntary, and
users’ own perceptions, decisions, and responsibilities are highlighted [30, 31]. Within
studies that focus on technostress outside of work, researchers have found general links
between compulsive smartphone use and technostress [21] as well as excessive SNS
use and technostress [4]. In the SNS context, social information consumption has been
found to influence users’ envy, which further hinders users’ well-being [13].
Researchers have also demonstrated how general emotional exhaustion mediates the
relationship between social overload and satisfaction as well as SNS use discontinu-
ance intentions [32]. Further, two general types of exhaustion that affect SNS dis-
continuance include SNS and switching exhaustion [2]. Finally, usage amount,
relationship amount, and relationship characteristics can contribute to social overload
that increases exhaustion, dissatisfaction and discontinuance intentions [6].

Despite these recent advancements in technostress research, the extant literature is
still missing (at least) two essential aspects regarding technostress in the
personal/leisure IT or SNS contexts: First, prior studies have focused only on rather
general and abstract SNS-related strains (e.g., emotional exhaustion and dissatisfaction)
and neglected the more concrete problems that the individual users may face. Second,
prior studies have not investigated how different types of strains can potentially emerge
in different ways based on their linkages with different stressors. Studying these
missing aspects is deemed crucial because users’ different types of concrete strains and
problems can be deliberately reduced only by identifying them and understanding their
underlying stressors. Such knowledge can potentially help numerous SNS users to get
rid of their strains and prevent them from becoming chronic.

2.2 Research Framework

To address the noted research gap, we employ the transaction theory of stress as a
broad research framework [22, 23]. We chose the framework for the following reasons:
First, it is based on the two main concepts of stress (stressors and strains) that have
been established and found useful across various disciplines. Second, it has been stated
to be particularly fitting for IS research and technostress [18]. Third, use of a such
broad framework sensitizes us to the theoretically important concepts but, at the same
time, allows us to pay attention to the specific aspects of SNS use [19].
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Essentially, the theory depicts a linkage between stressors and strains (Fig. 1).
Stressors refer to the stress-creating stimuli encountered by the user, while strains refer
to the user’s responses and outcomes in relation to the stressors [11, 18, 22, 23]. Stress
is referred to as the overall transaction regarding these concepts.

The basic idea of the theory is that stress is created when the demands encountered
by an individual exceed the individual’s resources for dealing with them [22, 23].
Importantly, stress occurs because of the individual’s own perception of the stressors
[22, 33]. Thus, stress is subjective and two individuals can perceive a similar situation
differently. In sum, we utilize the framework in our empirical study to identify different
types of SNS strains as well as explain their underlying SNS-related stressors.

3 Method

To capture SNS users’ strains and their underlying stressors, we chose a qualitative
approach with real-life narrative interviews [34]. This approach was deemed suitable
since it enabled us first to identify the strains that the SNS users suffer from and then to
uncover the underlying reasons behind them. Such approaches have been found useful
for uncovering users’ perceptions and generating context-specific explanations about
IT use [19, 20].

3.1 Data Collection

We chose to collect data with narrative interviews to tap into the users’ actual experi-
ences of technostress related to SNS use. Narratives are stories of how things have been:
time-based descriptions of events comprising a beginning, middle, and end [35, 36].
Researchers have found narratives useful for explaining IT use and human behavior [35,
36]. By utilizing narrative approach, we could focus on the users’ actual real-life
experiences and avoid the risk of speculating about hypothetical use scenarios [37].

Altogether, we interviewed 32 SNS users who had experienced technostress. We
utilized purposeful sampling [38]: We deliberately sought users who could provide
first-hand experiences and relevant information regarding our research aims. Thus, we
applied pre-screening to make sure that all interviews included actual experiences of
technostress and SNS strains. For example, we used snowballing technique to reach
potential interviewees. We first started with interviews of users of one popular SNS. As
we wanted to broaden our focus so that our results would reflect also other types of

Fig. 1. The research framework based on [22, 23].
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SNS, we continued by interviews with users of also other types of SNS. Half of the
interviewees were women, and half were men. The interviewees were Finnish and their
age ranged from 20 to 80 years. Altogether, they had varying occupational statuses,
including employed, unemployed, student, and retired. To contextualize our data [19],
we asked each interviewee to describe their background as well as what types of IT
they generally use, for what purposes, and to what extent.

We structured the interviews to uncover real-life narratives. Regarding the aim of
this study, we asked the users to identify their problems deriving from SNS use as well
as to thoroughly describe how and why their problems and stressful situations with
SNS had originated and affected them. With each interviewee, we asked several
detailed questions about their real-life examples, practices, and perceptions. We fol-
lowed the main guidelines of interviewing set by [39]. For example, we maintained
flexibility and, when needed, added questions to our interview scheme.

We continued data collection until a sufficient level of saturation had been reached,
no essentially new information appeared to emerge, and the benefit from conducting
further interviews was estimated marginal. The interviews lasted approximately 47 min
on average and contained altogether over 117,000 words. The interviews were recorded
and transcribed for the relevant parts.

3.2 Data Analysis

In this study, the unit of analysis was the individual user’s perception of technostress
related to SNS use. We conducted the analysis by coding all interview text that
reflected technostress according to the broad research framework [22, 23]. Such use of
the framework assisted us to focus and make sense of the detailed data [40]. Thus, we
placed relevant sets of words, sentences, or sets of sentences under SNS strains and
SNS stressors accordingly and labeled them with names with the help of NVivo
software. These detailed labels were then sorted and combined into higher-level cat-
egories based on their content. Although one author was primarily responsible for the
initial coding, we utilized hand-written memos and discussed the possibility of multiple
interpretations [19].

To ensure a detailed examination of the SNS strains, we utilized a reverse analysis
approach: we started by identifying and paying attention to the users’ SNS problems
and strains and continued by tracing the strains back to what had caused them. This
way, we were able to uncover the SNS stressors that contributed to the strains. Such
reverse analysis was deemed suitable since it enabled us to find linkages behind the
different types of SNS strains.

We found four different categories of strains that were sorted into two types of SNS
strains (individual and social strains). Our analysis indicated that behind the individual
strains there was a different set of SNS-related stressors than behind the social strains.
As we followed the strains into their respective SNS stressors, we found out two
essential stressors for the individual strains and three for the social strains. As a result,
we had developed two different ways of how SNS strains are created with the help of
the broad research framework and our detailed data. Regarding triangulation, we
ensured that the main insights recurred in multiple interviews [19].
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4 Results

On a general level, our data indicated that technostress caused reduction in the users’
overall well-being via mental and physical fatigue. However, we deliberately wanted to
pay close attention to the more specific strains of SNS use. Thus, our analysis high-
lighted four categories of strains that the SNS users suffered from: concentration
problems, sleep problems, identity problems, and social relation problems. These four
categories reflected two main types of strains: individual strains and social strains.
According to our data, the two main types were caused by different sets of SNS
stressors. We elaborate the two main types of strains one by one and present
demonstrating quotations from the interviews.

4.1 Individual Strains: Concentration and Sleep Problems

One of the most recurrent strains was concentration problems: the negative effect of
SNS use on users’ ability to concentrate on a situation or a task at hand. These issues
appeared because SNS use frequently distracted the users’ attention and made it harder
to concentrate on a specific issue at hand or even just to “live in the moment”.
A recurrent situation was that the SNS draw the users’ attention away from their formal
or informal daily activities that they were supposed to focus on (e.g., studying or
having a discussion with spouse). Many interviewees described how they felt their
attention span had become weaker and shorter. Simultaneously, they portrayed how
they had turned increasingly “restless”. For example, one of the interviewees narrated
how his use of a particular SNS had drained his concentration abilities:

“For instance with [a particular SNS] I realized that whether it’s day or night, I use so awful lot
of time with it. …I started to feel like I’m becoming a zombie. …I realized how much time and
a certain type of thinking capacity, or whatever it is, it took from me. And so I couldn’t properly
concentrate on my studies and that kind of activities.”

Another individual strain of SNS use was sleep problems: the disturbance of nightly
SNS use on sleep. Almost all interviewees used SNS when in bed before sleeping and
many of them as the last thing before falling asleep. Particularly, the interviewees
perceived that their late-night SNS surfing concretely shortened sleep duration, harmed
quality, and distracted timing. They perceived that their SNS use ate a portion of their
potential sleep time per night and, at times, they were woken up by the sounds and lights
triggered by SNS. Some of the interviewees used the terms “sleep problems”, “sleep
difficulties”, and “changes in sleep” when talking about late-night SNS surfing:

“…sleep problems, particularly at the time I used [SNS via smartphone] very much at night. …
for several years, I kept the smartphone in my bed but then I decided that it is not wise anymore
to mess around with it after 10 PM or especially when I try to sleep. I think [SNS and
smartphone] comprised a quite clear contributor [to my sleep].”
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4.1.1 Stressors Behind the Individual Strains: SNS Overdependence
and Overload

In the interviewees’ narratives, both of the individual strains can be traced back to two
types of stressors: SNS overdependence and the constant feeling of SNS overload. By
SNS overdependence, we refer to the users’ high reliance on SNS in their behavior
and daily activities1. The interviewees emphasized how their concentration and sleep
were hindered particularly because SNS was present in nearly all areas of their lives,
SNS dominated some of their daily activities (especially bedtime activities), and they
were too accustomed to constantly use SNS. These aspects caused the users’ tendency
to frequently switch their attention to SNS as well as to stay awake past their bedtime.
SNS and technology overdependence is illustrated by the following quotes:

“Unfortunately, it really dominates, governs, and controls my day quite much. Like when I wake
up to the beeping sounds of my smartphone in themorning. Andwhen I’mgoing to sleep, I gaze at
the screen as the last thing at night and see howmany new followers I got on my [SNS] accounts.”

By overload, we refer to the users confrontation with excessive amounts of infor-
mation derived via SNS, various SNS channels, and the activities within SNS2. Most of
the interviewees emphasized how they are continuously challenged by the on-going
flow of information deriving from multiple sources and requiring for various types of
actions. For example, overload derived via push notifications made the users constantly
shift from one target of concentration to another. Such multifocus did not only hinder the
interviewees much needed concentration abilities but also their sleep since it was per-
ceived as an unfavorable state to fall asleep and decreased quality of sleep. The inter-
viewees reported that overload reflected a feeling of having too much to process in their
head. For example, one interviewee described his daily feelings of overload as follows:

“I think, most of all, it’s the about the information abundance where I live, so that the [in-
formation] comes from all places and to all channels. From all people. It’s probably what I feel
as the most negative issue. It’s almost daily. …and then I can’t reach the presence that I’d need
for a particular situation at hand.”

In sum, Fig. 2 maps the stressors behind the individual strains of SNS use.

4.2 Social Strains: Identity and Social Relation Problems

According to our data, SNS use can create strains tied closely to the users’ social life.
First of them is identity problems, by which we refer to the users’ tensions related to
their conceptions of themselves and communicating such conceptions to others. In
practice, the interviewees highlighted how SNS use derived a pressure to constantly
question and reassure one’s own activities. This is due to the SNS’ unprecedented
possibility of seeing glossy peeks of others lives and posting updates about one’s own
life, which can cause negative self-image and disappointment to one’s own identity:

1 Dependence is different from addiction in that dependence is a broader term, it emphasizes users’
reliance on SNS, and it does not necessary indicate compulsive behavior.

2 In literature, different overloads such as information, technology, and social overload are used. In this
study, we refer to a combination of them.

Technostress and Social Networking Services: Uncovering Strains 47



“Somewhere down the line I noticed that [SNS use] influences me, so that the other users’ status
updates and posts have an effect on my self. So if everyone hadmany happy things posted [in their
status updates] and if Iwasn’t doing that good in life, I noticed that [the updates] disturbedmy self.”

Identity problems also included the burden of forfeiting one’s own identity and
private information. According to the interviewees, SNS jeopardize identity-related
information, since such information can be sold to a third party, stolen, or taken
otherwise advantage of.

Another social strain was social relation problems, which refer to the harmful
effects of SNS use on one’s interactions with other people. A recurrent issue was
negative changes in one’s online relations. For instance, several interviewees men-
tioned how their perceptions had changed about some of their peers after their peers
had posted provocative content. Further, discussions and debates over such content had
a polarizing effect, since they tended to drive people to the opposite corners:

“I’ve noticed that when I took a stand on an [SNS debate], and I received some initial attention
from [the opposing side] or they assigned me with a certain profile, I began to attract even more
attention than before.…at first I didn’t even realize [the harm], because it was fun, but if it went
on for long, for like a year, I noticed how straining it was. It was so treacherous that you didn’t
see the mental energy that died out with it.”

4.2.1 Stressors Behind the Social Strains: Life Comparison Discrepancy,
Online Discussion Conflict, and Privacy and Security
Uncontrollability

According to our data, the social strains can be traced back to three SNS stressors: life
comparison discrepancy, conflicts in SNS discussions, and privacy and security
uncontrollability. By life comparison discrepancy, we refer to the SNS users dis-
comfort when comparing their own life to the lives of others via SNS. As one inter-
viewee put it simply, it was about the negative and tiring aspect of “stalking how others
are doing”. The interviewees emphasized how easy it is to compare the constantly
on-going SNS posts of others to their own life. Life comparison was perceived dan-
gerous because it can form an infinite loop: one can always find an SNS post that
showcases how someone is doing something better than its reader. The following
excerpt illustrates the effects of such comparison to one’s identity:

“It’s like when I hear my friends saying like, ‘I’ve just browsed the profiles [in a particular
SNS] for two hours’. Like I recently discussed [with my friends] that people go and peek at the
lives of some friends of their friends or their ex [girlfriends and boyfriends], eh… It causes me

Fig. 2. Stressors behind the individual strains.
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to start thinking too much about everything… It’s probably like that I start to compare myself
[and my life] to the others and that kind of stuff.”

Online discussion conflict refers to the public or private disputes between two or
more users of SNS. Several interviewees referred how they were displeased when they
were driven into online arguments or witnessed other users’ altercations. The subjects
of the debates varied all the way from politics and religion to hobbies and leisure
activities. Specifically, many interviewees emphasized how “intense”, “nasty”, and
“personal” such conflicts got. For example, one interviewee described how a conflict
within an SNS group of dog owners had evolved into a war that was reported even in a
national newspaper:

“…I’m involved in a dog breed group [in a particular SNS]. And there’s, I guess like every
spring, some fight about whether that particular breed should be trimmed and cut the dog’s fur
to zero for summer [laughs]… So, an actual war breaks out. There was a really long discussion
thread under one picture of a trimmed dog… People were like ‘yuck how ugly it is’ and ‘the
dog is ruined’. …so that, eventually, [a national newspaper] ended up writing a story about that
particular [SNS] fight.”

Privacy and security uncontrollability reflect the user’s possibilities to control
how their personal information is shared via SNS (both within the visible SNS or
behind the scenes). Several interviewees perceived that sharing detailed private
information could turn against them if their network members “knew too much about”
them or their sensitive information ended up in wrong hands. The more severely
perceived security risks included surveillance, theft of bank account information, and
other profile hacking. These aspects contributed to identity pressures, since many
interviewees thought they had to keep sharing personal information to maintain their
identities via SNS despite the uncontrollability. For example, one of the interviewees
described how he had been balancing between identity building and his concerns
related to privacy and security:

“[Previously] all of my status updates were public. My pictures were public. …I just posted all
kinds of personal stuff visible for everyone… All kinds of stuff that I still regret today. …[but
nowadays] I tend to delete my [recent] updates after a while, basically after people have seen
them.”

In sum, Fig. 3 illustrates the stressors behind the social strains of SNS use.

Fig. 3. Stressors behind the social strains.
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5 Discussion

Despite the recent calls and a growing research interest on technostress (e.g., [2, 6, 8,
11, 16–18]), the extant studies have not explained what kinds of various strains SNS
use can create and how can these strains be traced back to different stressors. To
address the identified research gap, this study contributes by identifying four strains of
SNS use and uncovering the SNS-related stressors underlying them (Table 1). Such
knowledge is deemed important because understanding how actual problems are cre-
ated can help individual users and their stakeholders to prevent the problems, attain
stress-free SNS use, and improve their well-being [10, 13, 33].

5.1 Implications for Research and Practice

First, our data suggests that there are two different ways of how SNS strains are created:
individual strains link with different underlying stressors than social strains. These new
findings go beyond the prior studies on technostress in personal/leisure IT and SNS
contexts, which have focused only on a few rather abstract and general strains (e.g., [2,
4, 6, 21]). By identifying different kinds of strains and their different determinants, it is
now possible to help users and their stakeholders (e.g., families, friends, employers,
medical professionals, and health organizations) to acknowledge their strains, under-
stand how they are created, and increase their possibilities to avoid the strains in the
future. This generates opportunities for researchers as they can use our findings to design
and implement tailored interventions for technostress reduction that target certain types
of strains. In sum, we suggest researchers to distinguish these different types of strains
and their linkages with different stressors when studying technostress in the future.

Second, our study demonstrates how users can suffer from concrete problems
deriving as side-effects from their SNS use. For example, we found out how users’
concentration abilities had essentially decreased, how their sleep had been disturbed,
and how they had faced identity problems due to SNS use. In contrast to the prior
studies’ focus on strains related to SNS use and SNS themselves (e.g., use discon-
tinuance and SNS exhaustion) [2, 4, 6, 21], our findings extend the current under-
standing by recognizing the side-effects that “spill” further from the mere SNS use
situations (e.g., to situations such as sleeping). Thus, this study aims to reveal a more

Table 1. Summary of the findings

50 M. Salo et al.



precise picture about the SNS strains that seem to haunt the users in also outside of the
actual SNS use situations. By highlighting such “spillover” effect of the SNS strains,
our study aims to provide input for discussions about healthy ways to use IT in concord
with other areas of human life.

Finally, our study reveals several more detailed new findings that, to our best
knowledge, have not been discussed in the technostress literature. For example, we
could not find any empirical studies on technostress that would account for concen-
tration problems, sleep problems, social identity pressure, life comparison discrepancy,
and online discussion conflict. There have been discussions of some alike aspects
fragmented across different disciplines such as self-promotional and antisocial SNS
behavior in psychology [41] and children’s screen time and sleep in medicine [42].
However, most studies have applied rather general constructs and have not revealed a
picture about the stressors underlying the strains. In this way, IS studies could
potentially offer implications also for other disciplines than IS and enhance the much
desired two-way interaction between IS and its so called reference disciplines [43]. For
example, psychologists and medical researchers could potentially complement their
studies with our findings regarding the different kinds of SNS-related stressors.

5.2 Limitations and Future Topics

There are certain limitations regarding this study. First, this study aimed to capture and
distinguish the central stressors for both main types of strains (individual and social),
although the stressors may not be completely exclusive and some interaction between
them may occur. Second, since data collection with retrospective approaches may relate
to recall and re-interpretation issues [44], we aimed to anchor questions, responses, and
examples in real-life events and instructed the interviewees to think carefully about
their past experiences. Third, we collected self-reported data about users’ perceptions
instead of physiological data [45]. However, such self-reported and perceptional data
have been found reliable for studying technostress [8, 11]. Fourth, our study focused on
the users’ subjective experience of stress and it did not capture any potential effects of
IT on a biological level (e.g., chemicals or radiofrequency radiation) [46]. Fifth, our
interviewees were Finnish and, hence, some of the findings may relate to nationality
and culture. Overall, we estimated that answering our research questions required data
about users’ actual experiences of technostress instead of hypothetical scenarios.

Based on the findings of this study, we suggest areas to be examined in the future.
First, our study revealed various SNS strains but did not focus on investigating whether
the problems are short-term or long-term. Thus, researchers could utilize longitudinal
approaches to study how permanent and recurrent these problems are. Second, this
study focused on SNS use in the personal/leisure context. Since SNS are nowadays
becoming increasingly popular also with work IT, strains of work-related SNS could be
studied in organizational contexts. Finally, we encourage researchers to study how the
SNS strains could be reduced. The findings of this study could be utilized to examine at
least two different ways to reduce the strains: one for individual strains and another for
social strains.
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Abstract. In this theoretical and argumentative paper we analyse the implica-
tions of social buttons as used on social networking sites (SNSs). Although
social buttons have been around for many years, there is still a scarcity of
research on their effects despite their pivotal functions for the success of SNSs.
We conceptualise these buttons as Like buttons, Share buttons and Follow
buttons and analyse them and their associated actions through the lens of social
capital theory. Our analysis shows how the clicker and the clickee are affected
differently through these social buttons, and in the process, we also propose
seven concepts to describe the social implications of these buttons. Having
discussed these concepts, we conclude the paper by offering three contributions;
(a) the distinguishing between the clicker and the clickee; (b) the subtle but yet
distinct differences between buttons, and; (c) a set of ways through which social
buttons become productive.

Keywords: Social buttons � Social capital theory � Social networking sites �
Clicker � Clickee

1 The Social Turn of the Web

Social Media platforms and Social Networking Sites (SNSs) such as Facebook,
Twitter, LinkedIn and Google Plus, have transformed the Web from ‘the informational
web’ into ‘the social web’ [11, 12]. This transformation has been achieved by facili-
tating the creation of public or semi-public profiles, the exchange of user generated
content, and the articulation of friend lists [6]. The social web can be understood as a
digital environment that supports “collaborative development of content, cross-
syndication and relations created between users and multiple web objects—pictures,
status updates or pages” [12: 1351].

As a result of this transformation, the hits and links counters that were common in
the informational web have largely been replaced by Like and Share dittos, whose
numbers are generated through what might be referred to as ‘buttonised’ actions. These
actions are made possible by the introduction of particular buttons, whose main
objective is to allow interactivity between users and the content through a single mouse
click. These features are referred to as ‘social buttons’ [11].

Social buttons allow individuals to share, endorse, or appreciate users or their
content within and across various social media platforms. Unlike other SNS
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mechanisms such as updating a status, posting a blog entry or writing a tweet, social
buttons support a set of pre-defined, single-click tasks. In addition, social buttons also
provide means to visualise certain actions and turn them into tangible measurements
that can be harvested, repurposed and sold. This can be illustrated by Facebook’s Like
button introduced in 2009, which has the capacity to instantly metrify and intensify
users’ affects, i.e. materialising emotions into numbers on the like counter [12].

Although social buttons have been around for ten or so years, there is scarcity of
research that specifically study and analyse social buttons [3]. In addition, most
research on clicking behaviour so far has focused on the person who clicks – the clicker
– and tried to understand when and why people click on things. The clicker is obvi-
ously important since it is this actor who initiates the interaction by clicking the button.
However, if the clicker would be the only actor involved it would make little sense
talking about social buttons or social media. There is obviously also an actor behind the
object being clicked; the person who posted the message, uploaded the photo, or shared
the object. This actor – the clickee – is affected socially by being clicked, but this aspect
of social button usage has thus far largely been overlooked.

In this theoretical and argumentative paper, we contribute to existing research on
social media platforms as we conceptualise the social buttons and their capabilities
through the lens of social capital theory. In addition, we pay attention to both involved
main actors – the clicker and the clickee. Our main research question is: What social
implications do social buttons have for those who click them and for those who become
clicked upon?

2 Social Capital Theory

Social capital plays a central role in society through the various types of relations that
bind together the members of social networks and communities [8, 18, 20]. Like
financial capital, using social capital creates more of it, but what is used and created
here is social relationships and the benefits that come with them [21]. Social capital was
first defined by Bourdieu as: “the aggregate of the actual or potential resources which
are linked to possession of a durable network of more or less institutionalised rela-
tionships of mutual acquaintance and recognition” [5: 248]. In line with this, Putnam
defines social capital as social networks and their associated norms of reciprocity [18].

Thus, social capital is embedded into relationships among individuals and can be
measured both at individual or group level [8]. It is embedded in the structure of social
networks and location of individuals within such structures. Social capital has been
considered as individual benefit, a network and its effects, as well as a process [21].
While we acknowledge Nahapiet and Ghoshal’s [17] reminder that no single individual
can monopolise social capital since it is always owned collectively, this paper focuses
on the benefits individuals derive from interacting socially through these specific social
media buttons.

For our analysis of the social buttons, we apply the three dimensions of social
capital originally proposed by Nahapiet and Ghoshal [17] and later frequently used in
research in a variety of fields, including IS (cf. [23]). The three dimensions are
structural social capital, cognitive social capital and relational social capital, and
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although we shall below describe them separately and later use them separately to
analyse social buttons, the boundaries between them are in reality blurred and
interrelated.

Structural Capital refers to the connections between various actors in the network,
be they individuals or organisations. Actors create and maintain relationships with or
links between each other in their communities, and such ties are necessary for the
development and utilisation of social capital [20] and provide the most fundamental
form of social capital. Social networking sites offer a plenitude of opportunities for
actors to create structural links by clicking and commenting on each other’s posts and
profiles. The more actors that are connected via these links, the higher density the
network has, and the more likely it is that the actors act in compliance with the norms
that are collectively established. In particular, centrally embedded actors, i.e. those with
many ties to others, are expected to lead in such collective actions [23]. The frequency
and the duration of the interactions between the actors reflect the level of structural
capital build [24] and the number of ties can thus be used as a proxy for the structural
capital an actor possesses [2]. Individual click actions are typically made visible on
many social media platforms through the use of various counters.

Cognitive Capital means resources that enable shared interpretations and meanings
among members of a network [17]. One important such resource is a common language
since it provides a frame of reference for understanding the environment [23]. A shared
language lessens the risk of misunderstandings [24] and facilitates knowledge sharing,
behaviour regulation and conflict management among other things [20]. As an actor
interacts with others, sharing the same practice and developing norms related to that
practice, the actor learns the particular jargon, terms and words that are part of the
discourse, and this develops the cognitive capital for that actor. The sharing of nar-
ratives or “war stories” are particularly useful in order to develop cognitive capital [17,
23]. On social networking sites, an actor may either be a resource by sharing of
expertise and knowledge, or find resources by reading and interacting with others in the
network. The more interaction, the better, since it has been argued that networks
characterised by high density and frequent interactions are particularly likely to be
beneficial to the development of cognitive capital (cf. [17]).

Relational capital relates more to the personal relationships amongst the individual
actors, according to Nahapiet and Ghoshal [17]. In contrast to structural capital that
primarily concerns the properties of the network as a whole, relational capital deals
with the expectations and obligations felt by the actors in the network [20] and is
developed when actors identify strongly with the collective and perceive an obligation
to participate and contribute to the network [23]. Trust thus becomes an important
element since it affects the level of social exchange that may occur between actors. The
amount of personal information an actor discloses affects the amount of trust the actor
receives from the community, but the willingness of an actor to share personal infor-
mation also depends on the level of trust he or she has in the community. Reciprocity in
terms of sharing information in order to receiving information is vital to the devel-
opment and maintenance of relational capital [24]. Related to trust is the degree of
social closure to the community [20]. A higher degree of closure enacts more
observable norms and allows more efficient sanctions. When there is relational capital,
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actors perceive an obligation towards the collective, for example by helping other
members, even if they are strangers.

3 Research Design

We departed with an understanding that Like, Share and Follow buttons may create
social capital in different ways. Herein lies an implicit assumption that these buttons are
used predominantly in a positive way. We acknowledge that you can Like a racist
comment, Share false information and Follow someone in order to troll them, but we
have chosen to reflect upon the constructive use of these buttons. We have hence also
excluded buttons such as Sad, Angry, Dislike and Thumbs-down from our analysis.
SNSs and the potential social capital that is more generally generated by people have
been addressed by several scholars, often in a quantitative fashion (e.g. [9, 23]). We
add to the understanding by providing a previously missing qualitative view on the
conceptualisation of social buttons by applying social capital theory as an analytic
instrument.

Gerlitz and Helmond define social buttons as features that allows individuals to
“share, recommend, like or bookmark content, posts and pages across various social
media platforms” [11: 1351]. Halupka [14] has a slightly narrow definition where he
suggests that the main task of a social buttons is to allow interactivity between users
and the content through a single mouse click. In this study, we join Halupka and focus
only on such one-click buttons, thus eliminating status updates, tweets, commenting
and other actions that require typing.

In order to identify various types of social buttons, we visited some of the biggest
and most popular SNSs. There is no exact way to measure size or popularity of an SNS
and there is an abundance of lists available on the Web ranking SNS according to
various variables such as e.g. number of accounts, number of active users, or degree of
activity. Although there are some differences between these lists, there is also much
overlap, and we selected the eight SNS that consistently scored high on the four
ranking lists that we examined. These sites include (in alphabetical order) Facebook,
Google+, Instagram, LinkedIn, Pinterest, Tumblr, Twitter, and YouTube. Browsing
each of these sites systematically, we identified and collected 73 different social
buttons.

Next, we organised these buttons in groups based on similarities in function and
purpose, thereby creating more general categories of social buttons. Many of the
buttons were unique to a particular SNS but three distinct categories emerged as being
common to all of these eight sites. Since these three types of buttons are the most
common and cover the bulk of the activities supported by social buttons, we chose to
focus solely on these three. The first category contained buttons that allowed the user to
show appreciation of or express sympathies for an object. This included the ‘Thumbs
up’ in Facebook, the ‘Heart’ in Twitter and the ‘+1’ in Google+. The vocabulary
differed between sites, but we chose to refer to this category as the Like button. The
second category of buttons enabled users to redistribute content in a simple manner. In
Twitter, this is known as ‘retweet’ whereas most other sites called it ‘share’ and hence
we chose to refer to this as the Share button. Finally, our third category consisted of
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buttons that made it possible to monitor an account over time. YouTube call this feature
‘subscribe’ but we followed the majority of the sites and chose to label it the Follow
button. The result of this process is shown in Table 1.

4 Conceptualising Social Buttons

In the following section, we conceptualise the three main categories of social button
identified above, and what these buttons imply for the clicker and the clickee,
respectively.

4.1 The Like Button

The most obvious reason for a person to click on a Like button is that he or she actually
likes the object in question; it could be a witty statement or an uploaded picture of a
cute baby or someone having checked in at the theatre or at a restaurant. This would
typically be the case when the object belongs to family members, friends or colleagues
with whom the clicker has an established personal relationship. In these cases, liking
would be a way of showing these individuals that the clicker has noticed and appre-
ciates their posts. Clicking the Like button is thus a way to maintain an ongoing
relationship. As these individuals, typically do not get thousands of likes, they would
be able to see from the list of likers that the clicker has liked their posts. The clicker and
the clickee would in this case be aware of one another.

Table 1. List of (categorised) social buttons found on different SNSs.

SNSs Social buttons
Like Share Follow

Facebook Like
Love
Haha
Wow

Share Follow
Add friend
Poke

Google Plus +1 Share Follow
Instagram Heart Send Follow
LinkedIn Like

Love
Endorsement

Share Follow
Connect

Pinterest Love
Loved it
Pin (save)

Share Follow

Tumblr Love Share
Reblog
Send

Follow

Twitter Love Retweet Follow
YouTube Like Share Subscribe

58 J. Ljungberg et al.



However, the clicked object might also belong to an organisation issuing a call for
action or promoting a new product or service. In this case, ‘the organisation’ is typi-
cally a nameless account who the clicker does not know personally. Even if the clicker
probably do like the organisation or the object in question, clicking the Like button for
that object would serve two other purposes; to actually support the organisation and to
show the community that the clicker is a kind of person who Likes this sort of
organisations. For example, liking the Red Cross is a way to support their cause but
perhaps even more so a way to promote oneself as a responsible and caring person. As
a clickee, an organisation or a celebrity would receive thousands of Likes and would
probably not go through the list of likers, and even if they did, they would not
recognise the clicker’s name. The relationship, in this case, only goes one way.
Nonetheless, the click would increment the clickee’s Like counter.

Structural social capital amounts to having a large number of links within the
community. Clicking frequently on Like buttons, the clicker would establish links to
other users. When these users are known friends the links would be kind of
bi-directional whereas when the clickee represents a more abstract entity (e.g. a
celebrity or charity organisation), the link would tend to be uni-directional. In either
case, the community would identify the clicker as liking very frequently and thereby
creating many connections which would translate into structural social capital. On the
receiving end, a clickee with a high Like counter would also be recognised as having
structural social capital, regardless of who has generated the Likes.

Cognitive social capital means having many resources to tap into and to be such a
resource to others, but it is also about having shared norms and a common under-
standing. Clicking the Like button is a way to endorse certain individuals or opinions,
thereby fostering a network of people who reciprocally Like one another or one
another’s posts. In such communities, actors may develop shared habits or ideas that
increase their cognitive capital but also risk making the community rather introvert.
Within such networks, the clickee who receives many Likes earns cognitive social
capital as being a resource of knowledge, but also the clicker benefits from having
endorsed the clickee. Sometimes, liking can be a deliberate strategy for the clicker in
order to build an identity and thus become a resource to the community.

Relational social capital is more personal in nature and does therefore primarily
develop amongst actors who know and trust one another. The bi-directional nature of
Like links between friends, and the fact that expectations, obligations and reciprocity
are likely to exist, suggest that the clicker and the clickee both would increase their
relational capital when the Like button is clicked. This situation may also apply to
organisations if the clicker is personally involved, say as a paying member of a club or
as an active volunteer for an organisation. The clicker would benefit from the future
return Likes that can be expected due to the reciprocal nature of the relationship,
whereas the clickee benefits from the increased Like counter.

4.2 The Share Button

To share experiences is a fundamental social aspect of human life which the Share
button affords in an efficient way. One of the primary reasons to use the Share button is
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to forward content between sub-communities, when the clicker believes that the content
is somehow meaningful for that other sub-community. A funny cat video or a useful
piece of information posted by a friend or family member is typically Liked rather than
Shared, since friends and family in the clicker’s own community would most likely
already have seen the original post. Sharing is thus not so much done amongst close
friends, although friends and colleagues often belong to different sub-communities.
Here, the clicker Shares an object just because of its content and do not care who the
original contributor is; it may be a totally unknown actor but with a worthwhile post.

However, the opposite may also be true. The clicker may Share an object in order
to endorse or acknowledge the authority of the object owner. The clicker Shares the
“Save the Earth” call from Greenpeace in support of the organisation, wanting it to
receive more attention from the community. Here, the identity of the clickee is
important since what matters to the clicker is who the clickee is rather than what the
message says. This sort of action also adds to the clicker’s image.

The Share button builds structural capital primarily for the clickee, since a fre-
quently shared object indicates some sort of popularity (either for the content per se or
for its provider). However, it is not only the number of Shares that are displayed to the
community; every time someone Shares something, a new entry is created, adding
structural capital also to the clicker. Although these activities are spread out and not
aggregated in a counter as for the object owner, they are still visible and implicitly adds
up - especially if they are frequent.

By providing resources across communities, it is the clicker who adds to the
cognitive capital of his or her sub-community despite not being the original source. The
receiving community, who may not know the original source, relies on the judgement
or expertise of the clicker who Shared the content. It is more important that the clicker
is known and/or trusted, than is the clickee, and it is thus the clicker rather than the
clickee who benefits from the Share button in terms of cognitive capital.

If the initiative to Share something with one’s community is based on a perceived
obligation to contribute to the network, relational capital is said to exist. The use of the
Share button presupposes something worth of sharing and is thus not as casual as the
Like button. Almost anything can be Liked whereas Share is done much more selec-
tively. The Share button is therefore also not as bi-directional as the Like button; the
clickee cannot immediately share back unless there is something to share. Whereas Like
is directed towards the clickee, Share is directed towards the community, and thus
builds very little relational capital for the clicker and the clickee.

4.3 The Follow Button

Unlike the Like and Share buttons, which are more instantaneous in their nature, the
Follow button enables users to initiate more long-term relationships. Clicking the
Follow button means that the clicker wants to receive continuous updates from the
clickee, and this seems to be the case for friends and family as well as for organisations
and other impersonal accounts. Being followed does typically not result in a follow
back action and Follow is therefore in nature a uni-directional relationship, although
there are exceptions as discussed below.
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Following a friend or family member would strengthen the ties between the clicker
and the clickee but does not add much to the greater community, since the clickee
might be totally unknown. However, the clickee can also be a celebrity or an organ-
isation in which case the act of following tells the community something about the
clicker. In addition, the reasons for following a celebrity or an organisation could be
either personal or professional. To illustrate, a supporter of President Trump can decide
to Follow Trump for personal reasons, i.e. to support Trump and show this support to
the community. Professionally, a journalist may choose to Follow the President in order
to receive tweets to analyse without sympathising with or endorsing the President’s
views. Regardless of the reasons, though, each follower adds to the clickee’s counter
and thus to the clickee’s popularity.

The Follow button creates more structural capital for the clickee, since it is obvi-
ously more important to have many followers than to follow many. The fact that a
clicker frequently Follows others is less visible to the community and thus less likely to
be recognised. In contrast, for a clickee who has millions of followers, the large number
of connections is shown and thus helps build structural capital for the clickee.

Neither in terms of cognitive social capital does the clicker gain much from the
Follow button. It is only the clicker, not the community, who receives notifications
about the clickee’s whereabouts, and the number of people the clicker is following is
not clearly exposed. However, if many people in the community are following the same
clickee(s) this may be seen as adding to the cognitive capital, since it helps commu-
nicate a common interest and may facilitate shared norms.

Following a public figure or an organisation with which the clicker has no existing
relationship would not result in any relational capital gain, since relational capital is
tightly linked to personal relationships. However, between family members and close
friends the Follow button can be used to strengthen existing bonds. The clicker receives
updates about the clickee’s activities, thereby getting to know him or her better. The
clickee, in turn, would be aware of being followed, and therefore feel obligated to
somehow reciprocate or contribute to the shared agenda. Both can therefore be said to
contribute relational capital from the Follow button.

5 The Social Implications of Like, Share and Follow

As described in the theory section, social capital is productive in the sense that it
facilitates certain kind of actions [8]. In social capital theory, either organisations or
persons can perform these actions, but in this paper, we stick mainly to how social
capital can be resources for individuals. In the following, we will discuss how the Like,
Share and Follow buttons draw on social capital, either by using it or contribute to
creating it. When a button is clicked, an action is performed with implications for the
clicker as well as for the clickee. To describe these actions and their implications we
will introduce a set of concepts: building identity, bridging, bonding, popularising,
acknowledging, creating awareness, and recognising.
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5.1 Structural Social Capital

Structural social capital is constituted by the connections between individuals in a
network [17, 23], in the form of strong or weak ties [13]. SNS are particularly well
suited to the maintenance of weak ties, but also offers ways to manage different types of
connections [22]. An SNS user would typically have a list of connections that includes
both strong and weak ties, but also implicitly have access to a large number of latent
ties (i.e. friends-of-friends). For an individual, the amount of structural capital is
dependent on the position in the network in terms of the nature and number of con-
nections. In an SNS, an individual can generate structural social capital relevant for a
variety of contexts, ranging from strong ties among close friends, and in closed
communities, over weak ties in different networks, to the huge number of latent ties
constituted by the whole user base of an SNS. Similarly, an individual can draw on
structural social capital as resource from these diverse contexts.

When the clicker hits the Like, Share and Follow buttons, it is a way to show
appreciation, but also to show preferences and thus a way to build identity in relation to
the wider network that constitute the base for the clicker’s structural capital. We refer to
this process as Profiling. In order to gain structural capital, the network need to be
dense enough for the clicks to be observed by the others; otherwise no structural capital
will be generated. For a person with a large amount of structural capital, this profiling
will be efficient and wide spread, and further nurture the position in the network. For
the clickee, it depends whether there already exists a strong or weak tie to the clicker, or
no tie at all. The Like button favours instant, gut-fired, emotional, positive evaluations.
This could be directed towards strong ties as friend and family, but also towards weak
ties or total strangers. In the first case, it is the relations to family and close friends, i.e.
strong ties that constitute the arena for structural capital. Being Liked implies an
acknowledgement, it is something good, and it generates structural capital for the
clickee.

In the case where the clickee is a weak tie or stranger, the network that constitute
structural capital could be viewed as the whole SNS community, e.g. the community of
all Facebook or YouTube users. Drawing on this very large base of potential clickers,
gives a great potential to achieve large amounts structural capital for certain individ-
uals. Thus, clicking the Like button may bring popularity to certain persons. Van Dijck
[19] argues that the popularity principle is one of the core dimensions of
SNS-platforms: Given the visibility featured by SNSs, and the algorithmic capability to
further boost popular persons or topics, popularity generates even more popularity [12].
The very concept popular is not about being renowned or recognised, it is about fame
[4]. In the context of SNS, it is all about numbers. Popularity is a quantifiable measure,
which makes it manipulable since boosting popularity rankings is an important
mechanism built into SNS [19]. Potential popularity for a clickee is generated by all the
buttons - Like, Share and Follow - even if it might have strongest implications in the
case of Like. The social buttons ability to accumulate mass attention, and making
certain persons famous, draws on the large amount of structural capital that is gener-
ated. In some cases, this can translate into monetary capital, as for example in the case
of YouTube star PewDiePie, who gains structural capital from all the YouTubers that
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Like, Share and Follow him. This structural capital in turn can be converted to eco-
nomic capital [1], i.e. in form of sponsor deals.

5.2 Cognitive Social Capital

Cognitive social capital refers to the common ground of a community, in the form of
language, norms and culture [17, 23]. From an individual’s perspective, cognitive
capital is related to how well the individual masters these common resources. An
individual that is at the core of a community (i.e. having plenty of structural capital) is
likely to master the resources well, and therefore also have plenty of cognitive capital.
What happens when the Like or Share button is clicked is that an act of bridging occurs.
The concept of bridging was introduced by Putnam [18] to describe the impact of weak
ties. The connections to a diverse set of people in different contexts, lead to exposure to
a broad set of information and opportunities that strong ties would not provide. Hence,
weak-tie networks are better suited for linking to external ideas and for dissemination
of information and knowledge [21, 24].

When bridging, an item originating from outside the clicker’s network is put for-
ward to the network’s attention. In the case of liking, this is an indirect effect, since the
Like will be visible for the network, as part of the SNS’s way to steer the flow of
information. In the case of sharing, this a conscious act of bridging, were an item from
outside is brought into the common resources of the network, adding to the cognitive
capital. The more structural capital the clicker has, the more efficient the sharing will
be, due to many connections. A clicker with plenty of cognitive capital would be able
to assess if the item about to be Shared is relevant and compatible with the norms for
the community, and hence, would be considered trustworthy.

A certain dilemma here is the diversity among connections. A friend list could
connote a mixture of people that represents a range of different contexts: family, close
friends, colleagues, communities and even total strangers. This mixture creates a great
generative potential of latent ties that could generate structural capital. However, this
could also cause problems in terms of items introduced that are incompatible with the
common ground of the network. This ‘context collapse’ occurs when people from
different social contexts come together in uncomfortable ways [15].

The Follow button creates mainly awareness for the clicker. For the clickee, all
three buttons create recognition of the clickee as a provider of relevant content. This is
different from popularity, because it draws on compatibility with the cognitive capital
(especially in the case of sharing), rather than on structural capital. A person whose
items often get Shared becomes recognised as a person whose contributions are worthy
to pass on to others. Thus, a person with many followers receives recognition as a
person worthy to Follow.

5.3 Relational Social Capital

Relational social capital is related to expectations and obligations as central to social
capital in terms of trust, identity and system closure [8, 20]. This could concern the
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identification with the collective, the trust of others, and loyalty in terms of perceived
obligation to participate [17]. Networks with plenty of relational capital tend to consist
of dense, close and intimate connections, i.e. strong ties. Thus, it is not the accumu-
lative number of (weak) connections in an SNS that provide relational capital (as in the
case of structural capital), but the strong ties in terms of ‘actual friends’ [10].

When the clicker presses the Like button targeting a tightly coupled connection
(e.g. friends and family members) an act of bonding occurs with the clickee. The
concept of bonding was introduced by Putnam [18] to describe the impact of social
capital for strong ties. The act of bonding relies on emotional support, access to scarce
resources, and the ability to mobilise solidarity [18, 21]. In the context of an SNS,
liking an object among close friends gives an impression of presence of strong ties
between the actors. It is an act of the clicker expressing sympathy and emotional
support for the clickee, but bonding brings relational social capital to both the clicker
and the clickee.

As the bonding act is visible also to other strong ties, it may generate further
emotional support for the clickee. One example of this is the way creators of memorial
pages on Facebook perceive Likes as a direct and personal support [16]. The visibility
of the bonding act among strong ties will also frame the clicker as an emotional and
supportive person, generating relational social capital [7, 10]. Clicking the Follow
button has similar implications for relational social capital as pushing the Like button.
In contrast, the Share button does in essence not contribute any relational social capital;
neither for the clicker, nor for the clickee.

5.4 Summarizing the Implications of Social Buttons

Social buttons and social networking sites (SNSs) have an increasing impact on our
everyday practices. In this paper, we set out to identify what the social implications of
such social buttons are for those who click them and for those who become clicked
upon. Such findings contribute to our understanding of social networking sites and may
also have implications for the design of such platforms. We conclude that social
buttons facilitate relationship maintenance with low transaction costs, both in relation
to strong and weak ties. We have in this paper conceptualised what social buttons are,
and how users can generate and draw on social capital from different contexts ranging
from strong ties, over weak ties to the whole range of latent ties constituted by an
SNS-network as a whole. We have contributed to a deepened understanding of the role
of social buttons in the transformation of the web. Firstly, we acknowledged the
different nature of being a clicker and a clickee. Secondly, we identified three main
categories of social buttons, and the subtle but yet distinct differences among them.
Thirdly, we found a set of ways that the Like, Share and Follow buttons become
productive in relation to social capital, with implications for the clicker and the clickee
such as building identity, bridging, bonding, popularising, acknowledging, creating
awareness, and recognising, as summarised in Table 2.
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Abstract. User-based redesign after implementation has been studied in many
contexts gone by many different names, such as appropriation of technology,
malleable design and secondary design. The phenomenon of redesigning content
has mainly revolved around technologies such as Facebook, Twitter, or Wiki-
pedia or portal-based technology with configuration abilities, with very little
focus on technologies where users can change both functionality, content and
the level of technology complexity. We coin this type of secondary design deep
secondary design. In this paper, we investigate how to enable deep secondary
design by analyzing two cases where secondary designers fundamentally change
functionality, content and technology complexity level. The first case redesigns
a decision model for agile development in an insurance company; the second
creates a contingency model for choosing project management tools and tech-
niques in a hospital. Our analysis of the two cases leads to the identification of
four principles of design implementation that primary designers can apply to
enable secondary design and four corresponding design implementation prin-
ciples that secondary designers themselves need to apply.

Keywords: Principles � Design theory � Secondary design � Case study

1 Introduction

Years ago, von Hippel [1] claimed that a type of users called Lead Users were using IT
products in innovative ways, and next generations should be based on the practices of
these users. As such, literature on user-changed reinvention has existed since the late
80s in the shape of e.g. participatory design [2] and emergent organizational work-
arounds [3]. Germonprez et al. [4] observed that IT systems can intentionally be
constructed so that it is easy for the design “to be tinkered with and tailored for the
creation of systems where people actively reflect on and engage with their local con-
texts, tasks, and technologies” [4, p. 665]. Today, many IT products are designed in a
way that users can easily take the design into use and add their own content and use
cases. The users redesign in a manner so they become designers of the original primary
design; they become secondary designers of the product. This has been found to carry
with it new functions for social interaction in non-organizational settings with the
argument that secondary design of function in organizational settings can actually
inhibit the tailorability and possibilities for users as secondary designers [4]. Further-
more, common design theory and principles, e.g. originating from Design Science
Research, have primarily sought to provide prescriptions of how functionality of a
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design should be in order to attain a solution [5]. However, as secondary design has
been defined as a process and not as an artifact only, we still seek to find a proper
answer to how and when users take on the role of secondary designers who redesign
the functionality, underlying logic and the level of technology complexity for a new
target group or use situation. Prior research has focused on the users as contributors,
while we still need knowledge of how to enable users to become differentiators of the
content and function of the design [4]. We call this deep secondary design and dis-
tinguish it from tailoring content by preferences or new features of a product [6], and
we seek to identify what enables these changes and how to enable it. Thus, the research
question being answered in this paper is: “How can secondary design be enabled?”

We answer the research question by presenting two case studies of completed
secondary (re-)designs, all concerned with relatively simple IT artifacts on different
complexity levels (from manual paper-based scorings to spreadsheet macros and
visualization). First, we review the existing literature on related research on secondary
design and identify areas for potential research. Second, we explain our research
method and methodology used on the two cases. Third, we analyze the cases to infer
principles for enabling secondary design. Fourth, we discuss findings and contributions
to the field, and finally we conclude the paper.

2 Previous Research

In this section, we show a gap in the field of research how to enable the phenomenon of
secondary design. We argue that rather than providing principles of physical attributes
of the design, we should focus more on the principles of process that can help primary
designers successfully enable secondary design.

2.1 Intentionality and Problem-Solving

Design Science Research (DSR) aims to solve problems through designing solutions
and contributing with prescriptive design theories to solve classes of problems [5, 7, 8].
Contributions to DSR require general and prescriptive theories to share and assist
designers in solving specific design problems. As such, the DSR field is a strong
contender for helping theorize of principles for secondary design. Design principles are
a central part of design theories [9] and also a central part of “nascent design theory”
(theories in progress) [10]. Gregor and Jones [11] specifically note that principles can
be denoted as “form and function”, explaining the physical attributes and constructs of
the artifact, and “principles of implementation”; how to create the artifact. Recently,
examples have been given of malleability to a design, divided into levels of cus-
tomization (of certain preferences of the technology), integration (between other
technologies), and extension (adding new capabilities of the artifact) [6]. The literature
on DSR converges in agreement that design theories should focus on design and
principles as inherent attributes of the artifact, or something the designers do to create
the artifact with little regard to the outside context. Of special interest is the element of
“principles of implementation”, which indicates prescriptions for how to create the
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design artifact. We use this element to argue that in order to answer our research
question, we need principles of design implementation for secondary design [11].

2.2 Tailorable Technology Design

In tailorable technology design, the designer intends the users to modify the design
after use [12]. The process of tailorable technology occurs in two processes, a default
state and an ongoing act of tailoring where the users gradually change the design as
they see fit. Design principles for tailorable design include designers to provide flex-
ibility of abstract tasks and using modifiable components to be reused and re-arranged
without establishing best practices [12]. The concept of secondary design by Ger-
monprez et al. [4] is conceptualized by defining a functional and a content layer.
Secondary design of the functional layer is defined as users combine hardware and
software solutions to solve problems. The content layer is defined as users being freely
able to change the content to support various types of expressions, use ad interaction
with other users. Common for the notion of tailorable technology design is that prin-
ciples rely on the attributes, structures and technology choices of the artifact, similar to
the notion of what DSR has noted. We see a gap between understanding how to
distinguish artifact attributes and the processes that enable users to move beyond
contribution of content to the artifact and into becoming a differentiator of function and
content.

2.3 Relationship Between Designers and Users

In order to combine principles of the artifact and principles of design implementation of
the process leading up to secondary design, it is imperative to position us in relation to
other research areas revolving around design with stakeholders. Examples of research
areas where designers engage with stakeholders to create new designs are for example
the concept of co-realization [13], or the wide-spread participatory design [2, 14].
Co-realization is the notion of designing technologies-in-use over longitudinal periods
based on an ethno-methodological approach so that the final design better corresponds
to the reality it eventually is placed in. The principles of participatory design include
that designers should have hands-on experience with the domain and that those who
will use the design should also have decision power over what the final design should
be. Common for these approaches is that users are seen as co-designers who learn
design and that the designers are more facilitators than experts. Secondary design has
been positioned as being different from this, as secondary designers are defined as
autonomous once they begin their design journey [4] and only little or no interaction
with the primary designers. We argue that this makes it crucial to focus on the very
fleeting moments where a relationship can exist between primary designers and users in
secondary design.
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2.4 Organizational Appropriation of Technology

On an organizational level, unintended use of technology can be deemed as “appro-
priations of technology”. These typically involve changes to processes
post-implementation that are difficult to plan for or entirely unintended. Seminal
research is that of Orlikowski and Hofman [3] who distinguished between emergent
changes (new and difficult-to-observe changes to how technology is being used) and
opportunity-based changes (changes captured and formally implemented by the orga-
nization). Davern and Wilkin [15] also created a matrix of types of changes that were
either circumventions or innovations based on new, emergent practices. Richter and
Riemer [16] defined malleable end-user software (MEUS) as software in the organi-
zational space that changes how users act. With the previously defined layers of content
and function, one can say that MEUS is designed specifically with the intention of
content layer manipulation. Furthermore, this practice has been coined as “as a social
process of appropriation in which the software is interpreted and “placed” within the
context of existing work practices” [16, p. 196].

Common for the literature of appropriation of technology is that it focuses on what
users do with and around the software, and how the organization can benefit from this.
As such, it somewhat excludes the relationship between designers and users, as well as
the opportunities for changes to the technology itself.

3 Method

We studied the above concept of secondary design in a multiple case study aiming at
establishing a “replication logic” for contrasting results [17]. The two cases represent a
diverse and different set of organizations and contingencies for secondary design. For
each case, primary design and final secondary design were compared, and observations
and interviews were made whenever possible. Furthermore, we observed the use of the
secondary design in practice. Due to access limitations, case 1 only contained obser-
vations and artifact analysis. Table 1 provides details of the two organizations and
settings represented in our cases.

For our analytical lens of the two cases, we were inspired by the concepts defined
by Walls et al. [9] on how to understand IS design theories and combined it with the
anatomy of a design theory by Gregor and Jones [11]. Walls et al. [9] define com-
ponents of design theories to consist of meta-requirements that are answered by a
meta-design. Both meta-requirements and meta-design are based on so-called kernel
theories, referring to theories from the knowledge base of existing research. While the
model was originally conceptualized as a prescriptive way to form design theories, we
found that by abstracting an instantiated artifact into a similar version of their model,
one can infer the overall components of from that specific artifact. We combine the
concepts of meta-requirements and meta-design with “principles of implementation” by
Gregor and Jones [11] who use that type of principle to derive at the specific product of
the design. We combine these two design theory models to identify two sets of prin-
ciples for secondary design: one describing the design and on describing how to use the
design, the implementation guidelines (see Fig. 1). Hence, we use it to describe the
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primary design and we use it show the secondary design giving us an overview of what
secondary design involves. We specifically focus on meta-requirements, meta-design
and implementation guidelines in this paper.

4 Analysis of the Two Cases

We first present the two cases’ primary design and their secondary design counterparts,
then we show the similarities by comparing them using the analytical lens and present
the design implementation principles and their grounding.

Table 1. Case details

Case Name
(pseudonym)

Secondary design characteristics Data collection

1 Insurance
Company

Fundamentally redesigning a decision
model for choosing agile or plan-driven
development in a specific project

Observation of
knowledge transfer (of
primary design)
Participation in three
design workshops
Observing use
Analysis of secondary
design artifacts

2 Hospital A contingency model for choosing
project management tools and
techniques based on contingencies

Observation of
secondary design
process over 9 months
6 status interviews held
Analysis of secondary
design artifact

Fig. 1. Inferred components of an IS artifact design, combined from Walls et al. [9] and Gregor
and Jones [11].
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4.1 The Insurance Company Case

The primary design in this case was a tool to assist an IT project manager in choosing
between agile tools and techniques or a more classic plan-driven approach. The pri-
mary design was inspired by another designed artifact for the same purpose and used as
a kernel theory [18]. The meta-requirements for the derived primary design came out of
studies in many organizations considering agile but working in a classic plan-driven
way. In these organizations, agile development was found to be suitable for only
certain IT-projects, and there was a need for choosing between agile and plan-driven
methods [19]. Another meta-requirement was that the choice of agile tools and tech-
niques or plan-driven tools and techniques needed to be made early in an IT project
again leading to the requirements that IT project managers need to be aware of core
project characteristics early on. In Fig. 2 we have elicited the primary design from our
analytical lens.

The primary meta-design (lower left box, Fig. 2) was based on a literature survey of
what impacts the agile development: “requirements stability”, “project size”, “com-
plexity”, “project team”, and “criticality”. For example, “complexity” involved the
ability to pre-define system requirements and scope as the central constraint [19]. An
unclear scope makes requirements hard to define and an agile approach may be
preferable because it will allow requirements to persist in near or full ambiguity
(Fig. 3).

In the secondary design, the primary actor was a manager responsible for projects
who needed to adapt the tool into the IT development department of the insurance
company. The meta-requirements did not change as the organization still needed to be
able to differentiate between choosing agile or plan-driven projects. The biggest

Fig. 2. The primary design in case insurance company
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changes were the instantiation of the meta-design and its input in terms of the questions
that were asked. For the secondary design to work and be comprehensible to the users,
the questions needed to change, and included new questions on whether the project was
staffed with full-time or part-time participants, and whether the result of the project was
to be used by employees or customers. Furthermore, the algorithm for calculating a
dimension was changed to assign different percentages to different dimensions and was
built into an interactive spreadsheet.

The implementation guidelines were changed to be used in a workshop with the
project manager and a chosen number of project participants. Furthermore, the
workshop was facilitated using a projector so everyone could see and by one person
from the “method and project office” who would fill out the interactive spreadsheet.

4.2 The Hospital Case

In Case 2, the primary design was called “the project radar” and was originally used as
a tool to identify problematic issues of an existing project in the organization of Danske
Bank [20]. The meta-requirements included the assumption that project management is
a tool-heavy discipline and this can make it difficult for a project manager to use the
right tool for the right problem in a project with varying variables such as size, aim, and
number of stakeholders.

The artifact was an open technology incorporated into an interactive spreadsheet.
A project manager would answer questions related to 8 dimensions including “task”,
“knowledge about”, “individual and background”, “environment”, “team”, “calendar
time”, “stakeholders”, “quality/criticality” (identified from literature on project man-
agement). An algorithm for benchmarking would then generate recommendations for

Fig. 3. Solution of the secondary design for case 1.
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the project as a whole. The dimension of “individual and background”, for example,
could be identified by a high score based on the amount of time available to project
participants. Solutions included proposals for documenting decisions, or aim at unin-
terrupted, successive work days for all members in the project. The output was a radar
chart visualization where the project manager could see the problematic areas.

The implementation guidelines included to have the project manager answer
questions and get an output visualization afterwards. The tool worked as a reflection
tool providing the project manager with relevant suggestions and techniques (Fig. 4).

Two project managers that followed an Executive Master in Project Management
were inspired by the primary design and felt that it was applicable in their own practical
domain; a health care setting at a hospital. Both project managers had more than 20
years of working experience. The primary issue with how the hospital handled projects
was that project teams were put together from random people from different depart-
ments. The requirements were more often than not based on their healthcare profes-
sional experience and competence and not on project management competences. As a
result, they compared meta-requirements from the primary design with requirements
from their own domain and found that only little knowledge existed on what project
management tools were and how to select appropriately among them.

They tested out the primary design, the project radar, on 4 different projects. The
two project managers would facilitate the test of the primary design by engaging in
dialogue with the team members to help understand any project management specific
jargon and also reshape the jargon used for the secondary design. The meta-design of
the primary design was changed so first of all, a complex IT artifact was too technical
for the target audience and instead, the project managers opted for evaluating by using

Fig. 4. Figure of the “project radar” primary design.
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pen and paper and operate an interactive spreadsheet for inputting values (without the
project team members knowing). They removed the dimensions of “individual and
background” and “environment”, and replaced them with “implementation” and
“communication”, as well as rephrasing new questions for these dimensions. Rather
than showing the proposals for improvement, they would manually write up a report of
their results with proposals for how to solve the identified problems. The reason was
that a certain level of formality was needed when the team members would spend time
away from their daily work in order to help with the tests of the secondary design.
Furthermore, a formal report would increase the likelihood of receiving management
support for their project. The purpose of the tool was changed to inspire the project
group rather than letting their project manager decide on a course of action, since many
of the projects did not have a dedicated project manager (Fig. 5).

5 Results – The Principles

From the two cases, we elicit two sets of four design implementation principles. The
principles are dyadic in the sense that one set focuses on how primary designers can
design the implementation of a primary design artifact to enable deep secondary design
(changing both content and function). The other set is focused on how secondary
designers should react so they can perform secondary design (shown in Table 2).

Fig. 5. Secondary design solution of case 2, hospital
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5.1 Primary Design Implementation Principle 1: Presenting
Meta-Requirements

This principle is the central enabler of deep secondary design. The primary designer is
meant to present the meta-requirements grounded in the theoretical and empirical
background, as well as show the domain-in-use and the compatibility. This principle is
basically the design rationale that lets potential secondary designers understand the
fundamentals for the design in the first place. It is up to the primary designer to
convince the secondary designers that there is a problem or a need both theoretically
and empirically. In Case 1, the primary designer had identified a need for assistance
with choosing between agile and plan-driven methods. The right time to make this
choice was identified as early as possible in the based on the dimensions identified in
meta-requirements shown in Fig. 1. In Case 2, the meta-requirements were presented as
part of the executive education in project management that problematized the standard
use of project management tools and the need for deciding which of many tools were
needed for a specific project. One supporting factor was the fact that the tool was a part
of the education where the potential secondary designers already had a fundamental
technical understanding of the project management field. The meta-requirements were
thus presented as a review of existing knowledge in the project management field. The
design rationale was presented through traditional class teaching, with the primary
designers as facilitators responsible for creating an understanding of the artifact. Fur-
thermore, the compatibility of the primary design was also grounded in empirical work,
both grounded in prior sessions of the project management education as well as in
peer-reviewed papers where the tool had been applied.

5.2 Secondary Design Implementation Principle 1: Understand
Meta-Requirements and Compare to Own Situation

The logical extension for design implementation principle 1 for secondary designers is
to make an effort into understanding the meta-requirements. This means thoroughly

Table 2. Table of principles

Principle
#

Design implementation
principles for primary
designer

Design implementation principles for secondary
designer

1 Presenting
meta-requirements

Understand meta-requirements and compare to
own situation

2 Specifying relevance and
advantage

Identify advantage and relevance to own domain

3 Unlocking meta-design and
implementation guidelines

Understand all details of meta-design and
guidelines and decide how supplementary needs
can be met

4 Creating opportunities for
trialability

Try out primary design and explicitly identify
learning opportunities
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researching the theoretical and empirical backgrounds for the design rationale. While it
is not given that secondary designers will always strive for this, it seems that the
motivation for understanding the meta-requirements is correlated to how well the
primary designers have fulfilled principle 1. In Case 1, the secondary designers decided
to adapt a number of the questions of the five dimensions based on their own situation
in the insurance company. Another example was to change the whole implementation
process to be facilitated in a group instead of individual use by a project manager. This
again was based on what had worked before in the insurance company and on who
initiated the secondary design. In Case 2, the fact that standardized project management
tools had been presented and used already was a central factor for how thorough the
secondary designers understood the primary design: “It could be really interesting if we
had the possibility to change some of those questions […] because we do not have
projects with 300–400 employees, we have a completely different context.” – Sec-
ondary designer, Hospital case 2.

5.3 Primary Design Implementation Principle 2: Specifying Relevance
and Advantage

The principle of specifying relevance and advantage includes that (a) the primary
design must show its relevance by having a likeliness to the potential secondary
designers’ background, either through a common purpose within the same field of
applicability or through linking a shared knowledge base (in this case: project man-
agement), and (b) the primary design must produce a solution that also solves a
problem for the secondary designers. The principle was followed in Case 1 by being
directly related to the secondary designers’ current background; project management
methodologies. The relevance aspect was solved by providing a simple decision: when
to use agile or when to use plan-driven methodologies. As such the value in terms of
relevance was simple in helping the users answer a problematic question. The principle
was used in Case 2 through simplifying the variables of projects into simple answers
that most project members could answer on a scale. The aspect of relevance was shown
by having a list of relevant solutions of actions tailored to the specific projects that
users needed: “We need to be able to find a score and recommend x and y, because that
is what helped us; how did it look in practice?” – Secondary designer, Hospital case 2.

5.4 Secondary Design Implementation Principle 2: Identify Advantage
and Relevance to Own Domain

While it is necessary for the primary designers to show relevance and advantages, it is
impossible to specify completely due to the generic nature of primary design. The
secondary principle following this is the principle of identifying relevance and
advantages for the secondary designers’ own domain. The secondary designers should
compare the relevance and advantages to find areas where they could benefit from
tweaking. In Case 1, the primary design had been presented to the insurance company
with examples from the company – Danske Bank – where it was originally developed.

Principles for Enabling Deep Secondary Design 77



The insurance company recognized the need for a similar tool and some similarities
between banking and insurance – administrative IT projects – that made it relevant to
adapt to the insurance domain. In Case 2, an immediate need was identified and it was
established that projects in the hospital were initiated based on healthcare related
competences and not on the project competences. As a result, the primary design was
seen as a better alternative to expensive, standardized project management education.

5.5 Primary Design Implementation Principle 3: Unlocking Meta-Design
and Implementation Guidelines

The principle of unlocking meta-design and method indicates an open approach to
technology. The principle covers four layers: (1) the content layer, (2) the algorithmic
layer, (3) the complexity layer, and (4) the procedural layer. Unlocking the content
layer makes it possible to change what is shown and what the purpose of the design is.
Unlocking the algorithmic layer involves re-arranging the components and/or scoring
of values between them. Unlocking the complexity layer means that the level of
technology can be scaled all the way from paper-based, manual completion to
high-tech, full-fledged IT application. Unlocking the procedural layer involves being
able to change the use setting and the actors involved in this, e.g. from individual use to
collective use, or to assessing a context area individually or collectively. In Case 1, we
saw how the meta-design was flexible enough to include changes in questions and
presentation, as well as how the practice of assessment was flexible enough to be used
either as facilitative dialogue or personal reflection. In Case 2, the initial primary design
was based on 8 dimensions but could easily be changed to more or fewer, with also the
questions and benchmarking being open to change. Likewise, the different levels of
complexity of the technology were already present in that several versions were created
to show the various applications. One version was based on slideshows and manual,
paper-based filling out questions, while a more embedded and structured version was
also created to automatically visualize the results in a spreadsheet.

5.6 Secondary Design Implementation Principle 3: Understand All
Details of Meta-Design and Guidelines and Decide How
Supplementary Needs Can Be Met

For a secondary designer to take advantage of primary design implementation principle
3, it is necessary for the secondary designer to understand the underlying technology
itself and decide how supplementary needs can be met in the mentioned layers. This
can be done from experience or by being inspired by various versions of the primary
design. In Case 1, supplementary needs were primarily met through changes in the
specific questions, how the underlying algorithm was changed to take into account
different benchmarking and the level of complexity of the IT artifact. Furthermore, they
realized a need for a facilitated workshop process as opposed to an individual
stand-alone process. In Case 2, two new dimensions replaced older ones to accom-
modate the specific domain, and new questions were included to reflect this. The
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secondary design tool was assessed with facilitators and rather than having immediate
results with solutions, the designers decided to formalize a written report with specific
suggestions.

5.7 Primary Design Implementation Principle 4: Creating Opportunities
of Trialability

This principle means that the primary designer should actively design so that secondary
designers get experience with the primary design from beginning to end. As artifact
complexity increases, the designated workflow can also be difficult to overview without
having tried it out. This entails that the primary design should be kept simple as high
complexity can make it difficult for secondary users to get the required experience to
comfortably change it. In Case 1, this was done by testing the artifact (spreadsheet)
with the (updated and changed) questions and benchmarking three carefully selected
projects. In these projects, the project manager had his assumptions challenged because
the project management methodology has more or less been chosen in advance. In Case
2, the primary design was tested out in a class setting with a project that the students
were already familiar with: “My great “Heureka” moment was after using [the tool]
[…] and we were visually able to see where our challenges were and confirm our
suspicions we had when we were part of the project.” – Secondary designer B,
Hospital case 2.

Since the primary design did not require real life subjects or real data, it could
easily be tried out. Furthermore, the testing of the design also created opportunities for
the secondary designers to identify relevance and advantages.

5.8 Secondary Design Implementation Principle 4: Try Out Primary
Design and Explicitly Identify Learning Opportunities

The principle that follows here is that of actively trying out the primary design and
explicitly identifying learning opportunities. The principle requires that the secondary
designers gain hands-on experience with how the design is structured and used to
properly estimate what needs to change. This principle further supports changing the
design to accommodate a new domain-of-use.

In Case 1, the secondary designers learned that their three projects had a high
interdependence and that if one project changed to agile, the other projects would also
have to change to the same methodology. As a result, the level of interdependencies to
other projects was built into the artifact as an addition to the secondary design during
the final two workshops.

In Case 2, the two secondary designers saw that testing the primary design helped
them gain the confidence they needed to assess required changes: “If we are going to
test it out for real and redesign it, adapt it to our world, we need to do [prototyping].
We cannot just change it. Now we have knowledge and experience which make it
possible for us to start somewhere, and much more qualified.” – Secondary designer,
Hospital case 2.
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6 Discussion

We have now provided four dyadic “design implementation principles” that need to be
applied in unison to enable deep secondary design. We contribute with the concept of
deep secondary design by defining it as a redesign of a primary design that goes beyond
original intentions in both domain-of-use, as well as include both changes to the
function and content layer. We further contribute with findings of secondary design
within an organizational domain, which hitherto has been described as being inhibitive
for the secondary design process [4]. On the contrary, we found that by following the
principles, secondary design in organizations certainly is viable.

However, the principles strongly relate to taking advantage of when to create a
relationship between primary and secondary designers. Prior research on relationship
between designers and users, (e.g. in co-realisation [13] or participatory design [14])
have noted the requirements of a flat and symmetrical relationship. While the primary
designers were both consultants (in Case 1) and educators (in Case 2), the principles
still created a short, facilitative role of the primary designers that enabled the secondary
design. Especially the two principles of presenting the meta-requirements and testing
out the primary design seemed to be important factors. One of the reasons for this was
that rather than focusing on redesigning the product, the primary designers focused on
assisting with the process of individual adoption and redesign, with no expectations of
benefit realization of the product. The lack of expectations or straightforward
cost-benefit measurement is also an important point made by Richter and Riemer [16]
when supporting malleable end-user software. Our findings supported this and we also
call for more research on applying secondary design principles as a diffusion process in
organizational settings.

Our findings also extend the understanding of what “principles” are within DSR.
Much literature within DSR has focused on principles of artifact design features, while
the importance of having various editions of the artifact on different complexity levels
(e.g. from paper to structured and embedded web-apps) have not been an important of
the final design. This is seen in Gill et al. [6] who suggests that artifact designs make
use of “openness” to enable malleability or in Germonprez et al. [12] who underscore
the importance of componentization of the design. While this is important, it overlooks
the importance of the use domain where secondary designers and their users might not
have high technical design competences.

It is also possible that our findings only extend to the class of information system of
our cases, a type of facilitative decision support system. As a result, we also call for
more research on deep secondary design with other types of technologies to.

7 Conclusion

We have now defined deep secondary design as a phenomenon where secondary
designers change function and content, as well as the complexity level of the tech-
nology. We have described and analyzed two cases - all from the project management
domain - where secondary designers fundamentally changed both meta-design and
implementation guidelines as the result of how the primary designers implemented the
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primary designs. Our analysis of the two cases led to the identification of four prin-
ciples of design implementation that primary designers can apply to enable secondary
design and four corresponding principles that secondary designers themselves can
apply. We contribute with these two-by-four principles that form a “nascent” theory on
deep secondary design. Our practical contribution can help primary designers reflect on
what they do with their design rather than how they designed its features. For users
with the potential to become secondary designers, we practically propose actions that
they need to perform to better grasp how to become better designers.
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Abstract. Service interaction flows are difficult to capture, analyze, outline,
and represent for research and design purposes. We examine how variation of
personalized service flows in technology-mediated service interaction can be
modeled and analyzed to provide information on how service personalization
could support interaction. We have analyzed service interaction cases in a
context of technology-mediated car rental service. With the analysis technique
we propose, inspired by Interaction Analysis method, we were able to capture
and model the situational service interaction. Our contribution regarding
technology-mediated service interaction design is twofold: First, with the
increased understanding on the role of personalization in managing variation in
technology-mediated service interaction, our study contributes to designing
service management information systems and human-computer interfaces that
support personalized service interaction flows. Second, we provide a new
analysis technique for situated interaction analysis, particularly when the aim is
to understand personalization in service interaction flows.

Keywords: Service personalization � Service interaction � Service management
information system � Interaction flow � Interaction analysis

1 Introduction

Multilayered information and communication technology (ICT) affords delivering of
services by sophisticated interfaces that are able to support complex service interaction.
Complex service interaction is difficult to capture, analyze, outline, and represent for
information systems research and design purposes. During the last decades the ana-
lytical interest has focused on perceived quality [47] and how it can be measured and
attached to service providers and customers who, with their differing needs and goals,
share service interaction and are seen as co-creating its value [8, 9, 11, 37]. Existing
research on service management emphasizes that we should pay critical attention to the
service quality formed across all moments of contact with organizations providing
service [8, 13, 36]. We argue that there is still lack of understanding of how automated
or technology supported service management could be implemented on the level of a
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unique service process for achieving a personalized service flow which adapts to the
needs of the actors taking part in the service delivery process.

Over decades, the idea of providing standardized services while treating each
customer as a unique person has remained in the service marketing literature [44].
Service personalization means adaptation of service clerks’ interpersonal behavior and
interaction in a way it suits a particular customer’s needs [15]. Today that interaction is
often enhanced with technology, and the interaction is mediated through interfaces and
devices [14]. In the human-computer interaction (HCI) and information systems
(IS) fields, personalization interests join in the question of how to provide services
online, in different contexts, and serving the needs of different kinds of users; the key
interest to researchers being the delivery component, the interface [3] by which dif-
ferent interaction and service problems manifest themselves. [3] argues that there are
still shortcomings around solid theoretical perspectives on which parts of service
delivery should be computer-driven and which parts should involve humans, and also
lack of research on evaluating different ways of how human service interaction could
be delivered and which media would be appropriate in mediating it in different inter-
action situations. Accordingly, in information systems research and design there is an
ongoing change from focusing solely on professional and managerial users to more
heterogeneous audiences [3] including children [18], elderly, and persons with memory
problems [26], together with many other user groups with special ICT needs.

Interaction and collaboration studies have shown that when compared to direct
interaction between people in situ, use of technology in the interaction can make some
issues even more visible [20, 27, 36]. One such instance is situatedness of action, seen
as manifesting variation and thus necessitating understanding of different viewpoints of
actors, in a situation where people interact without having a good model of each other’s
action, skills, resources, or location or other influential factors of that particular situ-
ation [40, 43]. While related studies have focused on how people refer to other people,
objects of interest, and environment, and share information in documents or tangible
things [12, 20], studies related to personalization of service interaction itself are scarce.

In this study, our aim is to understand and analyze variation of service interaction
flow for personalization of service interaction, and to propose and demonstrate a new
technique for doing that. Therefore, we ask as our research question: How can we
recognize and capture variation of personalized service flows in technology-mediated
service interaction? To answer this, we analyzed interaction in agreement-based car
rental service where the service provider utilizes video-mediated communication
(VMC) [12] in their service kiosk interfaces. Interaction Analysis method [19] was
applied to investigate the human activities, and to identify and illustrate the variation in
service interaction. The kiosks are highly interactive computer-based information
systems that are located in public areas [17]. In our service case, these kiosks enable
technology-mediated service encounters between service clerk and customer [14] and
service provider’s service management information system (SMIS) supports person-
alization of service interaction to meet the needs of both the service provider and each
individual customer. Next, we discuss related research on personalization in service
context, how it has been considered in service systems design, and how variation of
service flows has been approached for service interaction analysis. After that, we
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describe our methodology, summarize and discuss with our results. We conclude by
discussing the implications of our results to IS and HCI, limitations, and paths for
future work.

2 Related Research

2.1 Personalization of Services

Service personalization is defined as any behavior occurring in a service interaction
intended to individuate the customer [44]. In service literature, personalization is
defined as adaptation of service clerk’s interpersonal behavior and interaction in a way
it suits a particular customer’s preferences [10, 15]. In technology mediated services,
this behavior and interaction is supported by an information system. Service person-
alization is often intertwined with another concept used to tune a service to individual
customer preferences: service customization that focuses on configuration of the ser-
vice content [10]. Both personalization and customization can be done in the inter-
action between service clerk and customer [15, 48].

Personalization has been conceptualized as option personalization, programmed
personalization, and customized personalization. The first one focuses on the service
outcome and latter two on service process [44]. Option personalization [44] means
customization of service outcome, where customer configures the service, for example,
by choosing a set of components from a pre-set menu to create a unique service
[10, 48]. This can vary from use of fully customized unique service packages to
services that include both customized and standardized components [21]. Service
component here means a resource used in service delivery – be it human resource, ICT
resource, or information. Use of SMIS allows real-time construction and support of a
service flow to provide unique service packages with best available resources, as is
done for digital services with web service composition [28].

Programmed personalization and customized personalization focus on personal-
izing the interactive process of the service and the way service is delivered for indi-
vidual customer [10, 44]. Example of programmed personalization is the use of
personalized small talk, where customer is called by name during the interaction.
Customized personalization on the other hand focuses on interpersonal behavior
adaptation, such as using similar dialects or vocabulary to personalize the service
process [44].

In service systems design, personalization can be integrated in different virtual
systems (e.g. online systems/websites), physical systems (e.g. human intervention,
delivery, logistics) and integration systems, which should enable the seamless function
of other systems [39]. As most of the systems utilize human-computer interaction,
quality of services and potential for personalized service interaction is in effect
dependent on it. In interactive services, service quality has been addressed to service
providers’ customer orientation, customers’ service expectations for and experiences in
services, and to the interaction by which quality service involves people, technologies,
and organization and attaches economical costs and practical benefits to both sides [8].

Service Interaction Flow Analysis Technique 85



Therefore, the sensitive point in service systems personalization is the customer −
service provider relationship, depending on such factors as how well the needs of
individuals and the suitable interaction styles for each of them are understood in service
delivery.

In this paper, we propose that personalization is a technique for managing variation
of service interaction flows when there is a need to adapt service interaction to the
needs of actors participating in service delivery, such as the customer, front-stage clerk,
and the organizations delivering the service. Advanced IS can support personalization
better if the service interaction alternatives and logic are analyzed and understood by
the designers.

2.2 Analyzing Service Interaction Flow

Traditionally, different aspects of variation in service interaction flows have been
analysed in studies, which have aimed to challenge existing ways of thinking, ana-
lysing, and designing interactive technological systems [24, 27, 40, 43]. Regarding
service-oriented thinking, [47] argue that standardization of the output of a service is
much more difficult compared to standardization of goods. Contemporary services are
more like “activities” or “processes”, and rather than goods customers buy “offerings”.
In this line of thought, variation embodies harmony with “the individualized, dynamic
demand of the customer” [47]. The authors argue that companies should construct also
their goods to be more service-like by customizing the output according to the varying
standards of consumers, and they show that companies that have realized this have
gained competitive advantage [47].

Varying demands for use are well recognized in design activities where the need for
supporting personalized service flows is seen as an existing and enduring challenge in
everyday decision-making. Along with changing activities and conditions [5, 7, 31],
variation usually entails continuous work with their reorganization, as well as distri-
bution of collective capabilities [33]. Accordingly, analysis and design involve the
capacity of capturing, analysing, outlining, and representing the essential situated
aspects [42]. Design methods are situated by nature and can be supportive regarding
different instances of situatedness, including situated knowledge, action and learning,
and situating context [38].

According to [41] the basic idea in situated analysis is to challenge actors’
assumptions on how activities are carried out by making visible something that is not
apparent but essentially influences their working. Many invisible forms of work were
recognized with a conclusion of “the better the work is done, the less visible it is to
those who benefit from it” [41]. Hence, representations such as service interaction
visualizations by texts, snapshots, state transition patterns, graphs of time-line, statis-
tical mode, and state transition probability map [29], and results from ethnographic
analysis and interaction analysis on using VMC in multidisciplinary medical team
meetings [20] emphasise both the importance and the challenges of visualizing vari-
ation in multi-actor interaction.

[32] argue that service design is a growing practice and there is a continuous need
for new tools, for making sense of the intangible and tangible qualities of services.
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Patrício et al. [35] in turn maintain that service design is an emerging field where
methods are not yet well established. Service process flows can be modelled with
several methods and approaches. Basically all modelling techniques applicable to
processes in general can be used to model service process flows in particular, such as
IDEF diagrams or Petrinets [6], structured workflow modeling [22], and business
process modeling in general [1]. More recently, service design methods addressing not
only the service provider viewpoint, but also the viewpoint of customer and network of
actors needed in the service process have emerged [46]. For example, customer journey
method [50] can be used to describe the touchpoints between a company and its
customers when experiencing a service. Service blueprinting [4] takes a customer
perspective for visualizing the service processes. The technique can be also applied in a
service situation with multiple actors with different motivations [49] and for designing
adaptive services [25]. However, as service blueprinting visualizes all actions that are
needed for a service to function [49] the support for capturing and modeling variation
with that technology requires multiple blueprints to cover all the potential variations in
the service interaction. Therefore, we propose an analysis technique to capture and
model variation in service interaction.

3 Methodology

3.1 Context

Our study was conducted in 2012 with a service provider that offers agreement-based
car rental services and had recently extended to a new kiosk-based service, configured
as a special HCI setup for online face-to-face (F2F) service. The kiosk uses a secure
data transmission connection over the internet between the provider’s service man-
agement system and service clerks’ and customers’ locations. Interaction between a
service clerk and a kiosk customer is mediated by VMC-based interfaces together with
remote-controlled kiosk system’s devices and peripherals especially designed for this
type of service. These peripherals include functions for secure authentication, service
agreement, payment, and releasing of car keys. The delivery model resembles video
banking [34] and supports variation in communication by VMC.

3.2 Data

Our data consists of 16 video-recorded service processes of individuals (id1–id16; ages
22–63; seven women, nine men; Finnish and English languages, non-native) who used
the service kiosk in a public space while the front-stage clerk worked over the internet
following the service provider’s standard rental procedure. All participants were new
car renters for the provider and the analyzed interaction processes went through the
standard phases of car renting process included in the service description. Eight phases
for a typical car rental service process have been identified in [45]. However, as some
of those phases consist of multiple acts (e.g. phase 6 includes personal details, signing
the rental agreement, and paying), we decided to distinct the acts into separate phases
of their own, resulting in 11 interaction phases in overall. The phases are: starting,
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identifying needs of the customer, discussing requirements, charging, discussing pos-
sible add-ons, identification of the customer, authentication, payment, making of a
rental agreement, delivery of car keys, and ending the service process (Table 1).

The rental process lasted for 8–12 min and users were interviewed before (general
background information) and after the rental process (evaluation of the experience
related to service process). None of the participants had used this type of kiosk service
interface before but all of them had used face-to-face services and self-services. Nine of
them were first-time car renters and seven had prior experience of car rental process.
We used parallel columnar transcript method [19] for transcribing verbal and nonverbal
behavior of the use situations, making it possible to capture kiosk users’ interaction at
the kiosk interface, and the service clerk’s interaction via VMC devices.

3.3 Analysis Procedure

Our analysis was inspired by work on situated interaction between the participants of a
particular social situation [19]. However, instead of identifying regularities in partici-
pants’ use of resources [19] in service delivery, our main goal in this paper is to identify
and illustrate variation in service interaction. Therefore, our unit of analysis is a single
phrase or an act. For instance:

• Service clerk (Sc) says: “Welcome to Xxxxx car rental. How may I help
you?” <= this is a phrase.

• When a service clerk asks from the customer (C) personal details: ‘participant
showed personal details by setting her business card on a document camera
area’ <= this is an act.

Table 1. Interaction phases and interface components.

Interaction phase Interface components used

Start (greetings) VMC by cameras
Microphones
Video displays

Needs
Requirements
Charge
Add-ons
Identity VMC by cameras

Document cameraAuthentication
Payment VMC by cameras

Credit card reader
Agreement VMC by cameras

Scanner
Printer

Delivery VMC by cameras
Car key locker

Ending (parting) VMC by cameras

88 O. Korhonen et al.



Based on the order of the phrases/acts and discussed issues, the phrases were
compared with the service provider’s standard procedure and divided into related
phases and shown as flow points (•) in figures below. For instance (excerpt 1):

1. Sc: “Welcome to Xxxxx car rental. How may I help you?” <= this is related to the
start phase (•).

When needed, phrases were further combined so that related
answers/complementary questions were counted as a one-content unit. For instance
(excerpt 2, excerpt 3):

2. C: “I want… I want to rent a car.” Sc: “OK.” <= this is one unit, related to the
needs phase (•).

3. C: “I have planned to visit… to go to (Place), it is a family visit.” Sc: “OK, to go to
(Place), and would you need a car immediately today?” C: “No, I just need it on
the weekend, next weekend.” Sc: “OK… the forthcoming weekend, so that would be
…you need it on Friday?” C: “No, on Saturday….” <= this is one unit, related to
the requirements phase (•).

Correspondingly, multi-content phrases were divided into separate units based on
the phases. For instance (excerpt 4):

4. Sc: “It will be five euros additional │ but we will charge your credit card?” <=
here we have two units, the former is related to the charge phase (•), and the latter
to the payment phase (•).

When the answer could not be interpreted to refer to a foresaid content item (e.g.
credit card in this case), it was integrated with the latter one. For instance (excerpt 5):

5. Sc: “It will be five euros additional │ but we will charge your credit card?” C
answering: “Oh, very fine. Thank you so much!” <= The customer’s answer is
related to the payment phase (•).

After this outlining, individual rental processes were represented as graphs using
the flow points (•), which show how interaction flows between different service phases
(e.g., requirements were discussed in several occasions), the lines connecting the flow
points showing advancement in time. Finally, the processes were compared by layering
flow graphs of four corresponding customer service situations on top of each other (four
is the maximum number of cases for the figures still to be readable in this paper). See
Figs. 3 and 4 as examples.

We consider this degree of precision in representation as appropriate in illustrating
relevant aspects of variation in a manner we see useful for systems study and design in
practice.

4 Analysis Results

Using the standard car rental service process as a frame for describing individual
service interactions, we were able to identify and capture variation caused by per-
sonalization in service interaction. Service interaction was personalized by actors
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participating in service delivery, such as verbal variation in flow of service interaction
as well as sequential variation, for instance, the temporal re-orderings within service
phases.

In our analysis, we first represent an example by phrase units, which is one of the
common ways of visualizing variation in spoken interaction [19]. Second, by using the
flow points defined earlier for the graphs, we exemplify variation in temporal inter-
action changes by following the content shifts in the service process.

4.1 Verbal Variation in the Flow of Service Interaction

Verbal variation in service interaction was recognised as different vocabulary was used
in the service process. That is exemplified in the excerpt 3 where the requirements for
the starting time of rental were specified by using five different time measurements: “on
the weekend”, “next weekend”, “forthcoming weekend”, “Friday”, and “Saturday”.
However, neither the customer nor the service clerk serving her used the exact date
recorded into the provider’s SMIS or the terms used in the rental agreement. We
consider this as epitomizing customer-oriented communication [8] regarding the
interaction needs and modes of individual customers; in other words, tuning the
communication and interaction style to the specific needs of the customer [44].

The examples manifest different kinds of variation, such as different vocabulary and
conventions, used in personalized interaction, showing conceptual variation [40] in
interaction modes, and situational variation in action [43]. Despite the variation, the
standard service process was loosely followed.

4.2 Sequential Variation in Flow of Service Interaction

Sequential variation in individual service process realizations is demonstrated in ser-
vice interaction flows (Figs. 1 and 2) of two participants (id16 and id8).

The linear standard service interaction flow (the blue dotted line in Figs. 1 and 2) is
most closely followed during the few first steps and at the end of the interaction. After
the first steps, the anomaly increases by discussion deviations going to delivery issues,
from these to add-ons and charge negotiations, and then back to delivery again, and so
on. Steps between add-ons, charge, authentication, and payment show supportive
connections and temporal re-organization of the phases in course of the interaction. In
Fig. 1, shaping of the service outcome for delivery has been an important topic
throughout the interaction (six separate steps). In addition, the flow captures variation
in total of 24 steps and shows the interaction as progressive: all needed phases were
completed and the service could be delivered.

The same is also visible in the flow of id8, though the interaction itself was
differently organized (Fig. 2). The interaction flow of id8 has a linear flow of five steps
from start to add-ons. After that it proceeded variably going from discussing of
charge/add-ons to identity/requirements and authentication/charge. The outcome of
the service has been nearly finished in the middle, except the additional service spurt at
the end.
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Individual interaction flows can also be compared with the flows of other customers
by layering graphs on top of each other. The flow comparisons enable capturing of the
relationship between the varying interaction changes [40] on the one hand, and, on the
other hand, the factors affecting each other by the sifting focus of interests of actors
[30] in their interaction situation. For instance, from the flow comparison of four
individual users (group A in Fig. 3) we can see that requirements/charge/add-ons steps
have close-knit internal connections but identity, payment, and delivery discussions
disperse unevenly.

Fig. 1. Service interaction flow of id16 (dark blue steps). (Color figure online)

Fig. 2. Service interaction flow of id8 (pink steps). (Color figure online)
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From the flow comparison of group B (Fig. 4), we can identify the linear starting
steps, the repeated, close temporary add-ons/charge connection, and see that
throughout the interaction add-ons have been an important factor in shaping of the total
service outcome for delivery. These are just few examples of what can be analyzed by
the flows.

We consider that the comparisons have potential for making generalizations and
new observations related to service interactions, for instance when asking what kinds of
strategies to adopt for service interaction or process design and how these match with
the customers’ interaction modes.

Furthermore, when creating understanding on a certain interaction process, we can
look at what changes and what does not change in the process. For example, there is
only one flow (Fig. 3, group A, id13, red) which did not follow the common start-
needs-requirements line in the beginning, and one flow (Fig. 4, group B, id2, green)
with two ending steps. Therefore, we can ask whether variation is more characteristic to
certain types of interaction processes, certain service phases, or interaction modes, and
what makes the other processes, phases, or modes to be more integrated?

Comparisons also show that in spite of this dynamicity and variation in service
interaction, all service situations were performed successfully and produced a per-
sonalized service interaction flow and service outcome for each participant. In fact, we
were not able to identify any interaction flow that would have followed the standard
service process per se or even similarly-ordered interaction flows. However, most
participants’ interaction flows followed a common line from start to needs to
requirements and all the service interactions ended with parting rituals.

As a result, we argue that with the analysis technique presented in this section we
have been able to capture and show variation derived from the original situational
service activities. In other words, our measures are not separated from the sources;

Fig. 3. Comparisons of service interaction flows by a group of four individual users (group A).
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rather they combine essential interaction contents into new forms as situations emerged
[23]. We also claim that with this technique we were able to capture personalization of
service interaction in the car rental context, and to find shaping points for service
outcomes according to the varying requirements of customers, as is suggested by [47].

5 Concluding Discussion

This paper inquired how can we recognize and capture variation of personalized
service flows in technology-mediated service interaction. This was studied in the
context of agreement-based car rental service that uses a special HCI setup for service
delivery.

5.1 Summary of the Results

Our aim for this study was to understand what implications variation of service inter-
action flows has for personalization of service interaction. By analysing and modelling
interaction between customers and a service clerk, we focused on capturing evidence on
how variations of service flows can be made visible in technology-mediated service
environment. We present an improved analysis technique that models the service
interaction flow step by step, adding a visual dimension to the interaction analysis [19]
and going in the micro-level in interaction compared to customer journey analysis [50].
With this technique we were able to capture and model variation in personalized service
flows, derived from the original situational service activity. Variation can be seen as
incorporated on certain levels of situated service interaction, phrases, service phases,
and interaction flows. These have been outlined as (1) verbal variation in flow of service
interaction, and (2) sequential variation in flow of service interaction.

Fig. 4. Comparisons of service interaction flows by a group of four individual users (group B).
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We argue that this technique has the capacity of showing essential elements of
service interaction personalization and revealing variation in the personalized service
flows, and propose that understanding gained from that can be used for designing
service management systems and interfaces that support construction and delivery of
personalized service interaction flows. As we have shown with our data, personaliza-
tion of service interaction flows contributed to shaping of the service process and
outcomes, according to the actors’ varying needs. In our context, service interaction
personalization can be seen as framed by the provider’s standard service procedure
which, however, became re-constructed by the service clerk who applied it in the actual
service interaction, adapting to each unique service situation. Service interaction per-
sonalization took therefore place (1) within individual service processes, (2) in indi-
vidual service phases, (3) in temporal reorganization of phases by close-knit internal
content connections, and (4) in unique content combinations via several phases.

5.2 Implications for Research and Practice

Our findings show that even in a relatively simple service, as illustrated in our case
study, a lot of variety between individual service interaction flows took place during
service encounters. We claim that this has two implications for practice and research.
First, when an information system is used as a resource in a service process, it needs to
adapt to the varying nature of actual service interaction flows. In our data, SMIS used
by the service clerk allowed entering data in the natural order of the service interaction
flow, and it provided consistency checks necessary to make sure that the process was
completed successfully. Second, if some parts of the service interaction flow were
automated or supported by a service management system, service interaction flow
models could be used for implementing automated and real-time service composition
and consistency check features similar to methods developed for web service com-
position [28] aiming at service orchestration done through coordination models [2].
SMIS could compose a service in real-time, adapting to the needs of the actors and
context where the service is delivered, thus managing a variety of different contextual
parameters [16] relevant from the service personalization point of view.

Our analysis technique can also help researchers and designers to understand
interaction flows of services that have not been formalized into a defined model, but
have been formulated through experience over time. It can also help both researchers
and practitioners to identify different phases in service interaction flows as well as
variety in the unique interaction flows of individual customers. Another possibility
would be to design which parts of the service are fully standardized and which parts
allow more customization [21].

5.3 Limitations and Future Research

The results have some limitations to be noted. We studied service interaction in a
relatively simple service setup of car rental service. The analysed service interaction
flow was completed during a relatively short time, and the service was entirely
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delivered in interaction between one service clerk and a customer. It may be that new
insights could be revealed from a more complicated service setup [14], where several
service providers work together to compose a holistic personalized service experience.
However, we argue that the analysis technique utilized in our study is very versatile and
has potential also in the contexts of more complex service research and design areas.
For instance, in usability, user experience, and interaction design studies, and when
complementing situated design methods for collaborative processes [38]. It would be
interesting to see future studies utilizing the technique for deeper understanding of what
happens in a service delivery situation where the service delivery spans over a longer
period of time and requires collaboration of several actors and service providers.
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Abstract. Platform owners develop boundary resources to transfer design
capabilities to third-party developers and boost innovation within platform
ecosystems. The literature on boundary resources suggests the concept of tuning
to depict the process where such resources are shaped through an interactive
process involving platform owners, third-party developers and other actors
within the platform ecology. While the literature on the tuning of boundary
resources is promising and emerging, there is to our knowledge no current studies
on platform owners’ measures to speed up this often prolonged process. In this
research, we studied how a platform owner sought to accelerate the tuning
process of its boundary resource through a case study at Volvo Group Truck
Technology. In doing so, Volvo used an innovation contest where third-party
developers used several boundary resources and engaged in an accelerated tuning
process with Volvo Group Technology.

Keywords: Digital platform � Boundary resources � Tuning � Innovation
contest

1 Introduction

Traditionally, firms have relied on internal resources to improve and innovate their
service and products. However, through an increasing degree of digitalization, many
firms have also started to draw heavily on external ecosystems to propel product and
service innovation [1]. By investing in digital platforms and applying platform thinking,
organizations increasingly seek to incorporate innovative ideas or even complementary
services and products by reaping innovators from new domains.

For organizations to draw on external software innovators, they need to transfer
sufficient design capabilities to third parties through artifacts such as APIs, SDKs,
intellectual property, and documentation. These boundary resources provide the means
for platform owners to govern external arms-length contributions [1]. A major
inducement to engage in such third-party development is to attract actors from insofar
untapped innovation habitats. Hence, as platform owners and external innovators
inevitably belong to different social worlds [2–4], boundary resources must be “plastic
enough to adapt to local needs and constraints of the parties employing them, yet robust
enough to maintain a common identity across sites” [5]. The conundrum of the
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platform owner is thus to grasp and understand the demands and practices of external
innovators to transfer the necessary design capabilities to external developers effi-
ciently. As third-party developers’ interpretation and usage of the resources typically
differ from the platform owners’ intentions, the shaping of boundary resource design is
often contested. This interactive, multi-stakeholder process has been denoted
tuning [6].

The tuning of boundary resources is typically a lengthy process that requires
designing boundary resources, exposing them for third-party development, engage
external innovators to work with the boundary resources, gathering feedback and
assessing the need to take necessary actions to evolve the boundary resources. Also, not
only is the tuning of resources a time-consuming process but a risky one: once
boundary resources are deployed, and a wide range of third-party developers contribute
to the platform ecosystem, any significant change to the exposed boundary resources
may result in breaking compatibility with existing third-party applications. In such
cases, the platform owner must spend substantial resources to communicate breaking
changes and urge third-party developers to invest additional work in their applications
to stay compatible.

Hence, there is an inherent need for platform owners to find alternative ways of
tuning its boundary resources that are less protracted and risk-prone. However, while
the literature on the tuning of boundary resources is promising and emerging [6, p. 393]
there is to our knowledge no current studies on platform owners’ measures to speed up
this process. Consequently, we in this research explore the research question: how do
platform owners accelerate the process of boundary resource shaping?

To answer this question, the paper proceeds as follows. First, we discuss relevant
background literature on platforms, boundary resources and more specifically how such
resources are tuned through an interplay between resistance and accommodation. Next,
we give a brief account of innovation contests followed by the research setting of this
paper. We conducted a case study at Volvo Group Truck Technology that was able to
significantly tune its boundary resources over a period of mere ten weeks. We continue
with a discussion of our findings in relation to the extant literature.

2 Shaping Platform Boundary Resources

Digital platforms lie at the very heart of distributed digital innovation and are defined as
“the extensible codebase of a software-based system that provides core functionality
shared by the modules that interoperate with it and the interfaces through which they
interoperate” [1]. Complementary add-on modules can be added on top of these
modular software-based systems to extend its functionality [1]. These modules, often in
the form of applications can be designed and developed by third-party developers. As
third-party applications are vital complementary assets to the platform, third-party
developers often add significant value to the platform ecosystem.

Given the importance of third-party developers, there is a growing body of liter-
ature examining different aspects of these actors. This include developer motivations
[7, p. 676], work practices [7], developer relationships [8], onboarding strategies [9],
business relationships [10], generativity [11] and longitudinal value of third-party
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development [12]. Platform owners typically work under the assumption that they will
benefit by engaging more independent third-party developers which in turns results in
application variety and ultimately the value of the platform ecosystem. Given that,
platform owners must work intensely to extend the installed base through enlarging the
community of third-party developers by bringing a wider range of developers on board
[13]. This action can boost innovation in the platform ecosystem by providing various
types of third-party applications [14]. Considering the importance of third-party
applications as complementary assets to the platform, one of the essential goals in
designing digital platform is thus to facilitate the third-party development process [14].

To understand the relationship between platform owners and third-party develop-
ers, existing research have suggested the concept of boundary resources [11, 12].
Platform boundary resources are defined by Ghazawneh [15] as the “software tools and
regulations that serve as the interface for the arm’s-length relationship between the
platform owner and the application developer”. Boundary resources can take many
forms such as software-based artifacts like application programming interfaces
(API) and software development kits (SDK) but also include guidelines, agreements,
documentation and licensing of intellectual property [5]. From a platform owner per-
spective, boundary resources enable the platform owner to transfer selected design
capabilities to third-party developers [5, p. 174]. From the viewpoint of third-party
developers, they are dependent on that boundary resources are malleable for their
purposes enabling them to contribute to the platform ecosystem by developing software
applications and serve end-users [16, 17].

Engaging in shaping boundary resources, platform owners can face a conflict
between innovation regimes [5, p. 175]. This conflict can be seen either in market
dynamics, competing logics in the firm or architectural design [7, 17–19]. The concept
of tuning, defined by Pickering (1993) provided a theoretical lens for the contradictions
which may appear as humans interact with the material agency. According to Pickering
(1993) [20], tuning is a generative process that deals with the tension between resis-
tance and accommodation. Pickering describes resistance as human failure in practice
to achieve predesignated objectives. For human agents to overcome this material
resistance, accommodation is necessary [21]. Accommodation can take several forms;
“revision to goals, modifications to the material form of the technology, shifts in human
frames and activities, and adjustments in the social or political relations associated with
the innovation” [22]. More recently, Barrett et al. (2012) [22], brought the tuning
perspective into the context of digital innovation. Barret et al. (2012) [18] highlighted
the clash between many actors’ values, norms and practices in the context of digital
innovation. They argued that during the tuning process, materialities can both be
changed and expanded and knowledge may be generated, become obsolete or be
reframed. Finally, existing plans may need revision to institutionalize new practices.
[18]. Recently, Eaton et al. (2015) applied the concept of tuning to illustrate how
platform boundary resources shape and evolve in a digital ecosystem. They suggest that
shaping platform boundary resources is a continuous dialectic process engaging mul-
tiple actors rather than a mere design matter for the platform owner. In other words,
shaping boundary resources require continuous interaction and negotiation between
third-party developers and platform owners. [1]
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3 Innovation Contests as a Setting for Tuning

While third-party development may offer significant value to a platform owner, its
arm-length organization can be challenging: as third-party developers are not paid
upfront for their work there is little agency that can be exercised by the platform owner
onto third-party developers. To this end, the platform owner may engage in other types
of endeavours where the result can indeed be influenced. One such action is organizing
innovation contests.

Terwiesch and Xu (2008) describe innovation contests as an approach where “a
firm (the seeker) facing an innovation-related problem (e.g., a technical R&D problem)
posts this problem to a population of independent agents (the solvers) and then pro-
vides an award to the agent that generated the best solution” [23]. By arranging the
contest including submission categories and evaluation criteria the organizer may hence
influence the development into a direction that is aligned with its business objectives.
Hence it is perhaps not surprising that innovation contests are becoming a widespread
practice which may span different stages of the development process, from ideas to
prototypes to market-ready solutions.

Traditionally the generation of novel ideas and products has been the sole purpose
of organizing innovation contests. However, these arrangements seem to offer orga-
nizers spill-over opportunities to tackle third-party development issues. For instance,
Haller et al. (2011) argued that innovation contests can be used to target potential
recruitment candidates [24]. Moreover, in a recent study, Smith et al. (2016) found that
innovation contests may serve as a useful vehicle for knowledge transfer between the
platform owner and third-party developers [25]. One of the key arguments to organize
an innovation contest is to accelerate the development of ideas and solutions for a
specific purpose. Consequently, given that tuning of boundary resources seem to be
inevitable yet both risky and lengthy, the semi-controlled setting of an innovation
contest could be used as an arena for accelerated tuning of boundary resources. In what
follows, we describe the tuning that took place within Volvo Group Truck Technology
during an innovation contest.

4 Research Setting

To study a firm’s practices to improve the process of boundary resource shaping, we
conducted a qualitative study at Volvo AB. Volvo AB is a well-known bus, truck, and
construction equipment manufacturer and has conducted a wide range of research
projects to improve its business through digitalization. This study is focused on one
such project where Volvo sought to engage in the digital ecosystem around Google’s
Android platform, by transferring design capability to third-party developers through
boundary resources. Senior engineers from Volvo Car Cooperation and a Swedish IT
consultant firm with relevant experience within infotainment system development were
also part of this project team to boost creativity in the project. Volvo Group Truck
Technology, however, played the leading role in the project. To avoid confusion,
wherever “Volvo” is used in this paper, we are referring to Volvo Group Truck
Technology.
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In this paper, we conducted a single case study [18] to explore Volvo’s decisions
and actions to speed up shaping boundary resource process. There are three main
motivations behind choosing a qualitative approach in a case study method: (1) Since
we in this research are studying a complex and contemporary socio-technological
phenomenon, the research setting lends itself well to a qualitative approach [23,
p. 152]. (2) As argued by Yin (2009), the type of how-question explored in this
research through a multitude of data sources is well suited for the case study method.
(3) Finally, the first author had unique access to this research project with the oppor-
tunity to observe and analyse the actions, reactions, and interactions in the project
closely. We consider this research as a revelatory case study [26], as the subject of
accelerating tuning to our knowledge has yet to be studied.

4.1 Data Collection and Analysis

We have used several data sources to understand Volvo’s actions in shaping boundary
resources in an accelerated manner. First, we examined 34 biweekly project reports
containing the notes on actions and opinions of Volvo experts and senior engineers as
they were trying to solve arising problems and tensions. Second, we accessed an online
project database where the Volvo project team’s actions and decisions were archived
and assigned to a different group of experts within Volvo for follow-up and action. For
this project, the database in all contained 150 decisions and 55 actions. This data source
was used by the project to record important suggestions and comments by the project
members. The biweekly project reports were built upon this database and highlighted
rationales for important decisions and actions. Third, we acted as observers in 5
problem-solving workshops where the project team tried to share the latest tensions and
challenges in fulfilling the project objectives. A crucial workshop agenda item was
major decisions and actions that had been taken since the previous workshop, and the
workshop provided a forum to discuss and describe these. All conversations that took
place in these 5 workshops were audio recorded.

Regarding third-party developers’ feedback, there were three main resources that
have been used for the analysis. First, we used the questions asked by third-party
developers’ in the project’s online forum. The purpose of the forum was to have
third-party developers ask any type of question regarding the boundary resources or to
report related technical problems (such as a bug). A group of experts in the Volvo
project team was assigned to review the questions, filter out redundant topics and
answer to new issues. Altogether 21 unique questions and 45 responses (by the project
team or by other third-party developers) were posted. Second, we used an online survey
filled out by third-party development teams. Each team answered 3 questions about the
boundary resources they had used. The questions were asked to highlight whether
third-party development teams found the resources useful or not, how often they used
the resources and an open question asking for any other feedback that they like to give
to Volvo. The development teams also gave their views about the boundary resources
and their rationale for usage or non-usage. In the online survey, third-party developers
were also able to reflect their general opinions and suggestions on how to improve the
boundary resources. 27 out of 30 third-party development teams replied to the online
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survey. The remaining 3 teams withdrew from the contest. Finally, we undertook
interviews with development teams during the 10-week contest. Selected portions of
these interviews were presented and reported back during the biweekly meetings with
the project team.

Moreover, to understand Volvo’s opinion on the development team’s feedback,
complementary interviews were conducted with Volvo’s experts that were engaged in
the project. Altogether 25 interviews were carried out with development teams and the
project teams. 8 interviews were with Volvo staff where 4 of these were transcribed.
Table 1 presents the data sources used in this research together with a brief description.

We used qualitative analysis software, Atlas.ti, to analyse the collected data. In our
analysis, we have conducted interactive approaches in our analysis based on Miles and
Huberman (1994). This approach is based on iterative data reduction, data display and
conclusion. Data collection and data analysis should be conducted in parallel. We could
identify the gaps in data while analysing them with this approach.

We started by reviewing Volvo’s actions and underlying intentions to develop the
boundary resources under study. Initially, the 10 boundary resources that Volvo devel-
oped as the output of this project were selected as an output for the etic coding. These 10
boundary resources were categorized as 3 APIs, 3 Documentation and guidelines and 4
SDKs. For data reduction, we used the biweekly project reports to focus our analysis on
the boundary resources that had been reshaped during the contest. For data display, we
explored the actions and decisions for shaping the boundary resources as the analysis of
the biweekly project reports highlighted the project team’s rationale for the shaping of
these resources. We also analysed the feedback given by external developers’. At this
stage of our analysis, we also used the questions posed in the online forum and catego-
rized them, based on their relationships to each boundary resource. To increase our
understanding of the third-party developer feedback, we triangulated their feedback with
the interviews with the testing teams and online surveys.

For the conclusion part of the analysis, we analysed the interviews with Volvo staff,
together with the project final report to explore the tensions in design and development
of the boundary resources together with how Volvo’s dealt with the tension. The results
of our analysis are presented below.

Table 1. Data sources

Data Source Description Quantity

Interview With Volvo staff 8
With testing teams 17

Biweekly reports Project team reports 34
Action/decision list Actions 55

Decisions 150
Workshop Problem solving internal workshops 5
Online forum Questions of internal and external developers 21

Project team’s replies 45
Online survey Number of questions for each team 3

Number of responsive testing teams 27
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5 Results

5.1 Background

The SICS1 project’s objectives were to design, develop and evaluate an open platform
concept to be used in a built-in infotainment system with applications that also met
state-of-the-art safety recommendations. The research project started in early 2013 and
ended in January 2015 where boundary resources were being designed, developed and
evaluated during these 2 years. The resources were intended to facilitate the devel-
opment of third-party applications for the automotive industry, regardless of the
developer’s prior industry background. In order to evaluate the boundary resources, in
September 2014, 172 bachelor students in software engineering were asked to use 8
boundary resources to develop their application within 10 working weeks. The students
were divided into 30 groups of 5 to 6 persons to develop novel and innovative
applications in the contest. Three main pre-defined evaluation criteria were given to the
groups to guide their ideas: (1) Safety, (2) Innovation and Creativity and (3) Business
potential. These criteria were explained through a lecture to the groups. A jury of seven
experts in different fields such as innovation contest, software development, and
business analysis were assigned to evaluate the applications using software for pairwise
comparisons.

5.2 Tuning of Self-assessment Tool

Assuring safety in in-car infotainment apps is paramount for the automotive industry.
To ensure a valid safety assessment of the applications the project team thus reviewed
two different standards dealing with these matters: NHTSA2,3 and ISO4. The goal with
this work was introducing safe visual interaction with the infotainment system while
driving to third-party developers. In addition to these design recommendation, the
standards came with two different test methods for assessing the degree of visual
distraction within the applications. By applying one of these test methods before
submitting their contest submissions, developers could assess the degree of safe visual
interaction of their application while driving. The NHTSA method was based on a
driving simulation environment along with the use of eye tracking technology to
measure driver distraction. Albeit a powerful evaluation method, the NHSTA standard
required both complex and expensive infrastructure and the method was thus consid-
ered as unrealistic by Volvo in the context of third-party developers.

1 Safe Interaction Communication & States.
2 Visual manual NHTSA (National Highway Traffic Safety Administration) driver distraction
guideline for in-vehicle electronic devices.

3 Since this standard was originally developed for cars and not for trucks, it was matter of debate at
Volvo Group. Although not formally adopted by Volvo Group, the project team found it interesting
as it was simple to apply. Evaluating this test method in an experimental project would make a
valuable contribution.

4 ISO (International Standard Organization) 16673 Occlusion method to assess visual demand.
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ISO, on the other hand, was instead based on a method employing a so-called
occlusion test. The ISO test method originally relied on occlusion goggles to block user
interaction and thereby enforce a certain use pattern. While this method was widely used
within Volvo, the reliance on occlusion goggles made it difficult for third-party devel-
opers as they had to obtain such a device. After careful consideration, Volvo kept working
with the occlusion method as the most reliable way of assessing visual distraction.

In fall of 2013, a Swedish consultant firm (a project team member) was assigned to
develop an application called the Occlusion App 1.0. This application did not require
occlusion goggles for testing but was instead running in parallel with the test object, so
that the Occlusion App simply blocked the device screen, in accordance with the
performance acceptance criteria. This behavior afforded developers to assess their
applications using any standard Android device without having to obtain the occlusion
goggles. When the screen was operating in normal mode, the user could only interact
with the screen for no more than 1.5 s and when the screen was blocked by the
Occlusion App they could not. If the total interaction time for completing a particular
task exceeded 12 s, the application did not meet the acceptance criteria. While the
Occlusion App was deliberately designed only to be used for self-assessment at the end
of the development process, it turned out that developers instead used the app fre-
quently throughout their development process. This way, they continuously assessed
the safety performance of their application.

This unanticipated usage stirred a debate within the Volvo project team regarding
the function of this resource. The resource was explicitly designed with the purpose to
be used for final self-assessment by third-party developers, yet the students also tested
and redesigned their application using the Occlusion App. As a result, the final eval-
uation of the developed application was performed with the same tool as was used
throughout the development process. However, according to existing guidelines,
occlusion test method was not the only suggested test method, the project team decided
to reconsider eye-tracking technology in addition to occlusion technology to afford
developers testing their application both during the process (rapid testing) and at the
end (final test) with two different self-assessment tools.

The eye-tracking technology was a verified test method, where the firm relied on a
considerable amount of internal studies and experiences. In comparison with real-world
driving research, using a driving simulator was a less expensive way of investigating
driver behaviour. However, access to driving simulation stations was not an option for
participating third-party developers. To tackle this barrier, Volvo decided to adopt an
open source driving simulator software called TORCS5. This software could simulate
driving situation to be used while testing third-party applications. Equipping the teams
with an eye tracker for this test method was however still a problem.

To resolve this issue, Volvo investigated whether Smartphone cameras could be
used, as this equipment was widely available within the contestant teams. More
specifically, Volvo developed supplementary eye-tracking software by using an open

5 The Open Racing Car Simulator.
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source framework called Open CV6 Eye tracker. This framework was then integrated
the TORCS software and given to the third-party developers.

While these test methods would enable developers to assess their application
performance, real-world tests were still important to Volvo’s. For several years, a
number of best practices regarding setting up reliable and valid tests with end-users had
been developed and documented by the organization. This document (that insofar had
been an internal resource) included recommendations regarding sample size, age and
gender balance of testers, and the number of tests to be executed. To consider
third-party developers’ test results as a valid and reliable self-assessment, Volvo had to
educate developers bout these test practices. While the knowledge about the best
practice document was transferred within a lecture session to the third-party developers,
there were still uncertainties among third-party developers about the test method and its
execution.

The best practice document was transformed into a test assistant tool called the Test
Leader App, as an effort to reduce the barriers for conducting self-assessment. The Test
Leader App would afford developers to monitor, record and moderate several test
results more easily.

With these actions, third-party developers could use the Occlusion App 1.0 to test
their application during design and development. In addition, they were given three
other resources for final evaluation of the application; The Open CV Eye Tracker, the
simulator TORCS and the Test Leader App. The resources enabled developers to test
their application both throughout the development process as well as for final testing,
according to the platform owner’s safety expectations. These three resources could also
be used within Volvo as they did not require any specific device or station.

5.3 Tuning of Business Portfolios Analysis

Another resource that potentially could facilitate third-party development was Volvo’s
data and information about its customers. This resource was called Business portfolios
analysis. The underlying data had been collected for several years, and the portfolio
contained several personas including sex, age, market profile, and their daily demands.
This resource could help third-party developers exploring customers’ demands which
in turn could facilitate the identification of critical areas of improvements. According to
an expert at Volvo, this resource could afford developers to “put themselves into the
shoes of end-users to understand what their needs are.” The analyses could thus be a
useful asset for developing more useful and value-adding applications, especially since
one of the key criteria of the innovation contest was business potential. In other words,
more valuable applications for the end user could yield a better result in the contest.

However, as the business portfolios analyses were a source Volvo’s competitive
advantage, they had been strictly confidential, and the initial decision by the Volvo
project team was hence not to release the analyses.

6 Open Source Computer Visioning.
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As soon as third-party developers got engaged in the innovation contest, they used
alternative ways of understanding truck drivers’ demands and develop an application
based on their requirements and daily tasks. To ensure that applications were aligned
with users’ preferences, some third-party developers conducted interviews with truck
and bus drivers at different carriers to map their preferences and application features to
be used while driving. When the Volvo project team reviewed the application pro-
posals, it became evident that Volvo needed to facilitate the third-party developers’
understanding of user needs by publishing their insofar-confidential resources. The
project team thus extracted specific parts from the Business Portfolio Analyses to
mitigate the potential revelation of business secrets. They eventually arrived at creating
just one persona, that gave developers a limited range of users’ basic information such
as age, sex, type of truck, logistics company profile, daily tasks, and driver desirable
service as an application. The project team realized that more personas would likely
help developers more, but given the firm’s resistance to reveal its Business Portfolio
Analyses Volvo preferred to limit its portfolio to this resource, before introducing
additional ones. According to third-party developers, even this limited version of
business portfolio, helped them to “get to know” the end-users’ (truck drivers in this
case) demands better. The assessment by third-party developers was that the business
portfolio significantly aided in their design and development efforts, to create more
useful applications.

6 Discussion

In this research, we have explored how a large automotive manufacturer sought to
accelerate its boundary resource shaping. By arranging an innovation contest Volvo
could shape its boundary resources in interaction with third-party developers and their
innovation practices in a more accelerated manner than what is currently found in the
literature. Within a limited timeframe of 10 weeks, several boundary resources were
introduced to third-party developers who started to use them. As soon as third-party
developers engaged in developing applications using the given boundary resources, the
platform owner could receive feedbacks from developers.

We observed how Volvo within 10 weeks of the innovation contest, undertook
far-reaching changes to the resources connected to self-assessment and business
portfolios. While the Occlusion App resource indeed were accommodated in the
self-assessment of third-party applications, developers resisted the initial purpose of
usage (final testing) and thereby challenged the validity and reliability of the final
testing. As a response, Volvo explored eye-tracking technology (that traditionally only
were used within a driving simulator) and developed TORCS and Open CV eye
tracker. In addition, Volvo developed the Test leader app to accommodate the moni-
toring and recording of eye-tracking test results. This response by the platform owner,
triggered by the encountered resistance can be perceived as a revision to the goal [27].
While Volvo initially intended to provide an application for final assessment, the
response from developers’ convinced Volvo to revise the initial goal of the resource
and instead offer developers two different resources for self-assessment; one for the
development process and one for final testing.
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To handle developers’ resistance towards using the eye tracking test method within
driving simulation station, Volvo sought to resolve this tension by modifying the form
of the technology [26]. This test method had been used extensively within Volvo to
evaluate visual distractions while driving. However, to facilitate usage of this test
method for developers without access to eye-tracking devices, Volvo changed the
material form of technology by providing the open eye tracking software that enables
developers to merely download, install and use it for eye tracking (without specialized
hardware).

In addition to revision to goals and changes to the material form of technology, we
noted additional forms of accommodation; social and political relations associated
with innovation [18]. Educating third-party developers about the end-users of the new
digital platform required shaping a new boundary resource by drawing on Volvo’s
business portfolios analyses. The challenge in this phase the potential would revelation
of sensitive market intelligence, carefully gathered by the organization. By scaling
down and re-packaging the analyses according to developers’ requirements, Volvo
could contain sensitive market information within the organization while simultane-
ously facilitate third-party development.

Regarding accelerating the tuning process of boundary resources, our case shows
that innovation contest is indeed a suitable context as developers’ behavior, norms and
practices were comparatively easy to observe and monitor. As tuning of boundary
resources is a dialectic process [18], access to developers feedback, monitoring their
practices, behavior, norms and their perceptions on functions of the boundary resources
is crucial. Innovation contests enables the platform owner to observe third-party
developers’ interaction with the boundary resources within in a shorter distance and
relatively short time. In addition, because of the context and the developers’ motivation
to win, many actively contributed in the dialogue with platform owner representatives
through informal interviews and forum discussions.

The innovation contest reported on in this research is longer than the typical 24–
48-h setup of a hackathon. The purpose of this prolonged contest was that a shorter
innovation contest would not allow the platform owner to study third-party developers’
behavior sufficiently. As much of the feedback and basis for tuning did appear later in
the contest we hypothesize that it is necessary third-party developers must be given
sufficient time to grasp the underlying rationale for the boundary resources, understand
their more precise affordances and start to interact with them. Besides, through the
innovation contest, platform owner had enough time to analyze third-party developers’
reported tensions and conflicts and took proper action to them.

7 Conclusion

In this research, we studied how a platform owner accelerated the process of boundary
resource shaping. We found that while innovation contests typically are used for
boosting innovation within an organization, it may also be used for the tuning of
boundary resources. Platform owners can conduct the innovation contest within a
relatively condensed timeframe, and receive a wide array of feedback from third-party
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developers. This way, Volvo were able to tune their boundary resources in a signifi-
cantly shorter time than reported in the current literature.

In this research, we would highlight limitations that should be considered. First, the
testing group consisted of university students. While such participants typically lack
substantial software development experience for the automotive industry, this sample
may be representative of an untapped innovation habitat (due to their lack of domain
knowledge). However, given their limited prior knowledge of application development
and lack of vested business interests, a group of professional developers may have led
to tensions not exhibited in our case study. Second, we have conducted a single case
study. Innovation contest as a suggested method to accelerate the tuning of boundary
resources can be explored in different cases with different settings. Third, in our
empirical material the platform owner did not introduce any modifications that broke
applications’ compatibility with the platform. Consequently, we have not identified any
resistance of this type. We however expect that a different setting could have exhibited
such resistance. Finally, we studied an innovation contest, which can be seen as one of
many possible approaches that can be utilized to shape boundary resources in a more
rapid manner. We hope that future studies can help identify additional settings that can
be used to conduct accelerated tuning.
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Abstract. Worries over children’s online safety increase as ever younger
children have their personal digital life. As digital technology use also increases
in schools, teachers have natural opportunities to mediate children’s online
safety. However, a better understanding of how it can be integrated with
schoolwork is needed. We study how teachers mediate children’s online safety
in primary schools. Through nexus analysis, we examine discourses of trust,
control, and involvement that the teacher’s engage in. We also uncover many
actors and history and experience related issues that shape the mediation of
children’s online safety. This study results in a variety of ideas as regards how
IS research can support teachers and schools in mediating children’s online
safety.

Keywords: Online safety � Safety mediation � Children � Teachers � Schools

1 Introduction

Mobile and online technologies open great possibilities for learning, identity creation,
and participation [1] and ever younger children have a digital life [2]. Their digital
literacy and safety skills increase with use, and European teens and preteens are
generally not unskilled [3]. Younger children however tend to lack skills and confi-
dence [3]. Worries over children’s online safety increase [2], e.g., as Internet use is
becoming more private [4], and as youthful tendencies for heightened risk-taking and
independence can sometimes be magnified by the opportunities of online interactions
[5]. Threats associated with Internet use include ‘content threats’, i.e., inappropriate
(e.g. adult/abusive) content [6], ‘contact threats’, i.e., grooming, bullying, privacy loss
[6], ‘conduct threats’ where a person participates in activities such as illegal file sharing
or bullying [7], or ‘computer threats’, e.g., malware, phishing, data theft/loss, password
stealing/cracking, Internet addiction [6]. These threaten information security (i.e.,
protecting private information and systems from unauthorized access, use, disclosure,
disruption, modification, or destruction [8]), and personal safety (i.e., ability to go
about their everyday life without threats or fear of psychological, emotional or physical
harm [9]). Online safety can thus be defined as protecting persons’ physical and
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psychological safety as well as their reputation, identity, and property online [10],
property including hardware, software, information, and intellectual property.

Parents and peers are usually identified as significant actors in children’s online
safety [11]. However, teachers are also central actors [11]; they together with parents
are ‘significant adults’ in children’s lives, whom children are dependent on in many
respects [12]. As use of digital technologies increases in schools [13], education
leaders, policymakers, and teachers face the question of how to promote technology
use while safeguarding children [14]. Teachers are in a central position, as they have
good opportunities to inform children about online safety [11] and to shape children’s
attitudes and behaviour [11, 15]. Yet, they are currently under-researched actors [16].
Even though information security is an established field within information systems
(IS) research, research concerning children and their online activities is still lacking
[17]. We believe IS research could contribute to this fascinating field, especially in the
school context.

To this end, we ask in this study: How do teachers mediate children’s online safety
and how IS research could help teachers in this significant task? We answer these
questions though a nexus analytic [18] enquiry into how Finnish primary school
teachers use digital technologies in their classroom and what they do to mediate
children’s online safety. We focus on primary school teachers as there is a lack of
research particularly on younger children [16]. This inquiry offers a nuanced and rich
account as well as opens a variety of possibilities by which IS research can support
teachers in this important endeavour. Moreover, IS researchers interested in school
context in general can get valuable insights into teachers’ multifaceted work and how
technology shows in it.

This paper is structured as follows: The next section contains related research on
mediation of children’s online safety and teachers’ role in. This is followed by intro-
ducing the research design and the theoretical lens used to make sense of the data. Then
our results are outlined, and finally the implications of them are discussed together with
limitations and paths for future work.

2 Related Research

Online safety of children is mediated using different mechanisms developed by
industry, policy makers, and governments [17]. People close to children also seek to
help children to make the most of online opportunities while minimizing possibility of
harm [11]. Parents and peers are important actors here, but teachers are also central
[11]. People close to children use different strategies to mediate children’s online
safety, including, e.g., active mediation by talking and offering help or restricting and
monitoring Internet use [11]. It is argued that restrictions reduce online risks but they
reduce also online opportunities and skills [19]. Although monitoring is recommended,
there are considerations whether it is ethically acceptable [6]. Usually, active mediation
is encouraged as it is linked to lower risk and harm and to children having more online
activities and skills [19].
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Teachers and schools mostly practice technical mediation [20] or restrictive
mediation by setting rules for Internet use [11]. Teachers’ active mediation mostly
focuses on instructive remarks [15]. Teachers who incorporate digital technologies in
their every-day life are more effective in promoting online safety also in the class
compared to those less enthusiastic about digital technologies [21]. However, despite
growing interest in digital literacy within educational policies, guidance of how it
should be included in teaching is lacking [22] and teachers sometimes find themselves
responsible for delivering the online safety message with little support [23].

Educating children about online safety can be problematic, e.g., if children feel that
they are better users of digital technologies than their teachers [24]. Researchers report,
e.g., on teachers’ lack of knowledge about online safety [13], cloud-based applications
[25], and activities that pupils engage in [25]. Some report complexities when teachers
connect with children online [26]. However, if a knowledge gap exists, it can be closed
by gaining skills and interacting with digital technologies [27]. As some teachers might
lack skills for exploring the Internet with children and giving guidance, a more sys-
tematic approach to online safety in schools is advocated [21]. If rules and procedures
are not defined, in many cases restrictive mediation is employed [28]. Information
campaigns targeted at teachers are recommended [11] as well as training to increase
teachers’ knowledge of threats, policies, and programs, thus increasing their capability
to provide help [29]. To this end, there are many materials already produced, including,
e.g., educational games [24] and guidebooks for teachers [30]. There, however, is a
lack of research on what works and what does not [16].

Schools are also advised to engage with parents and peers in online safety edu-
cation as they can help shape children’s behaviour [31]. While it can be difficult to
effectively involve parents [32], schools can assist them in becoming Internet savvy
and help them in monitoring home usage, thus strengthening home-school relationship
[33]. Positive experiences also indicate that online safety message can be better
received from peers than from awareness-raising exercises [34].

Discourses on control, trust and involvement have been identified to characterize
public debate on online safety of children and argued to have an effect on the practice
as well [35]. Control aims at predictable behaviour [36], e.g., by setting rules, goals and
rewards [35]. Sometimes adults, however, have to rely on children behaving respon-
sibly even when they don’t know where children are or what they do [37]. They have to
trust children, such trust being based on the knowledge of children’s past and present
behaviour [37]. This knowledge can be obtained by children voluntarily sharing
information, adults actively asking for the information from children, or adults setting
rules and restrictions [38]. Involvement, then again, is seen to include communication,
supervision, adults’ aspirations for children, and active adult participation [39] and it
can, hence, be seen as interlinked both with control and trust. Thus, it is important to
notice that these concepts are not mutually exclusive but intertwined [35] and a close
and caring relationship between children and adults combined with a suitable amount
of control is considered to reduce children’s undesirable conduct [40].
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3 Methodology

3.1 Theoretical Lens

As our theoretical lens, we use nexus analysis (NA) [18]. In NA, the unit of analysis is
social action that happens in a specific moment in place and time but is viewed as a
cross-section of three different aspects: historical bodies [41] of participants, interaction
order [42] between them, and discourses in place [18]. In this study, the social action
under scrutiny is mediation of children’s online safety, as carried out by teachers.
Historical body of a person refers to histories of actors that affect the situation. For
example, teachers’ personal histories as pupils, teachers, and digital technology users
may shape the social action under scrutiny. Interaction order can be used to explain why
and how people interact in certain ways in different groupings and how this affects the
social action in question. For example, teachers’ interaction with pupils or parents can
shape how they mediate children’s online safety. Finally, discourses in placemeans that
all social action and discourses circulating around happen in real time and place, the
participating actors using different resources available to make the action meaningful.
NA is interested both in discourses in specific place and time as well as in the broad
discourses of our social life and how they are engaged in our everyday life [18].

3.2 Data Gathering

Data for this study consists of theme interviews (duration 20–63 min) of nine teachers
from our three partner schools. Selection of the teachers was purposive, which is usual
in qualitative research [43]: they were chosen due to their familiarity of the subject, i.e.,
use of digital technologies in classroom and efforts to educate children on online safety.
Teachers of 9–12-year-olds were approached as there is a lack of research on younger
children on this topic [16] and some data collection tools we use require participating
children to be able to read and analyse their own behaviour at a certain level. We asked
all teachers of grades 3–6 to participate in our research and also sent out reminders. Out
of the 43 teachers contacted, nine volunteered.

The interviews were carried out at schools. Interview themes were based on the
literature review and included teachers’ digital technology and Internet use; teachers’
assumptions on children’s digital technology and Internet use; online safety mediation
at school; and, guidelines and training related to mediating online safety. This was an
exploratory study; we wanted to keep an open mind and gather as diverse data as
possible. The interviewees were allowed to concentrate on the issues they felt
important. We let the conversation flow freely, trying to stay neutral in our language
and reactions. Interviews were transcribed and, to ensure authenticity, the transcripts
were sent to the interviewees for credibility check.

3.3 Data Analysis

The interview texts were first coded into different categories emerging from the data,
going through the interviews several times until no new categories could be identified.
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Then, the authors discussed the results examining first discourses of teachers, using the
existing literature on discourses of trust, control and involvement as a sensitizing
device [35]. Afterwards, the NA lens guided us to identify how the teachers’ historical
bodies and their interaction with other actors were shaping the social action of medi-
ating children’s online safety.

4 Results

4.1 Discourses in Place

Regarding discourses in place, we examined the interview talk to see how the teachers
positioned themselves and children when talking about online safety: how they dis-
cursively constructed children’s online safety and their own role. There was variety in
the teachers’ talk and several discourses could be identified. Then again, one teacher
could be engaged in different discourses during their interview. We noticed that par-
ticularly the discourses on control, involvement, and trust that have been seen to
permeate debates on children’s online safety in our society [35] stood out also in these
interviews: the discourse on trust, characterized by the teachers’ trust in children’s
skills and capabilities in technology use; the discourse on control, characterized by the
teachers arguing for more control over what children do, and the discourse on in-
volvement, characterized by the teachers asking for more involvement from different
actors – parents, children, themselves, school administration, and possible external
parties. Example quotations from our data are seen in Fig. 1.

In the discourse on trust, the teachers constructed children as skilled digital
technology users who might learn a bit of a hard way, but the more they grow and
interact with technology, the more skilled technology users they become (DP1 by
teacher 6 in Fig. 1). They viewed children as sometimes even capable of instructing
their teachers on digital technology use and positioned themselves as enthusiastic and
open-minded in experimenting and teaching with digital technologies (DP2, DP3).
Children were viewed as capable of handling problematic online safety issues, e.g.
scary material, by themselves (DP4) and capable of determining what they can or
cannot do online and instructing also others, e.g. not to spam on WhatsApp (DP5).

In the discourse on control, the teachers criticized children’s digital technology use
as light-hearted or entertainment oriented. Children were seen as handy with social
media, gaming, and smart phones, but their basic computer skills (e.g. in productivity
software use) were seen to be limited (DP7). As for online safety, the emphasis was on
control. Even though children might be viewed as handy with many things, they were
also seen as unthinking and easily excited and their skills and knowledge as lacking
(DP8). Teachers and parents were to monitor, instruct, and limit children’s technology
use (DP9). Addiction was a concern and it was seen as legitimate to restrict technology
use at school (e.g. banning smart phone use during recess) and the teachers hoped
parents would do the same at home (DP10). The teachers positioned themselves as
overseers of children and they were to inform also parents about possible problems
(DP16). The teachers also advocated parental control while acknowledging that it is
challenging nowadays because of mobile devices and data (DP11).
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Finally, the discourse on involvement can be characterized as emphasizing coop-
eration among adults and with children. The teachers within this discourse tried to bring
digital technology important to children (e.g. smart phones) into classroom in a mean-
ingful way (DP12). When it comes to online safety, teachers maintained that lecturing is
not the answer, but issues were to be addressed on the spot, when they naturally emerge
(DP13). Concrete examples, learning by doing and reflection were encouraged, as was
inviting children to teach each other (DP14, DP15). The teachers were collaborating with
children in digital technology use and supported and helped each other in integrating
technology and online safety into the classroom. Parents were to be involved, too:
teachers were to inform parents and vice versa, e.g. if they had noticed problems or new
developments (DP16). Parental responsibility was also called for and it was pointed out
that it is a pity some are not involved in their children’s life online, citing reasons such as
unfamiliarity with the technologies that children use (DP17).

4.2 Historical Body

When looking at our data, interesting issues related to historical bodies of the teachers
as well as of the pupils could also be identified – shaping teachers’ mediation of
children’s online safety. Example quotations from our data are seen in Fig. 2.

Fig. 1. Example quotations regarding discourses in place.
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The teachers’ own historical bodies in the sense of their digital technology use
skills and experiences influenced in the background. All interviewed teachers told they
have their own smartphones as well as PCs, laptops or tablet computers. Some were,
however, hesitant towards using digital technologies on their free-time, e.g. as it takes
too much time. Most interviewees described their technology skills as average. One
even jokingly confessed of being a bit of a bungler when it comes to technology use
(HB4). Only two of the teachers identified themselves skilled with computers. One had
previous education and experience in digital technologies and the other one was
responsible for technology support at school. Both were avid technology users and
experimenters.

The teachers explained that it depends on them how much digital technologies are
used in the classroom (HB9). All reported using digital technologies in their teaching at
least weekly. They believed that basic computer skills will be important in the future,
and the children practiced, e.g., searching for information online and using productivity
software like word processing and presentation programs (HB6, HB16). Transitioning
to cloud computing was seen as a learning situation for children and a big change for
the teachers.

Regardless of their own skillset, some teachers had a more enthusiastic approach to
introducing new digital technologies into children’s education. Smart phones were
utilized, e.g., to search for information or to listen to music during art classes (HB7).

Fig. 2. Example quotations regarding historical body.
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One teacher noted that utilizing smart phones is a nudge towards trying to connect to
the children’s world, as children carry them around anyway (DP12). Children also
learned content production at school, in the form of, e.g., photography, animation, and
videos. Some of the work had also been uploaded to social media (HB6). Class-related
WhatsApp groups were also common. The teachers who were more reserved in using
new digital technologies in class cited reasons such as excessive free-time technology
use, need for the children to learn the basic functions of a computer first, or techno-
logical issues like lack of computers or bad wireless connections at school
(HB10-HB11).

Issues related to children’s historical body became also foregrounded during the
interviews. The teachers described their understanding of their pupils’ historical bodies
regarding technology use and expressed their beliefs that most of the children spend a
lot of their free-time using a computer or a smartphone (HB16, HB18). However, the
teachers also acknowledged that there are children who cannot use digital technologies
on their free-time, or even wish to do so (HB17). The teachers reported on gender
differences in the pupils’ use of digital technologies. For girls, photos were seen as
important and one of their social media favourites was Instagram. On the other hand,
the teachers believed that boys were more active in gaming and in making videos that
some uploaded also to YouTube (HB13). According to the teachers, the most popular
use of Internet among pupils was WhatsApp; they however also noted that they might
not even know all of children’s favourites (HB14). Online safety issues had also
manifested in school or some children had taken them up – such issues therefore
already being part of children’s historical body. These issues included content threats
like scary material, contact threats like cyberbullying, and computer threats like data
theft, and privacy loss (HB19-HB21).

In general, the teachers believed children to be quick to learn and quite handy with
technology, while individual differences could be big. The teachers more enthusiastic
about technology also saw children’s historical bodies with technology in a more
positive light, positioning children as skilled and capable, while others were concerned
of children’s skills or the lack thereof.

4.3 Interaction Order

In our data, it was also evident that various kinds of interactions with a multitude of
different stakeholders were involved in teachers’ mediation of children’s online safety:
the participants, naturally, included children themselves and their parents, but also
educational administration and different kinds of external actors. Example quotations
from our data are seen in Fig. 3.

Some educators from outside institutions, such as a school police and an infor-
mation security specialist from Microsoft, had visited the schools holding seminars and
classes to children on online safety. Their visits were usually mass events meant for the
whole school, and the teachers believed the impact might be limited (IO14 in Fig. 3).
Parents were positioned as important actors in ensuring children’s online safety. Par-
ents and teachers also cooperated when troubles had emerged e.g. concerning smart
phone use (IO5). However, sometimes the division of responsibilities between parents
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and teachers was seen a bit confusing. The teachers maintained that they do educate
children, but parents should take more responsibility and become involved in their
children’s life online (IO7-IO8). To this end, some education and guidance was already
provided by the school for parents, e.g. during parent nights (IO16).

When it came to interacting with children and teaching them online safety, the
teachers were sceptical if traditional lecturing makes a difference (IO4). They felt that
online safety related issues were not a major concern among pupils. Children had
managed smaller problems in their groups, and if there had been problems that man-
ifested in class (e.g. cyberbullying or addiction), the teachers had handled them when
they occurred (IO1). Indeed, the teachers felt that when the message was tied to the
children’s own experiences, it was more readily received than through lecturing (DP13,
DP14). The teachers also emphasized the power of repetition to get their message
through (IO2).

The teachers were also collaborating with children in online safety education as
well as in digital technology use, for example inviting older children to teach the
younger ones (DP15). However, there was a variety in how the teachers saw their and
children’s relationship in online safety mediation, as mentioned: some saw themselves
as controllers and instructors, others saw children even as teaching their teachers, while
many saw active collaboration with children as the way to go.

There were common guidelines given to schools about educational use of digital
technology, and what skillsets children should acquire during each school year (IO10).
To some extent teachers had also supported and helped each other in integrating

Fig. 3. Example quotations regarding interaction order.
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technology and online safety into children’s education, e.g., by gathering material to be
used in classes (IO9). However, there is so much material available that the teachers
had difficulties in managing this information and selecting the best pieces. Some extra
education was offered, but taking part was voluntary, and the teachers attended only if
they felt it added some important knowledge.

The teachers felt they were left mostly on their own to decide how much digital
technologies are used in their lessons, and if online safety issues are taught during them
(HB9, IO10, IO11). As this might produce big differences in the skillsets of the pupils,
the teachers were hoping that the schools would make more effort to help them. The
teachers’ concern for help from the school also reflects more broadly the background
and history of Finnish school system, in which the pedagogical independence of
teachers is emphasized. This leaves teachers quite alone regarding digital technology
use and children’s online safety education, balancing between wanting to provide them
with new, exciting opportunities, and wanting to keep them out of harm’s way.

5 Concluding Discussion

This study enquired how teachers mediate children’s online safety and how IS research
could help teachers in this significant task. We examined three discourses (trust,
control, and involvement) on children’s online safety in primary school teachers’ talk
and on how they taught it in school, and explored how the concepts of historical body
and interaction order shaped the situation. Our analysis showed the complexity of
teachers’ work, trying to connect digital technology use and online safety to everyday
schoolwork in a meaningful way, at the same time needing to collaborate with multiple
stakeholders. Next, we present the three main issues that emerged from our study and
where we think IS research could make a difference.

5.1 Developing Teaching Practices that Fit Children’s World

In line with previous research, the importance of integration of digital technologies and
web 2.0 to school life [13, 14] was visible in our data. The discourse on involvement
was connected with this: even though not all teachers were enthusiastic about new
technologies in their personal life, they were trying to incorporate those tools into their
teaching when possible, in a safe environment (cf. discourse on control). They tried to
prepare children for the future and to close the gap between school and children’s
free-time by utilizing tools that children are familiar with. This is an important step
from the point of view of children’s rights, too, as digital technologies continue to be an
important part of their lives from an early age. Instead of focusing on controlling and
restricting, one should concentrate on improving the supply of information and offering
opportunities for self-expression and participation together with adult support and
awareness [16].

With regards to online safety, the teachers believed that traditional lecturing of
online safety is not very effective, but instead tying the teaching into children’s
experiences as issues arise (cf. [15]). The teachers believed educational materials from
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different organisations can be useful in teaching children online safety. Most effective
seemed to be, e.g., videos with a message, games, and exercises where children reflect
on their actions together in a group. However, there is a lack of research concerning
which of these materials actually work and which do not [16].

5.2 Developing a Systematic Approach to Online Safety

In today’s rapidly changing world teachers sometimes struggle to deliver online safety
education to children. The reasons mentioned by the teachers echo those identified in
the previous research: lack of common policies and educational resources [22, 23] and
lack of knowledge in activities that children engage in [25]. Previous research has
suggested that if there are no common policies in place on how to manage online
safety, a common response will be restricting access [28]. Indeed, relying on the
discourse on control, some teachers noted that restrictive mediation of online safety is
warranted, e.g., when it comes to children’s smart phone use. Monitoring was prac-
ticed, e.g., in WhatsApp. Then again, relying on the discourse on trust, most teachers
favoured active mediation, as also is recommended in the previous research [19]. They
approached online safety matters as they emerged in school. At the same time, how-
ever, they acknowledged that children might not be telling them everything that is
going on.

We concur with the previous research [21, 28] that a more systematic approach is
needed for teaching online safety in schools. Some schools had already tried to compile
their own educational packages based on different materials, but the efforts were not
consistent. In addition to tackling issues that emerge in school life, we need to find
interesting ways to educate children also on the matters that do not emerge naturally
there: even if children have not experienced certain threats in their digital life, it doesn’t
mean they shouldn’t learn what to do if they ever encounter those. A systematic
approach to online safety should include an investment in teacher training to increase
their online safety knowledge and capability to provide help in difficult situations [11,
29]. Some education had been arranged for teachers, but not much and only on vol-
untary basis. The interviewees wished for more guidance. They had tried to get familiar
with the educational materials produced by different actors, but there was simply too
much available and it was sometimes considered extra work. Common policies and
training would reduce the pressure of an individual teacher.

5.3 Linking School and Other Actors Together

The discourse on involvement as well as the nexus analytic concept of interaction order
made visible how schools are an important nexus of activities that contribute to chil-
dren’s online safety. This nexus connects peers, parents, teachers, and other actors in a
shared dialogue. As previous research [11] suggests, teachers position parents as
important mediators of children’s online safety. Previous research stresses the need to
educate also parents [33], and the teachers reported efforts of this, e.g., in the form of
arranging lectures for parents. The teachers also gave parents advice on online safety
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and hoped for a more active role for parents in online safety mediation (cf. discourses
on control, involvement). Previous research also suggests involvement of peers [34] in
children’s education. This is also connected with our findings: the teachers reported
positive experiences of using children to teach online safety to each other, e.g., older
children teaching younger ones or children setting rules for digital technology use by
themselves, maybe even teaching their teacher. However, the teachers found their
responsibilities and roles sometimes conflicting or blurry. Engaging in a dialogue for
making responsibilities between different actors clearer would help keep children safer
in the online world.

5.4 IS Research Could Make an Important Contribution Here

IS research has remained negligent of this important topic, while our study enables IS
research to start taking action. IS expertise, e.g., in information security policy building
and organizational education and awareness should be applicable in the school context.
We should combine that with teachers’ expertise on meaningful teaching practices and
with children’s knowledge of their lifeworld, issues, and interests, and through this
contribute to the development of novel education practices that engage children and fit
their lifeworld. Especially Scandinavian participatory design community could make a
valuable contribution here – by arranging and facilitating collaboration among these
various actors involved in ensuring children’s online safety. Online safety education as
well as associated tool support should be collaboratively developed. It would be game
changing to focus our efforts to schools as the next “organisation of interest”: helping
schools to educate children to become responsible, knowledgeable, cyber savvy citi-
zens. As professionals in the field, we should take responsibility – we have technical
knowledge and methods for helping to find solutions for this problem area. No child
should learn about online safety the hard way.

Regarding limitations for the study, as typical for qualitative research, this study
has a relatively low number of participants and rather than statistical logic, we hoped to
build a convincing narrative based on richness and detail. In addition, this research has
been carried out in one urban area in Finland. We maintain, however, that the dis-
courses we examined can be used as a lens for studying mediation of children’s online
safety also in other contexts and countries, even when school system characteristics and
actors differ, taking into account that emphasis between them may vary in different
cultures. Then again, only teachers’ viewpoint was asked in this exploratory study, as
we were interested in seeing how teachers, in the position of great influence on chil-
dren’s education and behaviour, see the situation. However, as evident both in the
previous literature and our data, children’s online safety is an issue that requires
teamwork from many parties. While we feel that this was a good way to explore this
area, also other methods are needed for capturing the interplay between different actors.
We plan to continue such research, within which we will include children and parents
as informants, and study how they approach and appreciate online safety, and how they
think related technical and educational solutions should be developed.
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Abstract. With the digitisation of society, e-health systems support new con-
texts that are different from traditional Information Systems contexts, and
therefore need to be better understood. In design for complex, new and sensitive
contexts, it is not possible to apply known methods and solutions without deeper
contextual understanding. The paper intends to answer how the wickedness of
the design context when designing digital services for people diagnosed with
schizophrenia can be understood – a context that is contradictory and complex,
that is, a wicked design context. The paper presents a grounded theory analysis
of stakeholder interviews and focus group interviews with people diagnosed
with schizophrenia. Four wicked problems are identified: struggle of depen-
dence, contradiction of social interaction, contradiction of trust and counter-
acting improvement behaviour. The paper also shows the viability of the use of
grounded theory for uncovering and describing contextual wickedness.

Keywords: e-Health � Wicked problems � Wickedness � Schizophrenia �
Grounded theory � Design

1 Introduction

During the last decades, technical advances have created a digitalised society. This has
in turn expanded the use of digital technology to new contexts and user groups; groups
that are heterogeneous, and that use the digital technology in a multitude of contexts
[1]. E-health systems are no exception. With the digitalisation of society, e-health
systems have to be designed to support user groups who have previously not been
supported. Examples include Tokar and Batoroev [2] who explore mobile health care
for people with depression, Aardoom, Dingemans and Van Furth [3] who study
e-health systems for people with eating disorders and Kowatsch, Maass, Pletikosa
Cvijikj, Büchter, Brogle, Dintheer, Wiegand, Durrer-Schutz, Xu and Schutz [4] who
study the design of a health information system for reducing childhood obesity.
Advances such as these have paved the way for innovative ways to support patients at
different stages of their lives.

In order to design digital services, it is necessary to understand the context in which
they are to be designed and used [5]. It is not possible for one person to have all the
necessary knowledge of the complexities of a design context; it therefore becomes
imperative to involve stakeholders and support their communication and collaboration
[6]. When the design context has been frequently designed for in the past, or is easily
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relatable, there is little effort in creating an understanding [7]. However, in design for
new, complex and sensitive contexts such as health related contexts with vulnerable
users, it becomes more difficult to both study and understand the context.

This paper focuses specifically on understanding the context of design of e-health
services for people diagnosed with schizophrenia. Approximately 1% of the world’s
population is diagnosed with schizophrenia [8] and have symptoms such as halluci-
nations, psychoses, apathy, and cognitive impairment [9]. Symptoms and treatment for
schizophrenia can affect the ability for creative thinking [10], clear expression of ideas
[11], and social interaction [12]. The treatment for schizophrenia is typically antipsy-
chotic medication, but this has only a limited effect [9].

Designing an e-health system for people diagnosed with schizophrenia means
encountering contradictory and sensitive problems that affect the design situation, such as
paranoia and delusions [8], and social stigmatisation [13, 14]. These types of problems
that are contradictory, incomplete or have constantly changing requirements, have pre-
viously been referred to as “wicked problems” [cf. 15]. Design, which is aimed at solving
problems, is particularly suitable for handling wicked problems [5, 16]. Understanding a
wicked problem is also part in understanding its possible solution, since they are only
possible to be understood once they have been solved [15]. This makes understanding the
wickedness of a design context critical to the entire design process.

Understanding the wickedness of the context when designing for people diagnosed
with schizophrenia is therefore essential but challenging. However, not attempting to
gain a complete understanding of the complexities of the design context when it is
possible to do so can not only have negative consequences for the quality of the
designed system, but can also be considered unethical. Therefore, this paper intends to
answer the question: How can the wickedness of the design context when designing
digital services for people diagnosed with schizophrenia be understood?

Due to the explorative and open nature of the aim, this paper proposes a grounded
theory analysis to uncover the wickedness of the context. The purpose is to both
describe the wickedness of the context, as well as to discuss the applicability of the
grounded theory approach to uncover wickedness in design contexts.

2 Background

2.1 Schizophrenia

Symptoms of schizophrenia can be positive (constituting an addition of abnormal
symptoms and behaviours), negative (constituting a lack of normal symptoms and
behaviours), or cognitive [8, 9]. These symptoms can be manifested to a different
degree among individuals [9]. Positive symptoms can include delusions and halluci-
nations [9]; in essence a loss of contact with reality [8]. Negative symptoms include flat
affect, social withdrawal and reduced speech [8, 9]. These symptoms are less fluctu-
ating than the positive symptoms and also have a greater effect on the person’s social
life [8]. Many also have cognitive impairments, such as problems with attention,
learning and memory, illogical thinking, confusion, delusion and strange linking of
thoughts [8, 11, 17].
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There is no cure for schizophrenia, only ways to cope with the illness. Most recover
after the first onset, but about 10% never do [9]. The outcome seems more promising in
developing countries than in developed countries [9]. The primary treatment in
developed countries is antipsychotic medication that primarily treats positive symptoms
[9]. Antipsychotic medication does not appear to improve cognitive function, and even
though other symptoms improve, these cognitive symptoms tend to remain [17].
Psychosocial treatment such as supported employment and social skills training has
been found to improve the outcome of schizophrenia [8].

The social and emotional limitations that people diagnosed with psychotic disor-
ders, such as schizophrenia, experience can often lead to isolation [18]. Social support
has been found to have several benefits for people diagnosed with schizophrenia and
similar severe mental illnesses [19–22]. However, due to both social stigma and
symptoms such as reduced vocal ability, lack of motivation, and difficulties with
memory and concentration, it is difficult for people diagnosed with schizophrenia to
organise social support themselves [18]. Increasingly, people diagnosed with
schizophrenia are turning to social media not specifically designed for their needs for
support, risking low quality support and being identified as an individual with such an
illness and its associated stigmatisation [23]. People diagnosed with mental health
conditions in younger generations are also more likely to use social media to build
friendships [24].

2.2 Wicked Problems

The concept of wicked problems was initially described by Rittel and Webber [15]. The
difference between typical, simple problems with established procedures and wicked
problems, is that wicked problems do not have clear solutions, it is not always possible
to know when or if they have been solved, and they are not possible to delineate and
clearly define [15]. Social problems [15] and the problems approached using non-linear
design processes are usually of a wicked nature [25]. In fact, all problems except those
taken on by routine design are wicked problems [5]. There is no single right or wrong
solution [26]; the solution of a wicked problems lies in the world view of the solver
[15], in this case the designer [27].

In the attempt to solve wicked problems, all actions taken will affect the sur-
rounding context and there is thus no way to undo mistakes [15]. Therefore, it becomes
important to reduce the possibility for mistakes. Yet there are no categories of wicked
problems, nor are there any predefined ways of solving them; all wicked problems are
unique [15]. Wicked problems must be handled in a manner appropriate to their
complexity, ambiguity and uniqueness, with a focus on achieving a desirable outcome
instead of a clear problem solution [26]. The common collaboration between different
people in design is suitable for tackling wicked problems [28].

The aim for this paper is to begin the process of understanding, and thus enable
handling of, some of the wicked problems that exist in the design context when
designing digital services for people diagnosed with schizophrenia. Dealing with
complex problems requires that the designer considers the whole as well as the parts;
that is, to not only focus on the specificities of the identified problem but also on the
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context in which the problem resides [26]. Instead of oversimplifying, it is important to
consider the problem on different levels, systemically [26]. Familiarizing oneself with
the context is also an important step in better utilizing the empirical material to create
theories [29], and there are calls for more systemic ways of expressing and using
context in theory development [30]. This paper is a step towards creating a deeper
contextual understanding of the wickedness of design of e-health systems for people
diagnosed with schizophrenia.

3 Method

This paper employs a grounded theory analysis to answer how the wicked problems in
the design of e-health systems for people diagnosed with schizophrenia can be
understood. The approach was considered appropriate because it is a way to make
sense of stories told by interviewees, a way to stay close to the empirical material, and
to learn about the contexts and settings under study [31]. Grounded theory was first
introduced by Glaser and Strauss [32] and has since developed in different directions.
This paper relies on the work of Charmaz [31] as a foundation for the methodology
employed. Charmaz [31] emphasises that theories are not found, but constructed by the
researcher in an interpretive process of analysis. Grounded theory can be successfully
combined with design research, and one use of performing a grounded theory analysis
can be in the early stages of a design process, in order to gain a systematic and deep
understanding of the context and problem area [33].

It is becoming increasingly popular to use grounded theory in the Information
Systems (IS) field, as it is considered useful for describing processes and phenomena
[34]. However, the existence of some myths about the nature of grounded theory has
been considered the cause of misuse or lack of use of grounded theory in the field [35].
These myths include for example the misconception that literature cannot be studied
before performing a grounded theory analysis [35, 36]. Instead, literature should be
studied beforehand, but not in order to integrate into the yet unidentified theory [35]; it
should be used strategically [31]. In this paper, the intent was not at the onset of the
analysis to identify wicked problems. However, the results that emerged from the
application of grounded theory showed many complex and contradictory situations
within the studied context, and these were identified to be wicked problems. The
literature on wicked problems was then incorporated.

3.1 Study Design

The empirical material included in this study consisted of: semi-structured stakeholder
interviews, four with relatives of people diagnosed with schizophrenia and three with
medical professionals; and two focus group interviews, each with two people diag-
nosed with schizophrenia. The focus group interviews were part of the first of three
design workshops with the aim to design an e-health system. The empirical material
consisted of a total of 540 recorded minutes.

The individual and focus group interviews were all transcribed and coded
line-by-line using open coding. The open codes were then grouped into categories
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using focused coding. The core to grounded theory is considered to be constant
comparison between data, codes and categories [31]. The open and focused coding was
therefore done iteratively, and each new code was compared with the existing codes
and categories. Category identification was done by using the most significant or the
most frequent codes as a starting point. Examples of categories identified at this stage
include depending on others, having illness awareness, and using strategies.

The relationships between the identified categories were then axially coded. This
was done using software visual mapping functionality. For example, the category
depending on others related to the category fearing since fear affects the ability to
depend on other people. It was at this stage that the wicked problems were identified in
the conflicting nature of the categories. Theoretical coding was then done, but those
results will not be possible to include in this paper. Memos were also written
throughout the analysis process, as recommended by Charmaz [31]. These were
important for recording insights and interpretations throughout the analysis.

The results presented in this paper are only part of the results from the grounded theory
analysis. As the result was rich and diverse, it became more suitable to present it over the
course ofmore than one paper for the sake of clarity. The results from the grounded theory
analysis thus related to more than the wicked problems described in this paper.

3.2 Research Context

The research in this paper was performed within a research project aimed to design an
e-health system for people diagnosed with schizophrenia. E-health systems have been
designed for similar contexts. For example, Melling and Houguet-Pincham [37] study
an e-health system for people who are experiencing depression, Webb, Burns and
Collin [38] develop en e-health system for adolescents who are experiencing mental
health difficulties, and Lederman, Wadley, Gleeson and Alvarez-Jimenez [39] design
online social therapy meant to detect warning signs among young people with psy-
choses. Each of these cases illustrates the complexity of the context, and the necessity
to understand the context as part of the design process, in order to adapt both the design
process and the final e-health system. The data collected here is part of an early part of
the project. The following part of the project included design workshops together with
people diagnosed with schizophrenia with the aim to collaborate in design.

3.3 Participants

The participating stakeholders were four parents of people diagnosed with
schizophrenia, one activity coordinator, one psychiatric nurse, and one assistant nurse
working with housing support. The participating target users all had a diagnosis of
schizophrenia, were between 45–51 years old, and had been treated for more than 10
years. They all relied on support from medical treatment and were on a disability
pension. In total, four people diagnosed with schizophrenia participated in pairs in the
focus group interviews. All participants’ and their relations’ names have been changed.
There was no relationship between the participants. Table 1 below gives an overview
of the participants and their roles.
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3.4 Ethics

The regional ethical review board approved the project (Dnr 2011/267) from which the
collected empirical material in this paper comes. When the context is sensitive, as in
this paper, there is a risk to the participants’ welfare. The participants’ wellbeing may
be affected, and if the information on their participation would be made public, they can
suffer social consequences due to the stigmatization of mental health illnesses such as
schizophrenia [14]. During the interviews, the relatives of people with schizophrenia
expressed concern that if their participation became known, it would negatively affect
their children. As a result, all participants’ names have been altered, and any infor-
mation that might lead to their identification has been excluded.

Furthermore, one of the researchers who participated in the focus group interviews
had a background in nursing, and many years of experience working with people
diagnosed with schizophrenia. As the focus group interviews were only the first in a set
of three workshops, she maintained contact with the participants between and after the
time of the workshops, in order to ensure their wellbeing.

4 Findings

This section presents the results from the analysis of how the wicked problems in the
design of e-health systems for people diagnosed with schizophrenia can be understood.
Table 2 below summarizes the uncovered wicked problems that are described in detail
in this section.

4.1 The Struggle of Dependence

The analysis indicates a struggle between being dependent and wanting to lead an
independent life. The illness usually manifests itself in your twenties, when quite
abruptly something starts to feel wrong, and normality is lost. Medical professional
Alfred describes it like:

Table 1. Overview of participants.

Participant role Participants

Parent The mother of Jack
The father of Brock
The mother of Carl
The mother of Dani

Medical professional Alfred, activity coordinator
Benjamin, psychiatric nurse
Chris, assistant nurse

Target user Frank
Scott
David
Angela
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The withdrawal [from society] starts because something happens in your body or your head
that you can’t really… that doesn’t feel right.

And Frank says that when he fell ill:

It didn’t add up for me at all, my damn voices.

However, the memory of a normal life still exists and is something that the users in
this study expressly want. Angela describes how she attempts behaviours and activities
that the group home personnel do, because it seems healthy:

The staff at the group home work out a lot and that and… /…/ they feel well so I thought that I
will do the same.

Similarly, Brock’s father describes how it gives his son, who has recovered enough
to maintain a regular job, pleasure in life to be able to buy things like everyone else.
Nevertheless, Alfred explains that the treatment system does not have as a goal to
create a normal life for people diagnosed with schizophrenia. Instead, the system treats
the care recipients collectively, removing independence. David describes how he is no
longer allowed to work by the Social Insurance Agency, despite previously being able
to maintain a part-time job. Jack’s mother describes her son’s group home as “storage”,
and psychiatric nurse Benjamin describes his patients as being “preserved”:

Table 2. Summary of the identified wicked problems.

Contextual wickedness Description

Struggle of dependence Living with schizophrenia causes dependence on others. The
treatment system does not support independence, and some
struggle with the collective treatment. People diagnosed with
schizophrenia also tend to use little digital technology, leaving
them outside of the increasingly digitized society, deepening
their dependence

Contradiction of social
interaction

People diagnosed with schizophrenia lose most social
connections yet acquire many medical contacts. This, along with
stigmatization, makes interaction impersonal and people are
often lonely. Medical contacts enhance social behavior that
serves to alienate others

Contradiction of trust Due to being dependent, people diagnosed with schizophrenia
have to trust others. However, the rationale behind trust is
sometimes contradictory. People in trustworthy positions, such
as medical personnel, may be mistrusted, while strangers are
trusted. Trust also affects digital acceptance. Fear of technology
and consequences of previous naïve use can reduce trust of
technology

Counteracting
improvement behavior

Some behavior directly counteracts possibilities for
improvement. People diagnosed with schizophrenia tend to use
avoiding coping strategies and isolating behaviors, increasing
their loneliness. Balance tends to disappear
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The illness becomes a kind of formalin. You get stuck where you become ill sometimes, and
there is little new added.

Frank says that in some ways he felt better when he lived on the streets, because he
was able to make his own decisions.

People diagnosed with schizophrenia are described by the participants as having no
or few hobbies, and even fewer that they can afford. As a result, they are dependent on
others to be activated. Dani’s and Jack’s mothers, psychiatric nurse Benjamin, and
David all describe a need for other people to help with activation. However, the care
system does not currently provide adequate support for this.

Furthermore, people diagnosed with schizophrenia use little digital technology.
This is due to a combination of factors. For one, the user group is to a large extent on
disability pension and therefore cannot afford digital technology. Frank and Scott both
own smartphones, but explain that most in their situation do not, and that they have
only been able to buy them since mobile subscriptions became more affordable.
Medical professional Alfred tries to help:

We try to offer different kinds of study groups, and it’s often computers that is being requested.
So it’s not about not being interested, but about not having the opportunity to.

Additionally, psychiatric nurse Benjamin describes issues with cognitive ability to
learn how to use digital technology:

Patients that are chronically ill with a psychotic illness and have recurring periods of symptoms
get a kind of cognitive impairment as well. /…/ They may have a more difficult time to take it in.

There is a need to increase digital technology use among this user group. Jack’s
mother describes it as this group being left out, and therefore also ending up outside of
society. As a result, they become even more dependent. Nevertheless, this is a gen-
erational issue. Several stakeholders agree that with the coming generations, some of
the issues described will no longer be valid. However, it will still be many years when
these issues stay relevant.

4.2 The Contradiction of Social Interaction

The analysis further shows a contradiction in the social interaction of people diagnosed
with schizophrenia. People diagnosed with schizophrenia are described as exceedingly
lonely. For example, assistant nurse Christ says that social life becomes minimal after
becoming ill, Carl’s mother says that her son has lost all former friends and made no
new ones, and Jack’s mother says that her son’s friendships have been forced on him,
as they are all people who live in the same group home. Medical professional Alfred
summarises:

When the person in question falls ill most contacts disappear. You have your parents left, and
maybe some childhood friend who gets in touch once in a while, mostly because they feel guilty.

Nevertheless, despite the lack of close relationships, people diagnosed with
schizophrenia meet a great number of people in their everyday lives. The majority of
people they meet are medical professionals. Many have weekly visits from nurses,
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housing support help with everyday tasks, and most have to meet an assistant nurse
daily to take their medication, as they are not allowed to handle it themselves. Yet, this
is only superficial social interaction. Frank describes the isolation as the worst part of
the illness:

The hardest part of the illness was the isolation, the loneliness in the beginning, at first when
you were lying at home.

Scott says that there cannot be too much social interaction. Yet both Frank and
Scott agree that it is easier to interact with others who have a similar understanding of
the illness. Scott wants more information from self-experienced online, and Frank
chooses friends that have similar experiences.

Another issue that is raised is the stigmatisation of the illness. Psychiatric nurse
Benjamin explains that the diagnosis itself can act as a deterrent, something that Frank
experienced when he tried telling people around him about his experiences. Both
Brock’s father and Carl’s mother express concern about revealing their names, as they
fear that their sons will be negatively affected if the interviews can be traced back to
them.

Further, people diagnosed with schizophrenia can sometimes engage in alienating
behaviours that may strengthen that stigmatisation. For example, assistant nurse Chris
describes how some of his patients have lost any chance to befriend their neighbours
because they have tried to borrow money from them in the past. Further, Frank explains
how he has had to learn that the kind of behaviour his nurse and care staff want is not
acceptable elsewhere:

It’s mostly medical personnel and those who have experience… that get to hear some things.
/…/ The friends… they just think that you’re insane and that it can’t be right, you know.

Since the people he mostly meets, medical professionals, enforce a behaviour that
alienates his other relationships, he has had to adapt his behaviour in order to maintain
the friendships that he values.

4.3 The Contradiction of Trust

From the analysis emerged a contradiction in how people diagnosed with schizophrenia
trust others. Due to their dependence on others, people diagnosed with schizophrenia
have to place a great deal of trust in the people they are dependent on. However, people
diagnosed with schizophrenia often have misplaced suspicions, and can sometimes be
paranoid. Jack’s mother describes how he does not trust the staff at his group home:

He experienced chest pains he told me one morning last week or a fortnight ago… And he
hadn’t said anything to the staff. He doesn’t have that much confidence in them.

At the same time, she describes her son as being too trusting of strangers:

He thinks good of people and… he gets robbed. That’s why he doesn’t have an ATM card
anymore. /…/ They emptied it for him. So he is a bit unsuspecting- has become after the illness.

The other stakeholders describe similar behaviours in their children or patients.
Dani’s mother says that her daughter always wants to be able to keep an eye on any
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visitors, even when it is her mother. Brock’s father describes his son as being kind to
the verge of wanting to buy friends with gifts. Angela tells us of how she has repeatedly
been robbed of large sums of money.

People diagnosed with schizophrenia are a group of people vulnerable to fraud and
theft, yet one symptom of schizophrenia is paranoia, as Jack’s mother describes:

He called my house… and accused me of having started the second world war /…/ and he
couldn’t eat because the food was poisoned…

Trust and distrust appears to be misplaced and irrational. Yet people diagnosed with
schizophrenia have to rely on and trust other people to help them to manage their
everyday lives. Dani’s mother describes it as:

They should actually have a real personal assistant all the time, really.

Irrational fear also affects digital technology acceptance and use. Jack’s mother
describes how she has to take care of his finances because he refuses to own as much as
an ATM card. He flushed his mobile phone down the toilet due to his fear of tech-
nology. Similarly, Scott says that he has never dared use Facebook because he is afraid
that everyone in the world will see his information.

Furthermore, there are also risks with technology use. Carl’s mother describes how
her son used online information to convince himself of not taking his medication:

At one point in the period of his illness he found some contacts online, or information, and he
used that to show me, “Look here, this is the way it is, this is what they are putting me
through.” And it got worse from that.

Some stakeholders describe negative consequences like posting rants online during
a psychosis for everyone to see, and assistant nurse Chris describes how one of his
outpatients had their credit card emptied while playing an online game. This kind of
naïve use, combined with being vulnerable to fraud and theft, can thus cause an
increase of fear of digital technology, and reduce its use.

4.4 The Counteracting Improvement Behaviour

The results further indicate that people diagnosed with schizophrenia can behave in
ways that counteract their improvement. The participants for instance describe avoiding
strategies to cope with the illness. Jack’s mother says about Jack:

He had this in himself that he runs- or he used to run away.

Frank also describes an avoiding behaviour. He found it easier to live on the streets
than to be medically treated because there he could flee from his problems. He
eventually realised that he could not run away from the voices.

Another behaviour that the participants describe is an isolating behaviour. Medical
professional Alfred says that people with psychoses often tend to isolate themselves,
and Dani’s mother describes her daughter as exhibiting both avoiding and isolating
behaviours:
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And it’s not easy to help her, because she doesn’t want to either. “I have to cancel,” she says.
“I can’t.” /…/ She just isolates herself in the apartment.

The stakeholders describe employment as particularly important for improvement.
Carl’s mother believes her son’s job to be one of the main reasons why he is better, and
psychiatric nurse Benjamin expresses that access to meaningful employment would be
key in treatment:

… there are sometimes more medical solutions that there need to be. If you would have a
meaningful occupation and something that distracts you from the symptoms of your illness, I
think there would be a lessened need for medication compared to what is being prescribed
today.

There is a constant struggle to maintain a balance in life. Having schizophrenia
means losing normality, and the illness is often described as going through periods.
David describes himself as currently going through a rough period:

I am in a period when I don’t think it’s fun to do things and… /…/ I’m in a difficult period that is
maybe quite hard to get out of too.

He describes his days as being spent mostly in bed. In contrast, he describes a
period when he felt better:

I got out of bed at a normal time like… around 8 then… and then I had chores and stuff. I was
on my father’s computer a lot… and downloaded music…

In contrast, Angela has the opposite problem of tending to do too much:

And then I worked out and went swimming on the same day, on Mondays, and Tuesdays, and
Wednesdays, and Fridays and Saturdays. /…/ But my body spoke up, because I did too much, so
I became ill instead.

Alfred, one of the medical professionals, describes this lack of balance as being
common among people diagnosed with schizophrenia:

Those basal functions are somehow affected in this. Either you fall behind or you sort of…
overdo it in some way. That you stodge and… things like that. The normal sort of goes away.

Illness awareness also affects ability to cope and ability to maintain a meaningful
everyday life. Several of the stakeholders describe how their children or patients do not
want treatment simply because they do not think of themselves as ill. In order to
improve, it is important to maintain a balance. The avoiding coping strategies and
isolating behaviours that are exhibited by people diagnosed with schizophrenia thus
directly counteract the activities that would help them improve their lives.

5 Discussion

This paper has uncovered wickedness of the design context when designing digital
services for people diagnosed with schizophrenia. Four wicked problems in the design
context have been identified. Hereby, this paper demonstrates the viability of a
grounded approach to uncover wickedness of design contexts with the intent to gain
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contextual awareness in complex and sensitive design contexts. In this section, the
uncovered wickedness will be discussed along with the approach to uncover them.

The contextual wickedness that this paper has explored consists of struggles
between dichotomies, or opposite forces, such as dependence versus independence.
This is an important part in the discovery of how to design e-health services for people
diagnosed with schizophrenia. As Buchanan [27] explains, wicked problems stem from
the nature of the design subject; wicked problems are wicked because design implies
discovery.

The wicked problems uncovered in this study are interrelated, and not mutually
exclusive. As any wicked problems, they are indefinable, untestable, and unique to the
context [15]. For example, the struggle of dependence and the contradiction of trust are
related in that dependence causes a need to trust. If people diagnosed with
schizophrenia had not been dependent on others, they would not be contradictorily
trusting. However, it is equally possible that if the contradiction of trust had not existed,
there would not be a struggle of dependence. As such, the wickedness of this context is
not a single problem, but a chain of interrelated complexities that together make up the
wickedness of the design context.

In this case, any designed artefact or outcome of a design process would have to
deal with the contextual wickedness. Goldkuhl [40] argues that one part of a design
theory is empirical grounding, which should answer whether the outcome is successful
in practice and if it leads to its desired consequences. To answer this, we need to
understand what would make an outcome successful, and its desired consequences; the
first step in understanding this is to empirically study the context.

This paper shows that grounded theory is a viable approach for gaining under-
standing of wickedness in a design context. In this case, neither the interrelatedness of
the nature of the wicked problems, nor their contradictory nature emerged from the
literature. In IS, grounded theory is used to analyse phenomena from a process or
context perspective [36, 41]. The rigidity of the method allowed for a structured
analysis that led to uncovering the contradiction and complexities that cause the
wickedness in this design context.

Furthermore, it was not only considered necessary to ground the study of the design
context in empirical data from a theory-creating perspective, but also from an ethical
perspective. Often people who are considered vulnerable, such as people with mental
illness, are excluded from research due to the difficulties of involving them [42], yet
they may still want to participate despite the challenges [43]. Similarly, both the
stakeholders and the people who were diagnosed with schizophrenia who participated
in this study expressed that their participation was important to them. The stakeholders
further highlighted that there is a great need for anything that can help their children or
patients. As a result, when a subject like this is not only rarely studied in IS research,
but users are often excluded from the research, the ethical value of being grounded in
the empirical data is high.

As a final reflection, the grounded approach used in this study was both helpful and
led to the uncovering of many important insights that have expanded the understanding
of the design context when designing digital services for people diagnosed with
schizophrenia. The approach can be useful in contexts beyond this study; as the
approach is grounded in the perspectives of the participants, and the methods for data
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collection primarily consists of dialogue, it is transferable to other complex and
unexplored design contexts. It would seem particularly suitable in health-related con-
texts where sensitivity is high and contextual understanding is paramount.

The understanding of wickedness in design contexts that has been gained from this
study can be used to support both the design process and design of e-health systems.
For example, the contradiction of trust and the contradiction of social interaction
indicate that the e-health service would need to enforce healthy social interaction and
moderating the quality of the information, while at the same time creating the ability for
the users to trust both the system and the other users. User participation in the design
process is made more difficult by the struggle of dependence and the contradiction of
social interaction, as users would have to both express their opinions and participate in
the social process of designing with others.

6 Conclusion

This paper intended to answer the question: how can the wickedness of the design
context when designing digital services for people diagnosed with schizophrenia be
understood? From a grounded theory analysis of stakeholder interviews and focus
group interviews with people diagnosed with schizophrenia the contexts is described as
consisting of four wicked problems: the struggle of dependence, the contradiction of
social interaction, the contradiction of trust and the counteracting improvement beha-
viour. These problems are not mutually exclusive, but together make up the complexity
of the design context.

In addition to the description of the wickedness of the design context, this paper
also contributes with a viable approach for studying complex design contexts of this
kind. The grounded theory analysis that was used was valuable for capturing and
describing the complexities of the context.

Since the context is particularly complex, there is a continuous need for research. In
order to continue the design of e-health systems for people diagnosed with
schizophrenia, it will be important to continuously include users throughout the design
process. But there is also more research needed on how to involve people diagnosed
with schizophrenia in design, and how to begin to tackle the wickedness that has been
described here.
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Abstract. Enabling integration between heterogeneous health information
systems (IS) across different institutions is attracting growing interest from
national and regional governments. “Interoperability of health information
systems” is an overall goal to strive for. This empirical paper addresses the
challenges of integrating heterogeneous health information systems with the
goal of achieving semantic interoperability of patient information within and
between all hospitals in a health region. The paper describes a complex
development and integration process, and looks into a promising strategy of
using openEHR archetypes as an architecture to reach the goal of
interoperability.

Keywords: Health information systems � Integration � Interoperability �
Healthcare processes

1 Introduction

Today, people have more mobility and longer lives, while healthcare services are
increasingly shared between care providers and different jurisdictions. In addition,
healthcare institutions tend to combine different information technologies, modules or
subsystems, following a best-of-breed approach. Accordingly, integration of informa-
tion systems (IS) is essential to support shared care and to provide consistent care to
individuals [1–3].

Health IS and technologies have the potential to support a smart, sustainable and
consistent healthcare service, in which accessibility, efficiency and effectiveness are
key concepts. Enabling integration between heterogeneous health information systems
(IS) across different institutions is attracting growing interest from national and regional
governments; “interoperability of EPRs” is an overall goal to strive for [4, 5]. However,
to integrate fragmented portfolios of health IS in such a way that communication and
clinical information used for healthcare delivery will improve, address many different
issues [9, 13, 20].

First, integration of health information systems involves complex processes due to
diverging needs from healthcare practitioners, heterogeneous groups of patients, and
diverse procedures and approaches to medical treatment and care. Accordingly, it is
important to understand the characteristics of the healthcare processes the systems are
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going to support. Second, it is important to understand the concept of interoperability,
in which smart and consistent healthcare services address a need for information shared
by systems to be understood and processed by the receiving system (semantic inter-
operability). This is a premise for advanced process and decision support.

Prior studies have explored processes of IT integration in the context of healthcare
and identified factors facilitating successful processes, for example, integration of new
systems with existing work processes or necessary reorganization of clinical as well as
organizational workflows when implementing a new EPR [6–8]. This paper addresses a
different empirical situation: the challenges of integrating heterogeneous health ISs
with a goal of achieving semantic interoperability of patient information within and
between all hospitals in a region. Empirically, this study reports from a large-scale
regional project to replace an existing, largely free-text-based electronic patient record
(EPR) with a new semantically interoperable EPR base on the openEHR approach, and
simultaneously integrating a new electronic charting and medication (ECM) system
with the EPR in change. The project started in 2011, and took place in the Northern
Norway Health Region.

Against this backdrop, the following research question is posed: What are the key
challenges when integrating heterogeneous health ISs to enable semantic
interoperability?

To conceptualize the dynamics of how various healthcare professionals, activities,
stakeholders, and technology are interwoven during the integration process, the study
draws on the notion of information infrastructure (II). II literature addresses the
socio-technical challenges of realizing large-scale technological systems, and is rele-
vant for analyzing the regional integration process [9–12]. In doing so, the study
contributes with important empirical insights about introducing vendor-independent
clinical information models [15], exemplified by the openEHR archetypes, as an
approach to realizing the goal of semantic interoperability within and between
heterogeneous health ISs on a regional scale.

The rest of the paper is organized as follows: Sect. 2 describes the theoretical
framework for this paper. Section 3 briefly introduces the empirical setting and reflects
on methodological issues. Section 4 presents the case and elaborates on important steps
of the evolving development and integration process. In Sect. 5, the case is discussed in
relation to the chosen theoretical framework, followed by Sect. 6, with the concluding
remarks.

2 Theory

Integration of health ISs are complex processes due to the different needs of healthcare
practitioners, different patients’ needs, and diverse procedures and approaches to
medical treatment and care. Integration of heterogeneous health ISs in such a way that
communication and clinical information used to support these complex processes of
healthcare delivery will be improved addresses various issues [9, 13, 20]. First, it is
important to have a common understanding of what characterizes the healthcare pro-
cesses the systems are going to support [13].
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2.1 The Characteristics of Healthcare Processes

In Lenz and Reichert [13], healthcare processes are characterized as a cooperation of
different organizational units and medical disciplines, which depend heavily on both
information and knowledge management. They have identified different levels of
process support in healthcare, and distinguished between organizational processes and
the medical treatment process. In short, the organizational process patterns help to
coordinate collaborating clinical personnel and organizational units (e.g., handling of a
medical order and result reporting), and the medical treatment processes are linked to
the patient.

In hospitals, organizational tasks often burden clinical personnel. For example,
surgery planning procedures – like the empirical case – have to be planned and pre-
pared, including scheduling appointments with different service providers, in-house
transportation of patients, arranging visits of physicians from different departments,
while reports need to be written, transmitted, and evaluated. If information is missing,
the surgery planning procedure may become impossible to perform; preparations may
be omitted, or a preparatory procedure may have to be postponed or canceled or may
require latency time. Integrated process support, information management, and
knowledge management on different levels are needed. The current situation of
heterogeneous healthcare ISs, where patient information is often spread over different
unintegrated applications, does not meet these requirements [13].

However, in recent years a number of integration and interoperability standards
have emerged, which provide the basis for health ISs to support organizational and
medical treatment processes in healthcare.

2.2 The Concept of Interoperability

Interoperability in health information systems is often referred to as the ‘holy grail’, in
which the goal is to make clinical information available across different healthcare
institution to provide a smart, sustainable and consistent healthcare service [1, 14].
Accordingly, it is important to understand the concept of interoperability, and in this
paper, the review of HL7’s EHR Interoperability Work Group is used to frame the
concept [14].

Technical interoperability is the ability of two or more systems to exchange
information so that it is readable by the receiver, but cannot be further processed into
semantic equivalents by software.

Semantic interoperability is the ability to share information between two or several
systems so that the meaning of the exchanged information is understood in exactly the
same way by both systems and can be processed by the receiving system.

Process or social interoperability is a requirement for successful integration of
computer systems into work settings. It describes the methods and strategies for
optimal integration of computer-supported communication of clinical information into
an actual work setting [14].

142 L. Silsand



Successful process interoperability relies on successful technical and semantic
interoperability because the preferred information must be successfully transmitted
(technical interoperability) and properly understood (semantic interoperability).

A promising strategy for dealing with the challenges of supporting
inter-organizational healthcare processes involves health ISs conforming to a
vendor-independent health computing platform architecture, in this paper exemplified
by the openEHR approach [15].

The openEHR approach separates the technical design of the system from detailed
organizational and clinical issues. A standardized reference model represents the first
level, which is a generic model for all kinds of health information. For example, a
blood result from the laboratory would be stored in the same general-purpose data
structure. The second level is represented by openEHR archetypes, in terms of reu-
sable, formal definitions of domain level information. Archetypes are not part of the
software or database of a system. An archetype represents a description of all the
information a clinician might need about a clinical concept – a maximum definition.
For instance, a blood pressure (BP) measurement is traditionally represented by systolic
and diastolic pressure. As an archetype, the BP is accompanied by data describing the
context of measurement such as who (who measured the BP), how (which type of
equipment was used, did the patient rest/sit/stand, where on the patient’s body
(left/right arm or leg), and when (related to date and time of day). Accordingly, it is
important that clinicians are involved in creating the knowledge inherent in archetypes,
and a fundamental aim of the openEHR approach is to engage clinicians in the
archetype design [16, 17]. The openEHR’s approach offers a high degree of advanced
semantic interoperability because the clinical and other domain semantics are defined
above the software and database schema level, in which archetypes are an important
means to achieve semantic interoperability between the different health ISs [17–19].

Accordingly, interoperability of health ISs is closely related to the healthcare
context the systems are going to support. The goal of making clinical information
available between different health ISs and across different healthcare institution
addresses a need for a relationship between systems and human factors.

2.3 Information Infrastructures

To conceptualize the relationship between systems and human factors, the study draws
on the notion of Information Infrastructures (II). II literature addresses the
socio-technical challenges of realizing large-scale technological systems, and is rele-
vant for analyzing the empirical case of integrating health ISs into a common health
information infrastructure [9–12, 20].

The following characteristics describe an II [21–23]:

• Shared, by the members of a community, including vendors, users and staff
• Evolving, not “designed”, but evolves continually, as growth and innovation

expand it
• Open, based on the principle that there is no limit on the number of users
• Standardized, rests on standards, which allow scaling and interoperability
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• Heterogeneous, consists of different elements such as technology, users, organi-
zations, in large networks

• Installed base, such structures are seldom created from scratch, but grow from
existing practices and infrastructures.

Accordingly, these systems are never seen as standalone entities, but are integrated
with other information systems and communication technologies, and with
non-technical elements [11, 20, 23]. With the rise in the fragmented portfolio of health
ISs used in and between different hospitals across wide geographical distances, both the
need for common standards and the need for situated, tailorable and flexible tech-
nologies grow stronger.

Star and Ruhleder [12] offer a socio-technical and relational understanding around
the following dimensions of when an II emerges:

• Embeddedness; an II is “sunk” into, inside of, other structures, social arrangements
and technologies.

• Transparency; II is transparent to use.
• Reach or scope; II has reach beyond a single event or one-site practice.
• Learned as part of membership.
• Links with conventions of practice.
• Embodiment of standards.
• Built on an installed base.
• Becomes visible upon breakdown.

Building II takes time, and all elements are connected – and in addition, the II has
to adapt to new requirements as time passes. Accordingly, an II occurs when the
tension between local customized use on the one hand and the need for standards and
continuity (global) on the other hand is resolved.

Consequently, analyses of II need to take into account a broad range of
socio-technical issues shaping the implementation or integration process, as the nature
of an II is beyond a single event or one-site practice [11, 12, 20, 21, 23].

3 Method

3.1 Research Site

The paper reports from a large-scale ICT project initiated in 2011 in the Northern
Norway Health Region, in which the Regional Health Authority decided to invest in
new clinical ICT systems for all the 11 hospitals in the region. The Northern Norway
Regional Health Authority is responsible for all 11 public hospitals, which have
approximately 12,500 employees altogether. The FIKS program1 was established with
a budget of EUR 90 million for the period 2012–2016, and was one of the most
ambitious healthcare-related ICT projects in Norway.

1 A Norwegian acronym, in English “Common Deployment of Clinical Systems”.
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A key aim of the procurement was to replace an existing, largely free-text-based
EPR with a semantically interoperable EPR enabling advanced process and decision
support within and between the hospitals in the region. An additional aim was to
integrate a new electronic charting and medication (ECM) system with the EPR in
change. DIPS ASA was the vendor for the existing EPR, and was chosen as the
principal vendor for the new EPR system as well. The vendor currently holds
approximately 86% of the hospital-based EPR market in Norway. In 2011, the vendor
decided to use the openEHR architecture for its future electronic medical system
portfolio. This decision was in line with the reports from the Norwegian National ICT
Health Trust2, which explored the use of vendor-independent standardized clinical
information models and the openEHR archetype as a starting point for national
interoperability standards [24, 25].

The reports concluded that separating the clinical information models from the
systems’ internal data models was a preferred approach to enable sharing and reuse of
clinical information within the healthcare domain independent of the current hetero-
geneous portfolio of health ISs. The recommendation required development of national
vendor-independent standardized clinical information models, but no official resolution
was made concerning the openEHR archetypes as a preferred approach [1, 2].

3.2 Research Approach

The study is an interpretive case study positioned within the constructive paradigm,
aimed to provide insight about the key mechanisms at play when developing and
integrating heterogeneous health information systems [26, 27]. The epistemological
belief in interpretive research emphasizes the understanding of social processes by
getting involved inside the world of those generating them, and not by hypothetical
deductions or predefined variables [28].

‘Growing’ an information infrastructure is a time-consuming process that tends to
include many different phases in its evolution, and call for research approaches that
encompass both short-time dynamics and longer-term evolutions [29]. The data have
been collected from the initial start of the FIKS program in January 2012 and through
different phases of the projects to January 2017. The author has collected the empirical
data by becoming involved in the development process through different settings such
as user-designer workshops, observing healthcare personnel, video-conference meet-
ings, participant observation at the vendor’s site, formal and informal discussions with
project members, and formal semi-structured interviews. A digital voice recorder was
used during the interviews, and the interviews were transcribed after recording. In
addition, the author explored documents and studies of reports from the ongoing
program, and reports from National ICT on ICT architecture and archetype strategy
(Table 1).

2 The National ICT Health Trust is responsible for coordinating ICT-related initiatives in the
specialized health care services. It is a central agent in bringing about and realizing national efforts
and strategies for ICT. The mandate is given by the Regional Health Authorities.
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The interpretive research approach calls for detailed case descriptions covering the
development and integration process, which allow the readers to gain insight in the
empirical field, followed by an analysis of the data for potential analytical themes guided
by the chosen theoretical framework (Sect. 2). The analysis is presented as the four key
challenges in Sect. 4 – discussion. However, the philosophical perspective implies
considering the entire data collection in an iterative and interpretive process (the
hermeneutic circle), and accordingly the analysis has been a back-and-forth process
between collected data, case descriptions, and the use of relevant literature emphasizing
the interoperability in complex healthcare processes and the concepts of information
infrastructure. The author has discussed the data, case description, and analysis with
other members of the IS research community in healthcare. To improve the under-
standing of the empirical case, the data were continuously presented and discussed in
informal meetings with members of the FIKS program, the National Administration
Office of Archetypes (NRUA), and healthcare personnel involved [4, 26].

The first author has worked as a nurse at a university hospital for several years.
Accordingly, the empirical data is gathered from an “insider perspective” based on the
knowledge of the healthcare field.

4 Case

4.1 The New EPR Required Standardized C

The overall goal of investing in a new semantic interoperable EPR was to improve the
quality of treatment and care by improving the availability and accessibility of all
relevant patient information regardless of where, when and by whom the information
was created. This would form the basis for advanced process and decision support of
clinical treatment processes in general and specific standardized patient pathways.

“The FIKS program is a major investment in the Northern Norway Health Region, and it’s
based on the paradigm shift where EPR systems primarily played a role as a tool for docu-
mentation of treatment, results, and clinical assessments, over to look at the systems as process

Table 1. Data collection.

Activities Source and extent

Participatory
observation

Informal meetings, workshops (EPR/ECM), observing healthcare
personnel and developers (DIPS) at work, trials and pilot tests, seminars
on archetype strategy. In total 470 h

Interviews 31 semi-structured interviews of healthcare personnel, developers and
representatives from DIPS, archetype editors, project managers (FIKS).
Each lasted 45–90 min

Document studies Project documents (FIKS), official reports from National ICT on ICT
architecture and archetype strategy, minutes from steering group and
project meetings

Informal talks FIKS management, vendor (EPR/ECM), regional ICT management,
product manager at vendor (EPR), Healthcare personnel involved in the
projects
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supporting tools that maintain the clinical information process - which in turn will support the
clinical workflow processes”.
(Manager, the Northern Norway Health Region)

The first software module developed during the EPR project was made for supporting
the surgery planning process. The idea was that easier access to relevant clinical
information would improve the clinical decision-making and overall quality and safety
for surgery patients. Moreover, the clinicians would spend less time looking up nec-
essary information about the patient – and gain more time to do clinical work.

However, the new semantically interoperable EPR required standardized clinical
information models – so-called archetypes, which were going to be developed by the
user community, in accordance with the openEHR approach. As mentioned, the official
resolution to use openEHR archetypes as standardized clinical information models on a
regional or national level was not carried out, and the necessary repository of agreed-on
archetypes was not established. Consequently, this situation was demanding for the
vendor, but the Regional Health Authority also played a role in this situation because
the openEHR framework encourages clinical communities to be in charge of modeling
archetypes. However, the vendor was the principal EPR vendor in three of four health
regions in Norway, and the responsibility to contribute to the archetype development
process was in that sense beyond the scope of the Northern Norway Health Region.
This was a complex situation, which culminated in establishing the national
consensus-based repository of archetypes – the Norwegian Clinical Knowledge Man-
ager (CKM) – but still, no official resolution was made to use the openEHR archetypes
as national clinical information models.

4.2 National Repository of Standardized Clinical Information Models

In 2013 the National Administration Office of Archetypes (NRUA) was launched,
aimed at coordinating the development of archetypes in Norway, both handling the
national consensus process of reviewing and approving the clinical information models
to ensure a high quality and a high degree of interoperability. To design optimal clinical
information models, it was necessary to give the clinicians a key role in both devel-
oping and approving the archetypes. The clinicians should propose needs of clinical
information to be modeled as archetypes and participate in the consensus process by
using a web-based tool for distributed collaboration across the country. Nevertheless,
the distributed collaboration also addressed a need for recruiting clinicians from dif-
ferent specialties and training them to use the web-based tool to participate in the
consensus process. Even though the national repository of archetypes was established,
filling the repository moved slowly due to challenges with recruiting the necessary
clinicians, and NRUA had only three part-time employees to facilitate the work. In
April 2017, the Norwegian CKM inherited 51 approved archetypes and approximately
more than 90 were in process – but the slow progression of filling the repository during
2013-2014 influenced the progression of the semantic interoperable EPR system.

“Unless we get a repository of archetypes that we can process – making sharing and reuse of
clinical information possible, the semantic interoperable EPRs are nothing but a good idea”
(manager, DIPS).
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4.3 Clinical Use - Transcending the Interdependency of Other Health
Information Systems

In April 2016, a surgery planning module from the vendor’s new EPR was ready for
clinical use. The existing clinical workflow and the new surgery planning tool were
adjusted to each other, and formalized into new routines. Accordingly, clinical roles
and responsibilities cohered with filling in different documents (Fig. 1) - the surgery
decision note (1), aesthetic pre-operative assessment (2) and the surgeon’s assessment
notes (3). The surgery planning process was initiated by a physician when assessing a
patient in the out-patient clinic. If the assessment led to a decision on surgery, then the
surgery decision note was filled in and completed, and became the trigger for the other
two documents to be created as the next steps of the surgery planning process.

Parts of the clinical information within these documents were based on archetypes
that could be extracted and reused between the documents, and compiled into a section
of the summary document (4) to be used by surgery nurses in the surgery theatre. In
addition, the surgery decision note gave instructions to the secretaries to allocate time
for surgery to the patient. Nevertheless, to be able to fill in and complete the surgery
decision note, the physician needed an overview of the patient’s clinical condition. To
obtain this, the physician collected clinical information from several different infor-
mation systems e.g. radiology, laboratory, different specialized clinical subsystems, and
the Medical Charting system. The latter was a paper-based system with information
about the patient’s medication and different clinical variables such as temperature,
pulse, and blood pressure measurements.

The initial use of the surgery planning module revealed challenges related to the
technical integrations between the existing free-text based EPR and the new
archetype-based EPR. For example, if the physician needed information from docu-
ments recorded in the “old” EPR while filling in the surgery decision note – then the
documents in the “old” system could not be uploaded on the screen while the physician

Surgery planning process

1 2 3

4

Fig. 1. Reuse of clinical information triggers follow-up activities
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was simultaneously filling in the surgery decision note in the new EPR. Moreover,
filling in the surgery decision note depended on the necessity of clinical information
from other health ISs as well – and, in particular, information from the existing
paper-based Medical Charting system. In addition, there were unresolved issues related
to the reuse of archetypes between the surgery planning documents. The challenges
influenced the existing clinical workflow and did not optimize the overall quality of the
surgery planning process. Two months after the initial implementation, the surgery
planning module was “put on ice”.

4.4 The New Electronic Charting and Medication Systems

As mentioned, the FIKS project embraced the development, customization, and
implementation of a new Electronic Charting and Medication (ECM) system, which
was going to be an integrated part of the new EPR. In December 2014, the procurement
of the ECM was announced, and “MetaVision” was going to substitute the existing
paper-based charting and medication system in all the hospitals. The new ECM system
offered all necessary functionality to support all clinical settings, e.g. intensive care,
out-patient consultations, and general in-patient wards. In addition, the ECM system
offered automatic data capture, and accordingly clinical process and decision support
based on the system’s inherited clinical information models.

“The Electronic Charting and Medication system will be an integrated and comprehensive
solution that can be applied across organizational and professional boundaries. The ECM will
provide relevant documentation of a patient’s clinical condition and treatment given, func-
tionality for continuous medication within and between different wards as well as different
hospitals – and accordingly provide advanced decision support to the clinicians”
(Project manager, ECM project)

The ECM project evolved fast and the implementation was planned to start during
autumn 2017. The customization was arranged through workshops with engaged clini-
cians from different medical specialties and geographical locations in the region. During
the customization process, a significant concern was raised by the clinicians involved:

“How to agree on which system to record the different clinical variables [Measurements,
examinations, blood tests, medication, etc.] and descriptive information – should we use the
ECM or the EPR, or are we supposed to record the same information in both systems, like we
more or less do now [the paper-based charting and medication systems and the EPR]?”
(Group of clinicians, ECM project workshops).

Accordingly, the ECM addressed a new interdependency in reaching the goal of
availability and accessibility of all relevant patient information because the two systems
needed to share clinical data in a form that both systems could understand and process
(Fig. 2).

4.5 Puzzling the Interdependencies

In January 2016, a new subproject “under the FIKS program’s umbrella” was launched,
the Regional Patient Pathway project. The goal of the new subproject was to form
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appropriate interactions between the EPR and the ECM to enable the overall goal of
availability and accessibility of all relevant patient information - regardless of where
the information was created and recorded. The project manager stated:

“We (the Regional Patient Pathway project) are going to define the interaction between the
Electronic Charting and Medication system and the Electronic Patient Record system in the
Region. The interaction between these two systems will support the clinicians in making clinical
decisions and planning treatment and care tailored for each patient. The point of departure for
the interaction is the clinical workflow in the hospitals”.

However, the Patient Pathway project was well aware that integrating the systems was
not a straightforward process. First – the existing EPR was primarily a free-text based
system, second – the new EPR was based on openEHR archetypes and their clinical
information model, and third – the ECM system used standardized clinical information
model hard-coded into its software and database model.

However, the first step of integrating the systems was done in close collaboration
with the Regional Health Authority’s ICT department. The project and the ICT
department mapped the present clinical workflow and the interaction with different
health information systems, both electronic and paper-based, to get hold of necessary
clinical information during the different steps in the chosen patient pathway (Hip
Prosthesis). The goal was to harmonize the different systems and overlapping func-
tionalities, to avoid uncontrolled data redundancy and double documentation of similar
information because of the heterogeneous health ISs. Nevertheless, with systems using
different information models – the new EPR processing openEHR archetypes and the
ECM system with clinical information hard-coded into its software and database model
– the Regional goal of integrating the EPR and the ECM into a semantically inter-
operable health information infrastructure supporting inter-organizational work pro-
cesses was not solved.

Prepare patient Monitor patient

Manage Patient Clinical 
Measurements

Fig. 2. Examples of clinical information necessary in EPR and/or ECM
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5 Discussion

In this study, the characteristics of an II have been important when “catching” all the
diverging issues of human, organizational and technical characters challenging the
development of the new openEHR-based EPR system, and the integration between the
existing and new EPR, in addition to the new ECM system. When analyzing the
empirical case in light of the presented theoretical framework, it accumulated into four
key challenges in the quest for semantic interoperability within and between hetero-
geneous health ISs.

First, in the empirical case, the first step of reaching interoperability seemed an
easy target by replacing the existing highly free-text based EPR with the new inno-
vative archetype-based EPR system. The replacement was supposed to make the goal
of semantic interoperability within and between the hospitals’ EPR systems reachable.
In doing so, the vendor DIPS in cooperation with the Regional Project started the
replacement as an evolution from the installed base, in terms of tailoring the new EPR
to the existing EPR system in a specific clinical context of clinical routines and pro-
cesses [11, 12, 20, 21, 23]. The integration was technically a success, but made the
clinical work processes more cumbersome. For example, the physician needed to
“jump” between the interfaces of the two systems when filling in the surgery decision
note and this shift made the “clinical train of thoughts” more vulnerable to interrup-
tions. Accordingly, the technical integration was not embedded into the clinicians’
working routines because it did not rest on common standards allowing seamless
scaling and interoperability [12, 21].

Second, the integration between the two EPRs was only an interim solution because
the archetype-based EPR was going to replace the existing systems successively. As
elaborated in the case, the vendor needed a repository of archetypes developed by the
clinicians to speed up the development process of the new EPR. The “breakdown” of
the vendor’s development process brought in yet another perspective pointing at the
need for common standards to make the new EPR evolve and replace the existing
system – in comparison with an evolving II. The new angle addressed the necessary
collaboration of clinicians to enroll, structure and standardize the clinical information
(archetypes) supporting their healthcare processes [12, 14, 17]. In this sense, the
evolving II had reach beyond the scope of the FIKS program’s development process, in
terms of beyond a single event and one-site practice [12]. This situation addressed an
organizational interdependency, the establishment of NRUA, as well as a relational
understanding because the archetype development process depended on the clinicians’
engagement and collaboration. However, establishing NRUA with limited resources
and the dependency of involvement from distributed clinicians was not a straightfor-
ward process. It is tempting to believe that the establishment would benefit from an
overall resolution to use national or at least regional vendor-independent clinical
information models as basis for a health information infrastructure [10, 12, 20, 22].

Third, in this empirical case – two best-of-breed systems are going to support the
same healthcare process, the systems offer overlap in their functionality, partly pro-
viding the same or only slightly differing functionalities. This makes integration more
difficult because archetypes represent maximum definition of clinical concepts, which
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is not applicable for traditional health ISs, such as the ECM, to receive and process. To
solve this delicate situation, there will be a need for mapping clinical information e.g. a
blood pressure measurement, between the two systems’ different information models
because much of the clinical information will be necessary for both systems to process.
However, a consequence will be that the comprehensive information in archetypes will
not be exchanged because the ECM does not use information models described as
maximum definitions. On the contrary, exchanging clinical documentation recorded in
the ECM to the new EPR will hamper the flexibility and possibility of contextualization
inherent in archetypes as maximum definitions. Accordingly, the tension between local
customized use and the need for standards and continuity (global) to support the same
clinical process by two different systems in the same clinical context is not solved [12].

Fourth, successful integration of health ISs, in terms of a transparent II that sup-
ports clinicians with contextual clinical information necessary for instance in coordi-
nating surgery planning processes, requires access to all relevant patient information
regardless of where the information was created (the EPR or the ECM). However,
comparing the new archetype-based EPR system with the new ECM (and the majority
of today’s health ISs), the latter was developed in such a way that the clinical infor-
mation models are hard-coded directly into its software and database models. This
situation challenges the transparency of the evolving II, and it was exactly the chal-
lenge that separating the clinical information models from the systems internal data
models was trying to overcome. A platform of standardized vendor-independent
clinical information models was meant to enable sharing and processing of clinical
information, despite the situation of heterogeneous health ISs [15]. However, this
brings to the surface that archetypes do not solve the goal of semantic interoperability
by themselves. Even if there exists a repository of agreed-upon archetypes, the regional
or national health authorities need to decide which clinical information models can act
as interoperability standards and serve as a platform between heterogeneous health ISs
[14, 15, 21–23].

6 Concluding Remarks

The overall goal of integrating health information systems is not a simple question of
technical or semantic interoperability, or harmonizing the health ISs to the healthcare
processes. The key challenges in integrating heterogeneous health ISs to enable sematic
interoperability encompass a diversity of socio-technical issues and in particular
political and policy barriers that need to be addressed.

To summarize the four explicit points discussed in the previous section, it is
obvious that an archetype approach does not solve the holy grail of interoperability by
itself. In light of the increased interest from national and regional governments to
enable a smart, sustainable and consistent healthcare service, the potential within use of
vendor-independent standardized clinical information models seems to be promising –

but not solved. Vendor-independent standardized clinical information models, for
example archetypes, are promising as an architecture to reach the goal of interoper-
ability, but entail large structural changes if “interoperability standards” are going to
form the foundation for integrating heterogeneous health ISs on a regional or national
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level. Moreover, this potential for deploying vendor-independent standardized clinical
information models prepares the ground for further research.
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