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Preface

Recent terrorist attacks in France have shown that the Global War on Terrorism
started after the September 11, 2001 attacks is far from being over. The security of
US and EU citizens has been threatened by terrorists using multitude of ways
including attacks by armed individuals, vehicles used as weapons or victim-
operated Improvised Explosive Devices (IED). The reader of this book will be
presented with advanced technologies used in practice to enable early recognition
and tracking of various threats for national security.

Undeniably fast advances in development of sophisticated sensory devices,
significant increase of computing power available to embedded designs and
development of airborne and ground unmanned vehicles give almost unlimited
possibilities to fight various types of pathologies affecting our societies.

The book shall address several innovative solutions and algorithms for tracking
of moving objects in visual light as well as thermographic video streams and
distinguishing objects form its surroundings under difficult field conditions. Visual
and thermographic tracking and monitoring is often carried out by unmanned
vehicles which equipped with intelligent algorithms become autonomous and
automatically report about the place and conditions of detection of a potential
security incident in complex multi-agent environments. Unmanned vehicles require
control algorithms which must be carefully designed and properly tuned.

Present-day national security greatly benefits from available techniques of
modeling and simulation used for training of security special forces as well as in
analysis of past and possible security threats and incidents. The practical solutions
may range from various types of calibration of DLP projectors through analysis of
RF propagation under urban conditions to analysis of dynamics and kinematics of
human arm.

Finally, the design of innovative control, tracking and monitoring algorithms
most often require prior knowledge of dynamical characteristics of equipment being
used in many different national security tasks carried out in extremely difficult field

vii



conditions. From thermal characteristics of IMU modules and static tests of IED
interrogation arm towards reducing the impact of IED on patrol vehicles used in
war areas, one equipped in latest technology and algorithms becomes a strong
opponent and hopefully the winner in the Global War on Terrorism.

Gliwice, Poland Aleksander Nawrat
November 2016 Damian Bereska

Karol Jędrasiak
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Part I
Practical Applications of Object

Tracking Algorithms

Present-day national security greatly benefits from available techniques of object
tracking and recognition. One of the approaches of object tracking is based on the
calculation of an indicator which describes the color features of the object, for
instance, the human skin. The ratios between the red and green components as well
as the ratio between red and blue components are the indicators which defined these
features. Such approach is particularly useful in the cases when the object and
terrain colors were significantly different.

One of the most challenging tasks in object tracking field is to design flexible
and fast algorithms for thermal imaging cameras. The chapter presents algorithms
of detection and object tracking designed for thermographic video streams.
Described tracking methods were implemented in real life systems and experi-
mentally verified. Tracking allows effective determination of the trajectory of
moving objects in thermographic images.

Many research groups work on design and implementation of control algorithms
allowing computer controlled A.I to play decision game. In the chapter a solution
allowing a group of small mobile robots playing decision game is presented. The
whole process of extracting vision information from input images is discussed in
detail. The method for calculating objects orientation based on the special shape of
color markers on top of each robot, is presented. Experimental results obtained with
use of the algorithm presented are also provided.

As well as in today’s and tomorrow’s army, devices for contactless monitoring
of soldier’s parameters will be one of the most important equipment. The chapter
presents usefulness of myGaze to analyze eye movement during optokinetic
stimulation. There is a lot of possible applications of gaze tracking like
human-computer interface or concentration analysis.

Military operations in order to complete successfully require a vast amount of
information and high quality algorithms capable of using preliminary knowledge of
a target object. Tracking of such object may be conducted with the method pattern
vector modification. The object which has the same visual images and different



thermal images may be an example of the abovementioned case. The pattern vector
and current feature vector for an image of a given type were used to compute the
distance between the object pattern vector and feature vector calculated for a given
location of the aperture. Visual and thermal pattern vectors are used to calculate the
distance.

This chapter includes a number of important challenges in the fields mentioned
above. At the same time valuable suggestions and conclusions from authors are
presented and discussed in detail.

2 Part I: Practical Applications of Object Tracking Algorithms



Accurate Tracking of Fast Objects
with a Weak Video Input Signal

Robert Bieda and Krzysztof Jaskot

1 Introduction

Over 80% of all perceptual information being received by the human’s brain comes

from his eyes. So it is quite natural that engineers try to add vision to robot systems

in order to improve their capabilities. The vision algorithm and its implementation

described in this work are part of research and development of multi-agent systems

in complex, dynamic environments [1]. A good example of such multi-agent system

is a soccer match of two teams of three robots on small playing field. Although, at

first sight, the RoboSoccer tournament seems to be nothing more than building and

playing with toys, practical attempts to participate in it reveal hundreds of fascinat-

ing and challenging problems from the domain of mechanics, electronics, automatic

control and artificial intelligence that have to be solved and their solutions imple-

mented [2, 3]. One of these problems is the task of building proper vision system.

Vision system could be also used for planning collision free path of other types of

robots e.g. UAV’s [4, 5].

From the control algorithm’s point of view, the vision system works as the feed-

back loop, providing measurements of values being inputs to the controller. Because

the vision processing is done on the on the host computer and not on board of a

robot, it is possible to develop quite sophisticated and very precise vision algorithm,

as the computational power of contemporary PCs is thousands as big as of micro-

controllers used on-board the robots.

In our system there will be a central control engine which analyses situation on

the playing field, and decides what action should be taken by robots. This engine
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4 R. Bieda and K. Jaskot

Fig. 1 A typical image

captured by camera

obviously needs data about positions and directions of robots and a ball on the play-

ing field. That data can be obtained from a camera installed above the playing field

(Fig. 1). However, camera gives us only a bitmap—an array of colors assigned to

each pixel which is not convenient representation of needed data. As a matter of fact

extraction of positions and directions of objects from such bitmap is one of the most

challenging tasks in the whole system. In addition analysis of the image should be

done very quickly (hundreds of milliseconds is far too long). In this work the appli-

cation accomplishing this task for needs of our system is presented in details.

The project started a few years ago and since this time two applications dealing

with this difficult task was created. Although some goals was achieved in that work

by [6, 7], after many tests it was still not good enough to be used in the final system.

The general idea was as follows. At the beginning (after some simple filters),

image is compared to the background (learned earlier) and some distance in RGB

space for each pixel is computed. Then, such image of distances is thresholded. In

this way we obtain a mask which theoretically is a set of points belonging to some

objects on the screen (robots, ball). In the next step too dark pixels are removed

from the mask and in effect only colorful marks on the top of robots (“T” shaped)

remain in the mask. In most cases (but not all) for each robot and for ball we have

one blob. Then, these blobs are assigned to robots by comparison of their colors

histograms to some models. Position is determined basing on the position of blob,

and it’s direction is obtained by mean of shape of blob. This is typical approach in the

domain of computer vision, however there are some efforts to get rid of the learning

phase and to build an algorithm capable of autonomous online learning [8].

At first glance presented algorithm seems to be correct, robust and fast. In fact, it

has many drawbacks. The critical ones are listed below.

∙ Angle determination. Error of determined angle of rotation of robot is often

above 15◦. In addition even when nothing changes in the scene there are big vari-

ations i.e. recognized angle changes significantly in time (Fig. 2a, b). So the ran-

dom error is quite big much too high for our purposes. Moreover—sometimes the

recognized direction is opposite to the true one (Fig. 2c).
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Fig. 2 Angle variations for static object

∙ Failure when objects in contact. Often when objects (robots, ball) are too close

to each other they visually merge into one blob (on the final motion mask). In

such situation algorithm cannot recognize them properly so position and direction

of these objects are lost.

If listed above problems were not present, the system would be usable, although still

not very good. The other ones (though not critical) are:

∙ Limitation of background color. In the algorithm there is an assumption that

shadows are darker than marks on the top of objects. If the playing field was light

(e.g. white) that might not be true and shadows would disturb the shape of blobs.

∙ Fixed type of marks. The most important part of algorithm depends on assump-

tion that marks on robots have specific shape. They have to be in shape of letter

“T”. However this is not assured that the other team, which can potentially play a

match with our team, would use similar marks.

∙ Algorithm is not stable. If it happen that classification of blobs (assignment of

blobs to robots) fails for a longer time (e.g. in case of temporary occlusion), then

histogram models are updated with wrong data and finally they doesn’t match

to true model. If such case occur, the robot is lost (by the vision system) until a

manual action is taken (restoration of histograms).

∙ Long learning procedure. Before each use (after application is started) the long

learning procedure must be done. It contain calibration of a few values (thresholds,

radial correction factor, etc.) and background learning for which all objects must
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be removed from playing field. This drawback could be easily fixed by modifying

application in way allowing to save last settings. Then learning procedure would

be needed only when conditions are changed.

Although list of drawbacks is long, this system could obtain some results in short

time, which is really a challenge in image recognition science. The frame rate was

30 fps (limited by the frame grabber) and it was taking approximately 50% of CPU

time on the machine. Probably the accuracy would be better if quality and resolution

of camera were better it was tested on industrial camera with resolution 320× 240

pixels.

2 The Main Algorithm

This section describes in details all parts of algorithm used to finding positions and

direction of robots. Figure 3 shows the general block diagram.

Fig. 3 Block diagram of

algorithm
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2.1 Correction of Radial Distortion

The first step, which in our case is not very important, is the first one in whole

processing chain. The method we used is not ideal one but quite simple. It uses

inverse mapping for finding colors of pixels in the output image. Each point on the

output (corrected) image is mapped to a point in the input one (distorted) [9–11].

Usually coordinates of the mapped point are not integer numbers so to obtain the

color of pixel in the output image we need to do some interpolation [12, 13]. There

are two interpolation which can be used. First the nearest neighbourhood interpola-

tion (1) uses color of the nearest pixel. The second one—bilinear interpolation (2)

makes use of colors of four nearest pixels. Let’s assume the real coordinates are (x, y).
Let’s define 𝛥x = x − ⌊x⌋ and 𝛥y = ⌊y⌋ and denote a color of the pixel with integer

coordinates (xi, yi) as I(xi, yi). Then interpolated color for point (x, y) is [14]:

∙ For nearest neighbourhood interpolation:

I′(x, y) = I(round(x), round(y)) (1)

∙ For bilinear interpolation:

I′(x, y) = I(⌊x⌋, ⌊y⌋) ⋅ (1 − 𝛥x)(1 − 𝛥y) +
I(⌊x⌋ + 1, ⌊y⌋) ⋅ 𝛥x(1 − 𝛥y) +
I(⌊x⌋, ⌊y⌋ + 1) ⋅ (1 − 𝛥x)𝛥y) +

I(⌊x⌋ + 1, ⌊y⌋ + 1) ⋅ 𝛥x𝛥y

(2)

Results achieved by NN interpolation are not satisfactory (Fig. 4) and may lead to

big errors of angle, while the bilinear one (Fig. 5) is very slow. The algorithm of

radial correction can be described as follows. Let Id(x, y) denote interpolated color

at point (x, y) of input (distorted) image and Ic(x, y) denote color of pixel at (x, y) of

the corrected image. Then:

Ic(x, y) = I′d(x
′
, y′) (3)

where:

x′ = (x − xc)(1 − 𝛾) + xc (4)

y′ = (y − yc)(1 − 𝛾) + yc (5)

𝛾 = 𝜆

(x − xc)2 + (y − yc)2

xcyc
(6)

for each integer pair of coordinates (x, y) (in range given by image dimensions). The

parameter is to be chosen by the user. Figures 4, 5 and 6 show the result of algorithm.

This part is not found as very important, but it might be on other cameras or with

other lens.
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Fig. 4 Result of correction

of radial distortion, before

correction

Fig. 5 Result of correction

of radial distortion,

correction with NN

interpolation

Fig. 6 Result of correction

of radial distortion,

correction with bilinear

interpolation

2.2 Motion Mask

In this part the mask of pixels which belong to some mobile objects is obtained

[15–19]. Then all blobs are reduced (using box-minimum filter) in order to obtain

mask of possible central points of objects.
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2.3 Computation of Deviation from Background

We assume there is a model of background and the input image. The image of dis-

tances (deviations) is computed as follows:

Id(x, y) = d(I(x, y),B(x, y)) (7)

where Id is an image of distances, I is the input image and B is the background model.

The function d is a Tchebyshev metric defined as:

d(x, y) = max
i∈{r,g,b}

∣ xi − yi ∣ (8)

Result of this step is illustrated in the Fig. 7.

2.4 Blur

To achieve smooth motion mask a blur filter is applied before [20]. In this case the

rectangular blur is used because of implementation issues. Rectangular blur is a filter

which assigns to color of pixel in the output image the average color on rectangle

with center at this point and given (as parameters) width and height. In more formal

way:

Ib(x, y) =

h∑

𝛿y=−h

w∑

𝛿x=−w
I(x + 𝛿x, y + 𝛿y)

(2w + 1)(2h + 1)
(9)

where Ib is the blurred image and, I is the input image.

If this algorithm was implemented directly from the formula (9), tthe complexity

is too high. There is commonly known algorithm to do that in much faster way.

Fig. 7 Image of distances

from background (the darker

color the distance larger)
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Fig. 8 Image of distances

blurred with the radius r = 2

The idea is to transform the image at the beginning according to the formula (10)

(accumulation):

I′(x, y) =
x∑

𝛿i=0
I(𝛿i, y) (10)

which can be done in linear time with respect to number of pixels (summing colors

of pixels in row from the left to the right for each row separately). Then each sum

of 2w + 1 consecutive pixels colors can be computed in constant time by simple

subtraction of two numbers in the transformed image:

I′′(x, y) =
w∑

𝛿x=−w
I(x + 𝛿x, y)

= I′(x + w, y) − I′(x − w − 1, y)
(11)

Then, analogously, the same rule can be used vertically to image I′′ which is in fact

image of sum of horizontal segments (with center at given point). Then we obtain

image of sums of pixels in proper rectangles. After that we divide each pixel’s color

by size of the rectangles ((2w + 1)(2h + 1)) obtaining finally the blurred image Ib.
The result is shown in the Fig. 8.

2.5 Thresholding

The next step is very simple one. The output image is the binary mask i.e. for each

pixel only two values are possible (0 or 1). Precisely speaking we have some thresh-

old level 𝜏. If the value of pixel in the input image I is greater or equal to 𝜏 then

value of the same pixel in the output (thresholded) image It is 1. In other cases it’s

0. It can be described in the formal way:
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Fig. 9 Motion mask

It(x, y) =
{

1 for I(x, y) ≥ 𝜏

0 for I(x, y) < 𝜏

(12)

This value (𝜏) should be set in such way that all object that should be visible on is as

possibly regular and smooth shapes. Its not a big problem if some small areas which

are not objects are also in this mask it can only make analysis a bit slower (if areas

are large enough). Figure 9 shows the result of this step.

2.6 Box-Minimum Filter

In effect of previous step (12) we have a motion mask which theoretically contains

pixels belonging to some objects. These pixels form blobs. As we want only pixels

which could be center of some object (robot) we can ignore points which are too close

to edges of those blobs. It should be stressed that it’s still only optimization and the

aim is to reduce a set of points where analysis will be done. It’s not a problem if there

are left some points which are not centers of object but it’s a serious problem if true

centers are not contained in the final mask.
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To remove pixels which are too close to edges we use box-minimum filter which

simply assigns to each pixel of output image the least value of pixels in a box with

center at this point.

Im(x, y) = min
𝛿y=⟨−h,h⟩

min
𝛿x=⟨−w,w⟩

I(x + 𝛿x, y + 𝛿y) (13)

The implementation is based on idea of finding first minimum in horizontal direction

and then in vertical. Like in case of blur, also in this case w = h = r. Note, that this

variable has different values for robots and for ball.

2.7 Round Mean Sequences

The idea of round mean sequences (RMS) was based on computing average color of

all pixels on successive distances from the center. Speaking more precisely we sum

colors (each of RGB channel separately) of pixels lying on the circle with radius of

k pixels. Then we divide this sum by number of pixels taken into account and that’s

our k’th “round mean”. If the model has radius of n we can compute n different

“round means”. This sequence should be a good statistics describing an appearance

of the model independently of its rotation. We cannot expect that this sequence will

be identical for model and for captured image. We needed to find some metric which

allows to define a distance between two sequences of round means. The lower dis-

tance, the more similar they are. Many experiments were done with various metrics.

Whereas that this metric should be more sensitive to change of color chromaticity

than it’s brightness. Finally obtained metric can be defined as follows:

d(x, y) = 1
3

n∑

i=1
i ⋅

(

max
c={r,g,b}

∣ xic − yic ∣ +

2 ⋅
(

max
c={r,g,b}

∣ xic − yic ∣ − min
c={r,g,b}

∣ xic − yic ∣
)) (14)

where: x, y—round mean sequences, xi—i’th element of sequence, xic—given (by c)

color channel of i’th element, n—number of elements in sequences x and y.

In order to not to loose any pixel which belongs to disc of radius r (the radius of

model) the k-th element of RMS will be computed basing on pixels which belongs to

disc of radius k and don’t belong to those of radius k − 1. The trivial algorithm can

just sum colors of all pixels belonging to a disc of successive radices. If we compute

at the beginning a accumulated image we can then compute a sum of any continuous

horizontal segment in constant time:

I′(x, y) =
x∑

𝛿i=0
I(𝛿i, y) (15)
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Fig. 10 Round mean sequences

x2∑

𝛿x=x1

I(x + 𝛿x, y) = I′(x + x2, y) − I′(x + x1 − 1, y) (16)

Figure 10 presents some RMS’es with images for which they was computed. Such

RMS’es are computed once for each model and for each point present in the final

mask of possible centers. Then for each model a distance to each of these points

is computed according special metric for RMS’es (14). Some number of best-fitting

points (with least distances) is taken into account in the further fitting

(usually 5–10). RMS of the model is computed one time (after object is captured) so

it doesn’t affects the complexity of main algorithm.

2.8 Searching for Best Fitting

Then for each of points selected in previous step angle fitting is done. In each step of

this procedure some directions of model are checked i.e. a distance between rotated

model and part of captured image is computed. Because we use a distance between

two images in angle fitting we need some metric for this purpose. The best results

were obtained for squared euclidean metric with normalization (17). In our case we

substitute a formula for distance between colors into formula for distance between

images we obtain a simpler form, much convenient to compute because square roots

are not present:
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D(I1, I2) =

√
√
√
√
√

∑

p∈D

√
∑

i∈{r,g,b}
(xi − yi − 𝜂i)2

2
2

=
∑

p∈D

∑

i∈{r,g,b}
(xi − yi − 𝜂i)2

(17)

First of all all multiplicities of 30◦ are checked. Then the interval is limited to 60◦
with center at the best fitting angle (with the lowest distance) and each 10◦ are

checked. Then in the range of 10◦ from the best angle all possible rotations (with

assumed resolution, 1◦ in our case) are checked.

Size of the steps in the successive phases of narrowing down of the interval was

well-chosen for certain resolution. The optimal values can be also other for other

types of marks (on robots). Assuming that these values and resolution are constant

the speed depends only on radius of model and number of considered points.

2.9 Modifications and Final Selection

In such a way we obtain a best angle and distance related to it for each considered

position. We have therefore some value which tells us how good was fitting at each

considered point. Let’s call this value as scores. The easiest way is to select the one

with the lowest number of scores and return it’s position and angle for which fitting

was the best. However in order to improve results some modifications are done before

this selection.

2.10 Stabilization

In order to reduce in-time variations of position and angle of static object some value

can be subtracted from scores of position where object was found last time. In result

this position is selected as the best one even if it has a bit more scores than the other

ones. The number of scores subtracted can be defined as percentage of original value.

2.11 Distance Limit

There is also a possibility to define the maximal distance which object can travel

between two successive captures of frames. The scores for points which are farther

from previous position the number of scores is doubled, effectively reducing their

chances to be selected as best fitting ones.
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2.12 Background Model Extraction

Background is updated using the method of moving average [21, 22]. Pixels which

are closer than 2r from center of any recognized object (where r is radius of model

of this object) are not taken into account. Let’s denote set of all other points by A.

Background after frame i will be denoted as Bi
and the current frame is denoted by

I (18). Then update procedure can be written as follows:

Bi+1(x, y) = Bi(x, y) ⋅ (1 − 𝜌) + I(x, y) ⋅ 𝜌 for(x, y) ∈ A (18)

where 𝜌 is a factor having influence on the rate of updating process.

3 Results

The application was tested on a PC working under Ubuntu Linux. The computer was

equipped with Pentium 4 3.00 GHz Hyper Threading processor, 512 MB DDR RAM

and and GeForce 5200 FX graphics card. Input images were acquired with Samsung

SCC331 CCD camera equipped with Ernitec lens (f = 612 mm,𝜙= 35.5 mm, 1:1.4).

Images were then digitized by simple BT878-based frame-grabber card. The lighting

conditions were medium several fluorescent lamps on the ceiling.

3.1 Tracking Reliability

This experiment shows how many times and for how long time the vision system

looses the object and doesn’t track it properly. It’s some kind of probability of com-

mitting gross error.

3.2 Robot Tracking

In this test robot was being moved slowly around the playing field. Plots of coordi-

nates are shown on Fig. 11. Robot’s position was recognized incorrectly at 8 frames

out of 783 which is approximately 1%. In next test robot was moved very fast in

various directions. Plots of coordinates are shown on Fig. 12. Robot’s position was

recognized incorrectly at 35 frames out of 476 which is approximately 7.4%. In this

case the frequency of gross error occurrence is quite big, although robots cannot

move itself with such big velocities, so it’s the absolute upper limit of occurrence

frequency of errors caused by very fast motion.
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Fig. 11 A trajectory of robot slow

Fig. 12 A trajectory of robot fast

3.3 Tracking Accuracy

In this test robot moving with constant speed. Two general cases are present—going

along straight line (both wheels rotating with the same speed) and going along a

circle (wheels rotating with different speed).
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For each test the theoretical curve will be fitted to results of the algorithm (samples

returned by the application). Then the standard deviation of samples with respect to

this curve will be presented (19).

S =

√
√
√
√1

n

n∑

i=1
(xi − yi)2 (19)

where xi is certain coordinate of object returned by the system and yi is theoretical

value resulting from fitting the curve.

3.4 Straight Line

In this case both coordinates should be linearly dependent on time. For each test from

this group the results are compared with the best fitting straight line. Then deviations

are computed.

Motion along X axis. The robot was moving through the playing field along it’s

X axis. Figure 13 illustrates coordinates as a function of time. For this case Sx ≈
0.0016 m = 1.6 mm. Theoretical resolution is approximately 5 mm (this is a distance

covered by one pixel). The result is better than was expected.

Motion along Y axis. The robot was moving through the playing field along

it’s Y axis. Figure 14 illustrates coordinates as a function of time. For this case Sy ≈
0.0018 m = 1.8 mm. This result is also better than resolution of the system (∼ 5 mm).

Fig. 13 x and y coordinates of robot versus time
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Fig. 14 x and y coordinates of robot versus time

Fig. 15 Angle as a function of time

3.5 Direction Estimation

This section summarizes the accuracy of direction obtained by the vision system. In

this case also standard deviation was used.

Slow rotation. In this experiment robot was set to rotate with constant, minimal

speed (wheels were rotating with minimal speeds in opposite directions). It’s angle

should be linearly dependent on time. Figure 15 shows the obtained results.
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Fig. 16 Angle as a function of time in circular motion

Circular motion. In this test angle of robot going along a circle (with diameter

about 0.5 m) was measured. The Fig. 16 shows a full record of several circles. For

this case the standard deviation and the maximal absolute error are presented. The

standard deviation is S
𝛼

≈ 2.5◦ which is not a perfect result, but also not bad. The

maximal deviation in this test was approximately 7.5◦.

4 Conclusions

Generally goals are achieved, but as it was shown in tests it happens sometimes that

object is lost by the vision system for a few frames. Fortunately it occurs rather rarely

but in perfect case it should never happen.

The estimation of direction doesn’t work perfectly (standard deviation is about 2◦,

the worst case near to 10◦). Those results would be probably much better if lighting

was better. The accuracy of determination of positions is better than was expected

(standard deviation of order of 2 mm). The speed of processing is satisfactory (30 fps

is achieved) but near to the limit. Maybe it could be slightly optimized. Small dif-

ferences in lighting of playing field doesn’t disturb significantly. Theoretically any

marks can be used, but usage of patterns similar to other ones or to background would

probably influence the quality of results. Algorithm has no problems in recovery tem-

porary lost object unless distance limiter is turned on. This feature should be used

carefully.

The new vision system can be successfully used as the part of whole system but

during designing of other parts it should be kept in mind that the data get from is

loaded with some small random errors and that it might happen occasionally, that
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recognition of one or more objects fails totally. If there is another source of data then

data from vision system should be confronted with this data (e.g. robots can estimate

their displacement using readings from wheels).
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Applying Colour Image-Based Indicator
for Object Tracking

Zygmunt Kuś, Jarosław Cymerski, Joanna Radziszewska
and Aleksander Nawrat

1 Introduction

This article will elaborate on the idea of object tracking. All discussion and solutions

will draw from the field of knowledge which deals with colour images. Using colour

images offers a large scale of possibilities; however, there are numerous problems

which are not present in grey scale images.

The definition of each image point in colour images domain (e.g. RGB) provides

much information about a real scene observed by a camera. At the same time, the

3D size of the space of colours results in complication of calculations and interpre-

tations. The segmentation problem for the colour images will be the first discussed

problem in this paper. In general, the idea of image segmentation is presented widely

in the body of the literature. The first group of the papers, which we can distinguish,

concerns colour space models and pattern recognition techniques [1–3]. Segmenta-

tion on the basis of colour vector patterns [4–9], constitutes the next group in the

segmentation and recognition field. Yet another aspect of the pattern recognition on

the basis of colour images is the recognition of the textures as discussed in [10–13].

The last problem which is presented in [14], concerns recognition of colour charac-

ters in scene images.
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In order to exploit information contained in colour images, the authors proposed

the method based on clustering colours which appear in the image [16, 18]. The

proposed method will operate on the space of an indicator calculated on the basis

of the RGB colour definition. Therefore the proposed solution will support object

recognition—object tracking [15, 17, 19] for the cases when we have efficient-

enough quality colour images. The authors expect that using colour images may

allow to define and analyse the properties of the tracked object with greater preci-

sion.

2 The Theoretical Basis for the Developed Method

This developed method is based on the analysis of the colour components of the RGB

space. The ratios of the colour components r/g and r/b will be used to build a pattern

vector which describes the features of the searched objects. The method proposed

by the authors can be presented in the following steps.

I Creating the pattern vector for each of the searched objects.

(1) Let Object.jpg contain a colour image of the object defined in RGB space. We

denote it as the variable Object(i, j) ∈ RGB, i = 1,Mo; j = 1,No; where Mo and No
define the size of the object and, at the same time, the size of the aperture used for

processing the terrain image.

For the searched object we calculate on the basis of the components (r, g, b) the

representation of the object image in 2D space (L1,L2)where L1 = r∕g and L2 = r∕b.

In this way, we obtain a new image NObject(i, j) ∈ (L1,L2).
(2) Next, we calculate for each point of the (L1,L2) space the number of the pix-

els in the object image which pixels have a pseudo-colour (L1,L2). The function

Gx(L1,L2) ∈ N,N—natural numbers, defines for which L1 and L2 there are more or

less pixels in the object image.

(3) Finally, we find three highest maxima Gmax
x and we store their value and posi-

tion on (L1,L2) plane—in the order from the highest to the lowest ones. In this way,

we obtain the pattern vector Wzob, presented in (1), which defines the searched object

features.

Wzob =
⎡
⎢
⎢
⎣

Gmax1
x L11 L

1
2

Gmax1
x L11 L

1
2

Gmax1
x L11 L

1
2

⎤
⎥
⎥
⎦

(1)

II Calculating feature vector for all positions of the aperture in the terrain image
where the object will be searched.

For each position of the aperture we follow the same as in point I. We assume

that the size of the aperture is equal to the size of the object image. In this way, we

obtain the feature vectors Wz(i, j), presented in (2), for each position of the aperture

in the terrain image with objects.
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Wz(i, j) =
⎡
⎢
⎢
⎣

Gmax1
x (i, j) L11(i, j) L

1
2(i, j)

Gmax1
x (i, j) L11(i, j) L

1
2(i, j)

Gmax1
x (i, j) L11(i, j) L

1
2(i, j)

⎤
⎥
⎥
⎦

(2)

III Calculating the distance between the pattern vector and feature vector for
each object in each aperture position.

As a distance function D(i, j) we assume the difference between the positions of

the following maxima according to (3).

D(i, j) = ||Wz −Wz(i, j)|| =
x=3∑

x=1

√
[Lx1 − Lx1(i, j)]2 + [Lx2 − Lx2(i, j)]2 (3)

In this way, we obtain the distance function D(i, j) between the feature vector

Wz(i, j) in a given position and pattern vector Wzob.

IV Calculating the position of the function D(i, j) minimum in the (i, j) plane.

The place where D(i, j) assumes the minimum value we define as a place where

the searched object is located. In order to present obtained results in the useful form,

we define D1(i, j) = max(D1(i, j)) − D1(i, j). This function will be used to present

obtained results. In this case the maximum of the function D1(i, j) corresponds to

the place in the (i, j) plane where the object is located.

Fig. 1 The searched objects and their locations in the terrain
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Fig. 2 The searched objects: a object 1, b object 2, c object 3, d object 4

Fig. 3 Characteristics of the object 1 over the (L1,L2) plane

3 Examples

The functioning of the proposed method will be presented in the example of four

different objects search. The objects and their locations in the terrain are presented

in Fig. 1.

Figure 2 presents objects’ images for which we will calculate pattern vectors. As

it was described in Sect. 2, the first stage will involve calculating for each object
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Fig. 4 Characteristics of the object 2 over the (L1,L2) plane

Fig. 5 Characteristics of the object 3 over the (L1,L2) plane

the pseudo-image NObject(i, j) in which each pixel is defined by two elements

L1(i, j) = r(i, j)∕g(i, j) and L2(i, j) = r(i, j)∕b(i, j). In this way, we obtain a new image

NObject(i, j) ∈ (L1,L2). Next, we calculate the function Gx(L1,L2) for each object.

These functions were presented in Figs. 3, 4, 5 and 6. We can see that for each object

we have certain values (L1,L2) for which there are more pixels in the object image.

In the next step, we find the positions and values of these maxima. They were

graphically represented in Fig. 7.
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Fig. 6 Characteristics of the object 4 over the (L1,L2) plane

Fig. 7 The position of the

highest maxima of the

function Gx(L1,L2) for the

objects 1, 2, 3 and 4

Table 1 shows numerical values of the pattern vectors for each object.

Then we calculate the distance function D1(i, j) for each object. They were pre-

sented in Figs. 8, 9, 10 and 11. We can see that there are certain maxima which define

the location of the searched objects.
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Table 1 The model vectors characterising 4 examined objects

Object 1 Object 2

Wzob =
⎡
⎢
⎢
⎢
⎣

795 4 4
121 112 112
69 44 48

⎤
⎥
⎥
⎥
⎦

Wzob =
⎡
⎢
⎢
⎢
⎣

797 136 260
520 104 108
462 116 116

⎤
⎥
⎥
⎥
⎦

Object 3 Object 4

Wzob =
⎡
⎢
⎢
⎢
⎣

228 4 4
194 108 104
87 76 48

⎤
⎥
⎥
⎥
⎦

Wzob =
⎡
⎢
⎢
⎢
⎣

771 104 96
232 112 116
0 0 0

⎤
⎥
⎥
⎥
⎦

Fig. 8 Distance D1(i, j) for the object 1

Fig. 9 Distance D1(i, j) for the object 2
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Fig. 10 Distance D1(i, j) for the object 3

Fig. 11 Distance D1(i, j) for the object 4

The found locations of the objects are presented in Fig. 12. The contour lines,

which were marked by appropriate colours, correspond to the minimal values of the

distances between the pattern vector for a given object and the pattern vector for the

current location of the aperture.

As we can see, the object 2 has been found correctly as well as object 3 and 4.

Whereas the object’s 1 location is indicated in two places. One of these places is
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Fig. 12 The location of the searched objects. Green—ob.1, Red—ob.2, Blue—ob.3, Black—ob.4

correct. It results from the fact that the dominating colours in the object 1 are similar

to the colours in the object 3. Nonetheless, the presented examples illustrate the

correct functioning of the devised method in the cases when the objects has different

colours.

4 Conclusion

The devised method combines both: easy calculation and the possibility of using

information contained in colour images. The proposed solution was based on the

calculation of an indicator which described the colour features of the object. The

authors assumed that the role of this indicator would be realised by the ratio between

the red and green components as well as the ratio between red and blue components.

The abovementioned ratios were used to create the pattern vector. Such a defined pat-

tern vector was used to calculate the error function and the minimum of this function

indicated the object location.

The proposed approach turned out to be particularly useful in the cases when the

object and terrain colours were significantly different.

This paper presented the examples of object tracking for both: the different object

colour from the terrain colour and the similar object colour to the terrain colour.

As expected, in the case of an object with the colour which blurs in with the back-

ground colour, the object recognition may be difficult when we base only on the

object colour. However, it seems to be beneficial to use the developed method in
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order to enlarge features space used for the analysis of grey scale images. In this

way, we may significantly enlarge the correctness of pattern recognition and object

tracking.
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Image Processing in Thermal Cameras

Tomasz Sosnowski, Grzegorz Bieszczad and Henryk Madura

1 Introduction

In modern security systems more and more commonly thermal camera are used
exploiting infrared radiation imaging to perimeter observation and thread detection,
especially when there is a need to proceed in limited visibility conditions of
complete darkness. Implementation of cameras in security system causes a sub-
stantial increase of information fed to security system operator. Thermal image
processing system can help the security system operator by enhancing the relevant
information in the image, which enables to discern important image details [1].
More advanced imaging systems detect threats automatically and present infor-
mation about that fact directly to the operator. To perform such tasks, special
algorithms are implemented for detection and tracking of objects in the image. On
the grounds that, the detection algorithms used for tracking and vision systems
operating in the visible light cannot be directly used for the analysis of thermal
images [2], special methods have been developed for detection and tracking of
objects on the thermal image.
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2 The General Structure of the Infrared Camera—
Algorithms and Methods for Image Processing
in Infrared Cameras

Thermal cameras are more and more often used as the observation device in
security systems for perimeter protection, military systems for object detection,
identification and tracking, in pollution detection and many more. In such systems,
it is important to process infrared information that the resulting image is faithfully
corresponding to the observed situation. More and more common use of infrared
cameras as surveillance equipment means that they should be as simple to use as
possible. This forces the need for implementation of automatic thermal image
processing and analysis methods. These methods allow to simplify the operation of
the camera by means of automatic adjustment of operating parameters of the
thermal imager. The methods used should also allow the work of the infrared
camera not only as a tool to support observation, but also for detecting and iden-
tifying emerging objects and phenomena. As used in the device processing method
is dependent on the particular application and the type of the analyzed information
[1], therefore they cannot be universal or selected once and for all. Moreover such
automatic systems performing processing and image analysis must have a relatively
small size and low power consumption. In general an electronic system in the
thermal camera can be divided in three essential modules [3–6]:

• focal plane array module,
• control and digital processing module,
• imaging module.

Simplified schematic of electronic system is shown on Fig. 1.
In detector array module there is a high performance analog to digital converter

that allows transforming analog signals form detectors to digital form possible to
process in control and image processing module. In detector array module there are
also sophisticated power sources for powering and biasing internal circuitry of the
array and special filters that enables noise immunity.

Control and image processing unit sends synchronization and control signals
responsible for proper readout from the detector array module [6, 7]. For example
if the camera has to work in broad range of temperatures without temperature
stabilization, the control unit has to control the biasing voltages of the array.

Infrared dataInfrared focal 
plane array 

module

Video 
moduleControl

Video data

Control
Digital image processing 

and control module

Power module

Fig. 1 Schematic of electronic modules in microbolometric thermal camera
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Biasing voltages are largely responsible for the sensitivity of the detectors on the
focal plane array and for maintaining an adequate common mode level of the output
signal.

Control and image processing unit is responsible for configuration of all other
modules and image processing of collected infrared image data. The main tasks
performed by the image processing and control module are the following: control of
focal plane array to read the values of all detectors in the matrix, nonuniformity
correction, correction of signal from defective detectors and generation of data for
the display module. The block diagram of control and image processing module is
shown on Fig. 2.

The main problem of hardware implementation of complex image processing
algorithms such as image enhancement algorithm, is their high computational cost.
The implementation of complex algorithm by means of software in a
general-purpose processor usually does not give satisfactory results. For complex
image processing algorithms implemented in real time Application Specific Inte-
grated Circuits are often used. However, due to a predefined architecture typically
they have limited functionality and have a relatively long development time and
considerable price. The alternative is to use reconfigurable computing architecture
based on programmable devices [4].

The use of programmable system is a flexible and powerful solution that allows
the execution of complex operations of image processing in real time. Data pro-
cessing modules organized in pipeline, usually exchange data using standardized
data bus, for example with VideoBus [5, 6]. This allows to swap the order of
operations performed by image processing modules without interfering with the
overall pipeline system. Therefore, the control and digital image processing module
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is often built on the basis of two basic systems: programmable system e.g. the
FPGA and microcontroller circuit. The programmable system performs the pro-
cessing of image data, which requires significant computing power, the micro-
processor performs all activities related to the control and other activities that
demand relatively small computational power. A block diagram of image data
processing modules implementation in the FPGA is shown in Fig. 3.

Generally speaking, image processing in the thermal imaging camera can be
divided into three groups of methods and algorithms. The first group of algorithms
and processing methods are the algorithms and methods that are necessary for the
operation of the thermal imager. This group includes such processing as nonuni-
formity correction of detector responses in FPA [7, 8] and algorithms for replacing
signal from faulty detectors. The second group of algorithms are the algorithms
used to improve image quality, in order to enable and facilitate the interpretation of
the thermal visualization by the operator or the vision system. The third group of
image processing algorithms are the methods of data analysis for the automatic
detection and tracking of objects in an image and interpret the scene (i.e. Machine
vision).

3 Basic Thermal Image Processing Algorithms

A first group of algorithms and processing methods are the algorithms and methods
that derive from the working principles of the infrared detector array, and the
physical laws relating to infrared radiation. The main processing algorithms is a
correction of response nonuniformity of each detector in the array and the detection
and replacement of damaged detectors. There are many algorithms for detectors
response nonuniformity. The most commonly used and popular methods include
one-point and two-point correction methods [7, 8].

On Fig. 4 is schematically shown the nonuniformity correction algorithm of the
FPA with the two point method. Regarding the replacement of defective detectors,
the procedure is divided into two phases. The first phase involves detection and
localization of the faulty detector. Second phase involves interpolation of the signal
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for signal replacement from faulty detector. Generally, one can distinguish the
following manifestations of damaged detector:

• detector returns a value outside the dynamic range of the readout circuit,
• detector returns a constant value, independent of the incident radiation (does not

respond to changes in incident radiation),
• detector has too low or too high sensitivity to incident radiation,
• detector is characterized by high noise, independent of the incident radiation,
• detector flashes, that means it significantly alters its value with a very low

frequency in range of 1 Hz or less (this symptom occurs in cooled detectors
only).

Algorithms and methods for detecting malfunctioning detectors are based on the
causes of faults in the detectors. The most commonly used methods for detecting
defective sensors include: offset criterion, noise criterion, sensitivity criterion, and
algorithms for blinking pixels detection. On Fig. 5 the effect of non-uniformity
correction operation and removal of defective detectors is shown.
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Fig. 5 Exemplary thermal images before (a) and after (b) nonuniformity correction
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4 Initial Image Processing—Image Enhancement

In general, thermal image is a visualization of the infrared radiation emitted by the
observed object and its surroundings. Visualization of the thermal scene is signif-
icantly different from the image recorded by the video camera. It follows that the
thermal image is often difficult in interpretation. Proper interpretation of the thermal
image is associated with proper understanding of infrared radiation properties as
well as specific object properties and surrounding scenery. Throughout the process
of perception (analysis and interpretation of the image) an important role plays not
only objective factors like the emissivity of the object, but also subjective factors
ex. human perception of visual information. Unfortunately, the optimum parameters
setting of infrared camera alone (sharpness, temperature range) does not guarantee a
correct detection and interpretation [2, 9, 10].

Therefore, in a thermal imaging camera, special image processing is performed,
for example to ensure automatic dynamic range control of the entire image or
selected area. The primary purpose of techniques to improve the quality of the
image (image enhancement) is so that the image obtained as a result was more
suitable for a particular application, not only to make it more pleasing for human
observer. Differences between visible spectrum video and thermal image causes that
adaptation of image processing techniques is more challenging and demands cus-
tom solutions [2, 9, 11].

The most common algorithms to improve image quality are: image contrast
modification, sharpening, removing geometry distortions, smoothing and denoising
etc. Described in the article methods to improve the infrared image quality com-
prises in three categories: context-free methods (also called point methods), con-
textual image processing, methods for histogram modification.

4.1 Context-Free (Point) Image Processing Methods

The most common Operation in the early stages of image processing is the point
(context-free) processing. It is a fundamental and at the same time the simplest
operation performed in image processing. Point image processing is typically
implemented in hardware using a look-up-table (LUT) processing. LUT processing
performs pixel value transformation using an array of data contained in the mem-
ory. A diagram of LUT technique implementation is presented on Fig. 6.

A typical example is the LUT operation is correction of brightness and contrast
of the infrared image. Change in the brightness or contrast corresponds to an
adequate change in values within the LUT (Fig. 7).

Figure 7a shows the changes taking place in the table when modifying the image
contrast. Increasing the contrast causes the angle of the slope to increase, what
means that the differences in the levels of brightness of the individual pixels in the
output image are also increased. The maximum number of brightness levels of the
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input and output is constant and equals N. For this reason, increasing the contrast is
followed by cutting the dynamic range of input stream as shown on the picture by
section A. All levels of brightness of the original image in range indicated by
section A results in the truncated level of brightness equaling N. Increasing the
brightness of the image corresponds to the translation of conversion function in the
vertical direction as shown on Fig. 7b. This is equivalent to adding certain value to
every cell in LUT. In this case the cut off segments also occurs. Some of the input
brightness levels will not be present in the final image. Absent levels not repre-
sented in final image are indicated by section B. Nature of the functions carried out
by the LUT values can be closely matched to the specific application. For example,
we may care about increasing the contrast only in the central region of the
brightness levels. On Fig. 8 is an example illustration of the LUT operation result to
normalize the images from the infrared camera. Applied operation has enabled a
significant increase in image contrast.

Output ImageInput Image Memory

Fig. 6 The implementation scheme of “look-up-table”
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Fig. 7 Modifying the brightness (b) and contrast (a) of the image using the LUT
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4.2 Contextual Image Processing

Contextual image processing involves replacement of original value of the pixel
with value calculated based on the context (environment) of this point. In other
words, the new value is calculated based on the neighborhood of the original pixel.
The function realizing contextual image processing to be described by the equation:

L′ m, nð Þ= 1
∑

i, j∈K
w i, jð Þ ∑

i, j∈K
L m− i, n− jð Þw i, jð Þ ð1Þ

where: L m, nð Þ—function representing input values, L′ m, nð Þ—function represent-
ing output values of the image, w i, jð Þ—weighting factors (kernel of the transform
function). Kernel shape is generally square, with an odd number of cells on each
side. Based on the kernel coefficients and neighborhood pixels, a new value is
calculated. Although the shape of the mask can be any in practice most commonly
used mask size 3 × 3.

For realizing functions of the context image processing in real-time, the hard-
ware dedicated processing unit can be used. Dedicated real time processing unit
consist of delay lines (buffers), to ensure a continuous flow of the stream of data,
and in the same time simultaneous access to neighborhood of actually processed
pixel. This allows to perform corresponding arithmetic operation in one batch.
Processing module for the kernel size of 3 × 3 is schematically shown in Fig. 9.
Contextual image processing module opens possibility to perform vast amounts of
image processing methods only by changing applied kernel coefficients. The most
commonly used methods with application of contextual image processing are
among others: low-pass filtering, high pass filtering, edge detection, feature
detection, denoising etc.

The low pass filter elements of the image passes a low frequency signals, while
suppressing or blocking elements with a high frequency. These filters are often used

(a) primary image (b) picture after normalization

Fig. 8 Example application of LUT operation to normalize the image
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to reduce noise in the image, on the other side they causes reduction of fine details
in the image. On Fig. 10 an exemplary effect of the low pass filter is shown. Used
filter is intended to remove image noise.

High Pass Filtering is used to strengthen the high frequency information present
in the image, while preserving the integrity of the low-frequency information. High
Pass Filtering is important when objects in the image has to be highlighted or
identified.

A high-pass filter increases the sharpness of the image but on the other hand the
negative effect occurs from amplification of the noise. On Fig. 11 are shown the
examples of high pass filtering.

Buffer

Buffer

Z-1 Z-1 Z-1

w11

w12

w13

Z-1 Z-1 Z-1

w21

w22

w23

Z-1 Z-1 Z-1

w31

w32

w33

Lin

Lout

Fig. 9 Block diagram of the convolution module for kernel size of 3 × 3

(a) primary image (b) after low-pass filtering

Fig. 10 Example application of low-pass filtering in order to remove single point interference
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Filters used for edge detection are sometimes called contour detectors. These
filters are commonly used for the classification of shapes of objects in the image.
They operate on the principle of gradient detection. The gradient is defined as the
spatial difference of brightness in the image. Gradient achieves the highest value in
places where there are the biggest changes in the brightness between adjacent
pixels.

Laplacian operators are often used for edge detection. In comparison with other
methods, they are omnidirectional. On Figs. 12 and 13 there is an illustration of
edge detection and enhancement.

4.3 Histogram Modification

Histogram of brightness levels is the statistical distribution of the occurrence of a
pixels of each brightness level in the image. In the picture we are dealing with both
a finite number of pixels and a finite number of brightness levels, implies that the
histogram is a discrete function. Histogram modification comprises the operations
performed on the image in order to obtain the required shape of the histogram.

(a) primary image (b) after high-pass filtering

Fig. 11 An example of the of high-pass filtering application to highlight objects in the image

Fig. 12 Edge detection in the image: a original image, b Sobel filter, c Canny filter
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One of the basic and most common methods of this type is the histogram equal-
ization. Histogram equalization technique involves such modification of the source
image so that the resulting histogram is as flat as possible. Assuming that the his-
togram represents brightness levels occurrence probability p(i) then we can calculate
the cumulative distribution D(i) of the probability distribution using the formula:

D nð Þ= ∑
n

i=1
p ið Þ ð2Þ

Based on the cumulative distribution we obtain an intermediate LUT, which is
the function for converting brightness levels in the current image to new levels of
brightness. LUT table calculation can be expressed by the formula:

i′ = int
D ið Þ−D 0ð Þ

D 0ð Þ K − 1ð Þ
� �

ð3Þ

where: i—the index of the brightness of the original image, i’—the brightness of the
resulting image, D(i)—cumulative distribution for i-th brightness level, K—number
of brightness levels, int—rounding operator. Histogram equalization can be used to
highlight details that are barely visible in the image because of the low contrast, but
it should be noted that this is not an universal method and for some histogram
shapes it does not give satisfactory results.

The module for histogram calculation is one of the more complex modules in
digital imaging, however the principle of operation of the module alone is fairly
simple and involves counting the occurrences of each pixel value. The imple-
mentation of incrementing operation consists of three basic steps: read the memory
location, increment the value, and then store the resulting values back to memory.
The system calculates the histogram has one cycle of computing operations to
perform three operations. Therefore, the implementation requires a relatively fast
memory of considerable size. Schematically, the histogram calculation module is
shown in Fig. 14. On Fig. 15 is an example of the application of histogram
equalization operation of the thermal image of the helicopter.

(a) original image (b) modified image

Fig. 13 Modification of the thermographic image by edge sharpening
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5 Detection, Recognition and Object Tracking Algorithms

Image analysis is very often used in the detection, classification, recognition and
identification of moving objects and targets. Automatic target recognition
(ATR) system should be designed to help analyze the image by the analyst by
increasing the amount of data that he can process. I also should help by increasing
the possible time to spent on desired region of interest ROI by automatic prese-
lection of more interesting objects. It makes possible to reduce the number of
analysts and accelerates the analysis of the situation. In general, we require algo-
rithms that allow ATR to distinguish targets from ordinary objects and allow to
distinguish between different classes of targets. An important requirement for ATR
system is to show exact location and orientation of the moving targets. Generally, in
the ATR system the objective is implemented by the sequence of operations

Lin

Lout

Memory

+1

Address

DataData

Mode

Fig. 14 The block diagram of the module that calculates histogram

(a) original image (b) modified image

Fig. 15 Example applications of the histogram equalization operation
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consisting of: detection, classification, recognition and identification. In prepro-
cessing the methods of edge detection are commonly used to detect spatial dis-
continuity. It is quite an effective way to get a quick effect by indicating interesting
elements in the image without significant degradation of image. Edge detection than
can help operator to identify shape of the object.

For objects detection one can use some simple image processing methods such
as: binarization, edge detection, skeletonization, and morphological transformations
such as erosion dilation composed together to form more complex algorithms.
Examples of use of the above operations for the thermographic images were pre-
sented in the Figs. 16, 17, 18 and 19.

Then, on the basis of images resulting from pre-processing operations, potential
objects has to be separated. Separation involves the division of the image into
fragments corresponding to different detected objects.

(a) original image (b) threshold 230K (c) threshold 280K

Fig. 16 Infrared image binarization a for different threshold temperature: 230 K (b), 280 K (c)

(a) original image (b) threshold 213K

Fig. 17 Detection of closed areas—temperature threshold 213 K
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5.1 Object Detection Method

Object detection involves performing a series of operations on the thermal image to
highlight the image interesting, from the point of view of its appointed task. The
developed method for objects detection performs the task by recording the thermal
image and calculating the reference image. Then a comparison is made between
newly acquired thermographic image and the reference image. Object detection is
then performed by discriminating changes from the background image. Simplified
diagram of the algorithm to detect objects in the infrared image is shown in Fig. 20.

According to the algorithm, the first step in the analysis is the determination of
the initial reference picture. Determination of the reference image f* s based on
averaging a certain number of images for which there is no object detected in
accordance with formula:

Fig. 18 Examples of use in the thermographic image (a) morphological operators like erosion
(b) and dilatation (c)

Fig. 19 Infrared image skeletonization a for different threshold temperature: 240 K (b), and
280 K (c)
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f * m, nð Þ= 1
K

∑
K

k =1
fk m, nð Þ. ð4Þ

where fk m, nð Þ, f * m, nð Þ—pixel value respectively of the source image and the
resulting image placed in m–th row and n–th column in k–th picture in the
sequence.

After determination of the reference image, algorithm goes to determination of
the different image Δf for each newly recorded image. A differential image is
calculated according to the equation:

Δf m, nð Þ= f m, nð Þ− f * m, nð Þ�� ��. ð5Þ

The next operation is to check whether the determined value of a differential
image for each pixel falls into the detection threshold. If the calculated value of the
differential image is greater than a predetermined detection threshold L then the
object is detected. If the value of the differential image is below the detection
threshold, the detection did not occurs and the recorded image is used to adaptively
modify the reference image.

Probability of detection (Pw) and probability of false alarm (Pf) was determined
in experiment along with their relationship to threshold level. Minor threshold level
cause the background elements in the image to be classified as the detected object.
With high detection threshold some elements of an object are not detected what
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Fig. 20 Simplified diagram
of the algorithm to detect
objects in the infrared image
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causes that interesting object is distorted and blurred. Exemplary results of detec-
tion for different values of the detection threshold are shown in Fig. 21.

The most important factor influencing the high probability of detection achieved
with simultaneous low probability of false alarm is the right choice of detection
threshold. To get the best performance the detection threshold L is adaptively
determined according to the following formula:

L= αP ⋅ΔfMAX ð6Þ

where: αP—proportionality coefficient, ΔfMAX—maximum value of the pixel in
differential image.

Proper selection of the proportionality factor is essential to correctly identify the
potential location of an object, and extract more of its components and thereby
reduce the number of false alarms. The results of research carried out for the set of
the objects and different proportionality factor is shown in Table 1.

5.2 Objects Recognition by Means of Radial Shape
Function

One of the object recognition methods is an algorithm using the so-called. radial
shape function [12]. This method has some similar properties to the human vision

Fig. 21 Objects detection results for threshold values of 1.0 °C (a), 3.3 °C (b), 6.0 °C (c)

Table 1 Summary of the probability of object detection (Pw) and false alarm probability (Pf) at
different distances from the object and different values of the proportionality coefficient αP

Proportionality coefficient Distance 160 m Distance 50 m Distance 20 m
Pf Pw Pf Pw Pf Pw

0.50 0.063 0.888 0.385 0.794 0.110 1
0.55 0.063 0.833 0.308 0.692 0.110 1
0.60 0.063 0.770 0.077 0.666 0.110 1
0.65 0 0.580 0 0.590 0 1
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and pattern recognition capabilities. The fundamental advantages of the method
include immunity to distance, location and size change of the recognized object.
The effectiveness of shape recognition is independent of the shape rotation.
Moreover, this method has a relatively high recognition rate with low computa-
tional demands. This makes if a good candidate to embed in infrared cameras for
image analysis in real-time.

The first operation in is binarization carried out in such a way that the detected
object is represented by a value of one (white) and the background by zero (black).
After binarization some distortions may occur specially on the edges of objects. In
order to eliminate the noise there has been erosion operation applied. Sample results
of such preprocessing are shown in Fig. 22.

The main part of the algorithm involves determination of a function describing
the shape of the object called the radial shape function (RSF). First stage of RSF
determination consists of describing the object in polar coordinates. Center of polar
coordinate system is set to the statistical center of gravity of the object. According
to the theory of statistical moments coordinates of the center of gravity (centroid)
can be described as [12]:

x=
M1, 0

M0, 0
, y=

M0, 1

M0, 0

where:

Mp, q = ∑
N − 1

x=0
∑

M − 1

y=0
xp ⋅ yq ⋅ f x, yð Þ,

f x, yð Þ—binary image value at the point (x, y).
After calculating the position of the center of the coordinate system, the radial

shape function fRSF is being calculated. This is done by determining the coordinates
of points belonging to the edges of the object in polar coordinates according to
equation:

(a) hand (b) circle

Fig. 22 Thermovision image (on left) binarized and filtered result (on right) for two objects of
different shape
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fRSFðφÞ= ri⃗j j=
ffiffiffiffiffiffiffiffiffiffiffiffiffi
x2i + y2i

q
=

xi
cosφi

ð7Þ

where: (xi, yi) are the coordinates of successive points on the edge of the object in
relation to the center of gravity, while φ is the angle between point on the edge and
the vertical axis. Determined in this way radial shape function expresses the dis-
tance between the center of gravity of the object and its edge as a function of angle.
The described method of radial shape function determination is illustrated in
Fig. 23.

In the next step of the object recognition algorithm the previously determined
radial shape function is being low pass filtered. This operation is introduced to
eliminate noise caused by the irregular edges of the object and noise. Then the
radial shape function is subjected to a discrete Fourier transform [12] according to
the equation:

FRSF Φkð Þ= ∑
N − 1

n=0
fRSF φnð Þe− j2πkn ̸N

����
���� ð8Þ

The obtained spectrum of radial shape function FRSK is normalized to the mean
value which can be written using the equation:

F*
RSF Φkð Þ= FRSF Φkð Þ

FRSF 0ð Þ ð9Þ

Based on the obtained in the above manner normalized spectrum the similarity
score is determined. Similarity score ωk is defined as sum of differences between
individual spectral components F*

RSF and the spectrum of reference object Wk:

ωk = ∑
i

F*
RSFi −Wki

�� �� ð10Þ

After determining the similarity scores for all reference vectors, system is taking
the decision to recognize the object. Classification decision is made by selecting
object pattern with smallest similarity score. In the Table 2 there are values of the

Fig. 23 Method of
determining the polar
coordinates for successive
points on the objects edge
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similarities shown, obtained for the chosen objects. Similarity scores that deter-
mined the recognition of the object has been highlighted in the table.

5.3 Object Tracking Algorithm

After successful target detection and recognition, the system can track the move-
ment of the object of interest. Object tracking is an image processing procedure of
finding chosen object on the following frame using knowledge about its position in
previous frames. This means that the object tracking method differs from previously
described image processing techniques by the fact that they analyze multiple frames
in time. Among many tracking algorithms one can distinguish methods with dif-
ferent levels of complexity, different computational demands and varying execution
time. During the development of the method we have focuses on the tracking
algorithms, which enables real time operation and can be implemented in a low
power digital signal processor or FPGA. Having all this in mind the
Sum-of-the-Squared Differences algorithm was chosen [13].

Gradient based methods like Sum-of-Squared-Differences [14, 15] localize tar-
gets by analyzing differences between consequent frames. Finding target movement
is performed by searching minimum of cost function in space and time. Cost
function in this approach is a sum of squared differences. Sum of squared differ-
ences coefficient is a measure of difference between two fragments of images. Both
fragments of images should have equal size. Assuming, that the two fragments are
(2h + 1) by (2h + 1) in size and that they centers have the coordinates (x, y) and
(u, v) respectively, the SSD coefficient can be calculated according to the following
relation:

SSD= ∑
i∈ ð− h, hÞ,
j∈ ð− h, hÞ

fk− 1 x+ i, y+ jð Þ− fk u+ i, v+ jð Þ½ �2
n o

ð11Þ

i, j—point coordinates with respect to the centers of compared fragments.
If we assume that the tracked object is present on the fn−1 frame and is centered

around (x, y) coordinates, then finding this object on the consecutive frame means,
that the point (u, v) is to be found, for which the SSD coefficient has minimal value.

Table 2 The values of
similarity scores for selected
objects obtained during the
algorithm testing

Pattern Object on the picture
Circle Hand Square Triangle

Circle 0.37258 6.1515 0.68999 2.7068
Hand 4.6372 0.90317 3.0745 2.6486
Square 0.85206 5.338 0.6428 2.6556
Triangle 3.3157 3.3243 2.3643 0.8632
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Then the point (u, v) becomes the center of the tracked object on consecutive fn
frame. The search for the minimal value of SSD coefficient is performed in the
neighborhood of the past location of tracked object. The general idea of finding an
object using the Sum-of-the-Squared Differences method is presented in Fig. 24.

Fragment containing found object became a new model for further search in
following frame. Replacing old model with the fragment of picture containing a
newly found one is called the model update. In traditional version of algorithm the
model update is made every frame.

This approach can lead to some undesired effects. In case where object tracking
will fail for one frame, algorithm will forget the object. After that, tracking of this
object will not be possible, because the proper model has become obsolete auto-
matically. That is why SSD algorithm has low long time reliability. Noise in one
frame only, can cause the whole algorithm to fail in further frames. That is why
there is a need to develop some new special routines to make this algorithm
immune to partial or full occlusions, noise and changes of objects appearance. To
distinct reliable position estimation from noisy one the special SSDVar coefficient
was developed:

SSDVar= ∑
i∈ ⟨− h, h⟩, j∈ ⟨− h, h⟩

SSD½i, j�−minðSSD½i, j�Þð Þ2
h i

ð12Þ

This coefficient can be used to evaluate the quality of objects localization. High
SSDVar indicates that the minimum of SSD coefficient was clear. Low SSDVar
indicates that the estimated localization is not so reliable. This coefficient was used
to determinate the model update procedure. When the SSDVar parameter was
higher than arbitrary threshold, model update procedure is made like in traditional
version of SSD algorithm. When SSDVar is lower than the threshold, the model
update procedure is skipped. This prevents the algorithm to forget the object model
when the new estimation of object localization is unreliable.

Exemplary plots of SSD coefficient map for disrupted and non-disrupted object
is shown in Fig. 25.

(u1,v1)

(u2,v2)

(u3,v3)

argmin(SSD)=(u2,v2)

fk

fk-1

Fig. 24 Localizing the object
by finding the area for which
the SSD coefficient is the
smallest
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Object tracking algorithm according to the proposed method is quite computa-
tionally complex and requires relatively high computing power. Furthermore, it is
desirable that tracking module introduced the shortest possible delay in the signal
processing path. One way to speed up the operation of the system is to provide
specialized hardware module performing the calculation for the proposed algorithm.
That is why the data processing algorithms have been implemented and tested in the
FPGA structure. This approach provides high performance thanks to multiple
acceleration techniques like pipelining and parallelism. A simplified diagram of a
module for calculating the SSD coefficient for the data stream is presented in Fig. 26.

The results of obtained trajectory of objects using developed tracking method in
the infrared image is shown in Fig. 27.

(a)
(b)SSD

Coordinate i
Coordinate i

Coordinate j

SSD

Coordinate j

Fig. 25 Charts of SSD values in the neighborhood of the object when the object is undisturbed
(a) and, when disturbed (b)

VideoBus

- x2

Object
model Control

SSD

Fig. 26 The block diagram
of the SSD coefficient
calculation module

Fig. 27 Obtained trajectory of objects using developed tracking method in the infrared image
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6 Conclusion

The article presents the general structure of a thermal imaging camera and shows
the image processing operations performed in the observation of infrared cameras
that are used in security systems, detection and recognition. Provided examples of
processing operations for thermal images and their implementations in the system
addresses specifics of infrared image processing that differs from commonly used
visual image processing. High processing power demands for image processing
techniques used in real-time infrared cameras demands usage of hardware accel-
erated modules especially when infrared camera has to be used in security and
control applications, where data latency is a critical issue.

Presented by the authors developed methods for detecting and tracking objects
on the thermographic images has been a subject to experimental verification. Based
on these results, it turned out that a detection method is characterized by a high
probability of detection at a relatively low probability of false alarm. Results of
operation were dependent on applied internal parameters so the adaptive functions
were described like adaptive threshold of detection. Developed method of object
tracking allows effective determination of the trajectory of moving objects in
thermographic images. Method was particularly robust to low image resolution
typical for infrared cameras and blurred edges of objects. When implemented in a
digital system based on the structure of the programmable FPGA both methods are
performed in real time. The combination of both methods in one system allows for
effective support for decision-making.
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Nystagmus Detection System

Robert Bieda, Krzysztof Jaskot and Jan Łazarski

1 Introduction

Eye tracking is the process of location either point of gaze (where one is looking) or

pupil position relative to the head [1].

Currently there is a few eye tracking techniques. The three most common tech-

niques are:

∙ Videooculography (VOG),

∙ Electrooculography (EOG),

∙ Infrared Reflection Devices.

Videooculography is a method of recording eye movement across video frames.

This is effective and non-invasive technique popular in Medical Researches [2, 3].

Electrooculography technique is based on measuring skin potentials. By placing

electrodes around the eye, it is possible to measure small differences in the skin

potential that correspond, among others, to eye movement [4–6].

Infrared techniques generally works by quantifying the difference between the

amount of infrared light reflected by the sclera between a sensor (phototransistor)

pair. Infrared is used so that one can test subjects in darkness [7].

In this paper we focused on Gaze Tracking using Videooculography. Gaze reflects

our attention and intention. This means that information about gaze direction can

be very useful in human computer interaction such as device control by disabled
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patients. It is also important in medical diagnostics and scientific researches. Nowa-

days there are also other application of this technology connected with studies about

costumer preferences like market research or users interactions with websites.

Despite growing popularity of eye tracking, this technology is still very expen-

sive. In this work we present one of the currently cheapest commercial gaze tracking

system called myGaze developed by Visual Interaction. System contain four ele-

ments: Device, Programmable interface to provide access to the device (API), Soft-

ware which use the API to interact with the Device and Eye Tracking Server which

collects the data from the Device, and provide data via API [8].

myGaze like almost every gaze tracking system need personal calibration at the

beginning. The procedure requires from one to nine markers on screen. Calibration

is very time-consuming but it is necessary due to differences in eye size (about 10%

individual difference in radius) and structure (even small differences in fovea position

matters) between individuals [9].

In this paper we present our own gaze tracking application created in LabVIEW

programming environment and based on myGaze Eye Tracking System. National

Instruments LabVIEW is a graphical development environment used to design flex-

ible and scalable measurement and control systems [10].

In this paper we describe all parts belonging the test stand. Then we focus on

details regarding to myGaze Tools Palette creation process. Next we describe work-

flow of integration with myGaze Eye Tracking Server and details about our sys-

tem main application. After that we test potential usefulness of created system in

Human-Computer Interface and Medical Researches. And then we also describe

algorithm used to calculate factors of optokinetic nystagmus. At the end of this paper

we describe safety aspect of myGaze technology.

2 Test Stand

The main part of created system is Eye Tracking Device. This device work in binoc-

ular mode with sampling rate 30 Hz. This device is very precise, gaze position accu-

racy equals 0.5
◦
. There is also no problems with glasses and lenses. Device is able

to track gaze position if distance between patients head and device is bigger than

50 cm and smaller than 75 cm [8]. This system do not require special additional light

source or any tools to stiffen the head. But because results from created system are

compared with results from other VOG Eye Tracking System described in [11] both

of them are used. Results from created system are also compared with results from

EOG Eye Tracking System called “Biopack” described in [11, 12], test stand con-

tains this EOG System.

Test stand (Fig. 1) contains myGaze Eye Tracking Device, infra red light source,

simple headrest and camera which belongs to referenced Eye Tracking System, and

EOG “Biopack” System.



Nystagmus Detection System 61

Fig. 1 Test stand

3 myGaze API LabVIEW Tools Palette

To use in our LabVIEW application programmable interface (API) from myGaze

system we create new tools palette in LabVIEW by importing myGaze API Sta-

tic Library and creating structures containing temporary data. New palette contain

twelve data controls and forty eight functions.

Figure 2 shows the workflow of normal interaction with myGaze Eye Tracking

Server. Figure contains four main parts: connection, calibration, processing and dis-

connection.

At first part we start the myGaze Eye Tracking Server, then we establishes a con-

nection to Server and we defines the myGaze monitor attached geometry.

At second part we set the calibration and validation parameters, then we start

calibration and validation procedure. During calibration and validation person have

to track calibration point. Then if calibration accuracy is satisfying it is possible to

start processing stage.

At third part we acquire, store and process data from myGaze Eye Tracking

Device.

At fourth part we close the connection with myGaze Eye Tracking Server.

Calibration procedure works in three modes. First requires 0 markers and second

1 marker on the screen. This modes uses default parameters and can generate errors.

Third requires five markers and this mode (Fig. 3) is the most precise mode.

Block Diagram and Front Panel of test application to interact with myGaze Server

(Figs. 2, 4 and 5).

4 Using myGaze System for Gaze Tracking

To test system usefulness in Human-Computer Interaction we take a look at statisti-

cal accuracy factors for five marker positions. Factors are shown in Table 1. Screen
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Fig. 2 Connection with

myGaze server—workflow

resolution is 1360 × 768. Figure 6 show gaze positions on screen during accuracy

test. We calculate following statistical factors:

∙ F1—mean gaze position on screen, (X [px]; Y [px])

F1x =
n∑

i=1

xg(i)
n

, F1y =
n∑

i=1

yg(i)
n

(1)
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Fig. 3 myGaze calibration markers

Fig. 4 Test application block diagram

∙ F2—mean distance between marker position and successive gaze positions, [px]

[mm]

F2 =
n∑

i=1

√
((xm − xg(i))2 + (ym − yg(i))2)

n
(2)

∙ F3—standard deviation of distance between marker position and successive gaze

positions, [px] [mm]

F3 =
√
(
∑n

i=1(
√
((xm − xg(i))2 + (ym − yg(i))2) − F2)

n
) (3)

∙ F4—distance between marker position and mean gaze position, [px] [mm]

F4 =
√
((F1X − xM)2 + (F1Y − yM)2) (4)
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Fig. 5 Test application front panel

where,

xm, ym—marker coordinates

xg, yg—gaze coordinates

n—number of gaze points for single marker.

Unfortunately myGaze library do not provide functions to get eye rotation angles

relative to the Ficks axis [13], so factors are represented in point of gaze screen pixel

values. To convert pixels into millimeters we assume that single pixel have 0.26458

[mm] width.

Mean distance between marker position and gaze position is always lower than

one centimeter. Also the standard deviation factor is small, it never exceed tree mil-

limeters. This means that this system is enough precise to be used in some Human-

Computer Interact Applications.

First experiment prove that analyzed system can be used to targeting areas on

screen by gaze fixation. But will this system be useful if we want to record and

analyze fixation point changing process? During next test patient was alternately

looking at two markers. First one was on the left side of screen and the second was

on right side.
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Table 1 Gaze accuracy test results—statistical factors

Marker Marker position F1
(X [px]; Y [px]) (X [px]; Y [px])

1 [680; 385] [685; 380]

2 [80; 90] [95;102]

3 [1265; 90] [1257; 123]

4 [1265; 680] [1242; 708]

5 [80; 680] [88; 688]

Marker F2[px] F3[px] F4[px] F2[mm] F3[mm] F4[mm]
1 3.580 1.813 0.748 0.947 0.479 0.198

2 26.661 4.613 19.792 7.054 1.220 5.236

3 17.378 5.725 15.071 4.597 1.514 3.987

4 11.796 8.703 10.282 3.121 2.302 2.720

5 15.052 5.664 13.741 3.982 1.498 3.635

Fig. 6 Gaze accuracy test results—test board; Green—markers, Red—gaze points on screen

Results form system are compared with results from electrooculograph. First

graph present horizontal coordinate of gaze on screen acquired by created system.

Second graph shows horizontal coordinate of eye position acquired by electrooculo-

graph.

Signals shapes are the almost identical which means that created system shows in

approximation gaze trajectory. But first graph is smoothed, this graph do not contain

information about small noises or little eye oscillations. This myGaze feature was

very helpful during previous test but during present one, it causes loss of information

(Fig. 7).
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Fig. 7 Horizontal gaze coordinate graphs

5 Gaze Tracking in Medical Researches

Eye movement is very powerful diagnosis tool. It can help with laryngology, neu-

rology and ophthalmology diseases. But information must be precise and free from

noise. Number of samples per second is also important and depends on analyzed

disease [14, 15].

Our system is operating at 30 Hz. So to test usefulness of myGaze in Medical

Researches we analize eye movement during optokinetic stimulation (video sequence

with moving vertical stripes on the monitor screen). This stimulation provoke optoki-

netic nystagmus characterized by fast eye oscillations [14, 15].

Generally rhythmic, oscillating motions of the eyes are called nystagmus. Nys-

tagmus is not necessarily connected with health problems. For diagnostic purposes

it can be induced. Optokinetic nystagmus, caloric nystagmus, and positional nystag-

mus fit into this category. In this paper we focus on optokinetic nystagmus (OKN).

It is a normal eye reaction occurring when looking at objects passing across the field

of vision, as in viewing from a moving vehicle [14].

Standard optokinetic nystagmus signal of gaze horizontal coordinate is shown on

Fig. 8. Single beat contain fast and slow phase [15].

Fig. 8 Optokinetic nystagmus signal
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6 Using myGaze System During Optokinetic Stimulation

During first experiment we acquire optokinetic signal with typical amplitude, but

during second one we acquire signal with ten times smaller amplitude.

Results from first test (Fig. 9) are compared with results from videooculogra-

phy described in [11]. First graph present horizontal coordinate of gaze on screen

acquired by created myGaze system. Second graph shows horizontal coordinate of

eye position acquired by videooculography.

Results from first test include information about the reason of eye movement.

Signal is smoothed but in this case this fact do not prevent from calculating factors

of this signal.

Results from second test are compared with results from “Biopack” electroocu-

lograph described in [11, 12]. First graph present horizontal coordinate of gaze on

screen acquired by created system. Second graph shows horizontal coordinate of eye

position acquired by electrooculograph (Fig. 10).

On second graph it is possible to see very small eye oscillations, but first graph is

too smoothed and signal information about nystagmus is impossible to interpret.

Fig. 9 Acquired signals with typical amplitude

Fig. 10 Acquired signals with ten times smaller amplitude
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Both experiments prove that created system can not be used in more advanced

Medical Research tests due to myGaze binocular mode and smoothing feature. But

this system can be useful for preliminary stage of Medical Tests.

7 Beats Separation Algorithm

For more accurate assessment we will calculate optokinetic signal factors. To do

that we create algorithm which first separates signal into single beats, then calculate

values of durations and amplitudes for fast and slow phases for each beat and finally

calculate statistical values of OKN signal factors. For tests we use signal (Fig. 11)

acquired by created system based on myGaze.

First we must devide signal (Fig. 11) which contain horizontal coordinates of gaze

into individual separate beats. To do that we use the wavelet-based methods. All

procedure is presented on Fig. 12.

Wavelet transforms are multiresolution representations of signals. Wavelets are

families of functions 𝛹s,t(x)

𝛹s,t(x) =
1√
|s|

𝛹

(x − t
s

)
(5)

generated from a single base wavelet 𝛹 (x) by dilations and translations where s is

the dilation (scale) parameter, and t is the translation parameter. Wavelets must have

mean zero, and the useful ones have localized support in both spatial and Fourier

domains [16].

Algorithm steps:

Step I: Noise reduction using wavelet transform. Used function “WA Denoise”

applies the wavelet transform to noisy data, then it obtains detail and approximation

coefficients. Next applies soft threshold to coefficients and reconstruct the coeffi-

cients after thresholding and transforms them back into the original domain [17].

Denoise effect is presented on Fig. 13.

Fig. 11 Test signal
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Fig. 12 Beats separation algorithm diagram

Fig. 13 Part of test signal (Fig. 11); Red—before noise reduction, White—after noise reduction

Step II: Peaks and valleys detection using wavelet transform. Used function

“WA Multiscale Peak Detection” executes the following steps to detect peaks [17]

(Fig. 14).

1. Calculates the undecimated wavelet transform (UWT) level based on the width

and the UWT level based on the threshold frequency, separately. This VI chooses

the greater UWT level from the two results to control the decomposition level.

2. Performs UWT on the input signal by using the biorthogonal wavelet and the

greater UWT level calculated in step 1.
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Fig. 14 Detected peaks and valleys on test signal

3. Searches for zero-crossing points in the detail coefficients at all levels.

4. Selects the zero-crossing points at the largest scale as the coarse estimation of the

real peaks.

5. Searches the finer scale for the corresponding nearest zero-crossing point for each

detected point.

6. Repeats step 5 until this VI reaches the finest scale, which is the first level.

Step III: Creating common array for peaks and valleys by adding peaks and valleys

data into new array.

Step IV: Incrementally sort data in array in order to time of occurrence using

bubble sort algorithm.

Step V: Creating new array with signal subsets. In this step into new array we

added successive signal parts located between sequential points from sorted array

created in step III.

8 Fundamental OKN Nystagmus Signal Factors

Fundamental factors of gaze horizontal coordinate OKN nystagmus signal are shown

on Fig. 15.

Using array with signal subsets we calculate duration and amplitude for every fast

and slow phase.

We get slow phase duration by subtracting successive peak time of occurrence

from previous volley time of occurrence. Fast phase duration we get by subtracting

successive volley time of occurrence from previous peak time of occurrence. Figure

16 illustrate successive duration values for test signal.

Similarly slow phase amplitude we get by subtracting successive peak position

from previous volley position and counting absolute value. Fast phase amplitude

we get by subtracting successive volley position from previous peak position and

counting absolute value. Figure 17 illustrate successive amplitude values for test

signal.
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Fig. 15 Fundamental factors of OKN nystagmus signal

Fig. 16 Test signal duration values

Fig. 17 Test signal amplitude values

For test signal mean slow phase duration equals 0.248 [s], and mean fast phase

duration equals 0.080 [s]. This means that fast phase is approximately three times

faster than slow phase. Mean slow phase amplitude equals 147.685 [px], and mean

fast phase amplitude equals 182.656 [px]. Difference between them is less than 15%

of their sum. Standard deviation of slow phase duration (0.047 [s]) and fast phase

duration (0.021 [s]) are less than 35% of mean values. Also standard deviation of

slow phase amplitude (47.122 [px]) and fast phase amplitude (43.135 [px]) are less

than 35% of mean values. This informations may mean that myGaze system record

a valid OKN nystagmus signal.



72 R. Bieda et al.

9 Safety Aspect

According to the manufacturers specifications [8] myGaze Eye Tracking Device

meets the standard IEC 60601 (International electrotechnical commission) [18]. This

standard refers to safety requirements of all electrical, electronic and related tech-

nologies. This norm was applied to European law in year 2012. This standard con-

tains such norms as norm IEC30301-1-2 for electromagnetic compatibility. Require-

ments refers to safety rules and electrical parameters adjusting. This norm nowadays

is very often required if device is designed for medical purposes. myGaze Device

also meets the standard EN 55011 (European Norm) [19]. This norm refers to indus-

trial and scientific devices used in medicine. This means that myGaze Eye Tracking

Device complies safety standards required by European law and should not be harm-

ful.

10 Conclusion

myGaze Eye Tracking System is safe, stable and easy to calibrate. myGaze library

is compatybile with LabVIEW environment and it is possible to create application

which can easily communicate with Eye Tracking Server through API.

myGaze Eye Tracker is very precise and for sure can be usefull in Human-

Computer Interface or to obserwate gaze trajectories during slow eye movement.

Because of myGaze System smoothing feature and low working frequency (30 Hz)

this device can not be used in advanced and precise researches. But in initial stage

of Medical Test this system could be usefull.
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Weighted Pattern Vector for Object
Tracking with the Use of Thermal Images

Zygmunt Kuś, Joanna Radziszewska and Aleksander Nawrat

1 Introduction

The images obtained from an camera equipped in infrared sensor can display invis-

ible thermal energy emitted from objects. It may be very useful in the low visibility

conditions as well as in the cases when we need to get information about thermal

features of the objects. Progress in the production of thermal cameras causes that

thermal images became more and more common images in adverse visibility con-

ditions. There are situation in which visible image provides the information which

allows to distinguish two objects with the same thermal images. In other cases the

visible images are the same for different objects whereas we can see some differences

in the thermal images. Complementary information of the objects may be obtained

when we use both thermal and visible images. Thermal imaging technology has been

widely used in many applications. Because of the thermal features of the human

being we may find a lot of applications include detection, tracking and identifica-

tion of people [1–10]. Thermal characteristic may be helpful in the recognition of or

tracking such objects as vehicles on the road [11, 12] or animals which can appear

on the road [13].

Non-contact malfunction identification and a diagnosis of equipment [14, 15] or

for inspecting the production process [16] may be provided also with using thermal

images. The images fusion task appears when one has to solve problems which one
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encounters when we use image processing systems in such applications as: image

recognition [17], an unmanned aerial vehicle used for image acquisition [18], object

tracking [19] or images fusion [20].

In the following paper, we will consider the problem of object tracking and pattern

recognition in the conditions of not distorted visibility of the object [21, 22]. We

assume that both visual and thermal images are good quality images.

2 The Method of Determining the Values of Weights
for the Visual and Thermal Parts of the Features Vector

This paper will consider the cases in which the visual image does not have to be

destroyed or noised by fog or smoke. Nevertheless, some important features of the

tracked object are not visible in the visual image. One of the examples of such a

situations is a tracked car with either turned on or turned off engine. Another example

may be the recognition of an element with some specific features [23, 24]. This

element is located among other elements which have the same visual image; however,

the thermal image allows us to recognise these specific features. The abovementioned

problems result in the necessity of using thermal images in the objects recognition

process.

The proposed method consists of three stages. These stages result from the

dynamics of the object tracking process. The first stage is based on the dynami-

cal features vector and it assumes that we provide object tracking with the use of

visual and thermal images. The second stage assumes that there is an initial state in

which we know the location of the tracked object in both: visual and thermal images.

In such a case we can precisely define the region of the image corresponding to the

object. It enables us to calculate the pattern vector during object tracking and correct

the connection between the object image and its pattern vector [25–27].

It may be obtained in a manual mode when the system operator decides about the

moment of the pattern vector change or in an automatic mode when the automatic

algorithm causes that a pattern vector follows the changes of the object image. The

last stage conducts the recognition of an object on the basis of the pattern vector

prepared in the previous stages.

The changes of the pattern vector are realised as the changes of weights with

which the visual and thermal pattern vectors are used to calculate the distance.

Figure 1 presents the proposed algorithm.

Section 3 presents the examples of object tracking in the case when we take into

consideration the thermal features of the tracked car.

3 Examples

The general idea consists in this that we possess the certain additional knowledge

about the object and we try to represent this knowledge in the form of weights with

which the visual and thermal pattern vectors are used to calculate the distance.
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Fig. 1 The algorithm of pattern vector modification and object recognition

Fig. 2 The visual image (a), thermal image (b) for the experiment 1

Experiment 1

The first experiment illustrates the situations when the visible images of the dif-

ferent objects are very similarly whereas the thermal images contain the information

which allows to distinguish these objects. The Fig. 2 presents visual and thermal

images of the terrain with two cars. An off-road vehicle was the tracked object.
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Fig. 3 The shape of the reversed distance between the object pattern vector and feature vector

calculated for the experiment 1. Distance 𝜌 calculated for 𝛼 = 0 and 𝛽 = 1

Fig. 4 The shape of the reversed distance between the object pattern vector and feature vector

calculated for the experiment 1. Distance 𝜌 calculated for 𝛼 = 1 and 𝛽 = 1

Figure 3 presents the shape of the reversed distance between the object pattern

vector and feature vector calculated for the experiment 1. Distance 𝜌 in this case was

calculated for 𝛼 = 0 and 𝛽 = 1. The maximum of the shape corresponds to the place

where the tracked object is located. We can state that there is unequivocal maximum

which allows to locate the object what was presented in Fig. 5.

Figure 4 presents the shape of the reversed distance between the object pattern

vector and feature vector calculated for the experiment 1. Distance 𝜌 in this case was

calculated for 𝛼 = 1 and 𝛽 = 1. The maximum of the shape corresponds to the place

where the tracked object is located. We can see that the visual image in this case

causes that few similar maxima appear in the shape of distance function. It results in

some problems with object recognition what may be observed in Fig. 6.

The Fig. 5 presents results of the objects recognition on the basis of the thermal

image of terrain. It corresponds to the distance 𝜌 calculated for 𝛼 = 0 and 𝛽 = 1. The

green colour denotes isoline corresponding to the minimum distance to the pattern

of the object.
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Fig. 5 Object location calculated in experiment 1 for 𝛼 = 0 and 𝛽 = 1

Fig. 6 Object location calculated in experiment 1 for 𝛼 = 1 and 𝛽 = 1

The Fig. 6 presents results of the objects recognition on the basis of the visual and

thermal images of terrain. It corresponds to the distance 𝜌 calculated for 𝛼 = 1 and

𝛽 = 1. The green colour denotes isoline corresponding to the minimum distance to

the pattern of the object.

Finally, we can state that sometimes we have better information when we have

less information.

Experiment 2

The second experiment illustrates the situations when both visible and thermal

images of the different objects are similarly. In this case it is not easy which image

gives us better information. However shapes of distance function 𝜌 presented in

Figs. 8, 9 and 10 shows that thermal image gives more unequivocal information about

maximum localisation.
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Fig. 7 The visual image (a), thermal image (b) for the experiment 2

Fig. 8 The shape of the reversed distance between the object pattern vector and feature vector

calculated for the experiment 2. Distance 𝜌 calculated for 𝛼 = 0 and 𝛽 = 1

The Fig. 7 presents visual and thermal images of the terrain with two cars. An

off-road vehicle was the tracked object.

Figure 8 presents the shape of the reversed distance between the object pattern

vector and feature vector calculated for the experiment 2. Distance 𝜌 in this case was

calculated for 𝛼 = 0 and 𝛽 = 1. The maximum of the shape corresponds to the place

where the tracked object is located.

Figure 9 presents the shape of the reversed distance between the object pattern

vector and feature vector calculated for the experiment 2. Distance 𝜌 in this case was

calculated for 𝛼 = 1 and 𝛽 = 0. The maximum of the shape corresponds to the place

where the tracked object is located.

Figure 10 presents the shape of the reversed distance between the object pattern

vector and feature vector calculated for the experiment 2. Distance 𝜌 in this case was

calculated for 𝛼 = 1 and 𝛽 = 1. The maximum of the shape corresponds to the place

where the tracked object is located.

The Fig. 11 presents results of the objects recognition on the basis of the thermal

image of terrain. It corresponds to the distance 𝜌 calculated for 𝛼 = 0 and 𝛽 = 1. The

green colour denotes isoline corresponding to the minimum distance to the pattern

of the object.
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Fig. 9 The shape of the reversed distance between the object pattern vector and feature vector

calculated for the experiment 2. Distance 𝜌 calculated for 𝛼 = 1 and 𝛽 = 0

Fig. 10 The shape of the reversed distance between the object pattern vector and feature vector

calculated for the experiment 2. Distance 𝜌 calculated for 𝛼 = 1 and 𝛽 = 1

Fig. 11 Object location calculated in experiment 2 for 𝛼 = 0 and 𝛽 = 1
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Fig. 12 Object location calculated in experiment 2 for 𝛼 = 1 and 𝛽 = 0

Fig. 13 Object location calculated in experiment 2 for 𝛼 = 1 and 𝛽 = 1

The Fig. 12 presents results of the objects recognition on the basis of the visual

image of terrain. It corresponds to the distance 𝜌 calculated for 𝛼 = 1 and 𝛽 = 0. The

green colour denotes isoline corresponding to the minimum distance to the pattern

of the object.

The Fig. 13 presents results of the objects recognition on the basis of the visual

and thermal images of terrain. It corresponds to the distance 𝜌 calculated for 𝛼 = 1
and 𝛽 = 1. The green colour denotes isoline corresponding to the minimum distance

to the pattern of the object.

According to figures from experiment 1 and 2 we may state that correct stetting

values of coefficients 𝛼 and 𝛽 allows to obtain the shape of distance 𝜌 with more

distinguished maximum. It results in the greater accuracy of finding the maximum.
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4 Conclusions

The authors presented in the paper the method of object tracking in a case when we

have preliminary knowledge of an object. Object tracking on the basis of visual and

thermal images allows to use this knowledge to choose what kind of information we

want to use. We assumed that object tracking may be conducted with the pattern

vector modification basing on this additional knowledge. The authors assumed that

we acquire the visual and thermal images in each moment of object tracking. The

pattern vector and current feature vector for an image of a given type were used to

compute the distance between the object pattern vector and feature vector calculated

for a given location of the aperture. It was calculated for both: the visual and thermal

images. The pattern vectors of the tracked object based on the visual and thermal

images were computed separately. This fact allowed to steer of influence of these

vectors on recognition process by setting proper values of some coefficients. These

coefficients decides which part of the pattern vector (visual, thermal or both) was

finally used to find object location. Presented examples illustrated the cases when

the object may have the same visual images and different thermal images what may

be helpful in pattern recognition task.
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Pixel Classification for Skin Detection
in Color Images

Bartosz Binias, Mariusz Frąckiewicz, Krzysztof Jaskot
and Henryk Palus

1 Introduction

Segmentation of color image regions that contain skin pixels is a very important and

challenging task of modern image processing. The general objective of described

problem is to return the output image, whose every pixel was classified as either rep-

resenting skin or not [1, 2]. Such information can be then used in various applications

in computer vision [3, 4]. Important and interesting tasks, where skin segmentation is

required, are automatic face [5–7] or gesture detection [8–10]. Additionally, many of

the most effective filters of adult-only content are based on the information from the

segmented skin regions [11, 12]. Image coding using regions of interest as presented

in [13], is another very important example of the application of skin segmentation

algorithms.

The most common approach to skin detection problem is pixel-wise, color-based

classification [4]. In such methods each pixel is being classified independently from

its neighbours only on the basis of its color features [14, 15]. Such discrimination

between skin and non-skin pixels can be performed using skin color model repre-

sented either as a set of rules or thresholds or derived from used machine learning

algorithm [4]. However, it must be noted that basing solely on the color informa-

tion may not be sufficient for the task. It is a well known fact, that most popular

color spaces such as the RGB and HSV or perceptually uniform CIELab suffer from

many shortcomings (for more details see [16]). In order to improve the quality of

pixel-based skin detection many approaches have been proposed. Among these worth

mentioning are texture-based methods, adaptation techniques and spatial analysis. A

very detailed description of this techniques can be found in [4].

In this research a direct, pixel-based approach was chosen. The main purpose

was to evaluate the performance in this specific task of two very popular machine
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learning classifiers: Regularized Logistic Regression and Artificial Neural Network

with Regularization trained with Backpropagation [17]. The research focused mostly

on the aspect of model’s error evaluation and parameter tuning. Developing new

algorithms [18–21] and computer simulation [22] are classical means to achieve

progress of the technology.

2 Data Description

Data used in this research was ‘Skin Segmentation Dataset’ provided for the UCI

Machine Learning Repository [23]. The dataset consists of 50859 examples marked

as skin samples and 194198 non-skin samples. Available features are pixel’s values

in B, G and R channels, coded with 8 bits. The skin dataset was collected by ran-

dom sampling of these values from images of various gender, age and race groups

obtained from Color FERET Image Database and PAL Face Database from Produc-

tive Aging Laboratory.

All 245057 available examples were randomly divided into three subsets. The

training set was created by randomly selecting 60% of all skin samples and 60% of

samples from the other class. That way an original proportion between both classes

has been sustained. Analogously, the cross-validation and test sets were separated

from the remaining examples. Each of these consisted of 20% of all skin and non-

skin examples, sampled without repetition.

3 Description of Algorithms

3.1 Logistic Regression with Regularization

The goal of the regression is finding a set of parameters 𝛩 ∈ ℝn+1
(where n goes for

the number of features and additional dimensionality stems from the bias term) that

minimizes cost function presented in Eq. 1 [24]:

J(𝛩) = 1
M

M∑

i=1

(
h
𝛩
(x(i)) − y(i)

)2
(1)

where M is the total number of training examples, defined by input variables (fea-

tures) x ∈ ℝM×(n+1)
and output variables y ∈ ℝn+1

(labels). Because of the dimen-

sionality of a single example x(i) ∈ ℝn+1
the vectorized notation of the hypothesis

h
𝛩
(x(i)) can be written as follows (we assume that x0 = 1 for each example):

h
𝛩
(x(i)) = 𝛩0x0 + 𝛩1x1 +⋯ + 𝛩nxn = 𝛩

Tx(i) (2)
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For the binary classification task the preferred output of the hypothesis function

would be either 0 or 1. To enable that a slight modification of the hypothesis function

is required. For that a sigmoid (logistic) function is used. The improved hypothesis

is presented in Eq. 3:

h
𝛩
(x) = 1

1 + e−𝛩T x
(3)

In order to assign bigger penalization to predictions that differ highly from the

required output hypothesis h
𝛩
(x) should be additionally logarithmized. To avoid

problems with algorithm overfitting the training data the regularization of𝛩 parame-

ters (apart from bias-related 𝛩0) [24] was introduced in the form of 𝜆 multiplier. The

final form of the minimized cost function of the Regularized Logistic Regression

method used for the binary classification is presented in Eq. 4:

J(𝛩) = −
[ 1
M

M∑

i=1

(
y(i)log

(
h
𝛩
(x(i))

)
+ (1 − y(i))log

(
1 − h

𝛩
(x(i))

))]
(4)

Finding optimal parameters 𝛩 can be performed iteratively with the use of

gradient-based numerical optimization techniques such as Gradient Descent or Con-

jugate Gradient. For such methods to work the derivative of cost function with

respect to each parameter must be calculated and provided. However, it must be noted

that the 𝛩0 parameter should not be regularized. Therefore, the rule for upgrading

this parameter in iteration p + 1 presented in Eq. 5 does not take the regularization

term into account.

𝛩
(p+1)
0 = 𝛩

(p)
0 − 𝛼

1
M

M∑

i=1

(
h
𝛩
(x(i)) − y(i)

)
x(i)0 (5)

For other parameters 𝛩j, where j = {1, 2,… , n}, the formula for finding their

improved values in new iteration p + 1 using Gradeint Descent based method with

step 𝛼 is presented in Eq. 6:

𝛩
(p+1)
j = 𝛩

(p)
j − 𝛼

[ 1
M

M∑

i=1

(
h
𝛩
(x(i)) − y(i)

)
x(i)j + 𝜆

M
𝛩

(p)
j

]
(6)

3.2 Artificial Neural Network Model with Regularization

A typical Artificial Neural Network consists of structures known as layers [24].

Among them distinguished is the input layer and the output layer. Other ones are

remotely referred to as hidden layers. Each layer is constructed of basic calculation

units called neurons. If layer j has sj neurons and layer j + 1 has sj+1 units then the

weights of connections between neurons in particular layers 𝛩
(j) ∈ ℝsj+1×(sj+1). The
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process of Neural Network’s output calculation is known as the Forward Propaga-
tion where the vector of neuron’s activations in layer j a(j) ∈ ℝsj+1 (with added bias)

is being calculated as was presented in Eq. 7. In first, input layer we treat inputs as

activation, as in a(1) = x(i).

a(j+1) = g(𝛩(j)a(j)) (7)

In proposed model a sigmoid activation function g(𝛩, a)was used for each neuron

(Eq. 8).

g(𝛩, a) = 1
1 + e−𝛩(j)Ta(j)

(8)

The cost function minimized by the Artificial Neural Network with Regulariza-

tion of weights is presented in Eq. 9, where K stands for the number of classes, L is

the total number of layers in the network [24].

J(𝛩) = −
[ 1
M

M∑

i=1

K∑

k=1

(
y(i)k log

(
h
𝛩
(x(i))

)
k + (1 − y(i)k )log

(
1 − h

𝛩
(x(i))

))
k

]
+ Jreg(𝛩)

(9)

where Jreg(𝛩) is the regularization term (Eq. 10) [24].

Jreg(𝛩) = 𝜆

2M

L−1∑

l=1

sl∑

i=1

sl+1∑

j=1

(
𝛩

(l)
ji

)2
(10)

The most popular procedure of Artificial Neural Networks training is the Back-
propagation algorithm. The detailed description of the algorithm can be found in

[25].

4 Error Model Evaluation

Before the selection of the best parameters for the method it is important to properly

evaluate its error on training and cross-validation datasets. Such effort can help to

determine whether the model is capable of explaining the variance in the data prop-

erly without overfitting to the training examples. In this research, the base input of

classification algorithm’s consisted of three features related to each pixel’s (exam-

ple’s) value in one of the RGB color space channels. All features were scaled to the

range [0, 1]. The reason for that operation is the use of the Nonlinear Conjugate Gra-

dient based method for optimization of algorithms’ cost functions. Providing that

features are on the similar scale improves convergence of this method.



Pixel Classification for Skin Detection in Color Images 91

4.1 Learning Curves

In order to determine whether any of the proposed models struggles with high bias

or variance problem the adequate learning curves were calculated as the function of

classification error’s dependence on the number of samples. High bias errors on train-

ing and cross-validation sets would converge with the increase of samples provided

for training. However, at some point they will both set on a relatively high value. Such

behaviour indicates that examined model does not explain the classes sufficiently.

Models with high variance are characterized by low error achieved during classifi-

cation of training set and higher number of misclassified samples in cross-validation

set. The reason for that is the overfitting of the model to the training dataset. Formula

used for error calculation is presented in Eq. 11.

Jerr(𝜃) =
1
m

m∑

i=1
(h

𝜃
(x(i)) − y(i))2 (11)

Learning curves for both models are presented in Figs. 1 and 2. They were calcu-

lated on the basis of the performance of classifier trained on the increasing number

of m ≤ M samples. Because error of testing set classification was measured only on

m examples it tends to increase with m. The size of cross-validation dataset remained

unchanged during the whole testing.

The learning curves calculated for the Regularized Logistic Regression classifier

are presented in Fig. 1. It can be noted that the increase of training samples does not

reduce the classification error of cross-validation data. Additionally, both error func-

tions converge to a relatively high value. These characteristics are a clear indicators

that the model suffers from high bias problem. This means that it is not capable of

properly describing the classes present in the data.

Analysis of the curves presented in Fig. 2 shows that the Artificial Neural Network

model does not suffer from high bias or variance. After the sufficient number of

training samples is provided it can be observed that errors calculated on training and

cross-validation sets converge to common value. This proves that proposed model

generalizes well on the distinct features of the data. Additionally, low values of errors

acquired for higher numbers of samples indicate that it is able to properly explain

the differences between classes.

4.2 Tuning of Regularized Logistic Regression Model

Error analysis for Logistic Regression Model performed in the previous subsection

revealed that it suffers from high bias. The best solution of this problem would be

to add more features, that would help to better describe the data. In this research

an addition of some higher order polynomial features (up to third degree) was pro-

posed. Assuming that the feature vector for i-th example (with n features and unitary
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Fig. 1 Learning curve of

Regularized Logistic

Regression model (𝜆 = 0)

Fig. 2 Learning curve of

Artificial Neural Network

Model (𝜆 = 0)

bias x0) is of form x(i) = [x(i)0 x(i)1 … x(i)n ]T , then addition of higher order would mean

providing all the combination of features (except for bias) up to required order, i.e.

x1x2, x22, x1x2x3, x
2
3x1, etc. Presented in Fig. 3 are the learning curves calculated for the

extended set of features. Achieved results prove that the extension of feature vector is

the solution of high bias problem for this case. For the final tuning of the parameter

the best weight of the regularization term was selected.

Finally, an additional tuning of the regularization weight was applied. Basing on

the results presented in Fig. 4 𝜆 = 3 was chosen as the best regularization parameter

for the classification of testing data.
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Fig. 3 Learning curve of

Regularized Logistic

Regression model with

polynomial features of up to

third order (𝜆 = 0)

Fig. 4 Validation curve of

Regularized Logistic

Regression model presenting

influence of regularization

parameter 𝜆 on classification

error

4.3 Tuning of Artificial Neural Network Model

The Artificial Neural Network Model trained with Backpropagation did not exhibit

any signs of high bias or variance despite it being very basic with only one

hidden layer. In order to find the best number of neurons in hidden layer model’s

classification error was calculated for training and cross-validation datasets with reg-

ularization parameter 𝜆 = 1. Thanks to such high regularization weight, achieved

results were oriented mostly towards bias, not variance validation. Achieved valida-

tion curve is presented in Fig. 5.
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Fig. 5 Validation curve of

ANN presenting the

influence of hidden layer

neurons on classification

error (𝜆 = 1)

Fig. 6 Validation curve of

ANN (with 15 neurons in

hidden layer) presenting

influence of regularization

parameter 𝜆 on classification

error

According to achieved results the best number of hidden neurons is 15. For that

value the additional tuning was performed in order to select appropriate regulariza-

tion parameter 𝜆. Basing on the results presented in Fig. 6 𝜆 = 0.001 was chosen as

the best regularization parameter for the classification of testing data.
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5 Results

Both models with the best settings selected in Sect. 4 were used for the classification

of test data. However, it must be noted that after a careful evaluation of both model’s

errors it was determined that the Artificial Neural Network classifier proved to per-

form significantly better. For each model a confusion matrix was created on both

cross-validation and test dataset. Because in this case proportion between classes

is skewed evaluating algorithms only on the basis of their accuracy would not be

meaningful. Having that in mind, classifier’s precision, recall and specificity were

also calculated. Precision refers to a number of True Positive cases over all cases

classified as Positive (here as skin samples). To describe the ratio between True Pos-

itives and actual Positive examples, the Recall can be used. Specificity is the equiv-

alent of the Recall for the Negative class. In Table 1 presented are results achieved

for cross-validation and test sets for both proposed models.

Examination of the results achieved by the Artificial Neural Network model shows

that it’s performance on the testing and cross-validation datasets is nearly perfect.

Very high values of all used measures are the indicators that not only the accuracy

of the model is high, but also the general quality of classification. On the other hand,

the performance of the Logistic Regression is less stable. Although it achieved com-

parable accuracy and slightly higher recall, it is significantly less precise. The lacking

precision of skin segmentation algorithms is often listed as one of the most important

issues of pixel-based detectors.

To additionally test the performance of the Artificial Neural Network model it

was tested and visually examined on the real images that did not belong the ‘Skin

Segmentation Dataset’ provided for the UCI Machine Learning Repository. In Figs. 7

and 8 presented are results of segmentation of the images from PUT database. The

PUT face database [26] contains high resolution color face images of 100 people

acquired on a uniform background under controlled lighting conditions.

Analysis of the segmentation results proves the high quality of the developed clas-

sifier. The visual examination of the output image reveals that all the most important

information as well as some really deep details of the original image were captured,

thus providing a very satisfactory, precise and accurate skin segmentation result.

Table 1 Performance of both proposed classifiers evaluated on cross-validation and test data

Model Logistic regression Artificial Neural Network

Data CV Test CV Test

Accuracy 0.9849 0.9831 0.9990 0.9987

Precision 0.9321 0.9248 0.9967 0.9947

Recall 1.0000 1.0000 0.9987 0.9989

Specificity 0.9809 0.9787 0.9991 0.9986
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Fig. 7 Results of skin segmentation performed on real image: a original image, b manually seg-

mented ground truth image, c result of segmentation with Regularized Logistic Regression, d result

of segmentation with Artificial Neural Network

It must be noted that the algorithm allowed the occurrence of some False Positive

classification in the right side of the image. The most problematic regions of the

image are related to areas where hair connects with skin. Because color features

of this regions correspond belong to the developed skin model it is impossible to

avoid classifying them as Positive cases. However, such inaccuracies can be easily

removed with the use of some image postprocessing techniques mentioned in the

Sect. 1 of this paper. To furtherly evaluate a quality of the segmentation the Jaccard

similarity coefficient [27] was calculated for both images. The obtained values were

0.897 for Regularized Logistic Regression and 0.920 for Artificial Neural Network

model for the first image and respectively 0.943 and 0.948 for the second image. The

Jaccard index is a statistic commonly used for the evaluation of the similarity and

diversity of two sets. For a full similarity the Jaccard index would take the value of 1.

High values achieved for Artificial Neural Network classifier correspond with visual

evaluation of the results.
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Fig. 8 Results of skin segmentation performed on real image: a original image, b manually seg-

mented ground truth image, c result of segmentation with Regularized Logistic Regression, d result

of segmentation with Artificial Neural Network

6 Conclusions

In this paper the performance of two prominent classification algorithms was eval-

uated and compared in the task of skin pixel detection. It was proven that the

exploratory data analysis approach can produce some highly satisfying results with-

out the need of referring to some image specific methods, especially during low-level

processing.

Achieved results indicate that the Artificial Neural Network is capable of extract-

ing some hidden features and structures in the data. This can be best observed when

used classifiers are compared. The Regularized Logistic Regression’s performance

was poor until some additional features were created and provided as extra inputs to

the classifier. At the same time the Artificial Neural Network (with only one hidden

layer) performed significantly better using only basic features. This holds an impor-

tant advantage over approaches where features must be designed by the data scientist

during model creation. The reason for that is, that such automatic feature extraction

is not constrained by the invention of the designer.

The further improvements to the method can still be applied in order to achieve

even better results. An addition of different features derived from other known color

spaces could prove to be a valuable extension of the method. Additionally, some

advanced postprocessing like texture-based models, adaptation techniques and spa-

tial analysis could be introduced to the proposed algorithm.
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Part II
Design of Control Algorithms
for Unmanned Mobile Robots

Ensuring the safety is every day more closely related to the practical use of
unmanned mobile robots. They are commonly used wherever hidden action is
necessary or action is associated with a high probability of injury or significant
losses. Combat units and emergency services are equipped with all sorts of `̀ drones”
and robots for sapper operations. All these objects regardless of the degree of
autonomy and the type require increasingly sophisticated control systems. This
chapter is devoted to the development of control systems dedicated for unmanned
vehicles.

For example, the proposed set of articles can trace the whole spectrum of issues
related to the discussed topic. Ranging from control systems dedicated to the object
with a single drive after a multi-level microprocessor control systems designed for
UAV and solutions based on multi-agent environment.

Certainly it will be interesting to read the results of works that were devoted to
the practical implementation of the speed control algorithm designed for UAV type
SEPL. An important advantage of this study is to compare the results obtained in
computer simulations of the results obtained during the actual test flight of the
object.

Equally interesting are the considerations devoted to a modified method of
synthesis BLT control system designed to dampen noise in the control helicopter
UAVs. The authors focus on the lowest level of control that represents the various
stages of the method and the results they obtained synthesizing control of cruise
linear climb, and the angular velocity of the object around its axis. According to the
authors modified method BLT offers greater opportunities for tuning PI the tuning
process may take into account different requirements for the control system.

The works presented in the next article focuses on multi-level control system
using the fusion of data coming from the vision system and the navigation system
odometry. In order to increase the reaction rate of the experimental part of the
mobile robot control system functions was transferred to the onboard system, the
master system has been designed to solve global tasks.



Another article is devoted to the multi-agent environment, in which each agent
tries to reach individual target regardless of its definition and possible conflict with
another agent. The proposed method of finding a solution combines the advantages.
However, since the solution in the general case is incomplete, authors propose a
method to solve the problem by finding a plan by using multiple elements of
hierarchical game theory.

The last article is devoted to the very substantial issue of controlling a swarm of
unmanned objects. The main objectives and the implementation of a system for
prototyping of control algorithms swarm using a simulation environment was
presented. It has been shown that the use of a swarm of UAVs can effectively
accelerate tasks required to execute within the area. For instance imaging recon-
naissance could be executed through scattering of the main task into the partial
tasks performed by the individual objects in the swarm.
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Combining Data from Vision and Odometry
Systems for More Accurate Control
of Mobile Robot

Robert Bieda, Krzysztof Jaskot, Tomasz Łakota and Karol Jȩdrasiak

1 Introduction

Mobile mini-robots constitute an important equipment for research of control

algorithms. During last decade, many constructions for this purpose were devel-

oped. One of examples is the series of Khepera robots, which are widely used at

many universities in robotics courses. It is commercial product, with emphasis put

on high modularity [1]. Very different approach is presented in the work [2], where

the cheap, compact mobile robot is described. There are also many constructions

intended to be used in robo soccer competitions [3].

This paper describes control algorithms implemented in the experimental mobile

robot [4, 5]. It is assumed that general motion planning is performed by the master

control system, and only some basic tasks are realized by the robot itself. They are

mostly tasks, that use data from encoders, so by implementing them in the on-board

system, they can react much faster than it would be, if current encoder readings

was sent to the master system, and decision was taken there. Since most of tasks

need knowledge about robot position and/or orientation, the algorithms that allow to

estimate robot’s pose are also described here.

The overall structure of the system is presented in the Fig. 1. Each green block

denotes some algorithm. The arrows show direction of data flow between them. The

Table 1 shows the same structure in a form of stack (position estimation is not shown

there). Each layer is responsible for only one kind of tasks and has contact only with
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Fig. 1 A data flow between

control algorithms

implemented in the

controller

Table 1 The layered

structure of control

algorithms

Highest level Master control system

Level 3 Move by distance, rotate by

angle, go to point

Level 2 Acceleration limiter

Level 1 Wheel’s speed controller

(PID)

Level 0 (hardware) PWM (motors)

the layer immediately below it. The only exception is the master control system,

which is not a part of controller. This system can select freely the level which it

want to control by sending commands related to it. In such case, the higher layers

are deactivated until they are used by the master system. For example, when last exe-

cuted command is the one which sets the speed of wheels respecting the acceleration

control, then the topmost algorithms are not active, and the linear and angular speed

(vf and 𝜔f ) in the acceleration limiter are set according to the command. Since accel-

eration limiter is active in such case, it sets left and right wheel speed (vl, vr) in the

wheels’ speed controller. Another possibility is, for example, to set directly vl and vr
using proper command, so the acceleration limiter will be deactivated. Meaning of

the other symbols is as follows:

∙ Dl, Dr—a duty cycles of waveform which controls the motors

∙ 𝛥sl, 𝛥sr—increments of distance traveled by wheels, which is proportional to the

number of pulses generated by encoders

∙ (x, y, 𝜃)—estimation of current pose based on odometry

∙ (xm, ym)—estimation of current position based on vision system [6, 7]

∙ (x′, y′, 𝜃′)—estimation of current pose using both odometry and vision

∙ (xf , yf )—destination point

∙ 𝛥s—distance to move

∙ 𝛥𝛼—angle to rotate
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It should be mentioned here, that in case of extending the controller software with

new control algorithms (in the on-board system), the control level switching has to be

done manually using function ctrl_switch_level implemented in module controllers

[4]. Developing new algorithms [8–11] and computer simulation [12] are classical

means to achieve progress of the technology.

2 Odometry

As we want to be able to realize algorithms related to robot’s pose (like rotate by

angle, go to point), it is necessary to estimate robot’s position on the ground [13].

The information about it’s absolute position is obtained by a separate vision posi-

tioning system and received using wireless link, however it is not sufficient. Men-

tioned data is received with time delay of approximately 50 ms, and with frequency

not exceeding 30 Hz. It is too small for good reactive algorithm, so it is needed to

estimate robot’s current position using another source—the encoders. They provide

current information about distance traveled by each wheel, which can be easily used

to estimate successive changes of position and direction. The technique of estimating

of displacement basing on data from movement actuators is called odometry.

The odometry provides quite good estimation of position for short time inter-

vals. In longer intervals, however, it is much worse, since errors of estimations of

successive displacements cumulates. In [14] many causes of both systematic and

non-systematic errors were given. Generally, in odometry, systematic errors can be

caused by:

∙ Unequal wheel diameters.

∙ Average of actual wheel diameters differs from nominal wheel diameter.

∙ Actual wheelbase differs from nominal wheelbase.

∙ Misalignment of wheels.

∙ Finite encoder resolution.

∙ Finite encoder sampling rate.

The first point was experimentally checked to have negligible effect on over-

all error. The second one was minimized by calibrating experimentally coefficients

depending on wheel diameter. The wheelbase and misalignment problems do not

concern current two-wheeled differential drive. The finite resolution and sampling

rate probably influences results a bit. The sampling rate is 1000 Hz, and the encoders

gives us a resolution of approximately
1

28500
m ≈ 0.035mm.

The causes of non-systematic errors given in [14] are:

∙ Travel over uneven floors.

∙ Travel over unexpected objects on the floor.

∙ Wheel-slippage due to: slippery floors, overacceleration, fast turning (skidding),

external forces (interaction with external bodies), internal forces (castor wheels),

non-point wheel contact with the floor.
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Since robot is supposed to drive only on special, dedicated flat field, the first point

seems to have negligible meaning here. The second one also is not very important

(the field is uniform and no additional objects, except robots, should appear there).

Skidding and overacceleration (including overbraking) is potentially the most impor-

tant source of errors in odometry, so special control layer (acceleration control) is

present [15–17]. It is described in details in Sect. 5. The second important reason

of errors is interaction with external bodies. There are bands around the board and

other robots may be present there, so the collision may occur. It should be avoided by

higher level control algorithms, but it may happen, so it has to be taken into account,

that in such cases the odometry estimation will be not correct. When no skidding

or collisions happen, the main source of error is non-point wheel contact with the

ground. It is especially important during turning, because the during radius depend

on the distance between contact points [18]. It will be shown further, that this dis-

tance varies significantly during movement.

For differential drive, the equations describing displacement and direction are

quite simple. Denoting the distance between the contact points by D and increment

of travel distance of left and right wheels by 𝛥sl and 𝛥sr, the increment of robot’s

orientation 𝛥𝜃i can be computed as follows [14]:

𝛥𝜃i =
(𝛥sr − 𝛥sl)

D
(1)

and the increment of linear displacement 𝛥si is the average of distance traveled by

wheels:

𝛥si =
(𝛥sr − 𝛥sl)

2
(2)

Robot’s position can be updated as follows:

xi+1 = xi + 𝛥si cos
(
𝜃i +

𝛥𝜃i

2

)
(3)

yi+1 = yi + 𝛥si sin
(
𝜃i +

𝛥𝜃i

2

)
(4)

and the orientation can be updated simply by adding 𝛥𝜃i:

𝜃i+1 = 𝜃i + 𝛥𝜃i (5)

The values of 𝛥sl and 𝛥sr can be determined from encoders according to equations:

𝛥Sl∕r = cmNl∕r (6)

where Nl∕r is number of encoder pulses, and cm is a factor which tells how many

encoder pulses corresponds to one distance unit. It was experimentally obtained, that
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per one meter there are approximately 28,500 pulses. In the software however, the

distance unit is exactly 1 pulse, so cm = 1 in this case. That minimizes the rounding

errors.

The D parameter from Eq. (1) could be measured directly and converted to inter-

nal distance units, however wheels are approximately 6 mm wide (while distance

between their centers is 63 mm) and it is not obvious where the contact points exactly

are. Another approach—much better in this case—is to obtain it experimentally

using Eq. (1). In the experiment robot was moving in circles and values of 𝛥sr and

𝛥sl were measured for certain values of 𝛥𝜃i. In order to minimize errors, 𝛥𝜃i was

kept large. Several measurements were done for different turning radiuses, each for

10 full rotates (𝛥𝜃i = 10 ∗ 2𝜋). After these measurements we received an average

value of D = 819 pulses ≈ 0.0638 m. It can be observed, that the distance between

contact points varies. It may be an effect of small irregularities of the floor or tires,

so we cannot compensate it. Probably, this is a main source of errors during normal

movement (without collisions or skidding).

2.1 Results of Position Estimation

The trajectory estimation obtained from odometry was recorded and compared with

data from vision positioning system. The second one has also significant errors, but

they are not cumulative. The comparison is presented in the Fig. 2. It can be observed

that general shape of trajectory was preserved, but the deviation from real position

is increasing with time. This is what was expected.

Fig. 2 A comparison of

trajectory estimated by

odometry and from vision

positioning system
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3 Combining Data from both Positioning Systems

There are two sources which provide data about current position and orientation.

One is odometry, which was described in the Sect. 2. The second one is vision system

based on stationary camera mounted above the field where robots are [19–21]. On

the top of each robot there is a color mark which is then found in the image by

the software and sent to robot using wireless link. Some tests were done in order

to check the precision. The standard deviation of x and y coordinates, obtained in

several measurements, were in the range 2.1–3.4 mm and standard deviation of angle

was approximately 2.8
◦

(however maximal error was almost 8
◦
). The vision system

provides 30 fps with almost full CPU usage, so per frame delay is approximately

33 ms plus time needed to deliver the data to the robot. The odometry provides better

precision, much shorter delays and far greater sampling frequency, however because

the maximal error of estimation increases with time, it cannot be used as the only

positioning system. In the Table 2 both systems are compared. The final estimation

of pose is result of combining a data from both sources.

3.1 Implemented Solution

Since in small time intervals the odometry estimates position very well, it is used

as a primary positioning system. It is assumed, that is determines properly position

in some local coordinate system (LCS), which is translated and (then) rotated with

respect to the global coordinate system (GCS). Initially the translation and rotation

is given by the initial robot’s position and orientation in the GCS, but then these

values drifts because of growing estimation error. The relation between point in GCS

(denoted by p′) and point in odometry’s LCS (p), which is translated by pe and

rotated by 𝜃e can be expressed as follows:

p′ = Rp − pe (7)

Table 2 Comparison of the vision positioning system and the odometry

Feature delay Vision 40–100 ms Odometry 1 ms

Sampling frequency 30 Hz 1000 Hz

Precision of position changes Bad Very good

Precision of direction changes Very bad Very good

Precision of absolute position Good Bad

Precision of absolute direction Average Bad

Sliding, collisions immunity Yes No
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where:

p =
[

x
y

]
,p′ =

[
x′
y′
]
,pe =

[
xe
ye

]
(8)

and R is rotation matrix:

R =
[

cos(−𝜃e) −sin(−𝜃e)
sin(−𝜃e) cos(−𝜃e)

]
(9)

The idea is to use vision positioning system for estimation of pe and 𝜃e (changing

in time). The estimated current position at any moment can be obtained then using

(7). The values of pe and 𝜃e are obtained by fitting trajectory obtained from odometry

into data received from vision system using weighted least squares method.

The objective function to be minimized is weighted sum of squared euclidean

distances between points estimated by vision system and the ones estimated using

formula (7).

I =
n∑

i=1

(
wi

√
(x′i − xm,i)2 + (y′i − ym,i)2

)
(10)

where xm,i and ym,i denotes coordinates of robot’s positions from vision system at the

same time, when estimation done using formula (7) would result in x′i and y′i . If we

apply (7) to the Eq. (10), we obtain:

I =
∑n

i=1(wi(xi cos(−𝜃e) − yi sin(−𝜃e) − xe − xm,i)2)
+
∑n

i=1(wi(xi sin(−𝜃e) + yi cos(−𝜃e) − ye − ym,i)2)
(11)

At the minimum, the derivatives of I over xe, ye and 𝜃e should be 0.

𝜕I
xe

= 0, 𝜕I
ye

= 0, 𝜕I
𝜃e

= 0 (12)

The derivatives over xe, ye can be computed rather easily:

𝜕I
xe

=
∑n

i=1 −2wi(xicos(−𝜃e) − yisin(−𝜃e) − xe − xm,i)
= −2

(∑n
i=1 wi(xicos(−𝜃e) − yisin(−𝜃e) − xm,i)

)
+2

(∑n
i=1 wi

)
xe = 0

(13)

xe =
Sxcos(−𝜃e) − Sysin(−𝜃e) − Sxm

Sw
(14)
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𝜕I
ye

=
∑n

i=1 −2wi(xisin(−𝜃e) + yicos(−𝜃e) − ye − ym,i)
= −2

(∑n
i=1 wi(xisin(−𝜃e) + yicos(−𝜃e) − ym,i)

)
+2

(∑n
i=1 wi

)
ye = 0

(15)

ye =
Sxsin(−𝜃e) + Sycos(−𝜃e) − Sym

Sw
(16)

where:

Sx =
n∑

i=1
wixi, Sy =

n∑
i=1

wiyi (17)

Sxm =
n∑

i=1
wixm,i, Sym =

n∑
i=1

wiym,i (18)

Sw =
n∑

i=1
wi (19)

The estimations should be done successively when new data from the vision system

arrives. In such case the n is increased by one, and the new data is assigned to (xm,n,

ym,n). In order to decrease complexity of computations, the exponential weighting is

used, i.e. the weights are:

wi = 𝜆
−(tn−ti) for i = 1, 2,… , n (20)

where ti is time for which xi, yi, xm,i and ym,i were taken and 𝜆 > 1 is some constant.

That makes easy recursive computation of weights and weighted sums in conse-

quence:

wi−1 = wi𝜆
(ti−1−ti) for i = 1, 2,… , n (21)

It shows, that though weights depends on n, the ratios between them are constant.

The weight of the last sample can be obtained from Eq. (20) for i = n:

wn = 1 (22)

However when the new sample is added, and the ‘new’ n is greater by 1 than the

previous (let say np), the weight for the same sample will be equal now:

wnp
= wn−1 = 𝜆

tn−1−tn (23)

Therefore when the new sample arrives, the weight previously equal to 1 changes

to 𝜆
tn−1−tn . It leads to conclusion (together with the fact that ratios of weights are

constant), that every time when new sample arrives and n is increased, all weights

are multiplied by 𝜆
tn−1−tn .
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wi(tn) = wi(tn−1)𝜆tn−1−tn (24)

Therefore Sx from Eq. (17) can be transformed as follows:

Sx(tn) =
∑n

i=1 wi(tn)xi

= 𝜆
tn−1−tn

∑n−1
i=1 wi(tn−1)xi + xn

= 𝜆
tn−1−tn Sx(tn−1) + xn

(25)

Analogously Sy, Sxm, Sym, Sw can be transformed to:

Sy(tn) = 𝜆
tn−1−tn Sy(tn−1) + yn (26)

Sxm(tn) = 𝜆
tn−1−tn Sxm(tn−1) + xm,n (27)

Sym(tn) = 𝜆
tn−1−tn Sym(tn−1) + ym,n (28)

Sw(tn) = 𝜆
tn−1−tn Sw(tn−1) + 1 (29)

From the formulas above we can conclude, that every time when new sample is

added, all sums can be updated in constant time independent on n.

In order to compute the derivative of I over 𝜃e, the Eq. (10) has to be transformed.

After applying Eqs. (14) and (16), it can be written in the following form:

I =
n∑

i=1
(wiIc,i + 2sin(−𝜃)Isin,i + 2cos(−𝜃)Icos,i) (30)

where:

Ic,i = y2i + x2i + x2m,i + y2m,i

+
(

Sym

Sw

)2
+
(

Sy

Sw

)2
+
(

Sxm

Sw

)2
+
(

Sx

Sw

)2

−2
(

Sym

Sw
ym,i +

Sy

Sw
yi +

Sxm

Sw
xm,i +

Sx

Sw
xi

) (31)

Isin,i = −xiym,i + xm,iyi

− Sx

Sw

Sym

Sw
+ Sxm

Sw

Sy

Sw
+ Sx

Sw
ym,i

− Sxm

Sw
yi −

Sy

Sw
xm,i +

Sym

Sw
xi

(32)

Icos,i = −yiym,i − xixm,i

− Sy

Sw

Sym

Sw
− Sx

Sw

Sxm

Sw
+ Sy

Sw
ym,i

+ Sym

Sw
yi +

Sx

Sw
xm,i +

Sxm

Sw
xi

(33)
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When we substitute as follows:

Sc =
n∑

i=1
(wiIc,i) (34)

Ssin =
n∑

i=1
(wiIsin,i) (35)

Scos =
n∑

i=1
(wiIcos,i) (36)

Equation (30) can be written as:

I = Sc + 2sin(−𝜃e)Ssin + 2cos(−𝜃e)Scos (37)

which can be differentiated easily:

𝜕I
𝜃e

= −2cos(−𝜃e)Ssin + 2sin(−𝜃e)Scos (38)

Then,
𝜕I
𝜃e

= 0 we obtain:

−2cos(−𝜃e)Ssin + 2sin(−𝜃e)Scos = 0
tan(−𝜃e) =

Ssin

Scos

(39)

The Ssin and Scos can be expressed as below when (32) and (33) is applied to (35)

and (36):

Ssin = −Sxym + Syxm +
SxSym

Sw
−

SxmSy

Sw
(40)

Scos = −Syym + Sxxm +
SySym

Sw
+

SxSxm

Sw
(41)

where:

Sxym(tn) = 𝜆
tn−1−tn Sxym(tn−1) + xnym,n (42)

Syxm(tn) = 𝜆
tn−1−tn Syxm(tn−1) + ynxm,n (43)

Sxxm(tn) = 𝜆
tn−1−tn Sxxm(tn−1) + xnxm,n (44)

Syym(tn) = 𝜆
tn−1−tn Syym(tn−1) + ynym,n (45)
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There are two values of 𝜃e in the range (−𝜋, 𝜋) that fulfills (39). One will give the

maximal, and the second—the minimal value of performance index. To distinguish

them, the second derivative can be computed:

𝜕
2I
𝜃
2
e

= −2sin(−𝜃e)Ssin − 2cos(−𝜃e)Scos (46)

Assuming cos(−𝜃e) ≠ 0, the following conversion can be made ((39) is applied)

𝜕
2I
𝜃
2
e
= −2 Scos

cos(−𝜃e)

(
sin(−𝜃e)cos(−𝜃e)

Ssin

Scos
+ cos2(−𝜃e)

)
= −2cos Scos

cos(−𝜃e)

(
sin(−𝜃e)cos(−𝜃e)

sin(−𝜃e)
cos(−𝜃e)

+ cos2(−𝜃e)
)

= −2 Scos

cos(−𝜃e)

(47)

Since at minimum the second derivative is positive, we have:

𝜕
2I
𝜃
2
e

= −2
Scos

cos(−𝜃e)
> 0 (48)

If cos(−𝜃e) = 0, another transformation, similar to (47), can be done:

𝜕
2I
𝜃
2
e

= −2
Ssin

sin(−𝜃e)
> 0 (49)

Therefore cos(−𝜃e) must have the opposite sign to Scos (assuming cos(−𝜃e) ≠ 0) and

sin(−𝜃e) must have the opposite sign than Ssin (assuming sin(−𝜃e) ≠ 0). This leads

to conclusion, that the performance index will be minimal for:

− 𝜃e =

⎧⎪⎪⎨⎪⎪⎩

atan( Ssin

Scos
) for Scos < 0

atan( Ssin

Scos
) + 𝜋 for Scos > 0

+ 𝜋

2
for Scos = 0, Ssin < 0

− 𝜋

2
for Scos = 0, Ssin > 0

(50)

When both Scos = 0 and Ssin = 0 the result is undefined. It may occur for example if

all xm and all ym are equal (we have no trajectory to fit).

The algorithm realized when new packet from vision system arrives is simple

(Algorithm 1). Then, current position can be estimated using (7).

4 Wheels’ Speed Controller

The most basic thing that must be done on the robot board is setting desired revolu-

tion speed of the wheels. Whatever higher-level algorithms we want to implement,
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Algorithm 1 Position estimation algorithm.

Step 1. Set xm,n and ym,n to the received coordinates and tn to the time when frame was acquired

from camera.

Step 2. Set xn and yn to the coordinates obtained from odometry at time tn (the past values of

coordinates are buffered, so they are available now).

Step 3. Update Sx, Sy, Smx, Smy, Sxym, Syxm, Sxxm and Syym according to (25)–(29) and (42)–(45).

Step 4. Compute 𝜃e using (50).

Step 5. Compute xe and ye according to (14) and (16).

it would be much easier if they can just set the speed of wheels (and hope this speed

will be reached quickly and preserved) instead of operating on motors directly. In all

further part of this work instead of revolution speed, rather the linear speed of points

on a perimeter of the wheel will be used, and the term ‘wheel’s speed’ will refer to

it. This is equivalent to the distance traveled in time unit by the wheel. Symbols vl
and vr are used for the left and right wheel in the same meaning. Each motor-wheel

system is controlled separately on this level. This is a classical regulation problem.

There is one input for the system (PWM duty cycle), one output (encoder reading)

and a reference value (desired speed). For this task the PID controller is used. PID is

very popular type of controller, because it can be used effectively without knowledge

of model of the system. It is widely discussed in many publications (e.g. [22–24]).

Since nonzero input value is needed to hold the output (speed) at the setpoint, the

integral part is necessary, so at least PI controller would be needed in this case. The

derivative part is added in order to improve performance.

The most common form of the PID controller equation in the time domain is as

follows:

u(t) = K
⎛⎜⎜⎝
e(t) + 1

Ti

t

∫
0

e(𝜏)D𝜏 + Td
de(t)

dt

⎞⎟⎟⎠
(51)

where u(t) is input of the system (output of the controller), e(t) is a difference between

setpoint and output at time t, and K, Ti, Td are the constants. The constants in such

a form has a physical meaning, so it is easier to choose them properly (tune the

controller). For the computational purposes, however, a bit different form is better:

u(t) = Kpe(t) + Ki

t

∫
0

e(𝜏)D𝜏 + Kd
de(t)

dt
(52)

where:

Kp = K, Ki =
K
Ti
, Kd = KTd (53)

In order to implement the PID in the microcontroller, we have to discretize it. The

Eq. (52) can be written in the discrete form:
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u(nh) = Kpe(nh) + Kih
∑n

k=0 e(kh)
+Kd

1
h
(e(nh) − e(nh − h)) (54)

where h is a sampling time. The control signal u can take both positive and negative

values. For negative values the reversed polarization is applied to motors, and the

PWM duty cycle is set to the absolute value of u.

However a straightforward implementation of a controller from (54) would give

poor result. Since many other algorithms depend on this controller it is important to

take care of it’s performance. In the [24] there are several things mentioned to take

into consideration when designing the PID controller. The most important in this

case are: noise filtering [25], windup, tuning, computer implementation.

4.1 Noise Filtering

The noise may have significant influence especially on the differential part [26]. In

the Fig. 3 sample measured signal is presented (the ‘not filtered’ one). It is visi-

ble, that there is a high noise due to low resolution of measured signal. Such noise

would make the differential part totally useless, since the difference between errors

in successive steps is nearly independent of general trend of the signal. Moreover, the

proportional part would also introduce some oscillations in case of such disturbed

signal. It is necessary, therefore, to average signal in time in order to filter out the

high frequency components. Two methods of averaging were tried:

∙ SimpleMovingAverage (SMA). The value of filtered signal is equal to arithmetic

mean of previous n samples:

e′(nh) = 1
n

n−1∑
i=0

e((n − i)h) (55)

It can be computed quickly, but the buffer of the length proportional to n must be

hold in the memory.

∙ Exponential Moving Average (EMA). It behaves like first order lag. The cur-

rent value of filtered signal depends on all previous samples, but weights decrease

exponentially. It has a great advantage, that it can be implemented easily and com-

puted quickly with no additional buffer. The recursive equation for EMA has a

form:

y′(nh) = ae(nh) + (1 − a)e(nh − h) (56)

where a is a ‘smoothing factor’ between 0 and 1. The smaller it is, the smoother

the filtered signal will be.

In the Fig. 3 both methods are compared. It can be observed, that EMA introduces

much greater delay, however it can be extended (by decreasing a) without need of
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Fig. 3 An effect of several

averaging filters

usage additional memory (unlike SMA) but it is possible to make it smoother. The

best filtering method was chosen during PID tuning.

4.2 Windup Protection

Since the control signal range is limited (like in other physical devices), the windup

phenomena must be considered. In this controller, simple approach was used—the

integral is limited to such value that causes maximal control value for error and

derivative equal to 0. Therefore:

umax = Kp ⋅ 0 + KihImax + Kd ⋅ 0 (57)

Imax =
umax

Kih
(58)

where umax is a maximal absolute value of the control signal.

Therefore Eq. (54) takes the following form:

u(nh) = Kpe(nh) + KihI(n) + Kd
1
h
(e′(nh) − e′(nh − h)) (59)

where:

I(n) =
⎧⎪⎨⎪⎩

Imax for I(n − 1) + e(nh) > Imax

−Imax for I(n − 1) + e(nh) < −Imax

I(n − 1) + e(nh) otherwise
(60)

with Imax defined by (58).
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5 Acceleration Control

When wheels start rotating, robot moves because of frictional force between the

wheel and the ground. This force, however, is limited to some value and if it is

exceeded, the robot starts sliding [27]. As long as resultant force of interaction

between ground and robot on each wheel is less than this value, we can assume

that robot moves according to odometry Eqs. (1)–(5). Therefore, it is very important

to ensure, that the maximal friction force is not exceeded, since odometry is critical

for other algorithms [28].

The resultant force acting on each wheel of robot during motion with both linear

and angular acceleration can be composed from the following: centripetal force ⃖⃖⃖⃗Fc
which deflects the trajectory, the accelerating force ⃖⃖⃖⃖⃖⃗Flin which gives the linear accel-

eration to the robot, and torque 𝜏 which gives angular acceleration to the robot. They

are presented in the Fig. 4. The forces can be expressed using the following equations

[29]:

|⃖⃖⃖⃗Fc| = mv2
r

= m𝜔v = m𝜔
2r (61)

⃖⃖⃖⃗Fc = m ⃖⃗a (62)

𝜏 = J ⃖⃗𝜀 (63)

where: ⃖⃗a is linear acceleration, ⃖⃗𝜀 is angular acceleration, r⃗ is current turning radius,

𝜔 is current angular speed, v is current linear speed, J is robots moment of inertia. In

practice, all the forces mentioned above must result from interaction force between

wheels and the ground. Figure 5 shows them denoted as ⃖⃖⃖⃗Fr and ⃖⃖⃗Fl together with their

decomposition into components perpendicular ( ⃖⃖⃖⃖⃗Frx and ⃖⃖⃖⃖⃗Flx) and parallel ( ⃖⃖⃖⃖⃗Frx and ⃖⃖⃖⃖⃗Flx)

to direction of motion. Comparing forces in Figs. 4 and 5 we can write the following

equations (only magnitude is taken into account, since compared forces has the same

direction):

Fig. 4 The forces that acts

on robot during acceleration
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Fig. 5 The forces that acts

on each wheel

𝜏 = D
2

Fry −
D
2

Fly (64)

Flin = Fry + Fly (65)

Fp = Frx + Flx (66)

From (64) and (65) the following equations can be obtained:

Fry =
Flin

2
+ 𝜏

D
(67)

Fly =
Flin

2
− 𝜏

D
(68)

Since the wheels are identical and the robot is symmetrical, we can assume that

centripetal force is decomposed equally between both wheels.

Frx = Flx (69)

therefore

Frx = Flx =
1
2

Fp (70)

Substituting (61), (62), (63) into (67), (68) and (70) we obtain:

Fry =
m
2

a + J
D
𝜀 (71)

Fly =
m
2

a − J
D
𝜀 (72)

Frx = Flx =
m
2

v𝜔 (73)
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The resultant forces acting on each wheel can be expressed in a following way:

F2
r = F2

rx + F2
ry (74)

F2
l = F2

lx + F2
ly (75)

therefore:

F2
r =

(m
2

v𝜔
)2

+
(m
2

a + J
D
𝜀

)2
(76)

F2
l =

(m
2

v𝜔
)2

+
(m
2

a − J
D
𝜀

)2
(77)

As it was said earlier, both forces must not exceed the maximal value of friction

force, which is given by the following equation [29]:

Fmax = N𝜇 (78)

where N is magnitude of normal force and 𝜇 is coefficient of static friction. In this

work it is assumed, that weight is distributed equally between both wheels, and the

normal force for each of them is equal to the half of weight. It is not always true, even

if mass distribution in the robot is symmetrical, since the centrifugal force unweight

the inner wheel at the cost of outer wheel’s. However assuming that center of mass

is located at low height and centrifugal acceleration is small with respect to gravita-

tional acceleration, the inaccuracy will also be small. Therefore (78) takes the form:

Fmax =
1
2

mg𝜇 (79)

where m is robot’s mass and g is acceleration due to gravity. Therefore if we substitute

(76), (77) and (79) to:

Fr ≤ Fmax (80)

Fl ≤ Fmax (81)

we have: (m
2

v𝜔
)2

+
(m
2

a + J
D
𝜀

)2
≤

(1
2

mg𝜇
)2

(82)

(m
2

v𝜔
)2

+
(m
2

a − J
D
𝜀

)2
≤

(1
2

mg𝜇
)2

(83)

which is equivalent to:

(v𝜔)2 + (a + k𝜀)2 ≤ (amax)2 (84)

(v𝜔)2 − (a + k𝜀)2 ≤ (amax)2 (85)
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where:

amax = g𝜇 (86)

k = 2J
dm

(87)

and finally:

|a| + |k𝜀| ≤ √
a2

max − (v𝜔)2 (88)

The amax was obtained experimentally for 𝜔 = 0 and 𝜀 = 0 by applying different val-

ues of acceleration a in order to check what is the greatest one for which no sliding

is observed (in several successive trials). Then k was obtained by setting v = 0 and

finding maximal value of angular acceleration (𝜀max) in the similar way like previ-

ously. Then k was calculated according to transformed form of (88) for v = 0 and

a = 0:

k =
amax

𝜀max
(89)

The amax used in the software was lowered by 50% with respect to obtained value

since the coefficient of friction may vary depending on many conditions and we want

to minimize the risk of any sliding.

5.1 Acceleration Limiting

The input of the acceleration limiting controller are current and desired linear and

angular speeds (vc, 𝜔c, vf , 𝜔f ). The output should be linear and angular acceleration

values (a and 𝜔) that satisfies the Eq. (88) and that leads finally to desired speeds.

This can be, however, achieved in many ways. The problem can be formulated as

finding trajectory from (𝜔c, vc) to (𝜔f , vf ) under constraint (88).

Several problems have to be considered in order to make the solution universal.

The first problem is that when v𝜔 product increases, the right hand side of (88)

decreases (eventually to 0) which limits the possible value of a and𝜔. For this reason,

the following limitation is held in the implemented solution:

v𝜔 ≤
√
2amax (90)

This constraint limits area of allowed (𝜔, v) pairs and introduces a forbidden region

for them. The question arises what to do if desired point (𝜔f , vf ) lays in the forbidden

region, which may put the acceleration control algorithm into confusion. The best

action which can be taken depends on the overall aim of control algorithm, which

is not known at this level. For this reason the decision is left to the higher level

algorithm. One of three policies may be selected (see Fig. 6):
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Fig. 6 Possible solutions

when desired speeds are in

forbidden region. The ‘set v’

policy is denoted by green
point, the blue one denotes

‘set 𝜔’ and the orange one is

for ‘set radius’

∙ Set v—vf is unchanged, but the 𝜔f is modified in order to fit into allowed region.

∙ Set 𝜔—analogously, but 𝜔f is unchanged an the vf is modified.

∙ Set radius—both 𝜔f and vf are modified, but their ratio (which defines turning

radius) is left unchanged.

The second thing to consider is choosing the trajectory as mentioned above. The

basic possibilities are achieving angular speed first and then linear (‘angular first’)

or in the reverse order (‘linear first’). Another approach is going along the shortest

path in the 𝜔, v space (which does not mean the shortest in time), let’s call it ‘shortest

path’. A bit more complicated case is reaching proper turning radius first and then

increase speed proportionally, holding this radius (‘radius first’). As it will be shown

later, the turning radius is dependent on the ratio
v
𝜔

, so in this case the line connecting

origin with (vf , 𝜔f ) point should be reached. In the Fig. 7 trajectories obtained with

these methods are shown. All these solutions have, however, a serious drawback—

they behaves poorly under fast changes of desired values before they are reached.

Unfortunately, it can be a common case, when some higher level algorithm changes

Fig. 7 Trajectories in

angular-linear speed space

obtained for different

acceleration limiting

controllers
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decision often, and it should be handled properly by the controller. For example when

desired angular speed jumps frequently from great positive to negative value while

desired linear speed is still a bit greater than the current, all mentioned solutions,

except ‘linear first’, will spent most of time changing the angular speed back and

forth, while the linear speed is almost or totally unaffected. The implemented solu-

tion is resistant to such conditions. The main idea is simple—the ratios
|j𝜀|

|j𝜀|+|a| and

|a|
|j𝜀|+|a| are ensured to be not less than some assumed constants as long as both desired

linear and angular speed is not reached:

|a| ≥ 𝜌(|j𝜀| + |a|) (91)

|j𝜀| ≥ (1 − 𝜌)(|j𝜀| + |a|) (92)

After current accelerations are obtained, the setpoint of wheel’s speed controller

must be set to the proper value. The exact implementation of the acceleration con-

troller checks the current and desired speeds, determines angular and linear accelera-

tions and then computes new value of wheel’s speeds. Since there is no need to com-

pute it more frequently than it is sampled by the wheel’s speed controller (1 kHz),

then acceleration controller’s job is done with the same frequency. The following

formulas are used:

v(t + h) = v(t) + 𝛥v (93)

𝜔(t + h) = 𝜔(t) + 𝛥𝜔 (94)

𝛥v = ha (95)

𝛥𝜔 = h𝜀 (96)

where h is sampling period. In the implementation, however, rather than angular

speed 𝜔 another variable is used—the differential speed between right wheel and

robot’s center denoted by p. The relation between p and 𝜔 can be obtained easily.

The angular speed is by definition [29]:

𝜔 = d𝛼
dt

(97)

where d𝛼 is angle increment, which is equal to the length of the arc traveled by the

right wheel sr divided by the radius of this arc, which is equal in this case to half of

distance between contact points D.

d𝛼 =
dsr
1
2
D

(98)
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Fig. 8 The rotation of robot

in time dt

On the other hand, the dsr can be easily computed as follows (see Fig. 8):

dsr = p ⋅ dt (99)

We have therefore:

𝜔 =
2p
D

(100)

The (94) and (96) become then:

p(t + h) = p(t) = 𝛥p (101)

𝛥p = h2𝜀
D

(102)

Since rather 𝛥v and 𝛥p are obtained instead of a and 𝜀, the constraint given by

Eq. (88) was transformed into the following form:

|𝛥v| + |1
j
𝛥p| ≤ h

√
a2

max − (v𝜔)2 (103)

where j = 1
kD

. Then the algorithm is as follows—Algorithm 2.

The point of intersection can be obtained from the following system of equations:

{
𝜎vj𝛥v + 𝜎p𝛥p = h

√
2amaxj

𝜎vpv ⋅ p ⋅ 2
D
=
√
2amax

(104)

where 𝜎v and 𝜎p and 𝜎vp are defined as follows:
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𝜎v =
{

+1 vf > vc
−1 vf < vc

(105)

𝜎p =
{

+1 pf > pc
−1 pf < pc

(106)

𝜎vp =
{

+1 vp > 0
−1 vp < 0 (107)

These equations can be written in the following form:

{
𝜎vj𝛥v + 𝜎pp = C1
𝜎vpv ⋅ p = C2

(108)

where:

C1 =
√
2amaxj − 𝜎vjvc − 𝜎ppc (109)

C2 =
D
2

√
2amax (110)

That leads to the following quadratic equation:

𝜎pp2 − C1p +
𝜎v

𝜎z
jC2 = 0 (111)

So the value of points of intersection (p, v) can be computed as follows:

Algorithm 2 Possible solutions algorithm.

Step 1. Compute A = h
√

a2
max − (v𝜔)2 which denotes the maximal 𝛥v if 𝛥p = 0.

Step 2. Compute 𝛥mv = 𝜌A and 𝛥mp = j(1 − 𝜌)A which denotes (respectively) minimal linear and

angular speed increase under the condition that both speeds does not reach the desired value yet.

Step 3. If both |vf − v(t)| ≤ 𝛥mv and |pf − p(t)| ≤ 𝛥mp then assume 𝛥v = vf − v(t) and 𝛥p = pf −
p(t).
Step 4. Else, if |vf − v(t)| ≤ 𝛥mv then set 𝛥v = vf − v(t) and 𝛥p = j(A − 𝛥v).

Step 5. Else, if |pf − p(t)| ≤ 𝛥mp then set 𝛥p = pf − p(t) and 𝛥v = A − 𝛥p
j

.

Step 6. Else, assume 𝛥v = 𝛥mv and 𝛥p = 𝛥mp.

Step 7. If (v(t) + 𝛥v) ⋅ (p(t) + 𝛥p) ⋅ 2
D
<

√
2amax (new speeds would not lie in forbidden region)

then set new speeds according to (93) and (101).

Step 8. In other case set (v(t + h), p(t + h) to intersection of the hyperbola given by v ⋅ p ⋅ 2
D
=√

2amax and one of the lines given by |𝛥v| + | 1
j
𝛥p| = h

√
2amax.
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⎧⎪⎨⎪⎩
p = 1

2𝜎p

(
C1 ±

√
C2
1 − 4 𝜎v𝜎p

𝜎vp
jC2

)

v = C1−𝜎pp
𝜎vj

(112)

When new values of v and p are computed, the left and right wheel speed can be

obtained as follows:

vr = v + p (113)

vl = v − p (114)

and they are passed to the lower control layer (wheel’s speed controller).

5.2 Turning Radius Control

The interface of acceleration controller allows to set vf and pf directly, or indirectly

by giving vf and arctangent of inverse of turning radius (atan 1
r
). The reason of usage

arctangent rather than r itself is to be able to serve whole range of radiuses including

∞ (which mean no turning). The arctangent of
1
r

was used instead of arctangent of

r, since we need to distinguish 0+ and 0− which mean right or left rotating around

own axis, while distinction between +∞ and −∞ is not important (there is only one

way of rectilinear motion). The function that was used maps both +∞ and −∞ to the

same value (0) while 0+ and 0− are mapped respectively to + 𝜋

2
and − 𝜋

2
. The value

of pf can be obtained from transformed form of (100):

p = D
2
𝜔 (115)

This formula was obtained for the coordinate system with origin at center of robot,

but not rotating together with it, so 𝜔 will be the same as in global coordinate system

bound with the ground. In such case, a value of 𝜔 can be computed as follows:

𝜔 = v
r

(116)

We have then:

p = vD
2
1
r

(117)

Therefore for constant turning radius, the differential speed p (as well as angular

speed 𝜔) is proportional to linear speed v. It can be expressed as follows:

p = vft(r) (118)
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where ft(r) is turning factor:

ft(r) =
D
2
1
r

(119)

Denoting 𝛾 = atan( 1
r
) (which is in fact passed to controller) we have:

ft(𝛾) =
D
2

tan(𝛾) (120)

The linear speed can be set using command speed. Depending on which kind of turn-

ing control is preferred (turning radius or differential speed), radius or turn command

can be used.

6 Rotation by Given Angle

One of the highest-level algorithms implemented in the controller is rotating by given

angle. When desired orientation is reached, the robot must stop rotating. Taking into

account limited angular acceleration, the task is not trivial. The idea is to compute

in each step such angular speed, that will make able to stop the robot before it cross

the target angle. The main constraint is limited deceleration. First, we calculate the

angle by which robot will rotate if it start decelerating immediately. From [29] we

know:

𝛼(t) =
∫

𝜔(t)dt =
∫ ∫

𝜀(t)dtdt (121)

Assuming constant angular acceleration/deceleration it can be written in the follow-

ing form:

𝛥𝛼 = 𝜔0𝛥t +
𝜀max𝛥t2

2
(122)

where 𝛥𝛼 is the angle by which robot rotates in time 𝛥t if initial angular speed is 𝜔0
and angular acceleration is 𝜀 in whole interval. We assume 𝜔0 > 0 and 𝛥𝛼 ≥ 0. In

such case, if from now the robot decelerates as quickly as possible, we can substitute

𝜀 = −𝜀max, so we have:

𝛥𝛼 = 𝜔0𝛥t −
𝜀max𝛥t2

2
(123)

We want the robot to stop after whole operation, so the final angular speed is 0:

𝜔0 − 𝛥t𝜀max = 0 (124)

From this, the time needed to stop can be obtained:



Combining Data from Vision and Odometry Systems . . . 127

Fig. 9 Values registered

during rotation by 90
◦

𝛥t =
𝜔0
𝜀max

(125)

So if robot start braking now, it will stop after rotation by:

𝛥𝛼 =
2𝜔2

0 − 𝜔
2
0

2𝜀max
=

𝜔
2
0

2𝜀max
(126)

Transforming the above equation, the unknown 𝜔0 can be obtained:

𝜔0(t) =
√
2𝛥𝛼(t)𝜀max (127)

Therefore formula (127) allows to compute what angular speed the robot should

have in order to stop exactly after rotation by 𝛥𝛼 assuming constant deceleration

𝜀max. The implemented solution simply compute it periodically (with the same fre-

quency as other algorithms work—1 kHz) for the remaining angle, and set it as a

desired angular speed to the acceleration controller. If the angular speed is lower at

the beginning, the acceleration controller causes that it changes smoothly up to 𝜔0.

Then, the robot decelerates since 𝜔0 decreases with time (because of decreasing 𝛥𝛼).

The experimental results are shown in the Fig. 9. The 𝜔0 is called ‘set ang. speed’,

and the ‘current ang. speed’ is an output from acceleration controller. A small over-

shot is an effect of non-perfectly tuned wheel’s speed controller. There is one more

thing which should be considered, however. It must be decided what value of 𝜀max
will be optimal. As it was mentioned in Sect. 5, the maximal angular acceleration

(and deceleration) depends on 𝜔v product. Moreover, if desired linear speed is not

the same as current, only some part of total acceleration of each wheel will result

from angular acceleration of the robot (the rest will be for linear acceleration). There

is, however, some guaranteed minimal value of angular acceleration/deceleration,

which results from limitation of 𝜔v (inequality (90)) and for the ratio of angular
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acceleration to total maximal acceleration (92). That gives the ‘safe’ deceleration,

which is guaranteed independently of any conditions, which can be calculated as

follows:

𝜀safe = j(1 − 𝜌) ⋅
√
2amax (128)

On the other hand, when robot is only rotating, and both linear acceleration and speed

is equal to zero, we can assume much greater deceleration:

𝜀rotateonly = j ⋅ amax (129)

Both versions were implemented. The second one is intended to be used when only

rotation is performed and allow much faster operation. The first one is guaranteed to

work even if robot is moving with linear speed and/or accelerating linearly, but even

when robot is not moving it takes longer to complete rotation.

7 Moving by Given Distance

There is also a similar algorithm to the previous, which allows to move robot forward

or backward exactly by a given distance. The distance is measured on the real trajec-

tory, so if robot is turning simultaneously the length of curve is taken into account

(rather than displacement). The problem analysis and implemented solution is anal-

ogous to rotating by angle. The equation for current speed takes the form:

v0(t) =
√
2𝛥s(t)am (130)

where 𝛥s is the distance left to travel.

Also in this case there are two versions of the command: one ‘safe’ which works

properly even when robot is turning at the same time, and one which works faster,

but assumes angular speed equal to zero. The experimental results obtained during

operation of this algorithm are presented in the Fig. 10. It can be observed, that it

behaves very similarly to the previous presented (Fig. 9) but it takes much more time

to move by one meter than to rotate by 90
◦

(2 s vs. 300 ms).

8 Reaching Given Destination Point

The last algorithm presented in this work makes the robot go to given position and

stop there. The goal is to do it relatively quickly and smoothly, even if robot has some

initial speed in wrong direction. Therefore the simple algorithm which just stops the

robot, rotate it in the direction of destination and then move straight by proper dis-

tance would not fulfill the requirements. The algorithm should rather control current
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Fig. 10 Values registered

during moving by 1 m

forward

Fig. 11 The robot going to

point Pdest

linear and angular speed in such a way, that robot turns smoothly in the direction of

target point and slows down only if it is necessary. The implemented solution use

simultaneously two algorithms described earlier (rotate by angle, move by distance)

in their ‘safe’. In the acceleration controller the ‘set 𝜔’ policy is chosen (see Fig. 6),

since rotation in direction of target point has a priority (there is no reason to move

quickly forward if robot is not rotated properly). Moreover, when the absolute value

of the angle at which robot ‘see’ the destination (𝜑 in the Fig. 11) is greater than 90
◦
,

the ‘move by distance’ algorithm is deactivated and desired linear speed is set to 0.

In such case robot decelerates until 90
◦
) threshold is crossed. Then both algorithms

become active again. The values passed to them (distance and angle) are computed

periodically with the 1kHz frequency. The distance by which robot should move is

set always to the distance between robot and the destination (r in the Fig. 11). Unless

𝜑 = 0, this is not real length of trajectory that will be traveled before reaching the

point, but taking into account that 𝜑 must become 0 finally, this estimation is conver-

gent to proper value. It should be noticed, that the value passed to ‘move by’ it never

greater than real distance that will be traveled, which ensures that robot will have

enough time for braking. The only negative effect is that the time of whole operation

may not be as short at it could be if the distance was estimated more precisely.

In the Fig. 12 the exemplary trajectory is presented. This shows that algorithm

works properly, also in the case when initial speed is non zero. This is also evidence

that ‘move by’ and ‘rotate by’ algorithms can be used effectively (Fig. 13).
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Fig. 12 Trajectory registered for going to point algorithm. Motion from the upper left to the bottom
position was interrupted by new target (upper right)

Fig. 13 Values registered during motion shown in the Fig. 12

9 Conclusions

The final version of the controller mets all requirements that were stated. It provides

a reliable platform for development of distributed control system. Most commonly

used actions are already implemented, and proved to work properly, fully taking the
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advantage of the robot’s capabilities. Moreover, there is a reserve of computational

power that allows implementing some other, more specialized algorithms on board.

Speaking more precisely, the following goals were reached. Wheel speed controller

sets properly desired speed. Acceleration limiter fulfill it‘s role, allowing to achieve

great speed without skidding.

Desired values of linear and angular speed can be changed freely and the con-

troller behaves properly in any conditions. Robot can rotate by given angle with pre-

cision better than 1
◦
. Robot can move forward backward by given distance and stop

with precision better than 2 mm. Robot can reach any destination point and stop in

distance less than 5 mm from it. It works properly for any initial conditions in rea-

sonable time. The MCU based on the ARM core that was applied provides enough

computational power for implementation of nontrivial algorithms with high sam-

pling rates [30]. Generally, everything works properly, however the following things

could be improved. The PID is may be tuned better. Especially overshot could be

reduced and oscillations may be eliminated. It should be kept however, that it is

more important to obtain smooth ramp response without oscillations than improv-

ing step response. Maybe some other controller for wheel’s speed could be used [31].

This is a wide field for research. If the ramp response was improved considerably, the

maximal acceleration that not cause sliding would increase, so the robot may reach

greater speed in the same time. The commands that rotate or move the robot may be

extended in order to respect other parameters like desired time of reaching target or

maximal speed (linear or angular).

The algorithm that make robot going to destination point may check if going back-

ward will not allow to reach destination faster. Some algorithm that allow robot track

some path (planned by the master system) could be implemented in the controller.

Part of presented solution was implemented in the other mobile robots [32, 33].
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Hierarchical Game Approach to Solve
Conflicts in Multiagent Systems

Witold Brandys, Adam Gałuszka, Karol Jędrasiak,
Joanna Radziszewska and Krzysztof Daniec

1 Introduction

In an environment where there are many agents operating independently, each of
them have incomplete knowledge about the environment, trying to achieve their
own goals, conflicts of interest arise. The agreement between the agents can be
achieved through the exchange of information and negotiation. In this case, each of
the active agents may seek to: present convincing arguments to carry out its pur-
pose, to offer in exchange relevant information, or offer to perform some action
which another agent is not able to perform [1]. In order to achieve these effects it is
imperative to exchange of information between agents. In the literature solutions
often lead to a hierarchical approach, in which selected agents act as so-called.
leaders, and others—the so-called. followers (e.g. [2–6]).

However, there are situations in which communication is impossible. The reason
for this may be, for example, by finding in the environment that prevents contact,
the high cost of maintaining communication or failure of the communication sys-
tem. There are situations in which there is no possibility of contact, or agent cannot
wait for its restoration. In this case, the system has to apply an algorithm that will
allow agents to make decisions independently. A special case of such a situation is
one in which the communication is one-way. This means that one of the agents do
not have any information about the activities of other agents, and they may react
having access to the information conveyed to them. A similar situation occurs when
one of the agents must take action without waiting for the remaining agents.
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The proposed in the article method of finding a solution uses the properties of
reversibility of certain planning systems in artificial intelligence and a methodology
to seek a solution under conditions of ambiguous information about the situation of
the initial problem. Because the solution found in the general case is incomplete
(person specifies the actions of agents), showing you how to specify the elements of
the hierarchical plan using game theory (Stackelberg non-cooperative equilibrium).

The problems of this type can be modeled as a STRIPS system (blocks world
environment) with one initial and target a number of alternative states.

If STRIPS planning problem is reversible, it is possible to use the mechanism of
planning in the presence of incomplete information to solve the inverse problem
and to find a solution to the problem of the original [7].

Illustration of a situation with a number of agents may be an example in which
the role of agents perform work with the grippers capable of moving objects in the
environment blocks world.

The subject of the work is to find solutions to the conflicts between the agents
and to investigate the possibility of applying game theory. Due to the existing
hierarchy to clarify the plan Stackelberg non-cooperative equilibrium was used.

2 Problem Definition—Assumptions

In order to model the situation being examined, the following assumptions [7]:

• Robots have autonomy of action—act as agents.
• The initial state contains a finite number of blocks on the table for an unlimited

amount of space.
• Two (or more general case) robots (agents) are trying to transform the initial

state, each in a separate way (each agent wants to achieve its own goal).
• Purpose of each robot is composed of sub-objectives.
• Sub-goal Everyone has their own preferences (sub-objectives are more or less

important for agents) expressed as numerical values.
• Agents have different ability to influence the external environment. Each robot

must not be able to perform all operations leading to the realization of its
sub-objectives.

• Agents can not cooperate (this assumption is justified, e.g. In the case of the
environment in which communication is prohibited or devices for communi-
cation should fail).

• One of the agents must perform an action without waiting for the others. Such a
situation may occur when one of the robots working in real-time system and the
key for him is to complete the task within a certain time. The purpose of the
second agent is a rational response to the decision of the first agent.

• Profit is defined as the sum of completed sub-objectives.

The solution will be understood as finding a plan (action sequence) leading to
the maximization of the profits of each of the agents.
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2.1 STRIPS System

The STRIPS (STanford Research Institute Problem Solver) uses modeling envi-
ronment robot classic environment called World of Blocks (Blocks World) [8].
Blocks World domain can be described by the system STRIPS by four letters (C, O;
I; G) [9]:

• C—a finite set of basic formulas/atoms (facts), called conditions;
• O—finite set of operators (called. “Operators”), also called shares;
• I—a finite set of predicates indicating the initial state (called. “Initial state”);
• G—a finite set of predicates indicating the status of the destination (called.

“Goal state”).

For example situation of the world of blocks set of facts can be a list:

(on x y)—block x is located on block y,
(on-table x)—block x is located on table,
(clear x)—on block x there is no other block,
(arm-empty)—arm of robot is empty,
(holding x)—arm of robot is holding block x.

Operators (O) in the STRIPS representation have:

• a name which can contain arguments—for example PICK-UP x, where x is the
argument, and the PICK-UP name;

• a list of preconditions (pre), which is a list of facts that need to be true to be able
to apply the action;

• a list of deletions (del), which is a list of facts that ceases to be true after
applying the operator;

• a list of references (add), which is a list of facts that become true after applying
the operator.

Construction of the operator (PICK-UP x), which means lifting the pad from the
table, as follows [10]:

List of preconditions (pre): (on-table x) (x clear), (arm-empty).
List deletions (del) (on-table x) (x clear), (arm-empty).
List of references (add): (holding x).
The operators:
(PUT-DOWN x)—the location of the pad on the table
List of preconditions (pre) (holding x)
List deletions (del) (holding x)
List of references (add): (on-table x) (x clear), (arm-empty).
(STACK x y)—position of the block on the stack (another block)
List of preconditions (pre) (holding x) (y clear).
List deletions (del) (holding x) (y clear).
List of references (add): (arm-empty), (x on y), (x clear).
(UNSTACK x y)—raising the block from the stack (from another block)
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List of preconditions (pre): (arm-empty), (clear x) (x on y).
List deletions (del): (arm-empty), (clear x) (x on y).
List of references (add): (holding x) (y clear).

The solution type STRIPS is to find a set of operators transforming the initial
state to target state of the world with the task.

2.2 STRIPS System for Planning Problem
for the Environment with Many Agents as a Problem
Inverse to the World of Block with Ambiguous Initial
Situation

The problem, in which there are many possible initial states (we are unable to
determine which of them really exists) and a target state, is called the problem of
planning with incomplete (incomplete) information [11]. In the absence of complete
information about the external environment, you can look for proof plan. In this case,
we analyze the effects of an operator in every possible situation so as to achieve the
target state, regardless of the possible initial state. Incomplete immune plan is one
that does not specify a set of variables for the operator. For example STACK1 B will
mean the position of the block B by the robot 1 on some other—unspecified (Fig. 1).

As a problem opposite to it is the situation in which one initial state and the
target number of states [12]. This corresponds to the problem of planning in the
environment many agents (robots), where each of them wants to get its own pur-
pose (Fig. 2). The source of the conflict is to identify mutually conflicting sub-goals

Fig. 1 Ambiguous initial
state and conformant plan
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of individual agents. Agent 1 (robot 1) tends to set the block D on the block B,
while the two agent (robot 2) tends to set the block D on the block C. Likewise,
block A. If we assume further, that the manipulation of the blocks A and B may
carry the agent 1, and the blocks C and D agent 2, the robots must cooperate with
each other in spite of contradictory final objectives. Given in Fig. 2 incomplete plan
resistant leads to alternative states. If you are unable to find a plan for scheduling
problem in the presence of incomplete information, it is possible to obtain on the
basis of solutions for planning in the environment many agents [7]. In practice, this
involves the conversion of operators on the reverse (UNSTACK on STACK,
PICK-UP on the PUT-DOWN STACK on UNSTACK and PUT-DOWN
PICK-UP) and the reversal of the order of operators.

Plans for solving problems with Figs. 1 and 2 are imprecise and therefore
ambiguous. This is due to the fact that the sub-objectives agents (robots) are
contradictory. The conflict can not be avoided, if you are looking for a plan taking
into account the different initial situations. To solve it we use techniques known
from game theory.

3 The Solution of the Conflict with Use of Non-cooperative
Equilibrium

On the basis of vague plan and the non-cooperative equilibrium will be shown how
to obtain a clear plan, a compromise for the conflict situation. The basis for con-
structing the game, which is an illustration of the conflict between robots are the

Fig. 2 Inverse problem with
incomplete conformant plan
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priorities for achieving specific sub-objectives. It is assumed that these priorities
may represent profits.

3.1 Non-cooperative Equilibrium in Pure Strategies

For the problem of the game between the two players and the matrix representation,
we assume that the player D1 selects lines and the player D2 selects columns of the
matrix. Both players try to minimize quality indicator, defined respectively arrays
MA = {aij} and MB = {bij}. The result pair selection strategy (i, j) is therefore a
pair of results (aij, bij).

Assume the following assumption: 1 agent is a robot working in a real-time
system, for which overriding priority is to complete the task within a certain time.

If we assume that the agent 2 can follow the agent’s actions 1—solve the conflict
situation in the sense of balance von Stackelberg. Role players are then unbalanced
—one of the players, leader, has the ability to override its strategy in relation to the
other player—Follower. The task Follower is a rational response to the leader’s
decisions.

The set of rational reaction (optimal response) Follower (player D2):

R ið Þ= k : ∀j bik ≤ bijf g

Von Stackelberg strategies for leader i0 (S*—leader cost)

maxj∈R i0ð Þ ai0 j =mini maxj∈R ið Þ aij = S * Að Þ.

Element j ϵ R(i0) is the answer follower strategy i0 leader. Pair (i0, j0) is a
solution of equilibrium Stackelberg.

The same solution we use when the agent 2 is ahead of agent 1. It will change
only their role. Leader is the agent 2, and the follower is agent 1. A remedy to the
situation in the sense of von Stackelberg, including obtaining a complete plan is
shown later in this paper, together with the example.

If the agent performs two actions at the same time as the agent 1, the conflict
situation solved in the sense of a Nash equilibrium (e.g. [13]), as shown in [10].

3.2 The Method of Solving the Problem

Algorithm of generating planning problem in the World of Blocks up to obtain a
complete plan can be summarized as follows:

First, we look for a plan solving the problem of ambiguous initial situation.
Found plan includes “incomplete” STACK operators as shown in Fig. 2. Thus, the
tile can be placed by a robot (agent) in any other block, realizing at the same time,
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their sub-goal, or sub-goal of another robot (agent). This leads to a conflict situa-
tion. If you specify different priorities sub-objectives, it will be possible to obtain a
state leading to the final, which will be a compromise for all agents (robots) are in
conflict. It should be noted that a compromise usually arises in the achievement of
only some sub-goals for individual agents. To achieve such a compromise
non-cooperative equilibrium is proposed.

Example. The problem in PDDL is defined as follows:

(define (domain problem1) (:requirements :strips :equality 
:uncertainty)
(:predicates (on ?x ?y) (on-table ?x) (clear ?x) (arm1-empty)
(arm2-empty)
(holding1 ?x) (holding2 ?x) ) 
(:action pick-up        
:parameters (?ob1)        
:precondition (and (clear ?ob1) (on-table ?ob1) (arm-empty))
:effect (and (not (on-table ?ob1)) (not (clear ?ob1)) (not (arm-
empty)) (holding ?ob1)) 
(:action put-down        
:parameters (?ob)        
:precondition (holding ?ob)        
:effect (and (not (holding ?ob) (clear ?ob) (arm-empty) (on-
table ?ob)))
 (:action stack        
:parameters (?sob ?sunderob)        
:precondition (and (holding ?sob) (clear ?sunderob))        
:effect (and (not (holding ?sob)) (not (clear ?sunderob)) (clear
?sob) (arm-empty) (on ?sob ?sunderob)))
(:action unstack 
:parameters (?x)        
:precondition (and (clear ?x) (arm-empty))        
:effect (and (holding ?x) (not (clear ?x)) (not (arm-empty))
(when (on ?x C) (and (clear C) (not (on ?x C)) ) ) (when (on ?x
D) (and (clear D) (not (on ?x D)). 

The assumption that the robot 1 moves the blocks A, B, C, and the robot 2
moves the blocks D, E, F will modify the action stack on STACK1 and stack2 and
appropriate action unstack, pick-up and put-down on the corresponding shares
taking into account the manipulation only selected blocks.

Description planning problem—the initial situation (init) and the end (goal) is
defined as follows (description in PDDL):
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(define (problem s1) (:domain problem1) (:objects A B C D E F)
(:init (clear A) (clear E) (arm1-empty) (arm2-empty) (on-table B) 
(on-table F) 
(or (and (on C B) (on A C) (on D F) (on E D)  
(not (on A D)) (not (on E C)) (not (on D B)) (not (on C F))) 
(and (on A D) (on D B) (on E C) (on C F) 
(not (on A C)) (not (on C B)) (not (on E D)) (not (on D F))))) 
(:goal (and (on A E) (on B D) (on C F) (on-table E) (on-table D) 
(on-table F))

Resistant plan solving the problem therefore takes the following form:

step7 – ((((stack2 E))) 
step6 – (((pick-up2 E)) ((stack1 A))) 
step5 – (((stack2 D)) ((unstack1 A))) 
step4 – (((pick-up2 D)) ((stack1 C))) 
step3 – (((put-down2 D)) ((unstack1 C))) 
step2 – (((pick-up2 D)) ((put-down1 B))) 
step1 – (((unstack1 B)))). 
This plan is imprecise, e.g. operator STACK1 A does not describe where to put

the block A. Performing a reverse plan resistant by both robots leads to conflict.
Since the robot 1 performs its action before the robot 2, the solution can be achieved
by the use of von Stackelberg’s non-cooperative equilibrium. Let the matrix
MA = {aij} describes profit of robot 1, and the matrix MB = {bij} profit of robot
2. Profit is defined as the sum of preferences generated by sub-goals:

aij = liR1 + liR2, bij =miR1 + miR2, ð1Þ

where:

liR1 robot 1 profit, when reached subgoal by executing i-th action,
ljR2 robot 1 profit, when reached subgoal by executing j-th action by robot 2,
miR1 robot 2 profit, when reached subgoal by executing i-th action by robot 1,
mjR2 robot 2 profit, when reached subgoal by executing j-th action (Tables 1 and 2).

Table rows represent possible realizations operators STACK by the robot 1,
resulting from the plan found. Accordingly column tables show the possible actions
a robot 2. Thus, for example. If the robot 1 decides to perform the action {stack1 C}

Table 1 Matrix MA—
agent’s 1 profits

Agent1 Agent2
Stack D Stack D Stack E Stack E
B F C D

Stack C B 3 3 + 2 (3) 3 + 4
Stack C F 0 2 0 4
Stack A C 1 1 + 2 1 1 + 4
Stack A D 0 2 0 4
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due to its plan for implementing the sub-goal (on C B) to gain profit liR1 = 3 (the
first row of the matrix A). Profit can be increased by 2, if the robot 2 performs an
action in realizing the Sub-objective (on D F)—Column 2, or increased by 4 if the
robot 2 performs an action in realizing the Sub-objective (on E D)—column 4.

Assuming hierarchy of robotic activities proposed to reach a compromise with
the use of Stackelberg balance. This strategy will lead to the maximization of the
sum of the priorities of all robots in points balance.

For the matrix of profits shown above, assuming that the robot 1 is the leader and
the follower robot 2 solution to the conflict situation is the row 1 and column 3. The
values profits robots are shown in bold in parentheses.

The use of such a strategy leads to clarify the plan and the final situation in
which each of the agents achieves its objectives in terms of equilibrium von
Stackelberg.

Precise plan that solves the problem thus takes the form:

step7 – ((((stack2 E))) 
step6 – (((pick-up2 E C)) ((stack1 A D))) 
step5 – (((stack2 D F)) ((unstack1 A))) 
step4 – (((pick-up2 D)) ((stack1 C B))) 
step3 – (((put-down2 D)) ((unstack1 C))) 
step2 – (((pick-up2 D)) ((put-down1 B))) 
step1 – (((unstack1 B)))), 

while the target state resulting from the balance of von Stackelberg is

(and (on-table B) (on C B) (on E C) (clear C) (on-table F) (on D 
F) (on A D) (clear A) ) 

4 Conclusions

The proposed method in the article allows you to search for solutions to the
problems of planning in an multi-agent environment of hierarchical structure in
which there is no communication between agents. This method uses the properties

Table 2 Matrix MB—
agent’s 2 profits

Agent1 Agent2
Stack D Stack D Stack E Stack E
B F C D

Stack C B 1 0 (2) 0
Stack C F 1 + 3 3 2 + 3 3
Stack A C 1 0 2 0
Stack A D 1 + 4 4 2 + 4 4
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of reversibility of certain planning systems in artificial intelligence and a method-
ology to seek a solution under conditions of ambiguous information about the
situation of the initial problem. Because the solution found in the general case is
incomplete (person found specifies the actions of agents), showing you how to
specify the elements of the hierarchical plan using game theory (Stackelberg
non-cooperative equilibrium). The presented in the article solutions can be applied
in real world with using specialized hardware [14–17] and software [18, 19, 20, 21,
22, 23, 24, 25, 26, 27, 28].
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Suppressing Disturbances in the UAV’s
Control System Based on the Modified
BLT Method

Zygmunt Kuś and Aleksander Nawrat

1 Introduction

The UAV is an example of the controlled plants for which the particular control chan-

nels cannot be treated as not influencing each other. It results in the fact that we have

to treat such an object as a multivariable control system. We can find in the body of

literature the various methods of the synthesis of the multivariable control systems.

As the examples, we can notice the following methods: Ziegler-Nichols method [1],

BLT method [2], Dominant Pole Placement Tuning method [3], LQ method [4],

Davison method [5] or decoupling method [6]. The following paper proposes the

further development of the modified BLT method presented in [7]. The authors will

consider the disturbances which appear in the input signal of the controlled plant.

The modification of BLT method presented in [7] was based on the assumption that

the parameters of the PI regulator for the processed main channel are tuned with the

use of any condition (method) which guarantees an appropriate control quality for

this main control channel.

2 The Linear Multivariable Model for the UAV Taking
into Account Disturbances

We will consider the model of controlled multivariable plant presented in [8]. The

transfer functions defining the main and coupling channels will be assumed on the

basis of literature on helicopters’ behaviour [7–10] similarly to [8]. We assume that
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Fig. 1 Input and output

signals for the helicopter

model

there are four input signals (the inputs of the multivariable model) and four controlled

signals (the outputs of the multivariable model). The appropriate transfer functions

for each control channel will be chosen as it is presented in Fig. 1. We will consider

UAV’s (helicopter) model as a system [12] with four inputs and four outputs on the

lowest control level.

According to [8] the authors define three coordinate axes which are connected

with the helicopter: longitudinal X, lateral Y and vertical Z. There are defined three

angular velocities around X, Y , Z axes −𝜔x, 𝜔y, 𝜔z.

Signal notation will be assumed as follows:

Input signals:

AILERON = UAI , ELEVATOR = UEL, RUDDER = URU , COLLECTIVE = UCO.

Output signals:

Angular velocities: −𝜔x, 𝜔y, 𝜔z,

Helicopter linear acceleration in vertical axis: az.

The helicopter is a multidimensional and non-linear plant. Therefore the synthesis

of the first control level uses the identification of the control channels based on a

step response [9]. The analysis of the step response and behaviour of the helicopters

caused that we assume the transfer functions, the elements of Ko(s), for the main

channels presented in (1).

K11(s) = 1
0.07 ∗ s2 + 0.2 ∗ s+12

K22(s) = 1+0.8 ∗ s
0.2+ 4 ∗ s+0.6 ∗ s2 + 0.04 ∗ s3

K33(s) = 1
0.4+ 0.8 ∗ s

K44(s) = 0.1
1+ 0.1 ∗ s

Kii(s) = 0.1
0.01s+1

for all i ≠ j where i, j = 1, 2, 3, 4.

(1)

The scheme of the multivariable control system with two excitations (disturbance

and reference signal) is presented in Fig. 2.

In Fig. 2, we assume the notation of the input/output signals for the particular

control channels according to (2).

w1 = UAI ; w2 = UEL; w3 = URU; w4 = UCO;
y1 = 𝜔x; y2 = 𝜔y; y3 = 𝜔z; y4 = az;

(2)
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Fig. 2 Multivariable control system. Kr(s)—diagonal multivariable controller, Ko(s)—
multivariable plant, z(t)—disturbance signal, w(t)—reference signal, y(t)—output signal

3 Modified BLT Method for the Control System with
Disturbances

The disturbances which appear in the control system may establish the strict require-

ments for the controllers. The key element of the proposed solution will be the fact

that we consider the properties of the disturbances during PI controllers tuning. The

modified BLT method allows to use various approaches to PI controllers tuning

which guarantees the stable system in the main channels and the required quality

of control system operation. Figure 2 presents the control system with the distur-

bance. We assume that this disturbance has sinusoidal form. There is a step of the

BLT method in which PI controllers for main channels are tuned. In this step, we

will base on the method presented in [11] which provides the analytical condition.

For all the frequencies 𝜔 for which this condition is satisfied the error amplitude in

the close-loop system is decreased more than 1∕𝛥 times in relation to the open-loop

error amplitude.

The tuning method is conducted in the manner discussed below.

We will consider the control system presented in Fig. 1. We assume that the open-

loop and closed-loop systems are stable. This assumption results from the basic prop-

erties of BLT method. The disturbance z(t), as it is presented in Fig. 1, influences

the input of the controlled plant. Generally, the disturbance may have the form of a

step signal or sinusoidal signal. The integral part of PI controller provides an error

in the steady state equal zero for the constant value of the step disturbance. Thus

we will consider the response of the control system for the sinusoidal disturbance

z(t) = A sin(𝜔t) in the steady state. According to [11], we assume that Ẑ, Êo, and

Êz denote the symbolic amplitudes of disturbance z(t), error eo(t) in the open-loop

system and error ez(t) in the closed-loop system, respectively. We assume that the

only excitation in the control system is disturbance z(t). However, due to linearity

of the system the obtained results will be useful for the system with nonzero value

of the reference signal w(t). We assume that K(s) = Ko(s)Kr(s) is the product of the

transfer functions of the plant and controller. As it was presented in [11], in order to

obtain the ratio of amplitude |Êz| to amplitude |Êo| smaller than 𝛥 (it is a given small

number), it is necessary and sufficient that |1∕(1 + K(j𝜔))| < 𝛥. It may be presented

in an approximate version |K(j𝜔))| < 1∕𝛥. In the same time, this condition may be

presented with the application of Bode plot of the magnitude L(𝜔) = 20log|K(j𝜔)|.
In this case, the condition can be formulated as L(𝜔) > 20log(1∕𝛥). The authors pro-
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pose to use this condition in order to synthesise the PI controllers. It will be treated

as a part of the modified BLT method applied for the UAV’s control system.

The modified BLT method was presented in [7]. The first step in this algorithm

was to tune PI controllers for the main channels. We will choose controllers’ para-

meters in such a way that the condition L(𝜔) > 20log(1∕𝛥) will be fulfilled.

In the Sect. 4, there is the example of the control system with controllers tuned as

above.

4 An Example of the Suppression of Disturbances in the
UAV’s Control System

The examples presented in this section assumes that there appears sinusoidal distur-

bance in the control system. In order to illustrate the suppression of disturbances in

the UAV’s control system based on the modified BLT method, we can assume that

the controlled plant is the lowest control level of the small helicopter described in

[9] and Sect. 2. The BLT method assumes that the main channels are described by

means of stable transfer functions. We can state that this assumption is fulfilled by

the analysis of the Nyquist characteristics (Fig. 3) and root locus images (Fig. 4) for

the transfer functions of the objects in main channels.

We assume that L(𝜔) = 20log|Kr(j𝜔)Ko(j𝜔)| and PI controller has transfer func-

tion Kr(s) = kr(1 + 1∕sTc). Looking at the Bode characteristic (magnitude) of the PI

Fig. 3 The Nyquist characteristics for the transfer functions of the objects in main channels. a
K11(s), b K22(s), c K33(s), d K44(s)
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Fig. 4 The root locus graphs for the transfer functions of the objects in main channels. a K11(s), b
K22(s), c K33(s), d K44(s)

Fig. 5 Bode characteristic (magnitude) of the PI controller with kr = 1 and Tc = 10

controller (Fig. 5), we may state that the condition L(𝜔) > 20log(1∕𝛥) will be ful-

filled more easily for the wide range of frequencies in the case when kr is large and

Tc is small. The BLT method provides PI controller’s parameters which fulfil this

requirement. Our task is to compute initial PI parameters. What is more we have

to find, for the parameters of PI controller calculated by BLT, the range of distur-

bance frequencies, for which the disturbance will be (1∕𝛥) times suppressed. This
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Fig. 6 Bode characteristic (magnitude) of module |1∕(1 + K(j𝜔))| where K(j𝜔) =
K11(j𝜔)PI11(j𝜔)

Fig. 7 Bode characteristic (magnitude) of module |1∕(1 + K(j𝜔))| where K(j𝜔) =
K22(j𝜔)PI22(j𝜔)

range may be found in the Figs. 6, 7, 8 and 9 as the range for which the condition

|1∕(1 + K(j𝜔))| < 𝛥 is fulfilled. We assume 𝛥 = 1∕10.

For the model presented in Sect. 2 (according to [8]), we conducted the synthesis

of the multivariable regulator. PI regulators which were obtained on the basis of BLT

method are presented in (3).
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Fig. 8 Bode characteristic (magnitude) of module |1∕(1 + K(j𝜔))| where K(j𝜔) =
K33(j𝜔)PI33(j𝜔)

Fig. 9 Bode characteristic (magnitude) of module |1∕(1 + K(j𝜔))| where K(j𝜔) =
K44(j𝜔)PI44(j𝜔)

PI11(s) = 301.2s+1
1.2s

PI22(s) = 2.220.1s+1
0.1s

PI33(s) = 52s+1
0.1s

PI44(s) = 250.1s+1
0.1s

(3)

We assume that there are sinusoidal disturbances z(t) = A sin(𝜔t) in the control

system. The input of the controlled plant is the sum of these disturbances and the

output of the controller. We assume that the disturbances with different parameters

(amplitude A, frequency 𝜔) are connected to the input of each plant’s channel.
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Fig. 10 Transients y(t) and yopen(t) for all control channels

Experiment 1

The frequency of the disturbance in one channel will be chosen from the outside

of the good suppression range whereas other frequencies will be chosen from the

inside of this range. For better clarity of the figures we will assume reference signal

w(t) = 0. The Fig. 10 presents transients y(t) (closed loop control system) and yopen(t)
(open loop control system) for all control channels. According to Fig. 10, we may

conclude that one disturbance z(t)with the frequencies out of good suppression range

may result in the weak suppression of the disturbance in this channel whereas the

disturbances in other channels are suppressed correctly.

Experiment 2

The frequency of the disturbance in all channels will be chosen from the outside of

the good suppression range. The Fig. 11 presents transients y(t) (closed loop control

system) and yopen(t) (open loop control system) for all control channels. According to

Fig. 11, we may conclude that all disturbances z(t) with the frequencies out of good

suppression range result in the weak suppression of the disturbance in all channels.

Experiment 3

The frequency of the disturbance in all channels will be chosen from the inside of

the good suppression range. The Fig. 12 presents transients y(t) (closed loop control

system) and yopen(t) (open loop control system) for all control channels. According

to Fig. 12, we may conclude that all disturbances z(t) with the frequencies in good

suppression range should result in the good suppression of the disturbance in all

channels.
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Fig. 11 Transients y(t) and yopen(t) for all control channels

Fig. 12 Transients y(t) and yopen(t) for all control channels

5 Conclusions

To conclude, the main goal of the paper concerned the UAV’s control system resis-

tant to disturbances. We focused on the lowest control level which was examined

as a linearised multivariable system. As an example of the UAV, we used a small

helicopter. The disturbances influencing the helicopter behaviour were modelled as

additive sinusoidal disturbances at the controlled plant input. The authors proposed

using the Bode (magnitude) characteristics for main control channels to assess the
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range of good disturbance suppression. For the synthesis of the control system, the

modified BLT method was used in order to obtain the multivariable control system

on the basis of single variable systems. We applied this method to control the lin-

ear velocity of ascending and angular velocities of the UAV’s rotation around the

symmetry axes. Finally, the presented examples illustrated the correctness of the

operation of the modified BLT method in disturbance suppression task during the

UAV flight [12].
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The Airspeed Automatic Control
Algorithm for Small Aircraft

Sławomir Samolej, Marek Orkisz and Tomasz Rogalski

1 Introduction

Currently, there are several types of automatic flight control systems installed on
both manned and unmanned flying vehicles. It is obvious, the control system is an
element of the airplane’s equipment directly affecting the flight safety. The control
system can safely and efficiently guide the airplane through the desired trajectory or
proceed any mission autonomously only on the condition control and measurement
algorithms work inherently. Just, the right structures of both control laws and
measurement algorithms determine flight control quality (Fig. 1). The
above-mentioned flight control system quality factors are the most important ones,
however some others can be taken into consideration as in [1–4] papers.

Generally, the aircraft control system ought to maintain desired values of
selected flight parameters efficiently. Modern flight control systems are requested to
provide not only the basic functionality, such as desired navigation and attitude
flight parameters maintenance, but also some advanced mission control function-
alities. For instance, 4-D trajectory management system, which is a part of the
mission management system is also often requested.

Both attitude and airspeed control functions are sometimes called low level ones.
They are used by higher level (altitude, curse, track) control algorithms which are in
turn supervised by such systems as mission control and management, trajectory
control, and recovery [5, 6].
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It must be outlined some classical approaches to the aircraft control and stability
issue, taking into consideration aircraft’s specific features, use set of control
channels which are not affected by each other. There is also a control channel
containing airspeed control algorithms among them. Those approaches can be
applied for regulator synthesis process for linear models (Fig. 1) pretty success-
fully. Unfortunately, real aircraft are characterized by some substantial interactions
between flight parameters affecting each other. These phenomena restrict the usage
of classical (linear) theories significantly. An impact of pitch angle on airspeed may
not be neglected [1], for instance. Consequently, authors have been caring out
research under some aircraft airspeed control algorithms unlike classical (linear)
ones. Some algorithms have been developed, implemented into a real control
system and tested in flight.

This paper presents a new airspeed control algorithm developed for small single
engine piston airplane (SEPL) with constant-pitch propeller in tractor configuration.
It was successfully applied for following airborne systems: the air target imitator [3]
and the flying platform of remotely piloted air system LOT [2, 7]. This paper also
discusses some selected results recorded during real and simulated flights conducted
under the new algorithm supervision.. They present the level of airspeed control
process’s quality achieved.

2 The Plant

A subject of research was a group of SEPL class airplanes flying up to flight level—
FL 95. Their operational airspeed was in the range from 70 to 250 (km/h) and
operational weight was approximately from about 10 kgs up to 500 kgs. The real air
target imitator and the MP-02A “Czajka” aircraft (flying platform for LOT)—were
used for flight tests. Obviously, test aircraft were equipped with all necessary
dedicated flight data sensors and recorders [3, 8, 9].

The applied mathematical and functional models of aircraft were simplified
according to well-known engineering methods. The main of them were as follows:
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Fig. 1 Typical aircraft control system’s structure in general
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• Plane’s mass did not vary during flight, or mass changes were irrelevant and did
not impact on the control process.

• The flight altitude (between 0 m above mean sea level up to FL95) did not affect
engine’s performance in a significant way.

• The plane was in a classical configuration [1].
• The classical system of control surfaces was used to control aircraft attitude

(Fig. 2a).
• The airspeed was controlled by thrust directly, but could be also controlled by

pitch angle’s variations indirectly.
• Only aircraft’s longitudinal dynamics was analyzed. Lateral motion did not

affect airspeed significantly and was neglected.
• The airplane was powered by carburetor piston engine. Thrust was controlled by

throttle position only [11].
• The constant-pith propeller in tractor configuration with static characteristic like

shown on Fig. 2b was used.

3 The Control Algorithm

Several research concerning airplane airspeed control system had been carried out
by Rzeszow University of Technology team over the period 2000–2006. They were
a significant part of a bigger projects focused on the fly-by-wire flight control
system developed for small general aviation airplanes [12]. In those years several
series of flight tests of various control algorithms were also conducted. The results
received within above-mentioned research were a starting point for activity
described in this paper.

Some static and dynamic characteristic of the engine-propeller-airframe system
and experiences received in the previous research suggest that the desired quality of

Fig. 2 The plant. a Aircraft in classical configuration. b Engine-propeller system is characterized
by sample typical static characteristic like this one in [10]
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control process can not be achieved, if some classical linear method is applied
solely. Both nonlinearities existing in the system as well as external factors affecting
it impose the new control algorithm investigation.

It is commonly known, pilots flying small airplanes have been able to control
airspeed by engine’s thrust settings since some time. Moreover, medium-skilled
pilots could achieve it pretty easily, according to their opinions. The author’s
experience in a small airplanes as well RPAS’s manual control was a signpost for
activity they conducted. It was clear that the main goal of research should have been
to developed algorithm which would be able to imitate pilot’s activity in general.
The algorithm’s task would be to merge the pilot’s approach to airspeed control
process as well as airplane’s features incoming both from practical and theoretical
investigations. The heuristic expert’s knowledge should have also been applied to
the control law synthesis process. The significant role in proposed approach to
airspeed control process played the pilot’s knowledge about their actions usually
conducted with engine’s controls (throttle lever particularly) to maintain desired
airspeed.

Taking into consideration abovementioned premises following general require-
ments defining limitations of the usage of control laws and quality of the control
process were established:

• the control system is going to cover full range of airplane’s operational airspeeds
(just above stall airspeed to never exceed airspeed—typical operational range),

• the control precision 15 (km/h); ±7.5 (km/h) is required (defined by experts),
• the overshoot magnitude depending on flight state is no more than 20 (km/h),

but only if its magnitude is accepted by pilots and operators,
• the regulation time of the system is similar to regulation time which medium

skilled pilots can establish (to be assessed by experts),
• the time delay is less 0.5[d] (defined by experts),
• there should not be any oscillations in the system,
• the only throttle lever position is used to control airspeed,
• the operational pitch angle is in the range of [−15°; 20°] and bank angle less

than 20°,
• the flight altitude may not depredate the control quality,
• any engine’s technical limitations are not taken into consideration,
• the control signal’s value is in the range of [0; 1].

If the algorithm is to emulate pilot’s activities and actions pilot conducts to
maintain speed, the main rules governing this process need to be identified at the
beginning. Highly skilled pilots and UAV operators were asked to describe the way
they used throttle lever to maintain desired flight speed.

The first experience the pilots reported was that they learn aircraft’s responses to
their inputs. Some kind of aircraft model was automatically built in pilot’s mind
during the preliminary flights of the new aircraft. It enabled pilot to predict aircraft’s
response and adapt applied control to plane’s dynamic and flight conditions
accordingly.
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The second experience the pilots noticed was that there existed only a few main
(clear and easy to be understood for human) rules to govern the control process.
They can be listed in a following form:

• Rule No. 1—There are two steps of the control process, in fact. Firstly, pilots set
throttle inaccurately. They do it only on the basis of experience they have got
and airplane model they have built in their minds. Within the second step they
do small precise corrections to achieve the desired airspeed and to maintain
requested control quality.

• Rule No. 2—A number of throttle corrections must be reduced to very
minimum.

• Rule No. 3—Some inaccuracy, depending on flight state and flight conditions is
acceptable.

The developed control algorithm applies the listed rules as follows. According to
the rule No. 1, the formula (1) defines desired position of the throttle lever (δT) as a
sum of two components: draft/preliminary position (δT0) and correction component
(δt0) to tune precisely the control signal having regard to actual airspeed deviation
(Fig. 3).

δT= δT0 + δt ð1Þ

When the control law’s structure is defined, next step is calculation of compo-
nents from formula (1). If a new airspeed is desired and if it requires new throttle
setting, the algorithm pilots apply to set preliminary thrust (δT0) uses knowledge
and experiences they got before. Pilots and operators know, more or less, how to
move the throttle lever to set proper thrust. The preliminary throttle position is
created on the basis of some characteristics defining relation between throttle lever
position and flight airspeed (Fig. 2b). These characteristics can have several forms
and both theoretical analysis and practical experiments can produce them. The
primary position of the throttle (δT0) linked with desired airspeed (Ud) can be
defined by table of discrete values for instance. The table is prepared as follows.
The operational airspeed domain should be split into several subdomains.

δT0 - preliminary/draft setting of throttle,
δt - precise correction of throttle,
Ud - desired airspeed,
U - actual airspeed.

AIRCRAFT

Draft Regulator

Precise Regulator

δT 

δT0

δt 

Ud U 

Fig. 3 The structure of the developed control law
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The number of subdomains and their range are affected by different factors e.g.
operational conditions, engine’s dynamic characteristics, airframe’s flight charac-
teristics and so on. It is defined on the basis of expert’s knowledge mainly. If the
structure of subdomains is created, there should be reference airspeeds (Ud,n—n is a
number of the subdomain) assigned to each of them (compare Fig. 4).

Despite of the structure of subdomains and their reference airspeeds are formed
by expert, there are a few rules recommended to be held:

• The minimal reference airspeed should be 120% of a stall airspeed. This value
outcomes from commonly used definition of minimal operational airspeed for
small planes.

• The maximal theoretical flight airspeed at horizontal flight is a maximum ref-
erence airspeed.

• The reference airspeed is a median of the subdomain (excluding the last one).

The sample set of defined subdomains and reference airspeeds assigned to them
evaluated for an airplane during flight tests, are put into Table 1.

The final precise corrections pilots usually do are affected by airspeed deviations
and plane’s time response to primary thrust settings. The number of pilot’s cor-
rection actions is reduced to absolute minimum. Corrections are generated only
when pilots (on the basis of flight parameters) predict that the deviation is not going
to be reduced definitely.

Corrections of the control signal are determined by both value of airspeed
deviation e and its rate ė (Fig. 6) as follows: If airspeed deviation goes to zero value
the control signal’s value remains constant. If airspeed deviation increases the
control signal needs to be tuned. The PID2 regulator theory (Fig. 5), successfully
applied for automatic control at pitch and roll angle channels [1, 13], has been
adapted to do this.

Ud - desired airspeed,
δT0 - preliminary thrust,
n - number of subdomains, 
Ud,n - reference airspeed for each subdomain,
δT0,n - preliminary thrust settings for selected reference airspeed.

Fig. 4 Preliminary thrust as a function of selected reference airspeeds
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The magnitude of control signal δt can be found from (2), (3):

δt=
Z

kesgn eð Þ e e ̇ dt ð2Þ

ke =
gain if sgn eð Þ= sgn e ̇ð Þ
0 remaining cases

�
ð3Þ

If rules (2) and (3) are applied, the regulator can identify system’s tendency to
reduce or to increase the deviation. In fact, the control system tunes the magnitude
of the control signal only if it detects the airspeed deviation is going to be increased.

There are several ways the precise regulator following the above mentioned rules
can be created in. The two possible development paths are presented in this
paragraph.

The first of them uses expert’s knowledge. It is similar to the draft regulator
tuning methodology. The formula defining gain’s magnitude ke (3) can be obtained
by interpolation of specific values found experimentally for reference airspeeds at
each defined subdomains (Fig. 6). This method was used for regulator tuning
during flight tests of the experimental aircraft [2].

The second approach assumes the precise (augmenting) regulator is active near
some selected point of work only. Therefore, if the system is linearized at a set of
working points referred to reference airspeeds, some methods intended for linear

Table 1 Operational airspeed subdomains and reference airspeeds

N Reference airspeed
(km/h)

Airspeed range
(km/h)

Comments

1 125 To 150 Stall airspeed around 80 (km/h)
2 175 From 150 to 200 –

3 225 Above 200 Maximum airspeed around 260
(km/h)

e

e
o

δ t= const

δ t= const

domain correction signal δt is modified in 

e - deviation, 
ė - deviation time derivative

Fig. 5 The rule defining how the PID2 regulator works
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systems can by applied for the regulator synthesis process, in these cases. Achieved
results are interpolated on entire range of operational airspeeds next. The process of
synthesis of the precise regulator is not the subject of this work so its details are
neglected in this paper.

The second approach assumes the precise (augmenting) regulator is active near
some selected point of work only. Therefore, if the system is linearized at a set of
working points referred to reference airspeeds, some methods intended for linear
systems can by applied for the regulator synthesis process, in these cases. Achieved
results are interpolated on entire range of operational airspeeds next. The process of
synthesis of the precise regulator is not the subject of this work so its details are
neglected in this paper.

The rule No. 3 pilots apply to control airspeed says: “Some inaccuracy,
depending on flight state and flight conditions is acceptable”. Consequently, the
magnitudes of airspeed deviation e as e є <-ea,ea> (Fig. 7) don’t provoke any
pilot’s action. Finally Eq. (3) yields Eq. (4).

Ud - desired airspeed,
n - number of the subdomain, 
Ud,n - reference airspeed for specific subdomain,
ke,n - gains found for specific reference airspeeds.

Fig. 6 The gain of precise regulator as a function of reference airspeed

domain correction signal δt is modified in 

e - deviation, 
ė - deviation time derivative,
<-ea,ea> - acceptable range of deviation.

δ t = const

δ t = const

e

e
o

ea
-ea

Fig. 7 The rule the PID2 regulator works according to, if acceptable magnitude of deviation taken
into consideration
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ke = gain je s
′

li sgn eð Þ= sgn e ̇ð Þi ej j< ae
0 remaining cases

(
ð4Þ

The range of the acceptable airspeed deviation is defined by the expert.

4 The Implementation Case

The algorithms presented in this paper were implemented into the real control
system being a part of a small aircraft autopilot [2]. To improve the systems
scalability and safety its software have been developed according to ARINC 653
specification suggestions [14–16]. The subsequent controllers such as mission
controller, altitude/track/course controller and airspeed with space attitude con-
trollers have been reallocated into separate spatially and temporally isolated soft-
ware partitions (Fig. 8) prepared for VxWorks operating systems.

Within the partitions the control algorithms are executed as separate real-time
tasks. They exchange data using safe inter-partition communication channels pre-
venting from deadlock and starvation phenomena. A separate network driver makes
it possible to exchange data among the “external” modules of control system, such
as pilot, aircraft’s actuators and sensors as well as remote controller. The ARINC
653-like control system software structure systematizes its development and
improves its safety.

The introduced control algorithms were practically (within in-flight tests) eval-
uated under following conditions. The operational airspeeds range of the plane for
both configuration and completion during flight tests was from 100 to 260 (km/h).
Three reference airspeeds (see Table 1) were selected.

Mission 
Control

1 4 7

P2
Altitude/ 
Curse/ 
Track

8 9 10

airspeed
control

P3

space 
a tude 
control

11 12 13

Industial computer supervised by VxWorks OS

Industial 
network

Network driver

20 21 22 23 24 25 26

System partition
Pilot

Aircraft

P1

Remote 
control

Fig. 8 Hardware/software structure of algorithm implementation
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An acceptable airspeed deviation value ±7, 5 (km/h) was set. Reference air-
speeds were linked with draft throttle magnitudes by experiments. The precise
regulator was tuned by expert experimentally also.

A test flight was conducted at following weather conditions: wind speed 3 ÷ 5
(m/s), vertical wind’s component −1 ÷ 1 (m/s). Figures 9, 10 and 11b present
sample flight data when airspeed was controlled with the usage of the introduced
control law.

desired airspeed 190 [km/h], 
acceptable deviation range  [km/h] <182,5;197,5>, 
new desired airspeed set at 30 [s].

Fig. 9 Sample airspeed maintaining process

Fig. 10 The sample relation between airspeed and correction signal δt
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Graphs in Figs. 9 and 10 prove that the desired airspeed regulation process fulfills
defined requirements regarding to time delay (below 0.5 s), time of regulation
(proper in expert’s opinion), overshoot (doesn’t exist), control’s quality (deviation
inside of desired range), system’s oscillations (no observed oscillations) defined for
this control channel. The control signal is modified only when it is absolutely
necessary—only if system goes to increase the deviation over acceptable range.

During both simulated and real test flights the system was stable. The limit
cycles were identified (Fig. 11) and each system’s instability was eliminated.

5 Summary

Simulated and real test flights allow to allege the presented method can be used for
the small aircraft autopilot’s airspeed control channel synthesis process. The prin-
ciple features of the control process such us regulation time, overshot, oscillations,
control precision, deviation meet requirements defined for this control channel by
some classical approaches in general and by experts for this particular case.

The work presents the approach to the airspeed regulation process using two
regulators: the draft one and the precise (augmenting) one working simultaneously
(Fig. 3). The goal of the paper is to focus on the control channel concept omitting
ways they are usually prepared in. Synthesis methods of these regulators were not
the subject of the paper.

The future author’s research should focus on search more formal methods proper
for the process of control algorithm adjustment. This in turn should reduce the share
of expert’s knowledge. To the authors knowledge this approach to the airspeed
control process can be directly implemented into autopilot’s structure.

Fig. 11 Example phase planes for airspeed change from 130 to 190 (km/h); a simulation results
with atmospheric interferences taken into consideration, b real flight data collected during the
in-flight test depicted in Figs. 9 and 10

The Airspeed Automatic Control Algorithm … 167



References

1. Bociek, S., & Gruszecki, J. (1999). Układy sterowania automatycznego samolotem. Rzeszów:
Oficyna Wydawnicza Politechniki Rzeszowskiej.

2. Gruszecki, J. (2014). System obserwacji terenu—problemy praktyczne. III Konferencja
Międzynarodowa nt. Specjalizacje w oddziałach ratunkowych, medycznych i systemów
wsparcia. Arłamów.

3. Jaromi, G., Rogalski T., Rzucidło P., & Wałek Ł. (2007). Integracja układu sterowania z mini
BSL. V Konferencja Awioniki. Rzeszów.

4. Krawczyk, M., Graffstein, J., & Maryniak, J. (2000). Mathematical model of UAV in
numerical simulation of the recovery maneuvers during perturbed flight. Journal of
Theoretical and Applied Mechanics, 38(1), s.121–130.

5. Kopecki, G., & Rzucidło, P. (2014). Integrated modular measurement system for in-flight tests.
Polskie Towarzystwo Diagnostyki Technicznej, Diagnostyka (Vol. 15, No. 1, pp. 53–60).
Warszawa.

6. Kopecki, G., Tomczyk, A., & Rzucidło, P. (2013). Algorithms of measurement system for a
micro UAV. In Solid state phenomena (Vol. 198, pp. 165–170). Zurich: Trans Tech
Publications Inc.

7. Basmadji, F. L., Gruszecki, J., Rzucidlo, P., & Kordos, D. (2012). Development of ground
control station for a terrain observer—hardware in the loop simulations. In AIAA modeling
and simulation technologies conference, Minneapolis, US, 13–16, AIAA-2012-4629.

8. Gosiewski, Z., & Kulesza, Z. [red]: Mechatronic systems and materials IV.
9. Pieniążek, J. (2014). Kształtowanie współpracy człowieka z lotniczymi systemami sterowania.

Oficyna Wydawnicza Politechniki Rzeszowskiej, ISBN 978-83-7199-912-7. Rzeszów.
10. Rogalski, T., & Horyń, D. (2015) MP-02 Czajka airspeed characteristic, internal report

avionics and control department. Rzeszow: Rzeszow University of Technology.
11. Rogalski, T., Tomczyk, A. (2001). Eksperymentalny układ sterowania pośredniego dla

samolotu ogólnego przeznaczenia. Zeszyty Naukowe Politechniki Rzeszowskiej Nr 186, seria
“Mechanika” z. 56, Awionika, tom I, s. 111–118. Rzeszów.

12. Pieniążek, J., Cieciński, P., Wałek, Ł., & Nowak, D. (2015). Integrated measurement system
for UAV. IEEE: Metrology for Aerospace.

13. Dołega, B., & Rogalski, T. (2009). Control system for medium-sized flying target. Aviation
(Vol. 13, pp. 11–16). Vilnius: Technika. doi:10.3846/1648-7788.

14. Rogalski, T., Samolej, S., & Tomczyk, A. (2011). ARINC 653 based time-critical application
for european SCARLETT project, AIAA guidance, navigation, and control conference, 08–11
August. Oregon, USA: Portland.

15. Samolej, S. (2011). ARINC specification 653 based real-time software engineering,
e-informatica. Software Engineering Journal, 5(1), 39–49.

16. Samolej, S., & Rogalski, T. Experimental real-time Arinc 653 based pitch angle control
application, from requirements do software: Research and practice, scientific papers of the
polish information processing society scientific council.

168 S. Samolej et al.

http://dx.doi.org/10.3846/1648-7788


UAV Swarm Management Using
Prepar3D

Mariusz Domżał, Karol Jędrasiak, Paweł Iwaneczko,
Krzysztof Jaskot and Aleksander Nawrat

1 Introduction

The aim of the article was to prepare the management system for swarm of UAVs in
the simulated Prepar3D environment. Goal of the system was to coordinate their
actions in order to optimize speed of searching the area defined by the user. At the
same time the system had to provide users with access to current information about
the location of UAVs (Fig. 1) [1–4].

From the user’s perspective, the main advantages of such a system over a single
machine would be: speed, under the assumption of a sufficiently large number of
vehicles, no need to restock the UAV reducing the number of steps that must be
taken by the user, and elimination of the problem of transport spare batteries or fuel.
A system of this type could be used for instance:

• searching for missing persons, due to fact that time plays an important role in
this case, more machines can speed up the search process [5–7],

• 3D mapping of the terrain [8],
• infrastructure inspection, e.g. in the event of natural disasters system could provide

information about the operability of roads for emergency services [9–11].

For the purpose of the project C ++ language was used along with standard
libraries supplemented by SimConnect SDK [12], which allows communication
with the simulation environment Prepar3D. The code was developed in Visual
Studio 2012 Ultimate and compiled by the compiler supplied with the IDE and
Visual Studio 2010.
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Prepar3D a simulation environment implemented by Lockheed Martin which
provides a high degree of realism, and is capable of simulating flying, floating and
ground-based objects, which can be used in various types of tests, e.g. involving the
study of the control system in the form of executable code on a simulated object, called
SIL simulations or actual control system of a simulated object—HIL simulation [13,
14]. In this work we have used the SIL type simulation. In addition, it is worth to
mention the possibility of simulating damage caused by the influence of overload and
multi-user mode, which allows to test, e.g. algorithms of swarm management.

2 System Architecture

The system is composed of 3 main parts: the agents (or simulators), server and GUI
applications that communicate with each other via TCP/IP (or more precisely via
library WinSock2). Agent and the server have been provided with a simple con-
figuration files, you can select the server address and port.

2.1 Agent

Agent is a software that connects directly to the server and simulation environment
Prepar3D in order to take control of the UAV. It is responsible for the connection
with the simulation environment and implementation of control algorithm proposed
in [15]. The Agent software is divided into 2 parts:

• The inner loop—responsible for testing and control of the current orientation
and speed of the UAV. Based on 3 PID controllers that regulate angles of pitch,
roll and speed (yaw control does not make sense due to the fact that it used to
flying wing UAV), regulators in this case were tuned by engineering method.

• The outer loop—responsible for processing of the current location, altitude, and
set route in the form of points values for the inner loop. The height is controlled
by the PI controller, whose output becomes the reference slope, the route points

Fig. 1 Graphical
representation of system use
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are processed in a different way. A destination is determined at a certain distance
from the UAV, which becomes the aim of the object. Then the angle between
the speed of the UAV and the vector connecting the object with the destination
point is determined. On the basis the tilt value is computed. If the agent does not
have any destination it enters the waiting mode.

Agent receives route as ECEF points, which are converted into LLA coordinates,
which held the calculations associated with the outer loop. Diagram of the control
system was presented in Fig. 2. The last module of the program is a TCP client
which connects to the server and allow 2-way communication.

2.2 Server

The program provides a connection between multiple applications with GUI and
many agents and implements the logic needed to complete the mission. The server
treats all tasks as searching for a limited pre-defined set of points in the area. For
this reason it does not accept the tasks consisting of 1 or 2 points. A job of 0 points
can stop the active job, and send the next job. It overwrites the previous one. Server
can be divided into 5 main components: 2 types of servers, 2 types of protocols and
logic, in which can be distinguished object that stores data on a map. The logic is
also coupled to the object by visualization the current state of the map using the
OpenGL (an example in the Fig. 4). Mutual relations between modules are shown
in Fig. 3. A characteristic difference between used servers is that the server is
communicating with a GUI to broadcast information to all users, and the server
UAV sends information only to the selected object.

The first step in the implementation of the task is to determine the interesting
points from the position of covering a given area. For this purpose the extreme
values of the received points in the system LLA (lowest and highest values of
latitude and longitude) are found. Then the molded rectangular area consisting of

Fig. 2 Control system of a single UAV
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square cells having a side with a predetermined length is determined. In the next
step, selected cells are those that have a common part with the given area (shown in
Fig. 5). Separation of 2 convex polygons [16], which imposes the need to inflict

Fig. 3 The flow of information between elements of the server

Fig. 4 An example of map visualization used by the server. Gray and black cells are unimportant
for the mission, black cells are occupied by objects. Red fields represent important cells and
occupied by UAVs at the moment, the blue cells are relevant to the mission but not yet explored,
green fields are already examined

Fig. 5 The choice of
important cells from the point
of view of the mission (green)
on the basis of the area of the
mission (limited red lines)
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areas was implemented. After separation, the server starts cyclically, for instance
every 1 s update the map based on the received telemetry data.

A modified algorithm is used as proposed in [16] based on the PSO. The method
selects one of the neighboring (North, South, East, West) cells as a target, and
during each iteration of the algorithm is trying to bring closer the object to the
destined point with the distance smaller than the tolerable deviation. Preventing
diagonal traffic eliminates the problem associated with taking images at an angle
(Fig. 6). The behavior of the UAV can be divided into four situations:

• In the neighboring fields there is unfathomable and unallocated cell—in this
case the object will be directed first to such a field,

• In the vicinity of the vehicle cells are already checked, but the area is not yet
fully explored—in this case the determination of the direction of flight is carried
out by PSO algorithm, which can be described by the equation:

V t+1ð Þ=wv tð Þ+ c1r andðÞ p tð Þ− x tð Þð Þ+ c2r andðÞ pg tð Þ− x tð Þ� �
, ð1Þ

where V normalized velocity of UAV, p the closest unchecked cell, pg It is
responsible for dispersion of vehicle groups (Fig. 7), x- location of UAV, w, c1 and
c2 constant parameters. In case of control only single machine the algorithm can be
simplified to:

V t+1ð Þ=wv tð Þ+ c1 p tð Þ− x tð Þð Þ. ð2Þ

Determined in this way the speed is converted to the flight direction by calcu-
lating the angle between it and the direction of the east. For angle in interval −45°
to 45° direction is easy, 45°–135° north, 135°–225° west and for 225°–315° it is
south. If the chosen direction is for some reason unavailable (the cell is occupied or
selected as a target for another UAV) once again algorithm is performed (maxi-
mally 10 time) in single iteration.

Fig. 6 Illustration of the
problem with taking pictures
at an angle. Area highlighted
in green is covered with a
photo. Areas marked in gray
area not covered. Photo from
an angle can result in
unexplored areas
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• It is located outside the area—in this case the server will send a plane to the
nearest unoccupied and unassigned cell.

• The entire area has been explored—the server will stop sending information to
the UAV, but continues to monitor their condition.

2.3 GUI Application

GUI application is a program that provides graphical environment to provide the
information received and to provide additional information. It allows to track the
UAVs and the creation of jobs on the interactive map by applying to I location tags
(or removal of already present) and send them to the server. It shall also inform
whether the server has adopted a new mission or rejected it. Example screenshots of
the application are shown in Fig. 8.

Fig. 7 Postion-determining scheme pg for object number 1 (red). Directions in which the objects
flying 2 and 4 are the closest to the direction in which the UAV 1 is moving (respectively
clockwise and counterclockwise). Ray K is determined in such a way that β parameter was largest.
Ray L is parallel to Ray K and has its origin in location of UAV number 1, pg is the most distance
cell from UAV 1, belonging to the area i and intersecting with a ray L
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3 Tests and Results

Testing was based on the use of a fixed number of UAVs and manipulation of
parameters of Eqs. 1 and 2. The algorithm depends only on the ratio of the
parameters w, c1, c2, therefore w = 1 was selected for all tests.

3.1 Single Object

Parameter c2 does not affect the operation of the algorithm for a single machine, so
changed was the only the parameter c1. The area depicted in Fig. 9a was used for
tests. For all values of the tested parameter c1 the algorithm managed to examine
the whole area and get the same final map visualization (Fig. 11). You may also
notice some differences in the case of the route UAV. Deformations of the routes
shown in Fig. 10 are the result of too low value of the parameter c1. The algorithm

Fig. 8 Examples of screen shots of the application GUI

Fig. 9 Initial mission state: a visible in application GUI, b visible in the state of the server
visualization (color analogous to Fig. 4)
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is not able to find its goal until the UAV at least partly turn into its direction. This
can cause taking pictures at the wrong angle (Fig. 10), values above 0.5 eliminate
this problem.

Fig. 10 The impact of parameter c1 on the route, yellow box indicates the area where there was a
route deformation

Fig. 11 The final state of the
server map
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3.2 Multiple Objects

To perform the following tests we used: 4 machines, 1 agent program, 3 agent
simulators that simulate objects moving at the speed of 20 m/s. On each screenshot
of the application simulated UAV in environment Prepar3D is highlighted in red. In
addition, due to the use of an algorithm based on the randomization each pair of
coefficients c1, c2 was three times tested. The slope line of routes from simulators is
due to the fact that the server is preparing another route point in time when UAV’s
set point is at a certain distance (Fig. 12).

The results shown in Fig. 13 indicates a problem in the form of frequent changes
of direction in the case of one of the UAV (purple indication) in the initial phase of
exploration and deformation of route (blue and yellow), which could lead to less
information about the studied area. The first of the problems stemmed from the
proximity of other machines that blocked the neighbouring cells (algorithm began
to look for alternative exit), while in the second case there are two reasons for
alternative:

• The first is to turn out outside the test area (marked in yellow), it indicates that
the effect of the parameters was too small.

• The second reason was the occupation of cells that could be a target for UAVs,
so for some time the vehicles remained in the waiting mode to avoid a collision,
then again back on the road.

Figure 14 shows the influence of parameter c2 on computed routes. Selected
area marked in green, where one of the UAV was brought up in the opposite
direction to the other three. White lines on one of the pictures highlighted the route
of the vehicle in a simulated environment Prepar3D. You will notice that the route
was quite chaotic and for most of the time UAV was in the fields already visited.
This illustrates the effect of pg parameter from the Eq. 1. There are also purple,
yellow and blue markings with the same meanings as before. In the second illus-
tration length of the blue area is striking, which was due to the following of a slower
object.

Fig. 12 Initial mission state: a visible in application GUI, b visible in the state of the server
visualization (color analogous to Fig. 4)
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Fig. 13 Routes for c1 = 0.75 and c2 = 0.25, meaning of the indications is explained in Sect. 3.2
of the article
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Fig. 14 Routes for c1 = 0.75 and c2 = 5, meaning of the indications is explained in Sect. 3.2 of
the article
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Flight path shown in Fig. 15 are characterized by similar problems as those
shown in Fig. 13. However, we managed to avoid a situation where the UAV left
area of the map. The parameter values were selected to maintain the proportions of
the first test (c1 = 0.75 and c2 = 0.25). As you can see an increase in their value
allowed to remove one problem, however, revealed another: areas covered by the
white rectangles indicate that the plan has failed, as in blue areas, however in the
case of simulation, and not an agent.

The last values of parameters c1 and c2 tested were respectively 2 and 2.5. The
results obtained for these parameters are shown in Fig. 16 and have a limited route
distortion caused by collision avoidance marked in white and blue. Therefore,
further results will be obtained using the parameter values.

3.3 The Impact of the Number of Objects and Their Initial
Positions

During the test the impact of the number of UAVs as well as their initial location
was researched. Two cases were assumed: vehicles scattered or gathered in a group
(Tables 1 and 2).

The results obtained for the region presented in Fig. 17.
Attempts have been made for objects number equal to 1 and 6. The results were

obtained for distributed initial position (Fig. 18) and other parameters value like
c1 = 2 and c2 = 1 for 6 vehicles. Increasing the number of objects significantly
reduces the average time of exploration. The results in Table 3 to 3 and 4 vehicles,
however, show that there is no guarantee that more UAVs will provide faster search
area. Reducing the coefficient of dispersion and different starting positions shown in
Table 4 also affect the time. In the first case, it allowed it to gain a better average
time, but it increased in the time gap. In the third case, which managed to get an
even better average time and a smaller time gap. Due to this change in Fig. 19 there
are compared routes for different initial positions.

The results obtained for the test region (Fig. 20) under the assumption that the
sectioning of the system was the same as in the previous test.

Tables 3 and 4 shows the test results. Additionally comparison of routes for
distributed and grouped starting positions is presented in Fig. 21. The initial state
for distributed positions is presented in Fig. 20. The results obtained for 4 or more
vehicles do not differ significantly from each other in the average time. Once again,
the time gap does not have any direct relationship with the number of units.
However, this time the use of other values also resulted in less dehiscence (and, as
previously thought average time). Initial dispersion achieved by far the best average
time and small time gap, which results in the conclusion that the algorithm can have
a problem with tightly coupled groups of vehicles.
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Fig. 15 Routes for c1 = 2.5 and c2 = 0.8, meaning of the indications is explained in Sect. 3.2 of
the article
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Fig. 16 Routes for c1 = 2 and c2 = 2.5, meaning of the indications is explained in Sect. 3.2 of
the article
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3.4 Research on the Influence of Area’s Shape

The aim of the tests in this situation was to verify the correctness of generating
internal server map based on transmitted points. The photos are presented in pairs:
the first (left) is the actual shape of the map sent to the server using GUI application,
while the second (right) is the server map visualization, which has been visualized
without grid because of the small size of the cells. (Figures 22, 23, 24, and 25)

The server can cope with convex figures. In the case of concave figures there are
additional cells that are classified as important for the mission, although there
should not be any. Their number depends on the measure of concave angle. For

Table 1 Summary of the results obtained for c1 = 2 and c2 = 2.5

Number of
passes

Examination time (s) Avg. time
(s)

Time gap
(s)

Time gap/Avg.
timeFlight

1
Flight
2

Flight
3

1 1458 – – 1458 – –

2 993 1021 845 953 176 0.1847
3 741 762 817 773.3 76 0.0983
4 669 610 782 687 172 0.2504
5 561 604 582 582.3 43 0.0738
6 464 544 547 518.3 83 0.1601

Table 2 The first row shows the results obtained for the parameters c1 = 2, c2 = 1, while the
second is based on a previously used parameters during distributed starting positions

Number of
passes

Examination time (s) Avg. time
(s)

Time gap
(s)

Time gap/Avg.
timeFlight

1
Flight
2

Flight
3

6 531 405 512 482.7 126 0.261
6 477 447 445 456.3 32 0.0701

Fig. 17 Areas used during the tests
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Fig. 18 UAV’s initial locations

Table 3 Summary of results obtained for c1 = 2 and c2 = 2.5

Number of
passes

Examination time (s) Avg. time
(s)

Time gap
(s)

Time gap/Avg.
timeFlight

1
Flight
2

Flight
3

1 574 − − 574 − −
2 396 378 394 389.3 18 0.0462
3 361 282 331 324.7 76 0.2341
4 296 268 236 266.7 60 0.225
5 251 256 255 254 5 0.0197
6 243 229 273 248.3 44 0.1772

Table 4 The first row shows the results obtained for the parameters c1 = 2, c2 = 1, while the
second is based on a previously used parameters at distributed starting positions

Number of
passes

Examination time (s) Avg. time
(s)

Time gap
(s)

Time gap/Avg.
timeFlight

1
Flight
2

Flight
3

6 225 235 236 232 11 0.0466

6 142 135 136 138 8 0.058
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Fig. 19 Comparison of routes for different initial positions, a distributed, b grouped

UAV Swarm Management Using Prepar3D 185



instance in Fig. 4.16, there is an angle with value close to 270° there are multiple
erroneous cells. In Figs. 4.17 and 4.15 there are concave angles closer to180° and
the number of erroneous cells is much smaller. Assuming that in any polygon there
are concave angles n α1, i=1, 2, . . . , n the server converts them into 360◦ − α.

Fig. 20 Distributed initial positions
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Fig. 21 Comparison of routes for different initial positions, a distributed, b grouped

Fig. 22 13-angle convex poligon mapping

Fig. 23 7-angle trapezoid-like (not a convex figure) mapping
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3.5 Research on the Influence of Multiple UAVs
Participation

The scenario of this test was as follows: during a mission for 1 vehicle (it took 424 s
for single vehicle) 2 additional vehicles were added (after 150 s since mission start),
with goal of supporting the first vehicle. The objective has been achieved and the
search time was reduced from 424 s to 387 s. Initial situation is shown in Fig. 26,
supporting vehicles are marked yellow. Routes acquired after the test are presented
in Fig. 27.

3.6 Impact of the Loss of Communication with UAV

In this case, the test began with two vehicles. After some time, vehicle #1 has been
disconnected from the system. The effects of such an action is shown in Fig. 28.
Visualization of server’s map shows the location of a missing machine (upper
right). The system should not direct there to any of vehicles. It is in accordance with
the route of the second UAV—it avoided the cells already visited by the first

Fig. 24 Concave quadrilateral mapping

Fig. 25 Concave pentagon mapping
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Fig. 26 Initial positions of UAVs, marked in yellow joined later

Fig. 27 On the left is the route of single UAV, on the right there are routes of multiple UAVs
which joined the task at a later time
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vehicle and, in particular, cells in which #1 had disappeared. This behavior of the
system is negative from the point of view of the exploration of a given area, but it
increases the security of the controlled UAVs. They can thus avoid mistakes of their
predecessors.

4 Conclusions

Completed software solution developed during the work allow creation of the
swarm of simulated objects with goal of searching the area. In conjunction with the
application GUI it allows convenient management of the swarm. Increasing the
number of vehicles in the swarm increases the number of turns on the route,
however it allows for faster testing of the areas. As one of the advantages of the
presented approach it can be added the fact that for all studied situations, including
parameter sets and the number of vehicles, in all cases swarm managed to examine
the entire area. The selection of the appropriate parameters provides a better route
for the coverage of area with photographs and allow to do it faster. Despite multiple
intersecting routes there have been no cases impending collision. The system also
allows to attach during the run additional vehicles and copes with the loss of
connection with the units. A very positive impact on the results of a scattering of
objects before starting the search, therefore future version of this system could use
some algorithm that ensures dispersion of the swarm before exploration. Another
possible modification is to use an alternative method of dispersing vehicles in the
course of the algorithm—the current version can in 2 subsequent iterations fruit in
points lying on opposite sides of the map. An example of an alternative may be
based, among others, on electrostatic interactions, unvisited cells would have the
opposite charge to the vehicle and other vehicles the same, which would prefer to
areas with a large number of unexplored fields away from other vehicles and alter
slowly.

The problem is the lack of concave areas. One way of solving this problem
might be to divide into sub-convex, which can be handled by the current algorithm,
e.g. by means of triangulation. One of the possibilities for the development of this
system is to provide multiple, posed by different users missions. In conjunction with

Fig. 28 On the left there is UAV’s route, on the right the state of the server’s internal map
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the ability to estimate the time (especially the upper limit) duration of the mission,
depending on the units used UAVs at the time of receipt, it could allow the
management of swarm in such a way that executed in parallel missions ended
within the time specified by the user. The system would assign vehicles for specific
missions. A system of this type could be used in reconnaissance missions or
searching for people missing in uninhabited regions [17, 18], or for example
extensive research of infrastructure [19]. The system could also generate a 3D map
of the area.
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Part III
Computer Models and Simulations

One of the most important and challenging aspects of creating Practical Applications
for National Security is to create realistic computer models and simulations. This
chapter contains scientific description of three issues: geometric and photometric
calibration of the image projection system, probabilistic model of radio propagation
delay in indoor environment and kinematic-dynamic analysis of human upper arm.
Proposed method of manual calibration of image projection system enables cali-
bration of any number of Digital Light Processing (DLP) projectors, on-screen
consisting of many planar surfaces, that leads to result of developing the method a
software arose facilitating conducting the geometrical and colorful calibration.
Presented software was subjected to qualitative and quantitative tests, what enables
to distinguish the distorting factors in the initial visualization. Probabilistic model of
describing radio propagation delay in indoor environment is based of delta functions
sequence to describe retransmissions between a transmitter and a receiver. Model
has been verified by measurement results obtained by using the experimental system,
which includes commonly occurring disturbances in buildings, such as walls. The
presented model of upper arm motion has been derived using the Euler–Lagrange
equation. Mathematical models use direct kinematics to develop compute position
and orientation of arm based on the given human joint position. Dynamics of the arm
refers to the interaction between forces in the system and change of state of the
system. Based on the dynamic equation of motion of the arm non-linear and linear
model of human upper arm has been defined to achieve realistic simulation.



Advanced Ballistic Model and Its
Experimental Evaluation for Professional
Simulation Systems
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1 Introduction

High mobility training of officers, soldiers, guards and security personnel as rep-
resentatives of the state security system responsible for ensuring public safety is a
complex and multifaceted process, especially in terms of use of firearms. This
process should be conducted at each level of tasks, which include the level of
intervention, tactic and strategic while taking into account practical experience
gained during domestic and abroad operations [1]. In addition, it should be
emphasized that the aim of the firearms training process is a theoretical and prac-
tical preparation of service representatives to perform their tasks [2]. The above
issues also tends to carry out considerations on the use of tools to support the
process of training of tactics and the application of laws relating to the use of the
firearms in situations threatening the life or health.

For the purposes of this study devoted to the use of models of ballistic systems
simulation authors will refer only to the most important areas from the point of view
of the realism of the training process conducted on the basis of simulation systems
designed to support the training of officers and soldiers.

The first area is the “environment” and its specific circumstances in which the
above designated representatives of the state security system entities carry out tasks
which should have representation in professional systems simulation. For the
purposes of this article the term “environment” should be understood as the area
and the conditions prevailing in it, taking into account the conditions of the
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infrastructure specific to the site. In the literature there is division of the operational
environment into urban area (city) and open area (extra-urban). In urban areas
during the operation, the “black tactics” referred to as a Close Quarters Battle
(CQB) [3] and the Military Operation in Urban Terrain (MOUT) [4], are used.
However, in the suburban areas, the “green tactics” [5, 6] are used. At the same time
it should be noted that defining “environment” should take into account the con-
ditions resulting from natural phenomena that may occur in the indicated areas.

Another area is the legal conditions delegating permissions to use of firearms,
along with the obligations arising from the consequences of its use. Both of these
areas “environmental” and legal, seem to be important from the point of view of the
necessity to introduce the realism of the situation in the shooting training due to the
consequences of both the physical and legal, that may accompany the use of
firearms.

In the Republic of Poland legal basis for the use of firearms is the Act of 24 May
2013 on means of direct force and firearms (Dz. U from 2013, 628 with later
changes). The act on means of direct force and firearms defines a closed list of
entities authorized to use of firearms, which are the officers of: Internal Security
Agency, Intelligence Agency, Government Protection Bureau, Customs Service,
the Central Anti-Corruption Bureau, the Police, Prison Service, the Border Guard,
Railway Security Guard, Guard Park, officers and soldiers: Military Counterintel-
ligence Service, the Military Intelligence Service, the soldiers of the Military Police
or military law enforcement agencies, security guards: the National guard hunting,
the National Fisheries guard, local guards (urban), Forest guard, Marshal guard,
inspectors and employees of tax inspection, inspectors of the Road Transport
inspection, security staff entitled to use firearms under the provisions of the Act of
22 August 1997 on the protection of persons and property (Dz. U 2014. pos. 1099).

In the abovementioned Act of 24 May 2013 on means of direct force and
firearms (Dz. U 2013, 628 with later changes). The legislature precisely defined the
terms “use of firearms” and “application of firearms.” “use of firearms” was defined
as taking a shot in the direction of a person using penetrating ammunition, while the
“application of firearms” will be taking a shot with the use of penetrating ammu-
nition in the direction of the animal, object or in another direction not posing a
threat to people. The above presents wide range of entities, whose representatives
have the right to use of firearms. It also presents the spectrum of the various effects
of impact of penetrating ammunition [7–10], and thus translates into a multidi-
mensional training process. In addition, the legal content which is an integral part of
the process of training in the use of firearms requires stating that due to its multi-
threading it should be included in the process of building professional simulation
systems.

These environmental and legal regulations regarding the use of firearms require
that officers, soldiers, guards and workers’ protection obligations related to
acquiring and developing skills of using a firearm during the different circumstances
surrounding the execution of tasks. Acquiring and developing theoretical and
practical skills provides training process conducted on the basis of professional
methodology using modern training tools. Undoubtedly, such tools include training
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facilities holding in its infrastructure combat shooting ranges equipped with inno-
vative simulation systems reflecting the realism of the shooting situation and taking
into account the consequences of the use of firearms. Achieving realism of the
shooting situation is possible, among other things as a result of the implementation
of developed ballistic models in professional simulation systems.

Multimedia shooting ranges are simulation systems allowing firearms training.
Each of the multimedia shooting systems consists of two parts: the real part and the
virtual part. The real part consists of the shooter, firearm or replica firearm, the
vision system which allows detection of bullet hits, a computer and a screen for
projection of shooting targets [11, 12]. Virtual part consists of a generated by
computer simulated virtual world with shooting targets. Virtual world generated by
the computer is displayed on the screen by the projector. Multimedia shooting
ranges can be divided into two categories: using firearms and using replicas of
firearms equipped with imu [13]. In the first case, the user of such a shooting range,
shots with a firearm into ricochets silencer, which also serves as the screen for
display purposes. The algorithm [14] recognizes coordinates where the bullet hits a
screen based on the analysis of video stream from the thermal imaging camera. The
detected hit point’s coordinates in the camera coordinate system are further mapped
by a computer algorithm into respective coordinates in a simulation system. In the
case of replica firearms, there is a laser operating in the infrared range mounted in
the barrel or on picatinny rail. Trigger of the replica firearm is modified in order to
wirelessly transmit the information about the press to the computer system. At the
moment of a virtual shot a laser pulse is emitted from the replica firearm and special
algorithm detects the laser dot on the screen by analyzing the video stream from
infrared camera. The detected laser dot’s coordinates in the camera coordinate
system are further mapped by a computer algorithm into a respective coordinates in
a simulation system. Traditional shooting range can be converted into a multimedia
shooting range. Transforming traditional shooting range into the multimedia
shooting media allows to practice shooting at distances greater than those that
provided by traditional, physically limited, indoor shooting ranges. Multimedia
shooting ranges should in the most accurate way simulate the flight of the projectile
and take into account the rights of external ballistics that affect the flight of the
projectile.

Part of the work will be implementation of a mathematical model of projectile
motion for multimedia shooting ranges. For this purpose will review the literature
related to the external ballistics. Ballistics is a science that studies the process of
launching, the behavior of projectile flight and behavior of the impact of projectile
into hit targets. A ballistic object is an object which movement is not limited in any
way and is subject to forces such as: air resistance, gravity. External ballistics is a
section of ballistics researching the movement of propelled ballistic objects and
phenomena that have a direct impact on their movement. One of the uses of external
ballistics is the study of the movement of rifle’s projectile in the Earth’s atmosphere.
Using mathematical models of projectile motion in the atmosphere it is possible to
determine the trajectory of a projectile with knowledge of the initial conditions of
the shot. It is also possible to determine the forces and moments acting on the
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projectile during flight. As part of the work selected mathematical model will be
implemented in the MATLAB simulation environment. The results obtained in the
simulation will be verified with available ballistic charts. Ballistic charts are supplied
by the manufacturers of ammunition and contain information about the flight path of
projectile. Along with the trajectory information about the parameters of the
atmosphere, setting the iron sights and wind speed, may be provided. The ballistic
charts contain information about the bullet weights, muzzle velocity and ballistic
coefficients. This information is useful to verify the simulation. Examples of man-
ufacturers of ammunition ballistic tables can be found in [15, 16].

The measurable result of the work will be implementation of ballistics equations
in the physical engine. Implementation will reproduce projectile motion in the
atmosphere in a manner consistent with the data from the ballistic charts from
ammunition manufacturers. Implemented ballistics model could be used for a
shooting training e.g. using UAVs [17].

2 External Ballistics

The subject of the external ballistics is the study of the laws of motion of ballistic
objects in space around Earth. One of the tasks of external ballistics is modelling of
physical and mathematical spatial motion of projectiles. In order to build a physical
model of a projectile motion the following phenomena should be taken into
account: the basic laws of physics, the structure of the object, external forces acting
on an object in flight, the characteristics of the medium in which the object is
moving.

External ballistics is used in the study of motion of rifle projectile, artillery
shells, rocket ballistic missiles. External ballistics in military applications is
described in [18]. The authors of the publication provide general information on
mathematical modelling of the motion of ballistic object and phenomena that affect
the flight of the projectile: gravity, air resistance, the Coriolis force [19], wind and
their mathematical modelling. Mathematical model of projectile motion as a
material point and a mathematical model of the atmosphere described in the [18]
were selected for implementation. The article [20] contains information on mod-
elling of projectiles motion. It contains mathematical description of the bullet, but
the description of phenomena affecting the projectile is not as detailed as in [18].
From the article [20] the equation describing the force of air resistance was used.
Mathematical models of projectile motion are limited to the consideration of gravity
and air resistance. Publication [21] contains practical information on external bal-
listics. This position is a textbook for sharpshooters [22, 23]. It contains descrip-
tions of phenomena that affect the flight of the projectile, but does not provide any
mathematical models describing these phenomena. Position [21] contains an
extensive collection of ballistic tables that provide a lot of information about the
projectiles, which can be used to verify the models included in the article [18]. The
article [21] did not describe any information to derive a mathematical model of
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projectile motion. Reference article [24] provides a manual for snipers. It contains a
description of the phenomena affecting the bullet: gravity, wind, drag, gyro drift. It
contains no mathematical descriptions of phenomena affecting the projectile. It
contains a chart of ballistic coefficients of ballistic projectiles that can be used to
verify the mathematical models of projectile motion. The article [24] does not
contain any information allowing to derive a mathematical model projectile motion.

2.1 External Forces Acting on an Object

Movement of the object takes place under the action of the resultant of external
forces. In the case of projectile motion in the atmosphere external forces acting on
the projectile resulting from: projectile motion in the gravitational field, the
movement of the projectile in the atmosphere, the Earth’s rotation, rotational
movement of the projectile.

2.1.1 Gravity Force

The process of modelling of the physical projectile motion requires the adoption of
the model of gravity field. The choice depends on the firing range. A uniform force
field of gravity assumes that in all points of the trajectory the gravity force is
constant. Such field is used at ranges up to 20 km, which is sufficient for the needs
of multimedia shooting range, because even range of the snipers rarely exceeds
1 km. The central field of gravity assumes that the value of the acceleration varies
with the altitude of the projectile. The field is used at ranges from 20 km to 500 km.
For ranges longer than 500 km off-center gravity fields are used, which assumes
that the Earth is an ellipsoid compressed at the poles.

2.1.2 Aerodynamic Drag

Aerodynamic drag acts on a moving ballistic object in the atmosphere. The value of
the force of aerodynamic drag depends on the parameters of the atmosphere, the
shape of the projectile, the speed of movement and drag coefficient. Determination
of the coefficient of resistance is difficult and complicated, in addition, it changes
with the change of velocity of the projectile. For the calculation of the resistance
coefficient G1 and G7 resistance models were created. These models define the
standard projectile (its mass and shape) for which the value of the drag coefficient is
determined depending on the Mach number, the ratio of speed of the object in the
medium to the speed of sound in the same medium. For other projectiles with the
same shape value of resistance can be calculated with a given model, adjusting it by
the value of shape factor of the projectile. The values of the resistance depends on
the Mach number for the G7 resistance model (Fig. 1).
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It may be noted that for subsonic speeds coefficient is constant at speeds close to
the speed of sound value of this ratio is growing rapidly, and at supersonic speed
this coefficient decreases.

2.1.3 Wind Force

Wind causes the rotation of the projectile in the direction of the wind, which causes
that the drag force is not parallel to the trajectory. Such directed drag force causes
the horizontal deflection of the trajectory of the bullet, and is observed by the
shooter as a drift of the projectile. Another effect of the wind is change of the speed
of the projectile relative to air, which results in change of the aerodynamic force.

2.1.4 Coriolis Effect

Ballistic object moves in a rotating coordinate system of reference, which is the
Earth. As a result, on the projectile operates the Coriolis force, which bends
the trajectory of the projectile. This force depends on the azimuth and latitude of the
shot. Its influence is observed when shots over long distances, for instance with
sniper rifles. The Coriolis force has a vertical component and its effect on the object
is called Eötvös effect [25]. An object moving in east direction is influenced by
vertical force directed upwards. Vertical force directed downwards occurs when
object is moving in west direction. This has an impact on the range of shot.

Fig. 1 The influence of Mach number on the value of the drag coefficient for the model G7
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2.1.5 Magnus Effect

Projectiles stabilized by spinning motion are affected by the Magnus effect. When
the projectile moves transversely to the air, e.g. under the influence of wind,
pressure difference is created on two opposite sides of the projectile which causes
the Magnus force. The force acts either up or down, depending on the wind
direction and the direction of rotation (Fig. 2). The vertical deviation of the pro-
jectile trajectory is smaller than the deviation caused by the wind.

2.1.6 Gyroscope Drift

Projectiles stabilized by spinning motion are affected by the gyro drift. The axis of
rotation of the projectile does not coincide with the velocity vector of the projectile, it
causes creation of additional force deflecting the trajectory of the bullet in the hori-
zontal and vertical planes. The value of this force depends on the length of the
projectile, speed of rotation, range, time offlight, altitude and atmospheric conditions.

2.1.7 Summary

Implementation of mathematical model of projectile motion should meet the fol-
lowing assumptions:

• mathematical model takes into account the effects of projectile motion: gravity,
wind, drag, and the Coriolis force,

• it is possible to simulate any type of ammunition for small arms, whose
parameters: weight, caliber and ballistic coefficient, the initial conditions of the
shot: the initial velocity and the angle of the shot, and ambient conditions: air
pressure, air density, wind speed and temperature are known,

• calculations are simple and fast to ensure computations in real time,
• system provides functionality to detect shoots in a single shot mode.

Fig. 2 Example of Magnus
force rotating a body in the
atmosphere. FM—Magnus
force, Va—air velocity
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3 Mathematical Model of Projectile Motion

In order to create a mathematical model of projectile motion, it is possible to choose
a coordinate system in which a projectile motion will be considered, determine the
equation of atmospheric parameters and determine the mathematical model of the
object ballistic including selected effects acting on the projectile.

3.1 Coordinate Systems

Using the coordinate system it is possible to unambiguously describe the motion of
a ballistic object. Choosing the appropriate coordinate system can facilitate solving
equations of external ballistics.

3.2 Fixed Coordinate System Related to Earth

The beginning of the fixed coordinate system associated with the Earth (Fig. 3)
shall be the discharge point. Plane xgyg is called shooting plane. At discharge point,
when the projectile leaves the barrel, the projectile velocity vector lies on a shooting
plane. Plane xgzg is called the principal plane and is parallel to the plane of the
Earth. Point 0o is both at the origin and the point of departure of the projectile from
the barrel (discharge point). Location of object O at any point in time it is given by
the coordinates xg, yg, zg.

Fig. 3 The coordinate
system related to the Earth.
O—ballistic object,
0o—origin of the coordinate
system, xg, yg, zg—object’s
coordinates
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3.3 Coordinate System Related to Trajectory

Origin of coordinate system 0o related to trajectory (Fig. 4) is center of mass of the
projectile. The velocity vector of the projectile V lies along the axis xk. The position
of the coordinate system associated with the trajectory of the coordinate system
associated with the Earth is defined by:

• angle of the trajectory Ψ ,
• angle of inclination of the trajectory Θ.

In order to make the transition from the system associated with the Earth to the
coordinate system associated with trajectory rotation of the coordinate system by
the angle Ψ along the axis yg, should be done. Next the coordinate system should be
rotated by the angle Θ along the axis zk.

3.4 Mathematical Model of Atmosphere

Projectile motion in the atmosphere is influenced by the following parameters of the
atmosphere: air pressure, air density, air temperature, gas constant of air, the speed of
sound. For calculation of these parameters for any point of projectile’s trajectory it is
required to know the temperature, air pressure and air density at discharge point. To
calculate the parameters there is also required knowledge of the temperature dis-
tribution and the acceleration of gravity, depending on the altitude. Equation (1)
describes the relationship of air pressure to altitude. To calculate the pressure at a
given level the knowledge of the temperature distribution and the acceleration of
gravity in the section between the surface and a given height is required.

p hð Þ= p0 * e
− 1

Rp
* ∫

h

0

g hð Þdh
T hð Þ

� �
, ð1Þ

Fig. 4 The position of the
coordinate system associated
with the trajectory 0xkykzk
relative to the coordinate
system related to Earth 0xkykzk
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where:

p Pa½ � air pressure,
p0 Pa½ � air pressure at discharge point,
h m½ � height of the projectile’s location,
T hð Þ K½ � a function of air temperature,

g hð Þ m
s2

h i
function of the gravity acceleration,

Rp
J

kgK

h i
air gas constant.

The resulting air pressure is used to calculate the air density at a given height in
Eq. (2).

ρ hð Þ= ρ0 * T0 * p hð Þ
p0 * T hð Þ , ð2Þ

where:

ρ kg
m3

h i
air density,

ρ0
kg
m3

h i
air density at discharge point,

T0 K½ � air temperature at discharge point.

To calculate the speed of sound in Eq. (3) uses the calculated value of air
pressure and density in the Eqs. (1) and (2).

a hð Þ=
ffiffiffiffiffiffiffiffiffiffiffiffi
k
p hð Þ
ρ hð Þ

s
, ð3Þ

where:

a m
s

� �
speed of sound in air,

k −½ � heat capacity ratio for air.

The above equations can be used to create a mathematical model of the
atmosphere:

T hð Þ=T0 +ΔT hð Þ
g hð Þ= g0 +Δg hð Þ

p hð Þ= p0 * e
− 1

Rp
* ∫

h

0

g hð Þdh
T hð Þ

� �

ρ hð Þ= ρ0 * T0 * p hð Þ
p0*T hð Þ

a hð Þ=
ffiffiffiffiffiffiffiffiffiffiffiffiffi
k * p hð Þ

ρ hð Þ
q

8>>>>>>>><
>>>>>>>>:

, ð4Þ

204 K. Jędrasiak et al.



where:

g0 m
s2

h i
gravity acceleration at discharge point,

Δg hð Þ m
s2

h i
function of gravity acceleration depending on the height,

ΔT hð Þ K½ � function of air temperature depending on the height.

3.5 Mathematical Model of Projectile Motion

The aim of projectile motion will be considered as a movement of a material point.
The derivation of the mathematical model of projectile motion starts with the vector
differential equation of projectile motion:

m
dV
dt

=RA +G+FC +FB, ð5Þ

where:

m kg½ � projectile weight,
V m

s
� �

velocity of the projectile,
RA N½ � air drag force,
G N½ � gravity force,
FC N½ � Coriolis force,
FB N½ � inertia force.

During the formulation of the mathematical model of projectile motion a ref-
erence system should be selected for the Eq. (5). For reasons of simplicity, clarity
and ease of physical interpretation of equations appropriate coordinate system is a
coordinate system associated with the trajectory of the bullet. In the coordinate
system, the movement of the projectile is described by three coordinates: velocity
V , the trajectory angle Θ and inclination angle Ψ . These coordinates do not give
direct information about the location of the projectile with respect to discharge
point. You can transform these coordinates to the coordinate system associated with
the land where the projectile position is described by coordinates: distance xg,
height yg, drift zg. For the transformation the equation system (5) is used.

dxg
dt =V cos Θ cos Ψ

dyg
dt =V sin Θ

dzg
dt = −V cos Θ sin Ψ

8><
>: . ð6Þ

Taking into account the force of the wind, it is assumed that the projectile moves at
velocity Vwz in a coordinate system associated with the air molecules moving with the
wind speed Vw in a coordinate system associated with the ground. It is assumed that
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the origins of the coordinate system associated with the system ground and connected
with the air molecule overlap in time of departure (discharge point), and a coordinate
system associated with the air molecule will move at the velocity of Vw relative to the
coordinate system associated with the earth. This allows the use of Eq. (5) to deter-
mine the trajectory of the bullet only by adopting the velocity of the projectile V and
the projectile velocity relative to the air Vwz. In this case, the transformation from
a coordinate system associated with the trajectory of the coordinate system associated
with the ground should be transformed to the coordinate system associated with the
trajectory of the coordinate system associated with a molecule of air using equation
system (6). Then, taking into account wind speed Vw transform the coordinate system
associated with the ground using a system of Eq. (7).

dxwz
dt =Vwz cos Θ cos Ψ

dywz
dt =Vwz sin Θ

dzwz
dt = −Vwz cos Θ sin Ψ

8><
>: , ð7Þ

where:

xwz, ywz, xwz the coordinates of the projectile in a coordinate system associated with
the air molecule.

dxg
dt =Vwx +

dxwz
dt

dyg
dt =Vwy +

dywz
dt

dzg
dt =Vwz +

dzwz
dt

8><
>: , ð8Þ

where:

Vwx ,Vwy ,VwZ components of wind speed.

Vector Eq. (5) considered in the coordinate system associated with the trajectory
can be described using three scalar equations:

m dVwz
dt = −XA −G sin Θwz +FBx

mVwz
dΘwz
dt = −G cos Θwz +FCy +FBy

−mVwz cos Θwz
dΨwz
dt =FCz +FBz

8><
>: , ð9Þ

where:

XA frontal drag force,

FCy ,FCz Coriolis force components,
FBx ,FBy ,FBz inertial forces components.

Components of each of the forces affecting the projectile motion can be sub-
stituted into the system of Eq. (9).

206 K. Jędrasiak et al.



The force of gravity G depends on the adopted model of gravity field. In the case
of a small distance uniform gravity field model can be assumed, according to which
gravitational acceleration is constant. Gravitational acceleration is defined in [25]
and is:

g0 = 9.80665
m
s2

ð10Þ

The value of the force of gravity G is defined as follows:

G= g0 *m ð11Þ

Leading resistance of the projectile is given by the relationship:

XA =
1
2
cx

Vwz

a

� �
V2
wzS, ð12Þ

where:

S cross-sectional area of the projectile,
cx

Vwz
a

� �
function of the ratio of resitance.

The function cx
Vwz
a

� �
can be written as the product of a bullet shape coefficient

i and of function cxwz
Vwz
a

� �
. These functions are given in models of air resistance, e.g.

Model G7 (Fig. 3). Bullet shape coefficient is defined by the formula:

i=
m

d2 *BC
10− 3, ð13Þ

where:

d the diameter of the bullet,
BC ballistic coefficient.

Ballistic coefficients and models of resistance are given by the bullet manu-
facturers in form of ballistic tables [15, 16]. The sectional area of the projectile can
be decomposed as an area of a circle and using Eq. (13) to describe a drag force
Eq. (12) can be converted into:

XA =
1
BC

cxwz
Vwz

a

� �
V2
wzπm
8

10− 3. ð14Þ
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The Coriolis force is defined by the following equation:

FC = − 2m *Ωz ×V = − 2m

ik jk kk
Ωzxk Ωzyk Ωzzk

V 0 0

2
64

3
75

= − 2mVΩzzk jk +2mVΩzyk kk,

ð15Þ

where:

Ωz the angular velocity of rotation of the Earth,
Ωzxk ,Ωzyk ,Ωzzk components of the angular velocity of the Earth’s rotation in the

coordinate system associated with the trajectory,
ik, jk , kk coordinate system of versors associated with the trajectory.

After the projection of Eq. (14) on the axes of the coordinate system associated
with the trajectory we have:

FCx =0
FCy =2mV Ωz cosB0 sin A0 −Ψð Þ

FCz =2mV Ωz sinB0 cos Θ− cosB0 sin Θ cos A0 −Ψð Þ½ �

8<
: , ð16Þ

where:

A0 aziuth direction of shooting,
B0 latitude of discharge point.

Inertial forces appearing in Eq. (8) are due to the fact that motion of the pro-
jectile in a coordinate system related to molecule of the wind is noninertial. The
source of these forces is the variable wind and Coriolis effect. In the system related
to the ground forces of inertia are described by system of equations:

FBxg = −m 2 ΩzygVwz −ΩzzgVwy

� �
+ dVwx

dt

h i
FByg = −m 2 ΩzzgVwx −ΩzxgVwz

� �
+

dVwy

dt

h i
FBzg = −m 2 ΩzxgVwy −ΩzygVwz

� �
+ dVwx

dt

h i
8>>><
>>>:

, ð17Þ

where:

Ωzxk ,Ωzyk ,Ωzzk components of the angular velocity of the Earth’s rotation in the
coordinate system related to the earth,

FBxg ,FByg ,FBzg component of inertia force in the coordinate system associated with
the ground.

To determine the value of the inertial forces in a coordinate system associated
with the transformation of the trajectory is used equation:
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FBx =FBxg cos Θwz cos Ψwz +FByg sin Θwz −FBzg cos Θwz sin Ψwz

FBy =FBxg sin Θwz cos Ψwz +FByg cos Θwz +FBzg sin Θwz sin Ψwz

FBz =FBxg sin Ψwz +FBzg cos Ψwz

8<
: . ð18Þ

In order to get the full model of projectile motion it is possible to substitute the
Eqs. (10), (13), (15) and (17) into system of Eq. (8). The resulting system of
equations:

m dVwz
dt = − 1

BC cxwz
Vwz
a

� � V2
wzπm
8 10− 3 − g0m sin Θwz +FBx

mVwz
dΘwz
dt = − g0mc osΘwz +2mV Ωz cosB0 sin A0 −Ψð Þ+FBy

−mVwz cos Θwz
dΨwz
dt =2mV Ωz sinB0 cos Θ− cosB0 sin Θ cos A0 −Ψð Þ½ �+FBz

.

8><
>:

ð19Þ

Taking into account the transformation between systems (7) and (8), and a
mathematical model of the atmosphere (4) the full mathematical model of the
projectile motion in the atmosphere is obtained. This model takes into account the
gravity, the force of resistance, the Coriolis force, the impact of variable wind and
changing parameter values of the atmosphere. It was decided to process a projectile
motion as a movement of a material point due to the requirement of simplicity and
speed of calculations in the multimedia shooting range. Magnus effect was omitted
because it is considered under the assumption that the object is a solid body.
Gyroscopic effect was omitted due to lack of a mathematical model of the effect.
The effect of Poisson was not included because they are not known mathematical
models describing the effect.

4 Implementation of Mathematical Model of Projectile
Motion in the Matlab Simulation Environment

Matlab environment is a computer program designed for performing scientific cal-
culations and creating simulations. Mathematical model of projectile motion has
been implemented in the form of a script in Matlab environment. In order to
implement the model equations they have been discretized using Euler’s method
[26]. Using the method of Euler’s equation defined as y′ xð Þ= f x, yð Þ it is digitized to
form yi+1 = yi + hf xi, yið Þ, where: h—constant calculation step. The selection of the
computation step h affects the accuracy of the calculation and computation time.
Discretization of the system of Eq. (19), along with a mathematical model of the
atmosphere (the system of Eq. (4)) was implemented in the scripting language
Matlab.
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4.1 Selection of Calculation Step

In order to choose the step value h calculations were performed to compare the time
of the calculations of implemented mathematical model of projectile motion taking
into account only the force of gravity for different values of h. For comparisons a
mathematical model which takes into account only the gravity was used, because
such a model can be determined by analytical solution, which allows the calcula-
tion of model error. Fixed simulation parameters were:

• bullet weight m=15 g,
• bullet caliber d = 8.6mm,
• initial velocity of the projectile v0 = 920 m

s ,
• shot angle Θ0 = 0◦.

The flight time of the projectile was 1 s. The difference e is calculated:

e=
1
n
∑
n

i=0
xs ið Þ− xa ihð Þð Þ2 + ys ið Þ− ya ihð Þð Þ2

	 

, ð20Þ

where:

n number of points of simulated trajectory,
xs ið Þ, ys ið Þ simulation result in time i,
xa ihð Þ, ya ihð Þ the analytical solution at the moment ih.

The data from Table 1 indicate that the smaller the calculation step h, the greater
the execution time and the smaller the difference. The flight time of the projectile
was 1 s, so execution times longer than 1 s should be rejected, because the simu-
lation time takes longer than the actual flight time of the projectile. Calculation step
h equal to 0.001 s satisfies the shorter execution time than the flight time of pro-
jectile. Trajectory for calculation step h = 0.001 s coincides with the trajectory
from the analytical solution (Figs. 5 and 6). For this reason, it was decided to
choose the computation step h equal to 0.001 s. The scripting language Matlab is an
interpreted language, which results in a long time of execution of the script. After
the implementation in the target environment the execution time will be shorter.

Table 1 The differences and distances of simulated shots

h1 h2 h3 h4 h5 h6 h7
h ðsÞ 0.1 0.05 0.01 0.005 0.001 0.0005 0.0001
Execution time ðsÞ 0.0068 0.014 0.0673 0.1256 0.627 1.2741 6.3650
Difference e 92.01 46.00 9.201 4.6 0.92 0.46 0.09
Distance (m) 1012 966 929.2 924.6 920.9 920.5 920.1

210 K. Jędrasiak et al.



4.2 Implementation of Aerodynamic Drag Model

To determine the resistance forces functions of a standard drag coefficient are
required to know. A function of the resistance are shown in resistance models such
as G1 and G7. These functions are listed in tabular form ([27] for G1, [28] for G7).
In order to validate the operation of the implementation a test was performed,

Fig. 5 Obtained projectile trajectories for different values of the computation step h

Fig. 6 Approximation of the obtained projectile trajectory for different values of the computation
step h
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in which the trajectories for different ballistic coefficients of projectile were com-
puted. Fixed simulation parameters were:

• bullet weight m =15 g,
• bullet caliber d=8.6 mm,
• initial velocity of the projectile v0 = 920 m

s ,
• shot angle Θ0 = 0◦.

According to the theory ballistic coefficient determines the ability of a projectile
to resist its movement speed reduction caused by air resistance forces. The greatest
distance overcame projectile with ballistic coefficient equal to 0.4. The distance was
806.5 m (Fig. 7). Along with the decrease of the ballistic coefficient decreases the
distance travelled by projectiles.

4.3 Implementation of Wind Force Model

The aim of checking the implementation of wind force model was based on a
comparison of the drift and distance for various directions and wind speeds. The
trajectory of the projectile, which was influenced by a variable wind was compared
with the trajectory of the projectile, which was affected by a constant wind. Fixed
simulation parameters were:

• bullet weight m=15 g,
• bullet caliber d=8.6mm,
• initial velocity of the projectile v0 = 920 m

s ,

Fig. 7 Comparison of trajectories for different ballistic coefficient
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• shot angle Θ0 = 0◦,
• ballistic coefficient BC=0.191.

The increase in side wind speed causes greater drift of bullet. The range of the
shot is not affected by a side wind. The biggest drift has been measured for the wind
speed 4 m/s and was 1.143 m (Fig. 8). Along with decreasing wind speed
decreases bullet drift.

Projectile flying into the wind is moving at a higher speed relative to the air,
which increases air drag forces. This results in a decrease in the projectile range,
leading to distance 693.2 m, the wind speed of 10 m/s (Fig. 9). The projectile
moving with the wind moves relative to the air at a slower speed, so the force of air
resistance is lower and range of the projectile is longer.

Descending variable wind causes smaller drift than the wind with a constant
speed value (Fig. 10). In the first case (blue line) wind speed decreases, resulting in
less bullet drift in comparison to the second case (red line).

4.4 Implementation of Coriolis Force

In order to check the implementation of the model of the Coriolis force tests were
performed which compared the projectile shot trajectory at different time points on
the latitude and for different azimuths of the shot. Simulating a shot at the equator in
the east and west direction allowed to check the work Eötvös effect. Fixed simu-
lation parameters were:

Fig. 8 Comparison of projectile trajectories for different side wind speeds
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• bullet weight m=15 g,
• bullet caliber d=8.6mm,
• initial velocity of the projectile v0 = 920 m

s ,
• shot angle Θ0 = 0◦,
• ballistic coefficient BC=0.191.

At the equator the Coriolis effect causes drift of the bullet equal to 0.0001859 m
(Fig. 11). The observed effect of the Coriolis force on the drift of the projectile

Fig. 9 Comparison of projectile trajectories for different leading wind speeds

Fig. 10 Comparison of variable and constant wind
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increases with latitude of the shot point. Shot at latitude equal to 60° causes bullet
drift of 0.0412 m.

For azimuth 0° drift of the bullet is the largest and has a value of 0.02389 m. For
azimuth 90° drift is the smallest and equals 0.02373 m (Fig. 12).

Eötvös effect causes that when the projectile is moving towards the east, rotation
force around the Earth is acting on it vertically upwards. When the projectile is
moving in an easterly direction, force is acting vertically downwards. The effect of

Fig. 11 Comparison of projectile trajectories for shots from different latitudes

Fig. 12 The impact of changes in azimuth of the shot onto the trajectory of the projectile
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these forces is that the bullet flying in an easterly direction falls more slowly than
the bullet flying in a westerly direction (Fig. 13). The bullet moving in an easterly
direction (blue line) travelled distance 705.8 m, projectile moving in a westerly
direction (red line) travelled distance 710.5 m.

4.5 Comparison of Effects Affecting the Projectile Motion

After implementing the whole mathematical model of projectile motion trajectories
were simulated. During simulation multiple effects were applied to verify the
impact of these effects on the movement of the projectile. Shot distance is influ-
enced mainly by air resistance (Fig. 14). Other effects: the Coriolis force and the
cross wind have negligible effect on the distance.

The projectile trajectory does not deviate in the lateral direction in the case if
only the gravity and air resistance forces affect the projectile (Fig. 15). Projectile
trajectory deviates in the lateral direction if cross wind or Coriolis force affects the
projectile. Wind has a much greater impact on the amount of deviation from the
plane of the shot. Coriolis effect deflects the trajectory of 4 cm at the shot distance
of 700 m, a cross wind blowing with speed 4 m/s deflects the trajectory of 95 cm.

Fig. 13 Eötvös effect
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5 Simulation Verification

Verification of the simulation was carried out by comparing the generated trajectory
with the results provided by the manufacturers of ammunition and other simulation
systems. For verification the following bullets were selected:

Fig. 14 Comparison of the effects of forces affecting the movement of the projectile

Fig. 15 Comparison of the effects of forces affecting the movement of the projectile
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• Lapua Magnum 0.338 Naturalis,
• Federal American Eagle Ammunition 0.308 Winchester,
• 0.50 BMG M33,
• American Eagle 9 × 19 mm Parabellum.

For all these types of ammunition there are available ballistic tables. In the tables
there are placed examples of ballistic trajectories, bullet specification: bullet weight,
ballistic coefficient, bullet caliber and firing parameters: atmospheric parameters
(temperature, air pressure), and the distance settings of the iron sights. Distance
setting of iron sights is the distance at which the projectile will cross the line of
sight, established by the sights (Fig. 16).

In case when manufacturer has not specified the parameters of the atmosphere,
for the calculation of the parameters Normal Artillery Atmosphere was used:

• T0 = 288.15K,

∙ p0 = 99992 Pa,

∙ ρ0 = 1.2054
kg
m3 .

The difference between simulation and data from the ballistic sheets is given by
the formula:

e=
1
n
∑
n

i=0
ys xið Þ− yt xið Þð Þ2 + zs xið Þ− zt xið Þð Þ2

	 

, ð21Þ

where:

n number of trajectory points,
ys xið Þ, zs xið Þ simulation results in points xi,
yt xið Þ, zt xið Þ Trajectory measurements from ballistic charts in points xi.

Fig. 16 Diagram showing the distance settings of the iron sights
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5.1 Trajectory Verification for Lapua Magnum 0.338
Naturalis

Producer of Lapua Magnum 0.338 Naturalis specifies the following bullet char-
acteristics [16]:

• bullet weight m=15 g,
• bullet caliber d=8.6mm,
• ballistic coefficient BC=0.191,
• G7 resistance model.

and the following parameters of the shot:

• sights set on the distance 100m,
• initial velocity v0 = 920 m

s ,
• side wind of speed 4 m

s .

After travelling 900 ms simulated projectile dropped 2.223 m less than the
reference trajectory in the ballistic charts (Fig. 17). After travelling 900 m drift of
the simulated projectile was 1.058 m smaller than in reference trajectory in the
ballistic charts (Fig. 18 and Table 2).

Fig. 17 Comparison of the standard trajectory with the simulated trajectory for the bullet Lapua
Magnum 0.338 Naturalis (side view)
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5.2 Trajectory Verification for Federal American Eagle
Ammunition 0.308 Winchester

Producer of Federal American Eagle Ammunition 0.308 Winchester specifies the
following bullet characteristics [29]:

• bullet weight m=9.7 g,
• bullet caliber d=7.8mm,
• ballistic coefficient BC=0.381,
• G7 resistance model,

and the following parameters of the shot:

• sights set on the distance 150m,
• initial velocity v0 = 860 m

s .

Fig. 18 Rys Comparison of the standard trajectory with the simulated trajectory for the bullet
Lapua Magnum 0.338 Naturalis (top view)

Table 2 Comparison of the data from the simulation with data from ballistic charts for bullet
Lapua Magnum 0.338 Naturalis

Distance mð Þ 0 100 300 600 900

Height mð Þ Verification data 0 0 −0.374 −2.73 −9.176
Simulation 0 0 0.423 −2.438 −6.953

Drift mð Þ Verification data 0 0.021 0.212 1.018 2.703
Simulation 0 0.015 0.145 0.649 1.645

Difference ei 0 0.00130 0.76266 2.86415 23.84683
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After travelling 457.2 m drift of the simulated projectile was 0.317 m smaller
than in reference trajectory in the ballistic charts (Fig. 19 and Table 3).

5.3 Trajectory Verification for 0.50 BMG M33

Producer of bullet 0.50 BMG M33 specifies the following bullet characteristics [15]:

• bullet weight m=42.83 g,
• bullet caliber d=12.7mm,
• ballistic coefficient BC=0.62,
• G1 resistance model,

Fig. 19 Comparison of the standard trajectory with the simulated trajectory for the bullet Federal
American Eagle Ammunition 0.308 Winchester (side view)

Table 3 Comparison of results of simulation with the reference trajectories from ballistic charts
for bullet Federal American Eagle Ammunition 0.308 Winchester

Distance mð Þ 0 45.72 91.44 137.16 182.88

Height mð Þ Verification data 0 0.0341 0.0381 0.0094 −0.055
Simulation 0 0.03181 0.03526 0.0088 −0.0467

Difference ei 0 0.00001 0.00001 0.00000 0.00007
Distance mð Þ 228.6 274.3 320 365.7 411.4 457.2

Height
mð Þ

Verification
data

−0.1581 −0.3036 −0.4953 −0.7378 −1.0358 −1.395

Simulation −0.1344 −0.2544 −0.4077 −0.5945 −0.8175 −1.078
Difference ei 0.00056 0.0024 0.0076 0.0205 0.1004 0.04765
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and the following parameters of the shot:

• side wind of speed 0.44 m
s ,

• sights set on the distance 200 m,
• initial velocity v0 = 838, 2 m

s .

After travelling 1371.6 m simulated projectile dropped 5.965 m less than the
reference trajectory in the ballistic charts (Fig. 20). After travelling 1371.6 m drift
of the simulated projectile was 0.0437 m smaller than in reference trajectory in the
ballistic charts (Fig. 21 and Table 4).

5.4 Trajectory Verification for American Eagle 9 × 19 mm
Parabellum

Producer of bullet American Eagle 9 × 19 mm Parabellum specifies the following
bullet characteristics [30]:

• bullet weight m=8.03 g,
• bullet caliber d=9mm,
• ballistic coefficient BC=0.149,
• G1 resistance model,

and the following parameters of the shot:

Fig. 20 Comparison of the standard trajectory with the simulated trajectory for the bulle t0.50
BMG M33 (side view)
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Fig. 21 Comparison of the standard trajectory with the simulated trajectory for the bullet 0.50
BMG M33 (top view)

Table 4 Comparison of results of simulation with the reference trajectories from ballistic charts
for bullet 0.50 BMG M33

Distance mð Þ 0 91.4 182.9 274.3 365.8

Height mð Þ Verification data 0 0.0762 0.0229 −0.1778 −0.5436
Simulation 0 0.077 0.0285 −0.1562 −0.4875

Drift mð Þ Verification data 0 0.0025 0.0051 0.0127 0.0229
Simulation 0 0.0014 0.0059 0.0135 0.02447

Difference ei 0 0.00002 0.00015 0.00115 0.00539
Distance mð Þ 457.2 548.6 640.1 731.5 823.0

Height mð Þ Verification data −1.0922 −1.8517 −2.8473 −4.1148 −5.6896
Simulation −0.9769 −1.64 −2.494 −3.548 −4.829

Drift mð Þ Verification data 0.0381 0.0559 0.0787 0.1067 0.1397
Simulation 0.0388 0.0569 0.0789 0.1051 0.1356

Difference ei 0.01921 0.05754 0.14966 0.36612 0.81642
Distance mð Þ 914.4 1005.8 1097.3 1188.7 1280.2 1371.6

Height
mð Þ

Verification
data

−7.6149 −9.9416 −12.725 −16.032 −19.928 −24.485

Simulation −6.353 −8.129 −10.22 −12.6 −15.38 −18.52
Drift
mð Þ

Verification
data

0.1803 0.2235 0.2743 0.3327 0.3962 0.4674

Simulation 0.1705 0.2102 0.2552 0.3054 0.3623 0.4237
Difference ei 1.7154 3.4736 6.5554 12.1858 21.2596 36.3752
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• sights set on the distance 25m,
• initial velocity v0 = 341.3 m

s .

After travelling 91.44 m drift of the simulated projectile was 0.0134 m smaller
than in reference trajectory in the ballistic charts (Fig. 22 and Table 5).

5.5 Verification Summary

The presented in the article data were collected as a result of the experiment which
involved the comparison of the results of implemented simulation with ballistic
charts. The quality of the mathematical model can be assessed mainly by visually

Fig. 22 Comparison of the standard trajectory with the simulated trajectory for the bullet
American Eagle 9 × 19 mm Parabellum (side view)

Table 5 Comparison of results of simulation with the reference trajectories from ballistic charts
for bullet American Eagle 9 × 19 mm Parabellum

Distance mð Þ 0 9.144 18.288 27.432 36.576

Height mð Þ Verification data 0 0.0055 0.0037 −0.0056 −0.0229
Simulation 0 0.0054 0.0037 −0.0054 −0.0222

Difference ei 0 1E10−8 0 4E10−8 4.9E10−7

Distance mð Þ 45.72 54.864 64.008 73.152 82.296 91.44

Height
mð Þ

Verification
data

−0.0482 −0.0820 −0.1244 −0.1756 −0.2360 −0.3057

Simulation −0.0467 −0.079 −0.12 −0.1688 −0.2262 −0.2923
Difference ei 2.3E10−6 9E10−5 1.9E10−5 4.6 × 10−5 9.6E10−5 1.8E10−4

224 K. Jędrasiak et al.



comparing the trajectory obtained by the simulation according to the implemented
model with the data provided by the manufacturers of ammunition (Fig. 23). For
each comparison, the accumulated difference was computed Eq. (21 and Table 6).

For the bullet American Eagle 9 × 19 mm Parabellum we obtained the smallest
difference equal to 0.00032. Obtained result of the simulation almost perfectly
coincides with the data supplied by the ammo manufacturer. For the bullet Federal
American Eagle 0.308 Winchester Ammunition difference is 0.01599 greater than
for the bullet American Eagle 9 × 19 mm. The resulting trajectory coincides with
the verification data up to 200 m. In the case of simulation of projectile 0.50 BMG
M33 the impact of wind on the projectile’s motion was included. The resulting
trajectory coincides with the reference data used for verification up to 600 m. In the
case of simulation of the projectile Lapua Magnum 0.338 Naturalis it can
be observed that the difference was equal to 5.495 m and the drift of the
simulated projectile was 1.058 m larger than in reference trajectory in the ballistic
charts.

Fig. 23 Example of a tracer bullet firing in order to analyze the bullet trajectory [31]

Table 6 Summary of differences between simulation and ballistic data charts for each comparison
of ballistic trajectory

Ammunition type Difference e

Lapua Magnum 0.338 Naturalis 5.495
Federal American Eagle Ammunition 0.308 Winchester 0.01631
0.50 BMG M33 5.186
American Eagle 9 × 19 mm Parabellum 0.00032
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6 Conclusions

The aim of the work was the implementation of ballistics equations in the physical
engine, which could be used in multimedia shooting ranges. A review of special-
ized literature on the external ballistics, in order to gather information on the
mathematical modelling of projectile motion, was made. The information collected
was used for the synthesis of a mathematical model which describes the motion of
the projectile in the atmosphere and meet the requirements specified in Sect. 2.1.
The selected model was implemented in MATLAB. Using this implementation
model was tested in order to verify the correctness of the mathematical model of
projectile’s motion. The results of the simulation of the projectile’s trajectory were
compared with the trajectories available in ballistic tables in order to verify the
applied mathematical model of projectile motion. The observed problem was that
the trajectories in the ballistic tables often are trajectories also obtained by computer
simulation.

The manufacturer of ammunition does not provide information which a math-
ematical model of projectile’s motion was used by the manufacturer to develop
ballistic charts. Manufacturers do not always also provide information about the
parameters of the atmosphere, in which the trajectory of the missile was simulated.
Despite the problems, verification of the implemented mathematical model of
projectile’s motion proved to be accurate enough to be used in the multimedia
shooting ranges. The implementation of the presented in the article mathematical
model in the physics engine simulates the trajectory of the projectile taking into
account the effects acting on the bullet: gravity, air resistance, the Coriolis force and
wind in opposition to standard physics engines which takes into account only
gravitation and sometimes wind.

Implementation fulfils the following assumptions: takes into account the selected
effects affecting the movement of the projectile and takes into account the param-
eters of the projectile and the parameters of the atmosphere, the calculations are fast
enough that they can be carried out in real time. In the article the mathematical
model of projectile motion has been extended to a mathematical model of the
atmosphere, in order to simulate the atmosphere parameters like temperature,
density and pressure at the given time of flight of the projectile.

The use of ballistics equations implemented in the physics engine of the mul-
timedia shooting range will increase the realism of the shooting training. The
implemented ballistic model will allow to conduct training on longer distances than
allowed by a traditional indoor shooting range, due to a faithful reproduction of
projectile’s behaviour in the atmosphere. Traditional indoor shooting ranges can be
converted into a multimedia shooting ranges, which increase training opportunities
through the use of modern computer graphics.
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Manual Calibration of System
of the Image Projection Based
on DLP Projectors

Dawid Sobel, Karol Jędrasiak, Jarosław Cymerski, Konrad Osiński,
Damian Bereska and Aleksander Nawrat

1 Introduction

Systems of the image projection are finding wide applications in the industrial
engineering, medicine, army, culture, art, entertainment, learning, education and the
business. Such systems are giving the possibility to the presentation and the
visualisation of contents in the wide circle of observers [1]. It is possible to single
out the number of kinds of systems of the image projection depending on
applications.

The shape of the screen of the projection can be any what is giving him the
advantage over systems of the visualisation consisting of LCD panels, of which the
shape is being dictated by technological limitations. The simplest systems are
so-called walls of the video, where the image compound of the projection of many
projectors is appearing on the flat surface of the screen [2]. Universally screens
cylindrical, surrounding the observer are applicable. Using such a screen allows for
surrounding the observer with visional information, what visual feelings are growing
thanks to [3]. Nowadays it is possible to observe a growth of the technology of the
virtual reality. The user is being immersed in the virtual environment and border
between real and with virtual world are fading away. For that purpose such solutions
are being created as caves 3D [4], in which user putting on specialist glasses, tracked
by the system motion capture can move in the 3D virtual world [5–7]. The
knowledge about the position of the observer on the stage [8–11] lets for creating the
image projection, correct with regard to a point of view of the observer. Surrounding
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the user is another solution hemisphere, how it is taking place e.g. in simulators, air
training stimulators or virtual simulators of the warfare [12, 13]. Reconstructing real
situations and operations the user can with low cost and without risking life practise
piloting the plane [14–17]. In this case, we are also dealing with the system of the
image projection, which have to be shown correctly before the user [18, 19].

Creating the system of the image projection they are coming across the row of
challenges associated with correct geometrical leveling the image and the unifica-
tion of the colour and the brightness on the surface of the entire screen of the
projection. Applying cheap DLP projects, is giving better visual feeling than
applying LCD projectors in the similar price. Unfortunately it is involving
appearing of the screen banding, invisible for the observer in the character of the
man but can be detected on the stream from camera. That display device is based on
optical micro-electro-mechanical technology [20, 21] and color wheel divided into
multiple sectors: red, green, blue and in many cases white. The colors are displayed
sequentially at a sufficiently high rate that the observer sees a composite “full color”
image but camera can see single colors. Performing the automatic calibration,
which is a final objective of conducted works, complicates it. In order to get
acquainted with challenges of the calibration, a tool of the manual calibration was
created and based on previous experience, we plan to conduct scientific research
dealing with automatic calibration [22–24].

2 Manual Geometric and Photometric Calibration

In the calibration, of system of the image projection, we distinguish two stages: the
geometrical calibration and the photometric calibration. The geometrical registra-
tion provides straight lines along the entire visualisation created from many display
devices. The photometric calibration provides the continuity for the value on the
surface of the chrominance and the brightness of the entire screen of the projection
(Fig. 1).

Fig. 1 The geometrical calibration provides the cohesion for the projection under the geometrical
account and photometric calibration in terms of levels of the chrominance and the brightness
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Transforming the entrance image in this way for the projection of this image
falling on the screen of the projection to lie in the earlier designed place is a result
of the geometrical calibration. For that purpose, finding the function of such a
transformation is needed. The system operator of the image projection can deter-
mine such a transformation by hand, changing the geometry of the entrance image
and observing changes happening on the screen or perhaps it to be carried out in the
automatic way with the feedback in the form of visional information from the
camera [25].

Depending on the type of the screen of the projection we can distinguish two
with kind of shapes of the screen. The first kind is a screen makes from one or more
planar surfaces, a second is a screen of an irregular, unknown shape (Fig. 2). In case
of the first type of screens to the calibration it is possible to use linear transfor-
mations e.g. homography. In the second case the mapping pixel to pixel is needed
(Fig. 3).

An irregular shape of the screen results in it, that change position of the observer,
requires retransforming the image. Therefore, when we are dealing with screens of
irregular shape, we can distinguish two approaches to the geometric calibration.

The first one assumes that visualization is rigidly “glued” to the projection
screen. This approach can be compared to the situation at which the wallpaper is
located on the screen. The second approach is to calibrate projection system to the

Fig. 2 Screen of the projection consisting of a few plains (left) and screen of an irregular shape
(right)

Fig. 3 Two manners of the geometrical calibration at using screens about an irregular shape. First
it is “sticking” of projection to the shape of the screen (left), second it is a calibration of the
projection relative to the chosen position of the observer in the space so that rectangular shape of
the projection is preserved (right)
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desired position of the observer in the space, in such a way that from that location
the image is seen correctly. Jeśli obserwator jest ruchomy to zmiana jego położenia
wymaga zaktualizowania danych o jego aktualnej pozycji i ponownego przek-
ształcenia rzucanych obrazów.

The next chapter discusses the steps for manual calibration If the projection
screen consisting of three interconnected planes.

2.1 Texture Mapping

Having information about how tops of the output image are being transformed in
the entrance image of the projector it is possible to make the mapping of the quad
texture from one to another. This can be done in several ways, depending on what
result you want to achieve [26].

The first of them 1.5 Order of Polynomial Transformation implies a linear
transformation between the texture coordinates and the coordinates of the output
quadrilateral.

U = a0 + a1X + a2Y + a3XY ð1Þ

V = b0 + b1X + b2Y + b3XY ð2Þ

Based on knowledge of four points corresponding to each other on both quad-
rangles coefficients can be determined by Eqs. (1) and (2) on the basis designate
new coordinates for each pixel. The use of this method does not preserving these
straight lines

The second way is perspective transformation, ensure the maintenance of
straight lines in the image but the texture is not distributed evenly inside the
quadrangle and its distribution depends on the angle between the opposite edges of
the quadrangle (Fig. 5). Transforming can be determined from the four points
corresponding to each other and are described by the equations:

U =
a0 + a1X + a2Y
1+ c1X + c2Y

ð3Þ

V =
b0 + b1X + b2Y
1+ c1X + c2Y

ð4Þ

The last of the presented transformation is bilinear transformation preserving
straight lines in the image and the even distribution of texture at the edges (Fig. 5).

The transformation we are setting by found opposite to the equation below:
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X = a0 + a1U + a2V + a3UV ð5Þ

Y = b0 + b1U + b2V + b3UV ð6Þ

After transformations we obtain formulas for the coordinates U and V:

U = X − a0 − a2Vð Þ a1 + a3Vð Þ ð7Þ

V =
−B±

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
B2 − 4AC

p

2A
ð8Þ

Each of the above-mentioned mapping methods has been tested in both the
virtual and real environment. Description and test results are presented in Chap. 3.

2.2 Image Blending

The geometric calibration challenge is seamless merging of adjacent image pro-
jection. Regions projection screen, which overlap projections of adjacent projectors
need to be darkened so that the resulting chrominance and luminance color does not
differ from the regions where there is no assembly of the image [26]. For this
purpose, a method of blending at the edges of each projection is used. Blending is
described by the function, which argument is a distance of pixel from the edge of
the image. The output value of the pixel to its actual value multiplied by the value
of this function and is described by the following formulas:

f xð Þ= 0.5 2xð Þp for 0 ≤ x ≤ 0.5
1− 0.5 2 1− xð Þð Þp for 0.5 ≤ x ≤ 1

� �
ð9Þ

The curvature of the function is controlled by the parameter p Where blending is
linear with p = 1, the growth of p will increase the degree of curvature of the
blending. In the case of image projection systems applies only the function f is no
suitable. It is necessary to take account of the gamma function that informs about
how the pixel values are mapped to the brightness of the device. The value of
gamma G is in the range 1.8–2.2 [27]. The blending after taking into account the
gamma is as follows:

f xð Þ= f xð Þ1
G for 0 ≤ x ≤ 0.5

f 1− xð Þ1
G for 0.5 ≤ x ≤ 1

( )
. ð10Þ

The results of these functions are presented and described in Chap. 3.
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2.3 Scaling Colour Manually

After geometric registration and prior to blending regions common to the projectors
are required to perform photometric calibration. The method of calibration
chrominance and luminance of the screen is to observe the projection screen and
manually adjusting the scaling factors of each component color for the projector.
Transformations performed for each pixel of the projector can be described by the
formulas:

I ′ = I
rn 0 0
0 gn 0
0 0 bn

2
4

3
5 ð11Þ

where I is 1 × 3 vector in RGB color space of the selected pixel in the input image
projector, I’ is vector of new pixel values in the image cast by the projector and the
r, g, b color scale factors for the projector n.

3 Tests

Tests were performed both in simulation and in reality conditions. They were
present at all stages of calibration to verify the correctness of the implementation of
the methods and the evaluation results.

Simulation tests were performed in an environment Unity 3D, which enables the
deployment of virtual projectors and virtual projection screen, built by the user and
in Matlab. They allowed for the preliminary examination of the accuracy of
methods used.

The tests were performed on the prepared actual image projection system con-
sisting of three DLP projectors and the screen made up of three perpendicular walls
(Fig. 4).

3.1 Texture Mapping in the Virtual and the Real
Environment

Mapping method described in Sect. 2.1 have been implemented in Matlab and then
tested. Observing the test results, we can conclude that only bilinear and perspective
transform keep straight lines in the image. Looking at while submitting the adjacent
images can be observed failure to submit images for perspective transformation
(Fig. 5). This means that if the images of neighbouring projection better results will
apply bilinear transformation.
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Tests in real environments have shown that the chosen method works well if you
want to combine the two textures in the image from one projector. When combining
images of adjacent projectors, there is an additional distortion depends on the angle
at which the projector shines onto the plane. The correct geometric calibration was
achieved using the alignment angle of projection projectors (Fig. 6).

Fig. 4 The tested system of image projection. Screen and one with 3 DLP projectors

Fig. 5 (left) Perspective transformation, (right) Bilinear transformation
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3.2 Blending in Real Application

The table below presents the results of tests involving a change of parameter
p luminosity function and the pixel values of gamma G (Fig. 7). You can be
assessed visually, that the inclusion of gamma improves the quality of calibration.
Additionally, the proper selection of the curvature ratio f(x) also improves the
quality of calibration (Fig. 8).

Fig. 6 (Up) The correct geometric calibration. (down) Incorrect geometric calibration, images of
adjacent projectors don’t match

Fig. 7 (Left) The calibration result for p = 1.9 without correction coefficient G, (Right)
calibration result for p = 1.9, taking into account the coefficient G
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4 Summary

The aim of the study was to develop and test methods to create tools for manual
calibration image projection system composed of more than one quantity of pro-
jectors and the screen in the form of interconnected planes, which can be mapped
quadrangular texture. This tool was created using the Unity 3D environment. With
its help, a trained operator is able to calibrate the geometry of the system, which
results is a visually correct visualization. In the case of calibration appearing
challenges of subjective perception of color, brightness and optical illusions what is
the sense of sight of the observer which makes it difficult to carry out proper
calibration. That is why the subject of further research will be automation of the
calibration process and the use of feedback in the form of a camera as an “objec-
tive” observer. Another subject of research will also be acquisition the image of the
projection system based on DLP projectors due to image distortion occurring during
registration (DLP Banding). This task can be solved through the use of better
equipment for image acquisition or develop an algorithm filtering data received
from the camera.
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The Mathematical Model
of the Human Arm

Robert Bieda and Krzysztof Jaskot

1 Introduction

The realistic construction of human body is very important in terms of medical

applications, as well as entertainment. A very important aspect of the research is

to understand the rules of the complex motion of kinematic links occurring during

the movement of any part of our body. In the literature we can find some ways that

represent human motion [1]. Some authors presents the design process of a gesture

control system based on the Microsoft Kinect sensor and model of human arm [2].

In paper [3] authors presents novel approach to gait motion reconstruction based on

kinematical loops and functional skeleton features extracted from segmented Mag-

netic Resonance Imaging (MRI) data.

Kinematics of the human body is concerned with formulating and solving for the

translational and rotational position, velocity, and acceleration analysis problems for

each human body segment of interest, for various real world motions. Forward kine-

matics calculates the pose (position and orientation) of each human body segment

of interest given the joint angles. The forward kinematics is the problem of finding

an end-effector (hand) or tool pose from a set of given joint angles. As a result, sta-

tics analysis requires the positions and angles of each segment for static free-body

diagrams. In paper [4] author considers a technique for computation of the inverse

kinematic model of the human arm for robot based rehabilitation.

Forward dynamics, a much harder mathematical problem, calculates the unknown

kinematics terms given the joint torques; this requires the solution of coupled

non-linear differential equations. Dynamics requires the translational and rotational
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position, velocity, and acceleration variables for each human body segment, plus the

center-of-mass (CoM) translational accelerations, for dynamic free body diagrams.

The paper [5] deals with the dynamic analysis of human arm, determination of shoul-

der and elbow torques considering isotonic and isokinetic exercise activities.

In this paper full analysis of the kinematics and dynamics of mathematical model

of human upper arm is presented. Developing new algorithms [6–9] and computer

simulation [10] are classical means to achieve progress of the technology.

2 The Synthesis of a Mathematical Model
of the Human Arm

2.1 Kinematics

Kinematics (forward) is a relation of effector position and orientation relative to the

base (inertial) frame depending on the position of the joints. In this case, the kine-

matics of the human arm is easy to position the orientation of the hand (palm) with

respect to the base frame associated with shoulder, depending on the position (rota-

tion) in the shoulder and elbow joints. In this paper model/system of m degrees-of-

freedom (DoF) consists of n rigid bodies called links (rigid limb) will be considered.

One of the arm link is characterized by a few values:

∙ li—the length of the i-th link,

∙ mi—mass of the i-th link,

∙ lc,i—the distance of the center-of-mass (CoM) of the i-th link measured from the

joint point of reference,

∙ Ii—moment of inertia (MoI) of the i-th link.

The arm is composed of m rotatable pairs (revolute (rotary) joints). The mobility of

the arm joints is characterized by the ability to change the orientation:

∙ 𝜑i—rotation angle around the X axis i-th link in the i-th joint,

∙ 𝜃i—rotation angle around the Y axis i-th link in the i-th joint,

∙ 𝜓i—rotation angle around the Z axis i-th link in the i-th joint.

One end of the chain forming the model arm is connected to the fixed base (e.g.

shoulder) while the other end (hand) remains free.

Pose. In the case of the human arm kinematics position of the i-th link of length

li with respect to the (i − 1)-th coordinate frame in which it is fixed, is expressed

by the vector li =
[
xi yi zi

]T
. Similarly, the center-of-mass (CoM) of the i-th link

relative to the (i − 1)-th frame is defined as vector rc,i =
[
xc,i yc,i zc,i

]T
. Accord-

ingly, rotation of the link with respect to i-th joint is expressed by the rotation angles

vector 𝜶i =
[
𝜑i 𝜃i 𝜓i

]T
witch defines rotation about the X, Y and Z axis of the

(i − 1)-th frame.
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As a result, the position of the k-th link of the arm model relative to the base

coordinate frame is determined by relationship:

lk =
k∑

i=1
li (1)

for k = 1, 2,… , n.

Similarly, the pose (CoM position and the orientation) of the k-th link is defined

by dependencies:

rc,k =
k−1∑

i=1
li + lc,k (2)

𝜶k =
k∑

i=1
𝜶i (3)

In the case of the kinematic chain of the human arm model we consider pairs of

rotating (revolute (rotary) joints) only. Because of the fixed length of links sliding

pairs do not occur. For the purpose of further analysis of the kinematic model vari-

able values (rotations) in the kinematic chain will be replaced by the generalized

variables:

q =
[
q1 q2 ⋯ qm

]T
(4)

Generalized coordinates are the set of independent coordinates explicitly defining

position of the system. The number of generalized coordinates is equal to the number

of degrees-of-freedom (DoF) of the system. q is the vector of joints angles.

On human arm model generalized coordinates describing the motion can be

selected by specifying the rotation of the first link with respect to the inertial frame

and the other link’s rotation relative to the previous link.

Velocities. In the case of analysis of direct kinematics of the arm velocity is

defined depending on changes in time the position and orientation of the links. Linear

velocity k-th link of the arm relative to the base can be expressed as follows [11]:

vk =
k∑

i=1

dli
dt

=
dlk
dt

= Jv
k(q)q̇ (5)

where:

Jv
k(q) =

dlk
dt

(6)

is the (position-dependent) Jacobian matrix of the transformation between Cartesian

and joint space. q̇ are the joints velocity vector.
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Similarly, the linear velocity of the CoM and the angular velocity of k-th link are

defined by dependencies:

vc,k = vk−1 +
dlc,k
dt

=
drc,k

dt
= Jv

k(q)q̇ (7)

𝝎k =
k∑

i=1

d𝜶i

dt
=

d𝜶k

dt
= J𝜔k (q)q̇ (8)

Velocities of k-th link can be determined using the above definition of generalized

variables (4). Jacobian matrix for the k-th link describe change the position and ori-

entation expressed in the system of internal coordinates model q:

Jk(q) =
[

Jv
c,k(q)

J𝜔k (q)

]
=

[
𝜕rc,k

𝜕q
𝜕𝜶k

𝜕q

]

=

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎣

∇qxT
c,k

∇qyT
c,k

∇qzT
c,k

∇q𝜑
T
k

∇q𝜃
T
k

∇q𝜓
T
k

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎦

(9)

where:

∇q =
[

𝜕

𝜕q1
𝜕

𝜕q2
⋯

𝜕

𝜕qm

]T

(10)

is a vector operator gradient calculated on the generalized variables of the arm model.

For so defined Jacobian k-th link velocities can be determined from the relationship:

[
vc,k
𝝎k

]
= Jk(q)q̇ (11)

Acceleration. The last group of signals that described the kinematics model of the

arm are acceleration. Linear acceleration k-th link of the kinematic chain is defined

from the relationship [11]:

ak =
dvk

dt
=

dJv
k(q)q̇
dt

=
dJv

k(q)
dt

q̇ + Jv
k(q)q̈ (12)

where:

dJv
k(q)
dt

=
𝜕Jv

k(q)
𝜕q

q̇ =
𝜕

2lk
𝜕q2

q̇ (13)

Similarly, the CoM linear acceleration and angular acceleration k-th link, are defined

as:

ac,k =
dvc,k

dt
=

dJv
c,k(q)q̇
dt

=
dJv

c,k(q)
dt

q̇ + Jv
c,k(q)q̈ (14)
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𝜺k =
d𝝎k

dt
=

dJ𝜔k (q)q̇
dt

=
dJ𝜔k (q)

dt
q̇ + J𝜔k (q)q̈ (15)

Using the definition of the Jacobian (9) for k-th link and dependence (13) accelera-

tions can be determined using generalized variables:

[
ac,k
𝜺k

]
=

dJk(q)
dq

q̇ + Jk(q)q̈ (16)

2.2 Dynamics

In the analysis of the dynamics of the arm equations of motion that describe the

motion parameters of the arm and the related forces and torques or external forces

applied to the system are considered. The dynamics of the arm refers to the interac-

tion between forces in the system and change of state of the system. A torque acting

on the joints causes a change in the joint orientation and velocity.

One way to describe the dynamics of manipulators (arms) is to use the Lagrange

equations. They describe the dynamic properties of the system, depending on the

kinetic and potential energy expressed as a function of the internal (generalized)

coordinate.

Kinetic energy. The kinetic equation is the equation for the energy of motion.

The kinetic energy of the k-th link is determined by the relation [12]:

Kk =
mkv2c,k
2

+
Ik𝜔

2
k

2
(17)

The first component of the above equation is the kinetic energy of translational

motion with the velocity of the CoM, the second is the kinetic energy of rotation.

The total kinetic energy for the system can be found by summing the linear and

rotational components for each rigid body. A point of interest is that the rotational

kinetic energy of the next link depends on the rotational velocity of itself and the

previous link. This is because of how the generalized coordinates were selected:

K(q, q̇) =
n∑

i=1
Ki =

n∑

i=1

(
mivT

c,ivc,i

2
+

Ii𝝎
T
i 𝝎i

2

)

(18)

Potential energy. The potential energy equation determines the energy of a rigid

body of mass m located in a gravitational field. For the k-th link potential energy is

determined by the relation [12]:

Pk = −mkgrc,k (19)

where g ≈ 9.81[m∕s2] is the gravitational acceleration of the Earth.
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The potential energy for the system is quantified by the change in CoM within a

gravitational field. Using the equation (19), the total potential energies for arm model

can be expressed as sum of potential energy for each rigid body:

P(q) =
n∑

i=1
Pi = −

n∑

i=1
migTrc,i (20)

Lagrangian function. The Lagrangian L of arm system is the representation of a

system of motion. The Lagrangian can only be used when a system is conservative.

Derived from Newton’s Laws, the Lagrangian says that if you can find the kinetic

equation K and the potential equation P of our complex system in terms of general

coordinates and their time derivatives then you can find the equations of the motion

of the system in terms of generalized coordinates using the Lagrangian.

If we define total kinetic energy K (18) and total potential energy (20) of the

system, we can introduce the concept of the Lagrange function (kinetic potential) in

the form [13]:

L(q, q̇) = K(q, q̇) − P(q) (21)

Euler-Lagrange equation ofmotion. The Lagrangian is defined as the difference

between kinetic and potential energy and is used with the Euler-Lagrange equation

as follows [13]:

d
dt

(
𝜕L(q, q̇)

𝜕q̇

)
−

𝜕L(q, q̇)
𝜕q

= 𝝉 (22)

where 𝝉 represent the m-dimensional vector of generalized torques produced by mus-

cles on the m joints of a limb, and q is the resulting joint angle trajectories. Torque

is applied at each of the joints and as a result we obtain m equations, one for each

DoF.

Generalized equation of motion. To a good approximation, human arm dynam-

ics can be modelled as the motion of an open kinematic chain of rigid links, attached

together through revolute (rotary) joints, with control torques applied about each

joint. Human arm motions can thus be modelled by the same equations used to model

revolute (rotary) robot manipulators [11, 14–18]:

M(q)q̈ + C(q, q̇) + G(q) = 𝝉 (23)

where q are the joint angle of the arm. The M(q) is a (position-dependent) symmetric

and positive definite inertia matrix. This ensures that the mass is always positive and

real valued. The vector C(q, q̇) contains the Coriolis and centripetal torques and

the vector G(q) contains the gravitational torques. The generalized forcing input 𝝉

represents the control torques applied at each arm joint.
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2.3 Non Linear Model of Arm

The design of the arm dynamics model is based on the system of m differential equa-

tions describing the motion of the system in the space of generalized coordinate:

d
dt

(
𝜕L
𝜕q̇

)
− 𝜕L

𝜕q
− 𝝉 = 0 (24)

or in the form of generalized systems manipulating robots [19]:

M(q)q̈ + C(q, q̇) + G(q) − 𝝉 = 0 (25)

In the general case determination of changes in the value of generalized coordinates

reduced to the solution of the equation:

F(q, q̇, q̈, 𝝉) = 0 (26)

In the present case, the model of the human arm, having regard to the form of the

equations of motion (25), angular acceleration of joints determines the relationship

[19]:

q̈ = f (q, q̇, 𝝉) = M(q)−1(𝝉 − C(q, q̇) − G(q)) (27)

Finally, the form of non-linear model describing the dynamics of changes in the

system of generalized variables is defined as follows:

⎧
⎪
⎨
⎪
⎩

q̈ = f (q, q̇, 𝝉)
q̇ = ∫ q̈dt
q = ∫ q̇dt

(28)

2.4 Linear Model of the Arm

A common problem in determining the dynamics of the mathematical model is to

determine the function f (q, q̇, 𝝉) which is the solution of the Eq. (26). An alternative

approach is to define a model of the linear nature. This model provides a significant

simplification of the calculation of the cost of approximation properties of the non-

linear model in a range of actions.

Due to the nature of this problem it was decided that the state-space representa-

tion was a good way to approach the problem. Thus, the proposed linear model is

described by two equations: the equation of state changes and output equation [19]:

{
ẋ = Ax + Bu
y = Cx + Du (29)
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State, output and control variables. Having selected state-space formulation for

representing the model, it is now important to choose the state vector that will better

describe the system. For the proposed model of human arm state variables x, signal

output y and control u are defined as follows:

x = [q q̇]T
y = q̈
u = 𝝉

(30)

Linearisation process takes around an equilibrium point. In the case of a model

composed of n rotatable joints there are two equilibrium points: stable and unstable.

In the presented system stable equilibrium point corresponds to a situation of free

over-hang of the human arm.

In the general case, however, we consider the operating point:

𝝆0 = [q0 q̇0 q̈0 𝝉0]T (31)

For such defined operating point linearisation process equations of motion (26) leads

to a linear relationship:

𝜕F
𝜕q

||||𝝆0

𝛥q + 𝜕F
𝜕q̇

||||𝝆0

𝛥q̇ + 𝜕F
𝜕q̈

||||𝝆0

𝛥q̈ − I𝛥𝝉 = 0 (32)

Given the initial conditions of the arm system, and bearing in mind that z = 𝛥z + z0,
for z = {q, q̇, q̈, 𝝉} the above linear equation of motion can be written in the general

form:

A0q + B0q̇ + C0q̈ − 𝝉 = 0 (33)

where A0 =
𝜕F
𝜕q |𝝆0

corresponds to joint stiffness, B0 =
𝜕F
𝜕q̇ |𝝆0

represents joints damp-

ing (viscosity), and C0 =
𝜕F
𝜕q̈ |𝝆0

is the inertia matrix.

Taking into account the definition (30) of the state variables, output and control

signal the above equation becomes:

[A0 B0]x + C0y − u = 0 (34)

Finally, from the Eq. (34) can be derived equations of state changes and output of

the linear arm model:

⎧
⎪
⎨
⎪
⎩

ẋ = −C−1
0

[
0 −C0
A0 B0

]
x − C−1

0

[
0
−I

]
u

y = −C−1
0

[
A0 B0

]
x + C−1

0 u
(35)
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Substituting for the variables of the model in state space signals directly related

to the change in the joints of the arm angles and torques, we get a linear model (29):

⎧
⎪
⎪
⎨
⎪
⎪
⎩

[
q̇
q̈

]
= A

[
q
q̇

]
+ B𝝉

q̈ = C
[
q
q̇

]
+ D𝝉

(36)

where:

A =
[
0 I
C

]
B =

[
0
D

]

C =
[
−C−1

0 A0 −C−1
0 B0

]
D = C−1

0

(37)

3 2link-3DoF Arm Model

The proposed mathematical model of the human arm assumes the possibility of

bending the arm at the elbow [20]. As a result, this model is defined by the kine-

matic structure consisting of two rigid connections and two joints [21]. This model

takes into account the fact that the upper arm consists of one bone and is connected to

the shoulder in the gleno-humeral joint (GH-joint) [22]. The GH-joint is well mod-

elled as a ball-and-socked joint with three DoF. In proposed model of human arm

this GH-joint is modelled as two degrees-of-freedom joint. The second elbow joint

is modelled as a hinge joint. Elbow joint has one DoF. Consequently, the presented

variant of human arm model has three DoF. The idea of the construction of the pro-

posed model with two links and three DoF (2link-3DoF) is shown in Fig. 1. Taking

into account the definition of the generalized coordinates in the proposed model the

rotation angles of the shoulder and elbow joints (𝜓1, 𝜑1, 𝜓2) are labelled as variables

(q1, q2, q3). The range of motion of the arm is shown in Table 1.

4 Kinematics

Pose. Using the definition of the positions (1) and (2) and orientation (3) the trans-

formation of joint angles to the position of links, their CoM and the orientation are

given by:

[l1 l2] =
⎡
⎢
⎢
⎣

l1s1c2 l1s1c2 + l2s13c2
−l1c1c2 −l1c1c2 − l2c13c2
−l1s2 −l1s2 − l2s2

⎤
⎥
⎥
⎦

(38)
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Fig. 1 Diagram of a model of human arm by two link and three degree-of-freedom

Table 1 Parameters of healthy right arm

Joint Direction Range (◦)
Shoulder Flexion 180 𝜓1

Hyperextension/extension 150

Abduction 180 𝜑1
Adduction 10

Elbow Flexion 145 𝜓2
Hyperextension/extension 0

[rc,1 rc,2] =
⎡
⎢
⎢
⎣

lc,1s1c2 l1s1c2 + lc,2s13c2
−lc,1s1c2 −l1s1c2 − lc,2s13c2
−lc,1s2 −l1s2 − lc,2s2

⎤
⎥
⎥
⎦

(39)

[𝜶1 𝜶2] =
⎡
⎢
⎢
⎣

0 0
q2 q2
q1 q1 + q3

⎤
⎥
⎥
⎦

(40)

where: si = sin(qi); ci = cos(qi) and sij = sin(qi + qj); cij = cos(qi + qj).
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Velocity. Defining the Jacobian matrices (9) for two rigid links of the arm model:

J1 =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎣

lc,1c1c2 −lc,1s1s2 0
lc,1s1c2 lc,1c1s2 0

0 −lc,1c2 0
0 0 0
0 1 0
1 0 0

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎦

(41)

and for second link:

J2 =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎣

c2(l1c1 + lc,2c13) −s2(l1s1 + lc,2s13) lc,2c13c2
c2(l1s1 + lc,2s1,3) s2(l1c1 + lc,2c13) lc,2s13c2

0 −c2(l1 + lc,2) 0
0 0 0
0 1 0
1 0 1

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎦

(42)

we can determine the velocity vectors of CoM’s of links and their angular velocities:

[
vc,1 vc,2
𝝎1 𝝎2

]
=

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎣

lc,1(c1c2q̇1 − s1s2q̇2 yxc,2
lc,1(s1c2q̇1 − c1s2q̇2 yyc,2

−lc,1c2q̇2 −c2(l1 + lc,2)q̇2
0 0
q̇2 q̇2
q̇1 q̇1 + q̇3

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎦

(43)

with coefficients:

yxc,2 = c2
(
lc,2c13 + l1c1

)
q̇1 + lc,2c13c2q̇3

− s2
(
l1s1 + lc,2s13

)
q̇2

yyc,2 = c2
(
lc,2s13 + l1s1

)
q̇1 + lc,2s13c2q̇3

+ s2
(
l1c1 + lc,2c13

)
q̇2.

Acceleration. Using the relationship (16) and Jacobian matrices of each links we

determine the acceleration in the system:

[
ac,1 ac,2
𝜺1 𝜺2

]
=

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎣

axc,1 axc,2
ayc,1 ayc,2

lc,1(s2q̇22 − c2q̈2) (l1 + lc,2)(q̈22s2 − q̈2c2)
0 0
q̈2 q̈2
q̈1 q̈1 + q̈3

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎦

(44)
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with coefficients:

axc,1 = lc,1(−s1c2q̇21 − 2q̇1c1s2q̇2 − s1c2q̇22 + c1c2q̈1
− s1s2q̈2)

ayc,1 = lc,1(c1c2q̇21 − 2q̇1s1s2q̇2 + c1c2q̇22 + s1c2q̈1
+ c1s2q̈2)

axc,2 = −c2q̇21l1s1 − c2q̇21lc,2s13 − 2q̇1s2q̇2l1c1
− 2q̇1s2q̇2lc,2c13 − 2q̇1lc,2s13c2q̇3 − c2q̇22l1s1
− c2q̇22lc,2s13 − 2q̇2lc,2c13s2q̇3 − lc,2s13c2q̇23
− s2q̈2lc,2s13 + c2q̈1l1c1 + c2q̈1lc,2c13 − s2q̈2l1s1
+ lc,2c13c2q̈3

ayc,2 = c2q̇21l1c1 + c2q̇21lc,2c13 − 2q̇1s2q̇2l1s1
− 2q̇1s2q̇2lc,2s13 + 2q̇1lc,2c13c2q̇3 + c2q̇22l1c1
+ c2q̇22lc,2c13 − 2q̇2lc,2s13s2q̇3 + lc,2c13c2q̇23
+ c2q̈1l1s1 + c2q̈1lc,2s13 + s2q̈2l1c1 + s2q̈2lc,2c13
+ lc,2s13c2q̈3.

5 Dynamics

For the presented model of the human arm Lagrange function takes the form:

L (𝐪, 𝐪̇) = 0.5
(
m1l2c,1c

2
2 + m2c22l2c,2 + I2 + I1

+m2c22l21
)

q̇21 + m2q̇22l1s1lc,2s13 + gc2m2l1c1
+ 0.5

(
I2q̇22 + m1q̇22l2c,1 + m2q̇22l21 + I1q̇22 + I2q̇23

+ m2q̇22l2c,2 + m2q̇23l2c,2c
2
2
)
+ m2q̇22l1c22lc,2

+ m2q̇22l1c1lc,2c13 +
(
m2c22l1s1q̇3lc,2s13 + I2q̇3

+ m2c22l2c,2q̇3 +m2c22l1c1lc,2c13q̇3
)

q̇1
+ gc2m1lc,1c1 − m2q̇22l1c1lc,2c13c22
− m2q̇22l1s1lc,2s13c22 + m2c22lc,2s13l1s1q̇21
+ gc2m2lc,2c13 − m2q̇2l1s1s2lc,2c13c2q̇3
+ m2q̇2l1c1s2q̇3lc,2s13c2 + m2c22lc,2c13l1c1q̇21

(45)

Euler-Lagrange equation of motion. Then using the Lagrangian formula (24)

we compute three equations of motion:
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− q̇2q̇1m2l21s22 − q̇2q̇1m1l2c,1s22 + q̈1I2 + q̈1I1 + q̈3I2
− q̇3q̇1m2lc,2l1s3 − q̇2m2l2c,2q̇3s22 − 𝜏1 + q̈1m2lc,2l1c3
+ q̇2q̇1m2lc,2l1s3.22 − q̇2q̇1m2lc,2l1s223 − q̇2q̇1m2l2c,2s22
+ 0.5

(
m2q̇2l1q̇3lc,2s3.22 − m2q̇2l1q̇3lc,2s223 + gm2l1s12

− m2l1q̇23lc,2s3 + gm2lc,2s123 + gm2lc,2s13.2
+ q̈1m2lc,2l1c3.22 + q̈1m2lc,2l1c223 + gm2l1s1.2
+ q̈1m2l2c,2 + q̈1m2l2c,2c22 + q̈3m2lc,2l1c3 + q̈3m2l2c,2
+ q̈3m2l2c,2c22 + gm1lc,1s1.2 + gm1lc,1s12 + q̈1m1l2c,1
+ q̈1m1l2c,1c22 + q̈1m2l21 + q̈1m2l21c22 − q̇3q̇1m2lc,2l1s223
− q̇3q̇1m2lc,2l1s3.22

)
+ 0.25

(
q̈3m2lc,2l1c3.22

− m2l1q̇23lc,2s223 − m2l1q̇23lc,2s3.22 +q̈3m2lc,2l1c223
)
= 0

− 𝜏2 + q̈2m1l2c,1 + q̈2m2l21 + q̈2m2l1lc,2c22
− m2q̇22l1lc,2s22 + q̈2m2l1lc,2 + q̇1m2l2c,2q̇3s22
+ q̈2I2 + q̈2I1 + q̈2m2l1lc,2c3 − m2q̇2l1q̇3lc,2s3
+ q̈2m2l2c,2 + 0.5

(
m2q̇23l2c,2s22 + m2q̇22l1lc,2s223

− q̇21m2lc,2l1s3.22 + q̇21m2lc,2l1s223 − q̈2m2l1lc,2c3.22
+ q̇21m2l21s22 − q̈2m2l1lc,2c223 + m2q̇2l1q̇3lc,2s3.22
+ m2q̇2l1q̇3lc,2s223 + q̇21m2l2c,2s22 + gm2lc,2s123
− gm2lc,2s13.2 + gm2l1s12 − gm2l1s1.2 + q̇21m1l2c,1s22
− gm1lc,1s1.2 + gm1lc,1s12 + q̇3q̇1m2lc,2l1s223
− q̇3q̇1m2lc,2l1s3.22 − m2q̇22l1lc,2s3.22

)

+ 0.25
(
m2l1q̇23lc,2s223 − m2l1q̇23lc,2s3.22

+ q̈3m2lc,2l1c3.22 − q̈3m2lc,2l1c223
)
= 0

q̈1I2 + q̈3I2 − q̇2m2l2c,2q̇3s22 − 𝜏3 − q̇2q̇1m2l2c,2s22
+ 0.5

(
m2q̇22l1lc,2s3 + q̇21m2lc,2l1s3 + gm2lc,2s123

)

+ 0.5
(
gm2lc,2s13.2 + q̈1m2l2c,2 + q̈1m2l2c,2c22

+ q̈1m2lc,2l1c3 + q̇2q̇1m2lc,2l1s3.22 − q̇2q̇1m2lc,2l1s223
+ q̈3m2l2c,2+q̈3m2l2c,2c22

)
+ 0.25

(
m2q̇22l1lc,2s3.22

+ m2q̇22l1lc,2s223 + q̇21m2lc,2l1s3.22 + q̇21m2lc,2l1s223
+ q̈2m2l1lc,2c3.22 − q̈2m2l1lc,2c223 + q̈1m2lc,2l1c3.22
+ q̈1m2lc,2l1c223

)
= 0

(46)
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where: sij = sin(qi − qj); cij = cos(qi − qj) and sijk = sin(qi + qj + qk); cijk = cos(qi +
qj + qk) and si.jk = sin(qi − qj − qk); ci.jk = cos(qi − qj − qk) and sij.k = sin(qi + qj −
qk); cij.k = cos(qi + qj − qk).

Generalized equation of motion. We obtained the generalized equation of

motion (25) by conversion of equations (46) with corresponding coefficients:

M(q) =
⎡
⎢
⎢
⎣

M11 0 M13
0 M22 M23

M31 M32 M33

⎤
⎥
⎥
⎦

(47)

where:

M11 = m1l2c,1c22 + I2 + m2l21c22 + m2l2c,2c
2
2 + I1

+ 2lc,2
(
m2l1s1c22s13 + m2l1c1c22c13

)

M13 = M31 = I2 + m2l1c1c22lc,2c13 + m2l2c,2c
2
2

+ m2l1s1c22lc,2s13
M22 = m2l2c,2 + m1l2c,1 + I1 + I2 + m2l21

+ 2lc,2
(
m2l1s1s13 − m2l1c1c22c13 + m2l1c22

+m2l1c1c13 − m2l1s1c22s13
)

M23 = M32 = −m2l1s1s2lc,2c13c2 + m2l1c1s2lc,2s13c2
M33 = I2 + m2c22l2c,2

C(q, q̇) =
⎡
⎢
⎢
⎣

C1
C2
C3

⎤
⎥
⎥
⎦

(48)

where:

C1 = q̇2q̇1m2lc,2l1s3.22 − q̇2q̇1m2l21s22 − q̇2q̇1m1l2c,1s22
− q̇3q̇1m2lc,2l1s3 − q̇2m2l2c,2q̇3s22 − q̇2q̇1m2lc,2l1s223
− q̇2q̇1m2l2c,2s22 + 0.5

(
m2q̇2l1q̇3lc,2s3.22

− m2l1q̇23lc,2s3 − m2q̇2l1q̇3lc,2s223 − q̇3q̇1m2lc,2l1s223
− q̇3q̇1m2lc,2l1s3.22

)
+ 0.25

(
−m2l1q̇23lc,2s23

−m2l1q̇23lc,2s3.22
)

C2 = q̇1m2l2c,2q̇3s22 − m2q̇22l1lc,2s22 − m2q̇2l1q̇3lc,2s3
+ 0.5

(
m2q̇23l2c,2s22 + m2q̇22l1lc,2s223 − m2q̇22l1lc,2s3.22

− q̇21m2lc,2l1s3.22 + q̇21m2lc,2l1s223 + q̇21m2l21s22
+ m2q̇2l1q̇3lc,2s3.22 + m2q̇2l1q̇3lc,2s223 + q̇21m2l2c,2s22
+ q̇21m1l2c,1s22 + q̇3q̇1m2lc,2l1s223 −q̇3q̇1m2lc,2l1s3.22

)

+ 0.25
(
m2l1q̇23lc,2s223 − m2l1q̇23lc,2s3.22

)

C3 = −q̇2q̇1m2l2c,2s22 − q̇2m2l2c,2q̇3s22
+ 0.5

(
q̇21m2lc,2l1s3 + m2q̇22l1lc,2s3 − q̇2q̇1m2lc,2l1s223
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+ q̇2q̇1m2lc,2l1s3.22
)
+ 0.25

(
q̇21m2lc,2l1s223

+ q̇21m2lc,2l1s3.22 + m2q̇22l1lc,2s223 + m2q̇22l1lc,2s3.22
)

G(q) =
⎡
⎢
⎢
⎣

gc2(m1lc,1s1 + m2l1s1 + m2lc,2s13)
gs2(m1lc,1c1 + m2l1c1 + m2lc,2c13)

gc2m2lc,2s13

⎤
⎥
⎥
⎦

(49)

6 Non Linear Model of Arm

The solution of the above system of equations of motion allows to define a non-linear

model of the arm. However, due to the high complexity of solving of equations (46)

only the general form is presented:

⎡
⎢
⎢
⎣

q̈1
q̈2
q̈3

⎤
⎥
⎥
⎦
= M(q)−1

⎛
⎜
⎜
⎝

⎡
⎢
⎢
⎣

𝜏1
𝜏2
𝜏3

⎤
⎥
⎥
⎦
− C(q, q̇) − G(q)

⎞
⎟
⎟
⎠

(50)

in which matrices M(q), C(q, q̇) and G(q) are described by the formulas (47), (48)

and (48).

7 Linear Model of Arm

Linearised equation of motion (45) takes the form of (33) with matrices as below:

A0 =
⎡
⎢
⎢
⎣

A11 A12 A13
A21 A22 A23
A31 A32 A33

⎤
⎥
⎥
⎦

(51)

where:

A11 = gc2
(
m2lc,2c1c3 − m2lc,2s1s3 + m2l1c1 + lc,1m1c1

)

A12 = g(−m2lc,2c1s3s2 − m2lc,2s1c3s2 − m2l1s1s2
− lc,1m1s1s2) + 2

(
m2l1lc,2q̇23s3s2c2 + q̇2q̇1m1l2c,1

− q̈3m2lc,2l1c3s2c2 + q̇2q̇1m2l2c,2 − q̈3m2l2c,2s2c2
− q̈1m2l2c,2s2c2 − q̈1m1l2c,1s2c2 − q̈1m2l21s2c2
+ m2lc,2q̇2l1q̇3c3 + q̇2q̇1m2l21 + q̇2m2l2c,2q̇3

)

+ 4
(
q̇3q̇1m2lc,2l1s3s2c2 − m2q̇2l1lc,2q̇3c3c22

− q̇2q̇1m1l2c,1c
2
2 − q̇2q̇1m2l2c,2c22 − q̈1m2lc,2l1c3s2c2

+ q̇2q̇1m2lc,2l1c3 − q̇2q̇1m2l21c22 − q̇2m2l2c,2q̇3c22
)

− 8q̇2q̇1m2lc,2l1c3c22
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A13 = −m2lc,2c2(l1q̇23c3c2 + q̈3l1s3c2 − 2q̇2l1q̇3s3s2
+ 2q̇3q̇1l1c3c2 − 4q̇2q̇1l1s3s2 − gc1c3 + gs1s3
+ 2q̈1l1s3c2)

A21 = −gs2
(
m2lc,2c1s3 + m2lc,2s1c3 + m2l1s1 + lc,1m1s1

)

A22 = gm2l1c1c2 + glc,1m1c1c2 + gm2lc,2c1c3c2
− gm2lc,2s1s3c2 − m2lc,2l1q̇23c3 − m2lc,2q̈3l1s3
− q̇21m2l2c,2 − m2q̇23l2c,2 − q̇21m2l21 − q̇21m1l2c,1
+ 2

(
q̈3m2lc,2l1s3c22 − m2lc,2q̇3q̇1l1c3 + q̇21m1l2c,1c

2
2

+ m2l1lc,2q̇23c3c22 + m2q̇22l1lc,2 + q̇21m2l21c22
+ q̇21m2l2c,2c

2
2 + m2q̇23l2c,2c

2
2 − q̇1m2l2c,2q̇3

−m2lc,2q̇21l1c3 − m2lc,2q̇22l1c3
)

+ 4
(
q̇3q̇1m2lc,2l1c3c22 − m2q̇2l1lc,2q̇3s3s2c2

+ q̇1m2l2c,2q̇3c22 + m2q̇22l1lc,2c3c22 + q̇21m2lc,2l1c3c22
+ q̈2m2l1lc,2c3s2c2 − q̈2m2l1lc,2s2c2 − m2q̇22l1lc,2c22

)

A23 = m2lc,2
(
−2q̈2l1s3 − 2q̇2l1q̇3c3 − l1q̇23s3s2c2

+ q̈3l1c3s2c2 + 2q̇2l1q̇3c3c22 − 2q̇3q̇1l1s3s2c2
− gs1c3s2 − gc1s3s2 + 2q̈2l1s3c22 − 2q̇21l1s3s2c2
− 2q̇22l1s3s2c2

)

A31 = gm2lc,2c2(c1c3 − s1s3)
A32 = −m2lc,2(q̈2l1s3 + 4q̇2q̇1l1c3c22 − 2q̇2q̇1l1c3

+ gs1c3s2 + gc1s3s2 + 2q̈3lc,2s2c2 + 2q̈1l1c3s2c2
− 2q̈2l1s3c22 + 2q̇21l1s3s2c2 + 2q̈1lc,2s2c2 − 2q̇2lc,2q̇3
+ 4q̇2lc,2q̇3c22 − 2q̇2q̇1lc,2 + 2q̇22l1s3s2c2 + 4q̇2q̇1lc,2c22)

A33 = m2lc,2c2
(
2q̇2q̇1l1s3s2 + gc1c3 − gs1s3+

− q̈1l1s3c2 + q̈2l1c3s2 + q̇21l1c3c2 + q̇22l1c3c2
)

B0 =
⎡
⎢
⎢
⎣

B11 B12 B13
B21 B22 B23
B31 B32 B33

⎤
⎥
⎥
⎦

(52)

where:

B11 = −2c2
(

q̇2m1l2c,1s2 + q̇3m2lc,2l1s3c2

+ 2q̇2m2lc,2l1c3s2 + q̇2m2l21s2 + q̇2m2l2c,2s2
)

B12 = −B21 = −2s2c2
(

q̇1m2l2c,2 + 2q̇1m2lc,2l1c3

+m2l2c,2q̇3 + q̇3m2lc,2l1c3 + q̇1m2l21 + q̇1m1l2c,1
)

B13 = −2m2lc,2c2
(
q̇3l1s3c2 + q̇2l1c3s2 + q̇1l1s3c2

+ q̇2lc,2s2
)

B22 = 2m2lc,2l1
(
q̇3s3c22 − q̇3s3 + 2q̇2c3s2c2 − 2q̇2s2c2

)

B23 = 2m2lc,2
(
q̇3l1c3s2c2 + q̇2l1s3c22
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− q̇2l1s3 + q̇1lc,2s2c2 + lc,2q̇3s2c2 + q̇1l1c3s2c2
)

B31 = −2m2lc,2c2
(
−q̇1l1s3c2 + q̇2l1c3s2 + q̇2lc,2s2

)

B32 = −2m2lc,2c2
(
q̇1l1c3s2 − q̇2l1s3c2 + lc,2q̇3s2

+ q̇1lc,2s2
)

B33 = −2q̇2m2l2c,2s2c2

C0 =
⎡
⎢
⎢
⎣

C11 0 C13
0 C22 C23

C31 C32 C33

⎤
⎥
⎥
⎦

(53)

where:

C11 = 2m2l1lc,2c3c22 + I1 + I2 + m2l21c22
+ m1l2c,1c

2
2 + m2l2c,2c22

C13 = C31 = m2l1lc,2c3c22 + I2 + m2l2c,2c
2
2

C22 = I1 + 2m2l1lc,2c22 + I2 + m2l2c,2
+ m2l21 + 2m2lc,2l1c3 + m1l2c,1 − 2m2l1lc,2c3c22

C23 = C32 = m2l1lc,2s3s2c2
C33 = I2 + m2l2c,2c

2
2.

However due to the high complexity of the matrix equations of state changes and

outputs only their general form are presented:

A =
[
0 I
C

]
B =

[
0
D

]

C =
[
−C−1

0 A0 −C−1
0 B0

]
D = C−1

0

(54)

8 Results of the Simulation

For the presented model of the human arm simulation analysis of the properties of

non-linear model and the corresponding linear model was carried out.

In order to examine the dynamic properties of the models information of the phys-

ical features of the individual parts of the human arm was used. According to [20]

representative anatomical and physical value of the arm are shown in Table 2. They

contain the average values of the arm for an adult male with a height of 1.829 [m]

and a weight of 90.7 [kg]. Based on Table 2 parameter values of individual mod-

els of human arm were defined. These parameters are used in simulation studies are

presented in Table 3.

As an experiment, showing the behavior of linear and non-linear system with dif-

ferent initial conditions. For first experiment presented on Figs. 2 and 3 initial condi-

tions was—free movement 𝝉 = 0, operating point q = 0, q̇ = 0, q̈ = 0, starting point

q = [30,−45, 15]T [deg] and q̇ = 0, q̈ = 0. Second experiment presented on Figs. 4

and 5 initial conditions was taken from linear model 𝝉 = [9,−12, 3]T , operating
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Table 2 Anatomical physical parameters of adult human arm

Male

Upper arm Forearm Hand

Length [m] 0.315 0.287 0.105

Weigth [N] 28.91 16.64 5.78

Mass [kg] 2.947 1.696 0.589

CoM [m] 0.137 0.127 0.049

MoI [kgm
2
] 0.0303 0.0128 0.0005

Table 3 The numerical

values of model arm

parameters

2L-3DoF

l1 [m] 0.315

lc,1 [m] 0.137

m1 [kg] 2.947

I1 [kgm
2
] 0.0303

l2 [m] 0.392

lc,2 [m] 0.176

m2 [kg] 2.285

I2 [kgm
2
] 0.0133

Fig. 2 Linear model—free

movement
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Fig. 3 Non-linear

model—free movement

Fig. 4 Linear

model—𝝉 = [9,−12, 3]T
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Fig. 5 Non-linear

model—𝝉 = [9,−12, 3]T

point q = 0, q̇ = 0, q̈ = 0, starting point q = [30,−45, 15]T [deg] and q̇ = 0, q̈ = 0.

Third experiment presented on Figs. 6 and 7 initial conditions was—free move-

ment 𝝉 = 0, operating point q = [30,−45, 15]T [deg], q̇ = 0, q̈ = 0, starting point

q = [30,−45, 15]T [deg] and q̇ = 0, q̈ = 0. Fourth experiment presented on Figs. 8

and 9 initial conditions was taken from linear model 𝝉 = [0,−3, 0]T , operating point

q = [30,−45, 15]T [deg], q̇ = 0, q̈ = 0, starting point q = [30,−45, 15]T [deg] and

q̇ = 0, q̈ = 0.

Fifth experiment presented on Figs. 10 and 11 initial conditions was—free move-

ment 𝝉 = 0, operating point q = 0, q̇ = 0, q̈ = 0, starting point q = [−45,−1, 90]T
[deg] and q̇ = 0, q̈ = 0.

Sixth experiment presented on Figs. 12 and 13 initial conditions was taken from

linear model 𝝉 = [−6, 0,−3]T , operating point q = 0, q̇ = 0, q̈ = 0, starting point

q = [−45,−1, 90]T [deg] and q̇ = 0, q̈ = 0.
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Fig. 6 Linear model—free

movement

Fig. 7 Non-linear

model—free movement
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Fig. 8 Linear

model—𝝉 = [0,−3, 0]T

Fig. 9 Non-linear

model—𝝉 = [0,−3, 0]T
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Fig. 10 Llinear

model—free movement

Fig. 11 Non-linear

model—free movement
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Fig. 12 Linear

model—𝝉 = [−6, 0,−3]T

Fig. 13 Non-linear

model—𝝉 = [−6, 0,−3]T
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9 Summary

The results confirm the effectiveness of the use of linear models. This approach sim-

plifies the synthesis of model. Properties of the resulting solutions show a high sim-

ilarity in the behaviour of the non-linear model. They are retained even when oper-

ating point is strongly different than point of linearisation.

The simulations show the effectiveness of linear model of the dynamics of the

human arm. Through the process of linearisation synthesis of linear dynamic model

is reduced significantly compare to the non-linear model. At the same time their

dynamic properties allow the analysis and synthesis of close-loop control systems.

In terms of future research authors aim to verify linear and non-linear models

with using IMU sensors [23–26] and physical 2link-3DoF arm model.
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Interactive Application Using Augmented
Reality and Photogrammetric Scanning

Karol Jędrasiak, Natalia Hładczuk, Krzysztof Daniec
and Aleksander Nawrat

1 Introduction

The aim of the article is to present augmented reality as an innovative technology
used to create interactive applications. As part of the work there was created a
computer game based on the three-dimensional image reconstruction technique.
Although the application serves entertainment, its purpose is to present the next steps
of the transition from virtual reality to the augmented reality. There were discussed
issues related to the methodology of the reconstruction of the 3D models, image
processing and interaction between the reconstructed objects and real objects [1–3].
The results were analyzed for possible future improvements and development.

Presented as part of the work is augmented reality technology. It is a transition state
between virtual reality and the real world. Virtual Reality is created using computer
technology and allows the user to immerse himself in the synthetic virtual world [4]. It
can imitate reality, but does not contain its actual elements. The laws of physics such
as gravity, time and properties of matter may, but may not be maintained [5]. Virtual
reality is currently the most popularized the technology used to create the various
simulators, computer games and as a tool for digital modeling [6–8].

Between virtual reality and the real world there is a spectrum of technologies
called mixed reality. Depending on the number of real elements they can be clas-
sified as the world closer to real or virtual, but the distribution is often ambiguous.
Technology, which is closest to the virtual reality is called augmented virtuality
(AV). Environment is still synthetic, however certain elements of reality are added
[9]. Applications classified as virtuality extended can contain static elements of
reality as texture, and object models. They may also allow the user to manipulate
virtual objects, e.g. using hands [10, 11]. An interesting example is the Swiss Birdly
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project [12], a flight simulator in which the user move across the virtual space by
utilizing hand movements to move virtual wings attached. The system is equipped
with a fan and a spring, which mimic the sensation of floating in the air. The whole
scenery, however, is computer-generated.

The closest to the real world in terms of number of real elements is augmented
reality. This technology is based on the co-existence of a real world and a
three-dimensional virtual objects in the same space in real time [13]. The idea of
augmented reality is to broaden the perception of the user and can also apply to
other senses like touch, smell and hearing. An example would be a project Aura
developed by Google in 2016, which with the help of bone conduction allow to
send audio signals directly to hearing center of the user. Augmented reality is
characterized by the inverse proportion between the number of virtual and real
objects, than in the case of virtuality expanded.

There is no clearly visible boundary between these technologies, therefore it is
difficult to assign many applications clearly to one of the classes. The concept of
augmented reality is based on real-life scene with additional virtual objects, but the
process can also be reversed. Technology acting similar to augmented reality in
which the number of elements of the space is reduced, reduced is called Diminished
Reality. This method allows you to not only to ignore, but also replace unwanted
landscape elements with other [14]. The biggest problem when using this solution is
appropriate approximation of the background color for the liquidation of the object,
which must correspond to the rest of the scene [15]. Many applications utilize
hybrid technology, combining the two aforementioned technologies, eliminating
some irrelevant elements and expanding others.

Achieving of the effect of augmented reality in application requires the use of
techniques for mapping real objects into their virtual, three-dimensional represen-
tation. There are several methods to accomplish this goal. One of the most accurate is
laser scanning, based on measuring the distance between the pulses of light, and the
elements of the object [16]. The advantage is the independence of the quality of the
scan performed on the weather and lighting. This method, however, requires the
imposition of texture on the restored objects or integrate the scanner with the camera
still at the stage of shooting. Due to the equipment used, the cost of making
three-dimensional scans is extremely high. In addition, this method does not allow to
reconstruct for instance water surface, because the laser beams are not reflected by it.

Another approach to the reconstruction of the 3D scene is one of the techniques
of photogrammetry-stereovision. Photogrammetry is an area dedicated to the
reconstruction of the position, shape, orientation in space and the size of the objects
based on images [17]. Stereovision is a method of mimicking the natural mecha-
nism that occurs in a healthy human eye, or binocular vision (stereoscopic). It
involves playing and apply for the position [18–20] of 3D objects while using at
least two sources of perception [21]. Stereovision as a technique is more readily
available and less expensive than laser scanning, and the models resulting from its
use keep their original colors and textures. But the main reason that determines the
choice of this method is that it is based on the equipment used in the technology of
augmented reality.
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The purpose of the stereovision techniques as part of the work was to obtain
three-dimensional models for the application. On the basis of a series of images
photographed objects were reconstructed and analyzed for detection and matching
characteristic point clouds algorithms. The quality of the obtained models was
compared and a proposal for the proper methodology of photographing objects
according to their properties was made. The reconstructed three-dimensional
models were then subjected to graphic processing including correction of the size,
shape, texture and lighting. At the same time the real and fully virtual objects were
modeled, and then was arcade video game based on the coexistence of both types of
models was implemented. The transition mechanism between global coordinate
systems and coordinates of existing objects in the virtual world was analyzed.
Scripts that support dynamic properties, behavior and interactions between objects
were implemented in the application. Both stereovision algorithms and the imple-
mented code have been tested and analyzed for optimality, effectiveness.

Implemented application can be widely used in various types of systems and
training simulators [22, 23]. Reconstructed using stereovision scenery allows the
user to explore places difficult to reach or dangerous in the real world. An example
of created the game, it could be a simulator to carry out anti-terrorist action. The
advantages of such an application would have an opportunity to examine the
topography of the area before carrying out the raid without arranging real exercise.
In addition, it would allow training of different operational variants and evacuation
scenarios.

Augmented reality is a technology with educational value. The background of
created games, could serve as models of buildings of historical value, such as e.g.
Acropolis. Player (student) could be moving in the reconstructed space, where he
could see the antique buildings restored with the help of computer graphics. The
idea of “learning by playing” would take place through user interactions with the
figures of Greek gods, associated with particular temples and so on. The game might
contain references to mythology, showing the attributes and stories of individual
deities. The idea of application combining combines real scenes with virtual char-
acters, would allow students to more easily associate and remember historical facts.

The above examples show the range of possible applications and potential
applications based on 3D reconstruction technology and augmented reality.

2 Existing Solutions

The theme carried out in the framework of the work is to raise the issue of methods
of 3D reconstruction in the context of augmented reality technology. Created game
is to show stereovision, as a basic tool in the development of applications based on
complete immersion of the real world and the virtual. Augmented reality is a
technology assuming synchronization of real and virtual elements in real time.
A simple example of a two-dimensional field can be a mechanism to detect faces
while taking pictures with a digital camera. An essential element of a
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three-dimensional augmented reality are Head Mounted Displays (HMD). They
allow the application of computer-generated elements, onto the actual scenery.
Depending on the manner in which images are combined there can be distinguished
HMD types: “optical see-through” and “video see-through” [24]. The first type of
device allows the user to see the virtual objects placed directly on the actual
scenery. Glasses HMD “video see-through” cut off the user from the visual stimuli
from the outside world. Generating a scene based on the image recording by the
camera located on the glasses [25]. This solution allows precise integrate virtual
elements in the real scenery, eliminate sight of existing objects or modify their
shapes. Glasses should not, however, be used when driving, or in the open, because
the registration error scene could expose to the accident. Therefore, use of the
glasses type HMD “video see-through” is still very limited. Augmented reality
technology is currently used in many fields [26–28]. Medicine could be an example,
where it is possible to apply a scan of the patient’s body tissue, which facilitates the
identification of lesions during surgical procedures. One of the application carries
out the idea of using HDM in medicine is Even: Medical (Fig. 1). The device
allows to visualize the vein directly on the skin and precisely determine the position
of the needle puncture. At the same time they do not interfere with vision glasses
other objects, allowing the wearer to them to make eye contact with the patient [29].

HMD displays can also be used to create virtual sketches. The user with the help
of hand gestures draws, keep visualized shape in the air. Created this way virtual
object can be 3D printed.

Augmented reality offers a variety of solutions dedicated to architects and
designers. Examples are applications which goal is to simulate the reconstruction of
damaged buildings, visualization, interior design and projection in real-time virtual
models of buildings, to places where they will be built. Application designed for
architectural visualization is the product of Urbansee [30]. Using your tablet or
phone, you can play on the screen three-dimensional structure based on flat sketch
(Fig. 2).

Fig. 1 a Evena medica glasses as an example of the “optical see-through” HMD, b scan of the
veins in real time using the glasses
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Relatively new technology is currently being tested by NASA—Fused Reality. It
combines the concept of augmented reality with the capabilities of ground-based
flight simulators. The pilot controls the actual machine which is in the air. It has,
however, wearing special glasses generating virtual objects. The principle of
operation is similar as in the case of augmented reality, the additional feature is the
fact that the actual objects can affect those computer generated [31]. An example of
such technology is a maneuver of air refueling taking place during real flight,
however the function of the air tank is performed by a virtual plane.

Apart from the above examples the augmented reality technology is used in
simulations of military operations, aviation, automotive, and computer games. An
integral part of the application is based on the technology of augmented reality
using stereovision. Glasses HMD type “video see-through” use stereoscopic
algorithms generated in real-time to restore objects. The aim of the work is to show
how important for the development of augmented reality is to find effective
methods to reconstruct the three-dimensional scene (Fig. 3).

The most common use of stereovision is to create three-dimensional maps. In
addition to the traditional cartography ground reconstruction using this method can
also be used in outer space. An example would be the rover Curiosity, which
performs stereoscopic images of the Martian surface using infrared camera [32].
One of the interesting applications of 3D reconstruction are flight simulators. The
market offers a variety of both professional and amateur applications that allow
playback trajectory on your home computer [33]. Stereoscopic pictures of the
terrain are most often acquired using drones and then reconstructed into
three-dimensional scene. An example of such an application may be Mega-
SceneryEarth containing tens of reconstructed locations, in which the user can
move virtual plane (Fig. 4). To the player’s choice there are several types of air

Fig. 2 a 2D architectural model used for reconstruction, b three-dimensional visualization of the
model on the tablet
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vehicles of different parameters and different mode of control. The downside of the
application is the ability to interact with the scenery modeled only at the time of
takeoff and landing aircraft. During the game the user is reconstructed landscape
with a bird’s eye view, but there is no possibility of dynamic interaction with real
objects.

The project that uses stereovision to reconstruct the premises, written using the
Unity game engine is the IC-CRIME. This application is based on the recon-
struction of the premises of the actual crime scenes, using laser scanning. Recon-
structed in this way the scenery is covered with texture and transferred to the
environment Unity. The application is dedicated for people investigating the cir-
cumstances of the offense and allows them an insight into the crime scene unaltered,
long after its commission. In the space they are placed the items crucial to the case,
along with descriptions useful in the investigation. Although the shape of the room
was completed with very high precision, color quality and light and shade effect it is

Fig. 3 The virtual plane on the background of the actual scene, during maneuver

Fig. 4 Screen shots from MegaSceneryEarth: a view a virtual plane on the reconstructed scene,
b the reconstructed city from the window of a virtual plane
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much worse than using stereovision techniques. Texture objects do not look real-
istic, despite the correctness of the stored geometry (Fig. 5).

The above examples can be stated that the quality of the applications based on the
stereovision technology include: precision of reproducing geometric model and
putting the right color and lighting. The quality of the model consists of a number of
captured images and the variety used for the reconstruction techniques such as laser
scanning, stereovision from the ground stations, or photos using drones. In addition,
the application should allow interaction with the world recreated by the physical
interaction between the player and reconstructed objects. Most of the applications
available on the market focuses on the realization of only one criterion for your
project. If the action game is set in space, as in the case MegaSceneryEarth, this
criterion is precisely recreate the 3D scenery from the air. Despite the realistic models
of the landscape. Hitting the building will break down the virtual plane, but does not
imply the collapse of the building. A drawback in many applications based on 3D
reconstruction is too large discrepancy between the appearance of real and virtual
objects. In order to maintain coherence computer graphics modeled objects should be
indistinguishable from those reconstructed. Many applications use computer mod-
eling to create imitations of real objects (e.g. The control panel of the aircraft), as
compared with actual 3D objects gives the impression of a lack of consistency.

Presented as part of the work application takes into account the above-mentioned
objectives allowing interaction of elements of the real world with modeled com-
puter. The user can navigate on the surface of objects and move with them. Falling
from an aerial point of setting the character controlled results in losing life of the
player. Applications such as IC-CRIME and flight simulators are based solely on
exploration reconstructed scenery and do not assume fictional twists for instance:
plane crash, natural disasters, or changes in weather conditions. Created as part of
the work application is interactive, that is a decision taken by the user impinge on
its course and determine victory or defeat. The game is set in one room with clearly
defined limits. So constructed scenery make it easy to transfer the application to the
field of real-time gameplay and using the HMD, which would not be possible for a
large open space with chaotic construction. Table 1 presents the criteria to be met
made within the application work, the methods used to meet these criteria, and the
result of their use.

Fig. 5 a photo of the crime scene, b reconstructed 3D model using the IC-CRIME app
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Table 1 The criteria, methods and the effect of their use

Criteria Applied
method

Results

Photorealistic Stereovision Acquiring reconstructed 3D objects
Visual diversity Computer

modeling
Creating virtual objects and correcting the real models

Graphical
consistency

Unity engine Unification of scale and details of created objects

Interactivity Mesh process The possibility of collisions and interactions between real
and virtual objects

Dynamics Script
programming

Realistic kinematics of created objects

Table 2 Analysis of functional requirements and non-functional requirements

Functional requirements Nonfunctional requirements

Obtaining a photo of the object
of interest

Bright background
Pattern background
Good photo quality
Possibility to transfer photos to computer

3D Reconstruction No more than 70 photographs
The amount of detail matching to the size of the object
The proportions of colors and models relevant to the real
objects

World integrity Predictability
Uniform scale
Interaction between objects

Responding to the player’s
behavior

Collisions between player and objects
Consistent moves

Responding to player
commands

Response to the commands from the keyboard
Compliance of the movements with the commands from the
player via keyboard
No response for undefined keys

3 Photogrammetry Scanning

Goal of the created game is to combine the advantages of visual entertainment. It
should reconstruct space with an accuracy of flight simulators, while maintaining
the possibility of user interaction with the elements of scenery. To achieve this goal,
it was necessary to meet by the application the specific functional and nonfunctional
requirements summarized in Table 2.

3.1 Stereovision as a Method of 3D Reconstruction

In order to reconstruct real objects the stereovision technique was used. It allows for
reliable reconstruction of the scene without the use of specialized equipment and
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large financial outlays. It allows you to recreate a three-dimensional scene from a
series of photos. The object to reconstruct be first photographed under strict rules.
Knowledge of the different steps of the algorithm is helpful in the taking correct
photographs.

The reconstruction of the world with the help of stereovision can be divided into
two stages:

• Designation of common points, which occurred in both images and measure-
ment of the distance (in pixels) between them.

• Carrying out triangulation, which determine the coordinates (x, y, z) of analyzed
pixels [34].

The first stage is to determine for each image point cloud of characteristic points.
Detection algorithms of these points may be based on both color information (e.g.
histogram) and geometric (e.g. detected at edges and corners) [35]. Properly pho-
tographed object should be characterized thus:

• clarity contours,
• distinction of the object color of the background,
• a small number of rounded edges,
• non-uniform, preferably patterned background to provide a large number of

characteristic points,
• no shaded, reflective or transparent areas.

Estimating the depth using the stereovision is based on disparition, which is the
difference in the position of the object of interest caused by the change in per-
spective of the observer [36] (Fig. 6). Finding the coordinates of a point in space
(triangulation) based on disparition is only possible in the case of the coplanar
camera system.

A helpful tool in finding common points on two photographs (correspondence
problem) made from a variety of perspectives is the epipolar geometry. Each
photo-shooting for the purpose of this work was characterized by change in not
only translation, but also in the rotation of the camera. If there are known the
relative positions of cameras and a point x2 projected onto the shooting plane it is
possible to determine the course of the epipolar line x1e1 [37]. Such defined
matching of points is reduced to the search for solutions in the field of
one-dimensional (point x1 must in fact be on the epipolar line x1e1. Figure 7 shows
that the described features for the non-canonical system, the one in which the axes
of the cameras are not parallel, or they have different focal lengths to [38].

X—point in space,
x1, x2—images of a point in the right and left camera,
O1, O2—focal of left and right camera,
e1, e2—epipolar poles,
x1, e1, x1, e2—epipolar lines.
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Concepts inherent geometry epipolarną are matrices: essential and fundamental.
Essential matrix is a matrix of dimensions describing the relative position of the
cameras in the coordinates of the scene:

E=RS, ð1Þ

where:

Fig. 6 Value of disparition d using bottle as an example

Fig. 7 Epipolar geometry for
non-canonical camera system
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R=
r11 r12 r13
r21 r22 r23
r31 r23 r33

0
@

1
A ð2Þ

is the rotation matrix, and

S=
0 −Tz Ty
Tz 0 −Tx
− Ty Tx 0

0
@

1
A ð3Þ

Is a matrix operator of vector product for the translation vector. Such expressed
essential matrix allow formulating an equation defining the limit of points x1 and x2:

xT2Ex1 = 0, ð4Þ

where x1, x2 are the projections of points lying on a line connecting the actual point
of the center of projection cameras. Fundamental matrix described in Eq. (5)
determines the relative positions of the cameras is not in the coordinates of the
scene, but in the image plane, based on knowledge of their internal parameters:

F =A− TEA
0 − 1, ð5Þ

where A is the matrix of the internal parameters of the camera.

A=
fx 0 cx
0 fy cy
0 0 1

0
@

1
A. ð6Þ

fx, fy are horizontal and vertical focal length of the camera and cx, cy are hori-
zontal and vertical offset of the optical axis relative to the center of the matrix.
Fundamental matrix F is expressed analogously to the essential matrix equation:

mT
2Fm1 = 0, ð7Þ

where m1, m2 are homogeneous coordinates of points in both images.
On the basis of images identified that the for smooth running of this phase the

following rules are important:

• shoot from the constant spatial intervals, to give its shape with equal accuracy,
from all perspectives,

• ensuring the existence of common points each image with at least two pho-
tographs neighbors. None, or illegibility in common stereo pair resulting in
difficulty in reconstructing the model. It is necessary to manually identify cor-
responding points between the image and the two adjacent (Fig. 8). However, if
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this problem affects many pictures and is more time effective to redo the entire
series.

The above described steps are performed similarly for all the stereoscopic pairs.
With the increase in the number of images increases the waiting time to reconstruct
the model. The purpose of the application was to obtain a satisfactory mapped 3D
objects, while minimizing run-time of algorithms. Compatible with the expectations
of the quality of the reconstruction portion of the room, has been obtained for a
series of 11 images. In order to correct detection points corresponding stereo pair,
while taking more shots should ensure the existence of fragments of images overlap
with the previous picture (Fig. 9).

One of the components of the application are modeled geometric primitives.
Depending on the quality of the model, these objects were left subject to adjustment
graphic, or placed directly in the scenery of the game. For each element local
coordinate system was defined to facilitate subsequent location in space and giving
kinematic properties. Reconstruction of the room took place by making the rotation
camera for subsequent shots, the invariance of its position. This way of shooting
allows the user to find the center of the room. Reconstruction of blocks based on a
translation of the camera for subsequent shots without changing the angle of
inclination with respect to the lens element (Fig. 10).

When taking pictures in this way we get a convex model (Table 3), which then is
isolated from the background, cutting elements of scenery that were not the subject
of reconstruction Table 4.

One of the most frequent problems were defects in the mesh and texture of the
reconstituted model and stereoscopic distortions, or shape differences between the
real object and the reconstructed object [39]. These adverse effects can be corrected
by using the tools offered by the program Blender (Fig. 11). To carry out the
reconstruction of the most commonly used grid-based vertex scaling and carving a

Fig. 8 Manual solution to the problem of detection of corresponding points between the image 1,
and 2 and 3, which are adjacent to it
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block. Correction textures required while UV mapping, which plays a grid object
on a two dimensional plane. Minor corrections can also be done using a color
palette and brush.

3.2 System Architecture

Architecture of the systems includes: the subject, the photographic station and
computer, which is used for computation of all the algorithms of reconstructing the
scene. The photographic station met the functional requirements necessary to obtain
the correct photos. The background to create photo was a patterned carpet, enabling
easy detection of characteristic points. The pictures were taken at a resolution of

Fig. 9 A sample set of images used for 3D reconstruction of room

Fig. 10 A series of 16 shots of photographed object used for 3D reconstruction
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1024 × 726 pixels, in the bright day light. The number of photographs depending
on the subject were in the interval starting from 10 to 70 shots and the time they in
which they were generated was in interval starting from 4 to 20 min.

The functional requirements for the integrity of the worlds and to interact with
the player, were implemented using Unity engine. Using the appropriate scripts
reconstructed objects were scaled, given the dynamic properties and allowed to
collisions. The interaction between objects and the player and control of the game
was also implemented in Unity.

After transferring to a computer, the objects were automatically reconstructed,
using photogrammetric techniques. Then, depending on the quality, 3D models
were transferred to Unity, or were subject to prior correction graphics in Blender.
Some of the objects used in the application has been fully modeled by computer,
without the reconstruction methods (Fig. 12).

Table 3 3D objects used in the game and the number of images used for the reconstruction

Rigid body Number of
photos

Rigid body Number of
photos

Cylinder 17 Cuboid 17

Cylinder and cap 16 Polyhedra 21

Cube 16 Polyhedra 19
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3.3 Application Goal

The developed application is a skill game located in a reconstructed scenery using
stereovision techniques. During the game the user’s goal is to travel to the end point

Table 4 Comparison of geometry of reconstructed and reference objects

Researched object Parameter Object
(cm)

Conclusions

Diameter 3,3 5,5 The scale factor of the diameter of the
model to the real object is 0.6

Height 3,25 6 Height scale factor of the model is 0.54.
This means that the object has been
stretched along. To ratios between the
diameter and height were correct the
model should have a height of 5.42 [j]

Ratio 1,06 0,92 Reconstructed model does not reflect
the actual proportion of real rigid body.
When using the application these
differences, however, are imperceptible
for the human observer

Fig. 11 3D models rendered in Blender software: a raw object without correction, b model with
enhanced edges, mesh and texture
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without losing all live points and collecting as many coins. Arcade element is the
need to overcome the moving platforms, which requires reflexes and proper esti-
mating distances. On the way to the final point locations are also enemies, which
the player must avoid. If the player succeeds points are counted otherwise the whole
game starts from the beginning. Platforms, structures with wooden blocks, sil-
houette player and enemies modeled as chess pieces, the background in the game
were all reconstructed using stereovision techniques. Coins and bonuses have been
modeled in Blender.

4 Tests

To achieve the goal the Unity environment was used. Unity allows to create
three-dimensional applications, moreover, is compatible program Blender, allowing
to import files from this environment. All code is implemented in object-oriented
programming language C#.

The application starts by displaying the start menu, after which the user navigates
a cursor. Depending on the decision, it is possible to load various scenes from the
game, or exit the program. If the user choose to exit, he is asked again to confirm his
selection. After loading the game board it is possible to pause, which is visible as a
screen freeze. There is the option to return to the game, or go to the Start menu.
There are two variants of game completion. If you succeed, automatically go to the
start menu otherwise there is an additional option to restart the board (Fig. 13).

Graphics created an application are based on a combination of reconstructed 3D
objects with virtual elements. On the board there are placed reconstructed 3D
models and bonuses: coins and life symbols modeled in Blender (Fig. 14). Virtual
objects are blended into real scene, the player must overcome to get them (Fig. 15).

The background of the game is an example room, and therefore on the board
objects appear blended in the convention, e.g. books and laptop. On the computer
screen there was placed a screenshot of the game in design mode, which allows the
player to see the whole board before its exploration (Fig. 16).

During the game the player must avoid contact with bullets, shot by black chess
knights (Fig. 17). After each contact with the ball, the player loses one life. The loss

Fig. 12 The individual components of the system
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Fig. 13 Application logic schema

Fig. 14 The view from the top of the scene (level)

Fig. 15 Model of pine cones reconstructed using a series of 67 images: a player climbing on the
block to collect bonus points, b view of the model in edit mode
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of all life points is synonymous with the end of the game. Black figures were
reconstructed on the basis of light ones and repainted Blender. The bullets, which
are shoot enemies are the computer created polyhedras.

The board on which moves the player includes both static and dynamic ele-
ments. An example of still images are: shelves, base, walls, books and part of the
platform. These objects do not affect the player’s moving along them. Part of the
solids had losses in the grid, or a texture and required prior correction in Blender
(Fig. 18).

In addition to static objects in space there are arranged also dynamically moving
parts e.g. platforms. A player on the surface of such bodies is moving on them. To
ensure proper player interaction with moving objects on the platform there were
imposed additional grids generating collisions. These elements are arranged on the
platform, and have a symmetrical bodies. This allows the correct player interaction
with the platform, even if the grid were irregularities. Additional elements gener-
ating collisions are not visible in game mode (Fig. 19).

Fig. 16 The reconstructed 3D models, along with virtual elements: a books, calculator and coins,
b laptop and bonus

Fig. 17 Enemies appearing on the board: a black chess knight aiming ball in the player, b chess
knight placed on the platform
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During work a few three-dimensional objects of different shape, color, texture,
and reflected light level of complexity were reconstructed. The experience allowed
the selection of the best parameters of the position of the photographic and establish
a reasonable methodology for capturing images.

The application included a large number of items shown on a small scale and
with a lot of detail. The optimal solution therefore must have sought minimizing
time and maximizing the quality of the 3D model. Into account must have also been
taken versatility and availability of environment. One of the tests was to examine
the influence of the number of photos on-time and accurate reconstruction of the
object. The test results are shown in Table 5.

Reconstruction of the solid body based on a series of 67 images was completed
during 17 min. It can be concluded that the looks of the objects is very realistic,
there are no defects in the mesh and texture and proper proportions are maintained.
However on the edges of books there is still minimal distortion, which can be
caused by poor lighting or mistakes in framing (Fig. 20).

Fig. 18 The corrected static platform using Blender: a platform on which the player can climb,
b incorporation of the platform in the scenery

Fig. 19 a System of movable platforms, b platform with invisible for the player bounding box
used for collision detection
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Based on the test, it was observed that the quality of an object is directly
proportional to the amount of images and time needed to generate the model. It can
be considered that the optimal parameter for the reconstruction of solid objects, was
a series of 50 images. The difference between the quality of the model based on 50
pictures, is comparable to that obtained with the 67 series of photographs. Gen-
eration time is, however, shorter by about 30%. During creation of many 3D models
it is a significant difference.

5 Conclusions

The idea behind the study was to draw attention to the promising technology, which
is augmented reality and show the complexity of the issues associated with it. The
individual elements included in the applications based on augmented reality, were
analyzed on the basis of an interactive computer game. The following topics were
discussed: methodology of taking photographs, algorithms for three-dimensional
reconstruction of the scene, processing of graphic objects, computer modeling,
synchronization of the world reconstructed with virtual elements, and user inter-
action with a reconstructed scenery. The article presents implementation of an
innovative approach to the topic of computer games based on stereovision. There is
a possibility of finding a realistic scenery and its exploration from different per-
spective, e.g. chess figures. This approach changes the perception of the player,
allowing him to interact with objects on a different scale than it is in reality.
Application architecture allows expanding of the game in the future.

The work showed a spectrum of problems associated with the different phases of
creating applications based on augmented reality. To reconstruct scenes of

Fig. 20 3D model
reconstructed in 123D Catch
software using a series of 67
images
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complicated construction often is needed several types of methods as stereovision, or
laser scanning. To restore objects from above e.g. the use of drones. The concept of
augmented reality involves processing of events in real time, therefore processing of
such stimuli is a challenging task which requires intensive computational perfor-
mance hardware and optimized algorithms.

We conclude that mixed reality technology, in particular augmented reality is a
rapidly growing field that still leaves room for many discoveries and improvements.
The possibilities of applications based on augmented reality exceeds even the most
traditional programs and have the chance to become a solution revolutionizing the
technology market.
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Part IV
Experimental Investigation of Dynamic

Characteristics

The design of innovative control, tracking and monitoring algorithms most often
require prior knowledge of dynamical characteristics of equipment being used in
many different national security tasks carried out in extremely difficult field condi-
tions. For instance military actions conducted in the twenty-first century in Iraq and
Afghanistan have shown that the tactical and technical solutions applied so far are
not sufficiently effective in wars, in which one side of the conflict has a significant
advantage over the other. This type of warfare is called asymmetrical warfare the
primary aim of combatants is to maintain the status quo and threat potential against
the enemy. Adapting to the situational conditions, the fighting of Islamic militants
have taken on a guerrilla warfare character, which is characterized by the weaker
side of the conflict, with inferior technical equipment adopts a defensive position and
conducts attacks from concealment rather than engaging in open field combat.
Examples of such tactics include suicide attacks, ambushes in large groups, as well
as engaging in various forms of mine warfare. This results in significant losses
among military forces of the ISAF coalition (International Security Assistance
Force). It is therefore necessary to search for new technical solutions which would
serve as a good answer to the challenges of asymmetrical warfare. The proposed set
of articles allows trac the whole spectrum of issues related to the discussed topic.
Starting from the study of effects of the IED explosion on the health of passengers of
an armored vehicle to the study of the effects of temperature on the characteristics of
the sensory systems.

The availability of information often decides on the superiority on the battlefield.
Therefore systems allowing to determine and track the position of objects are
crucial. Unfortunately, satellite navigation systems do not work in buildings or
underground therefore it is extremely important to develop new technologies and
solutions to solve this problem. As part of the chapter, one of the promising
solutions based on personal navigation using inertial measurement sensors inte-
grated with shoes is presented.



Another important issue is to study the impact of IED on vehicles like Shiba
special vehicle. The test was performed by Military University of Technology and
Military Institute of Engineer Technology. A number of strain gauges and camera
markers were placed on the arm to allow recording strains and movements of
specific construction points. The arm’s motion was recorded using high speed
camera. The analysis showed, that maximum stresses in examined construction
parts did not exceed yield stress of material. Numerical model of an arm will be
developed and validated using data obtained during tests. This will help visualize
stress distribution in each arm’s part.

Valuable suggestions, conclusions and a number of important challenges in the
fields mentioned above are presented in the chapter.
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Proving Ground Tests of Selected Energy
Absorbing Structure Variants Under
a Shock Wave Load

Tadeusz Niezgoda, Grzegorz Sławiński, Paweł Bogusz
and Marek Świerczewski

1 Introduction

Military actions conducted in the XXI century in Iraq and Afghanistan have shown
that the tactical and technical solutions applied so far are not sufficiently effective in
wars, in which one side of the conflict has a significant advantage over the other.
This type of warfare is called asymmetrical warfare the primary aim of combatants
is to maintain the status quo and threat potential against the enemy. Adapting to the
situational conditions, the fighting of Islamic militants have taken on a guerrilla
warfare character, which is characterized by the weaker side of the conflict, with
inferior technical equipment adopts a defensive position and conducts attacks from
concealment rather than engaging in open field combat. Examples of such tactics
include suicide attacks, ambushes in large groups, as well as engaging in various
forms of mine warfare. This results in significant losses among military forces of
the ISAF coalition (International Security Assistance Force). It is therefore neces-
sary to search for new technical solutions which would serve as a good answer to
the challenges of asymmetrical warfare.

The most effective weapon employed in the strategy of combat engagements
against the ISAF are Improvised Explosive Devices, so called IEDs. They are most
frequently placed on roads travelled by allied forces vehicle convoys. According to
the statistics [1], they were the cause of death of approximately 40% of all soldiers
killed when fighting in Afghanistan and Iraq between 2003 and 2011. The stabi-
lization missions are primarily attended by vehicles with light and medium armour,
in the form of transporters and light patrol vehicles. Combat experience has shown,
that structural solutions employed currently to ensure appropriate protection to the
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vehicles’ crew against mines are insufficient [2–4]. For that reason, the primary
course of research is currently intended to limit as much as possible the effect of
mine explosions on the passengers of an armoured vehicle.

2 Threats to an Armoured Vehicle’s Crew During an IED
Explosion

Combat experience in Afghanistan and Iraq has shown high effectiveness of
improvised explosive devices, measured in the number of soldiers killed. Figure 1
presents the number of fatalities caused by IED explosions in comparison with
other causes of death [5].

In order to increase the safety of a vehicle’s crew against the shock wave of a
mine and IED explosion, the primary protective structures are enhanced by
appropriate structural solutions, such as: deflectors, increased vehicle clearance,
modular construction. The listed solutions may not always be applied to an already
existing vehicle employed by the military. This arises from the necessity to
maintain high mobility and combat capabilities on the battlefield, or the vehicle’s
structure itself. Due to the above, it is advisable to use energy-absorbing panels. An
additional layer in the form of a protective panel will be aimed at decreasing the
inertial force affecting the vehicle’s passenger during an AT mine or IED explosion,
which is the primary cause of injuries sustained by vehicle personnel.

Fig. 1 Percentage share of
IEDs compared to other
causes of death, as a result of
enemy actions, during
OEF/ISAF missions in
Afghanistan [5]
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3 Origin of Using Energy-Absorbing Panels

A significant share of military vehicles taking part in armed conflicts feature a flat
shaped floor panels. The event of a mine or IED explosion underneath the vehicle
directly affects the floor panel. This results in the generation of high inertial force
which causes numerous vehicle personnel injuries. Increasing the safety of pas-
sengers in a vehicle with a flat shaped bottom and low clearance may only be
realised through the use of energy-absorbing panels. These types of
energy-absorbing structures are most often built as hybrid structures which:

• secure the bottom of a vehicle’s hull against rupture due to an AT mine or IED
explosion [6],

• absorb the shock wave energy of an AT mine or IED explosion through various
destruction mechanisms,

• block perforation of the hull’s bottom,
• ensure protection of the soldiers’ life and health in a vehicle at the required level

(STANAG 4569, AEP-55).

Implementation of new solutions requires the performance of a series of
experimental studies in order to evaluate the properties of proposed structures.

4 Assumptions, Conception and Aim of Shock Wave
Effect Proving Ground Tests

The aim of the designed shielding is the protection of a military vehicle’s crew
against the shock wave generated by the explosion of AT mines and IEDs. The
design assumptions for the shielding are as follows:

• shielding installation without changes to the undercarriage and bodywork of the
protected vehicle,

• shielding intended for upgrading existing models of LV and LAV vehicles,
• simple installation and uninstallation of the shielding and rest-plate,
• interchangeability of shielding segments in case of destruction,
• ensure a level of protection of vehicle personnel in case of a shock wave

generated by a mine or IED explosion in accordance with STANAG4569,
• inflammability, resistance to weather effects and chemical resistance of the

shielding,
• simple manufacturing technology,
• low material and manufacturing costs.

Energy-absorbing structures have been created in the form of 440 × 440
cuboids with a variable thickness, mounted onto a witness plate with dimensions of
550 × 550 × 2. Absorption of the explosion shock wave energy is realised by
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three primary progressive destruction mechanisms: lateral shear strain, delamina-
tion, bending.

The conducted proving ground and experimental tests were intended to inves-
tigate the effectiveness of shielding and their resistance to the effects of a shock
wave caused by explosive material detonation. The evaluation criteria for shielding
effectiveness were:

• acceleration as a function of time,
• surface reaction (force) as a function of time,
• permanent deformation of the witness plate.

All the above valued were recorded for the witness plate integrated with
the protective panel, installed on a dedicated station for measuring the surface
reaction force and acceleration. Results recorded for individual variants were in the
following stage subjected to normalization and compared with a system without the
protective layer (witness plate—Panel 1) in order to assess its effectiveness.

5 Description of the Test Rig and Study Methodology

The conducted proving ground studies incorporated an explosive test rig which
enables performance of tests, in which the maximum mass of an explosive charge
equals 2.0 kg of TNT.

The axonometric view of the proving ground rig for testing the effects of shock
waves is presented in Fig. 2. This rig enables performance of explosion load tests
using an explosive charge (max. 2 kg of TNT) installed above the tested object,
with simultaneous measurement of force in the rig’s supports and acceleration
of the tested protective panel’s centre.

The reaction force values are measured on four cylindrical supports of the lower
element—Fig. 2, using the electrical resistance strain gauge measurement method,

Fig. 2 Axonometric view of
the proving ground rig
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through tension gauges applied in the axial direction of the supports. In the studies
the resultant force has been determined as the sum of forces on all four supports.

Additionally, a piezoelectric acceleration sensor was mounted to the lower plate
for each tested protective variant. The sensor was always mounted in the central
point of the witness plate, on the opposite side in relation to the placed explosive
charge. The scaling of acceleration sensors equalled 0.005 mV/m/s2.

Measurement of the accelerometer sensor signal and surface reaction forces was
carried out using high frequency measurement aperture.

The studies used the Semtex 1A explosive material with a mass of 0.75 kg,
suspended for each of the selected panel variants at a distance of 430 mm from the
witness palate (Fig. 3).

A detailed description of samples for explosion shock wave load studies is
presented in Table 1. For each variant the charge distance equalled 430 mm from
the upper surface of the tested panel. The charge mass equalled 750 g. During the
first trial, only the witness plate was tested and its result served as a reference.

Fig. 3 Axonometric view of ¼ of the proving ground testing rig and charge installation method
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6 Protective Panel Description

The conducted proving ground studies of explosion shock wave loads involved
a total of 9 detonation trials. The characteristics of all panels (witness plate and
protective panels) are compiled in Table 2. The values given include panel layers,
their materials, thickness and sequence of placement.

Protective panels 2, 3, 4 were covered at the top with a 1 mm thick sheet.
Additional sheets have also been used as dividing elements between individual
layers in panels 4, 5, 6 and 8.

A very important factor, apart from the panel’s absolute effectiveness, is also its
mass. For that reason, the study analyses the mass parameters of tested panels, such
as: total mass and area density. Based on Table 2 we have compiled comparative
bar graphs of these parameters, presented in Fig. 4.

Figure 4a shows a comparison of the total masses of panels. The witness plate is
approximately two times lighter than panels secured with additional layers. Their
total mass is within the range of 12–16 kg, while the plate itself is 7 kg, The
difference of these masses is the mass of additional protective elements installed on
the given structure. The lowest weight among the tested solutions is shown by
panels 6, 7 and 9. The highest mass panels—5 and 8) contain elastomer layers. The
mass of panel 5 reaches nearly 16 kg. Panel 8 contains elastomer and cork layers.
Figure 4b presents a comparison of the surface density of panels 2–9. The mass of
the lower plate has been subtracted from the total mass of the panel. The result has
been divided by the surface of the installed protective element with dimensions of
440 × 440 mm. Due to this, Panel 1 is not included in this compilation. The
relative results are analogous to the comparison of panel masses.

7 Study Results

After conducting a series of experimental tests, the resulting changes in force
and accelerations have been subjected to scaling. Additionally, the plate centre
acceleration and total force test results in the supports have been normalized for all
samples, which involved relating those values to the maximum acceleration and
total force values per module measured for the witness plate tested during the first
trial (marked Panel_1).

The acceleration change graphs were filtered using a low-pass Butterworth filter
of the 6th order for the limit frequency value of 2560 Hz.

Table 1 Description of test sample parameters for explosive shock wave load studies

Sample
description

Charge
mass [g]

Sampling frequency
[Msamples/s]

Height of the charge over the
panel plate [mm]

Sample_1–9 750 0.5 430
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Table 2 Protective panel layer construction description

Trial
no.

Panel component
description

Protective system
mass [kg]

Area density
[kg/m2]

Explosive charge
mass [kg]

Panel_1 Witness plate (steel sheet)
g = 3 mm

7.0 – 0.75 kg TNT

Panel_2 L1-Upper lining (steel
sheet) (g = 1 mm)
L2-CYMAT 0.36
(g = 2 * 25 mm)
L3-Witness plate
(g = 3 mm)

12.2 26.86

Panel_3 L1-Upper lining (steel
sheet) (g = 1 mm)
L2-CYMAT 0.51
(g = 2 * 25 mm)
L3-Witness plate
(g = 3 mm)

13.8 35.12

Panel_4 L1-Upper lining (steel
sheet) (g = 1 mm)
L1-CYMAT 0.36
(g = 25 mm)
L1-Divider (steel sheet)
(g = 1 mm)
L2-CYMAT 0.51
(g = 25 mm)
L3-Witness plate
(g = 3 mm)

14.5 38.74

Panel_5 L1-Elast. ASMA 55ShA
(g = 20 mm)
L2-Divider (steel sheet)
(g = 1 mm)
L3-CYMAT 0.51
(g = 25 mm)
L3-Witness plate
(g = 3 mm)

15.8 45.45

Panel_6 L1-Corkboard
(g = 10 mm)
L2-Divider (steel sheet)
(g = 1 mm)
L3-CYMAT 0.51 (25 mm)
L4-Witness plate
(g = 3 mm)

12.1 26.34

Panel_7 L1-Elast. ASMA 55ShA
(g = 10 mm)
L2-Air cushion
(g = 45 mm)
L3-Witness plate
(g = 3 mm)

12.8 29.96

(continued)

Proving Ground Tests of Selected Energy … 299



The graphs present measurement results of normalized acceleration as a func-
tion of time, registered using an ICP type (piezoelectric) accelerometer and nor-
malized total force registered using electric resistance type dynamometer.

The figures present test results of Panel 1, which is comprised of the witness
plate without additional protective elements. Results of this trial serve as a reference
for all other panels. The following criteria have been adopted in the assessment of
panels in relation to the witness plate reference panel:

• the force extreme value and number criterion—less numerous and lower
extremes equal a better panel,

• the acceleration extreme value and number criterion—less numerous and lower
extremes equal a better panel,

• the overall graph change criterion—flatter course of force and acceleration
graphs equal better results shown by the panel.

Test results of the load generated in supports have been normalized for all
samples in relation to the maximum force value for the witness plate per module.
Test results of the plate centre acceleration have been normalized for all samples in
relation to the maximum acceleration value for the witness plate per module.

The figures present Panel_1 installed on the force and acceleration measurement
rig before the tests and after the tests. The plate sustained significant deformation as
a result of load from the explosion shock wave (Fig. 5).

Further figures present the results of normalized acceleration and force mea-
surements. The relative values equal to 1 correspond to the maximum values per
module (force and acceleration) prior to normalization, which served to normalize
the course of all graphs (Figs. 6 and 7).

Further figures present photographs of Panel_2 (Photos in Fig. 7b).

Table 2 (continued)

Trial
no.

Panel component
description

Protective system
mass [kg]

Area density
[kg/m2]

Explosive charge
mass [kg]

L1-Elast. ASMA 55ShA
(g = 5 mm)
L2-Divider (steel sheet)
(g = 1 mm)
L3-Corkboard
(g = 10 mm)
L4-Divider (steel sheet)
(g = 1 mm)
L5-CYMAT 0.51 (25 mm)
L6-Witness plate
(g = 3 mm)

15.3 42.87

Panel_9 L1-Openwork plate
(g = 2 mm)
L2-Hemisphere system
W3-Witness plate
(g = 3 mm)

12.6 28.93
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Panel_5 installed on the measuring rig after the test is shown in Fig. 7d.
In Panel_6 the witness plate has been reinforced with a layer of cork (NL25) and

a layer of type 0.51 aluminum foam installed underneath it; with a thickness of
25 mm each (Table 2).

Fig. 4 Mass parameters comparison for all panels: a total panel mass; b panel area density
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Panel 7 has been made using an air filled metal cushion and reinforced on the top
with an elastomer (Table 2). Its installation and condition after the trial is shown in
Fig. 7f.

Fig. 5 Panel_1, witness plate, installed on the shock wave load testing rig: a pre-test; b post-test

Fig. 6 Comparative graph of a normalized force; b normalized acceleration, as a function of time
for the Panel_1 reference sample
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Panel 8 has been made using three layers identical to the previous trials: an outer
elastomer layer, a middle cork layer and a lower aluminum foam layer (Table 2). It
was tested in the same way as previous panels.

Panel 9—Further figures show measurement results of normalized force and
acceleration, in relation to the reference measurement, for all panels.

The application of foamed materials limited and decreased extreme force and
acceleration values.

Further figures show force and acceleration measurement results, normalized in
relation to the reference panel. The comparison of graphs with the witness plate is
more unfavourable than for panel 2. The course of the force graph shows many
extremes during the first 5 ms. A large peak in acceleration has been noted (higher
than for the witness plate). The course of acceleration is similar to the one shown
for the witness plate.

Figure 8 Comparative graph of (a) normalized force; (b) normalized accelera-
tionshow the acceleration and force measurement results for Panel_4, normalized in
relation to the reference panel. Panel 4 has significantly improved the force and
acceleration readings. For the force as well as the acceleration, the extremes in the
initial 2 ms have been significantly decreased, as was their number. The change in
force within the entire range and initial acceleration values has been significantly
reduced. The extremes have decreased by over 60%.

The measurement results of normalized acceleration and force for Panel_5 are
presented in Fig. 8. Panel 5 to a limited extent improved the characteristics of force

◀Fig. 7 Panels after proving ground tests. a Installed on the force and acceleration measurement
rig after the tests. In this shielding variant, the witness plate has been reinforced with 2 layers of
aluminum foam type 0.36, with a thickness of 2 × 25 mm, manufactured by CYMAT (Table 2).
Due to the explosion shock wave, the aluminum layers were subject to indentation (closing of
pores) and delamination from one another and the lower plate. b Present Panel_3 installed on the
force and acceleration measurement rig after the tests. In this shielding variant, the witness plate
has been reinforced with layers of type 0.51 aluminum foam manufactured by CYMAT, also with
a thickness of 2 * 25 mm (Table 2). Due to the explosion shock wave, similarly to Panel 2, the
aluminum layers were subject to indentation (closing of pores) and delamination from one another
and the lower plate. c Presents Panel_4 installed on the force and acceleration measurement rig
after the tests. The witness plate has been reinforced with layers of a type 0.36 and 0.51 aluminum
alloy foam with a thickness of 25 mm each (Table 2). Similarly to panels 2 and 3 it was concluded
that the layers of aluminum foam were subject to indentation and delamination from each other
and the rig due to the explosion. d. The witness plate has been reinforced with layers of a type 0.51
aluminum and ASMA 55° ShA elastomer alloy, with a thickness of 25 mm each (Table 2). After
the explosion, the elastomer delaminated. e Present photographs of the panel after the test. The
aluminum foam and cork layers delaminated from the rig. The cork was subjected to
defragmentation—it separated into smaller sections. f The cushion was subject to deformation.
The elastomer was also indented. g Shows the panel installed on the measuring rig in a state after
the test. The layers did not suffer separation, but were significantly indented by the explosion
shock wave. Panels after proving ground tests. h—features an openwork metal construction with a
layer of steel hemispheres set within it (Table 2). The aim of the structure was to disperse the
shock wave caused by the explosive charge and in consequence reduce its negative impact
[reference to the article]. As a result of the explosion, the outer surface of the openwork structure
became indented. Most hemispheres separated from the surface—Fig. 7h
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and acceleration graphs. The extremes of force and acceleration in the initial graph
phases have also been reduced. A large negative extreme appeared on the force
graph.

Panel 6 has significantly suppressed the change of force and acceleration in the
entire course of both functions, resulting in reduced extremes of force and accel-
eration. The maximum force was approximately 30% of the extreme force from the
first trial. The acceleration was reduced by as much as 60%.

Panel 7 has not improved the change in force significantly. It has very noticeably
suppressed accelerations throughout the entire scope of the process. The maximum
acceleration was approximately 20% of the reference acceleration.

Panel 8 has improved the force and acceleration graph characteristics. The
positive force extreme was reduced by 40% and the change in the graph during the
subsequent phase was suppressed. However, a negative extreme appeared. The
initial acceleration extremes are lower. The graph change was significantly sup-
pressed in the phase after 2 ms. The maximum acceleration was 70% of the
acceleration in Trial 3.

The application of Panel 9 on the plate has improved the force and acceleration
graph characteristics—Fig. 8. The positive force extreme was reduced by 30% and
the change in the graph during the middle and end phase was suppressed. The initial
acceleration extremes are significantly lowered. The graph change was significantly
suppressed in the further phase. The maximum acceleration is approximately 40%
of the maximum value in Trial 3.

8 Study Result Analysis and Conclusions

Table 3 presents the maximum and minimum normalized total force and acceler-
ation values. In order to graphically compare these two results, bar graphs were
compiled and presented in Figs. 9 and 10. The first of them shows the force
extremes, while the second shows acceleration extremes.

Fig. 8 Comparative graph of a normalized force; b normalized acceleration
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A significant acceleration reduction was achieved for panels 4 and 7—Fig. 10.
The extremes were reduced by 70% in relation to Panel_1. In these terms panels: 5,
6, 8 and 9 have also proven to be effective, however to a lesser degree. Panel 3 has
shown the weakest protective capabilities, as a large minimum extreme was
recorded.

The use of panels resulted in the reaction force in the supports being reduced to
a lesser degree compared to acceleration—Fig. 9. One of the best solutions is
Panel 4, which has not only shown good properties in terms of acceleration
reduction, but has also decreased the total load on supports by over 50%. Panel 6

Table 3 Maximum and minimum normalized total force and acceleration values

No. Panel Max Max Min Min

1 Panel_1 1.00 0.50 −0.47 −1.00
2 Panel_2 0.63 0.25 −0.65 −0.73
3 Panel_3 0.75 0.42 −0.68 −1.58
4 Panel_4 0.47 0.24 −0.14 −0.32
5 Panel_5 0.72 0.28 −0.88 −0.61
6 Panel_6 0.26 0.41 −0.20 −0.20
7 Panel_7 0.98 0.05 −0.32 −0.31
8 Panel_8 0.58 0.30 −0.66 −0.68
9 Panel_9 0.69 0.37 −0.54 −0.38

Fig. 9 Normalized total load extremes comparison for all panels
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decreased the extremes by over 70%. The weakest panels 5 and 7 reduced the force
by less than 20%. In the remaining cases (Panels 2, 3, 8 and 9) a reduction of
reaction values of approximately 25–35% was achieved.

In the further analysis the acceleration and plate support load values were related
to the mass. It is a very important factor, which often determines the possibility or
impossibility to use a panel in the structure.

Figure 11 shows the extreme normalized force values (Table 3) divided by the
panel’s area density (Table 2). Panel 1 was excluded from the compilation. In these
compilations Panels 4 and 6 have also proven the most effective. Good relative
values were also achieved by Panel 8. The lowest results were shown by Panel 7.

Figure 12 shows the extreme ratio of normalized acceleration (Table 3) to the
panel’s area density (Table 2). Panel 1 was excluded from the compilation. Here
Panel 4 has also shown the best suppressing properties. Good relative values were
also achieved by Panels 5 and 7. The worst values relative to mass were achieved
by Panels 2 and 3.

Difficulties in selecting the appropriate solution arise from the fact, that there
was no possibility to directly observe the Panel’s indentation process during the
explosion shock wave impact. Therefore, interpretation of the results is very dif-
ficult and vague.

When selecting the best panel, it is necessary to consider all the tested param-
eters. A choice based on only one factor may prove to be a mistake, as not all
aspects of the panel’s properties are reflected.

Fig. 10 Normalized acceleration extremes comparison for all panels
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Fig. 12 Comparison of normalized acceleration extremes to area density ratio (panels 2–9)

Fig. 11 Comparison of normalized load extremes to area density ratio (panels 2–9)
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Conclusions drawn from testing panels loaded with a shock wave caused by the
Semtex 750 g charge detonation are as follows:

(1) Panels_2 and 3 show weak protective properties. The force and acceleration
extremes are high, although lower than for the witness plate. The changes in
graphs are similar to those shown for the individual witness plate. For Panel 3
the changes in graphs are more unfavourable than for Panel 2. the normalized
force and acceleration values to mass ratio are also unfavourable compared to
other panels;

(2) Panel 4 has significantly improved the force and acceleration readings. For the
force as well as the acceleration, the extremes in the initial 2 ms have been
significantly decreased, as was their number. The change in force within the
entire range and initial acceleration values has been significantly reduced. Also,
when relating the measured values to the area density, this panel has shown
very good parameters;

(3) Panel 5 has improved the force and acceleration graph characteristics to
a limited degree. The extremes of force and acceleration in the initial graph
phases have been reduced. A large negative extreme appeared on the force
graph;

(4) Panel 6 has significantly suppressed the change of force and acceleration in the
entire course of both functions, resulting in reduced extremes of force and
acceleration. It showed good results when relating its properties to the area
density (Fig. 11);

(5) Panel 7 has not improved the change in force. It has very noticeably suppressed
accelerations throughout the entire scope of the process;

(6) Panel 8 has improved the force and acceleration graph characteristics. The
positive force extreme was reduced and the change in the graph during the
subsequent phase was suppressed. However, a negative extreme appeared. The
initial acceleration extremes are lower. The graph change was significantly
suppressed in the phase after 2 ms. It showed positive results in comparisons of
mass.

(7) Panel 9 has improved the force and acceleration graph characteristics. The
positive force extreme was reduced and the change in the graph during the
middle and end phase was suppressed. The initial acceleration extremes are
significantly lowered. The graph change was significantly suppressed in the
later phase. It shows inferior results in relation to other panels when comparing
the measured parameters (particularly load) in relation to its mass.
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Temperature Correction of Measurements
Results of 3-Axis Accelerometers in IMU
Modules

Witold Ilewicz, Damian Bereska, Marcin Pacholczyk
and Aleksander Nawrat

1 Introduction

One of the most important factors affecting the accuracy of measurements obtained
using acceleration sensors made in MEMS technology (Micro-Electro-Mechanical
System) is the ambient temperature. Hence, the production of IMU modules
(Inertial Measurement Unit) equipped with this type of sensor, requires studies on
the effects of temperature changes on the measurements and the temperature cali-
bration procedure to be included in the IMU firmware [1–4]. This study used data of
temperature parameters of 3-axis acceleration sensors used in the IMU modules
developed at the Institute of Automatic Control, Silesian University of Technology.
Studies were conducted using the climate chamber (Feutron, type 3007), in which
we placed six IMU modules containing different sensors. The tests included
changes of temperature in range from −10 to +60 °C with 10 °C step. We moni-
tored the effect of temperature change on the value of zeros (ΔZacc(T)—change of
the position of the sensor zero related to the zero at the reference temperature) and
gains (δWacc(T)—relative change of the sensor gain, related to the gain in the
reference temperature) of tested sensors and collected data for correcting the
influence of temperature. A detailed description of the method for determining the
temperature characteristics of zeros and gains of tested sensors in presented
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elsewhere [5–7]. Table 1 shows the detailed description of the sensors used in
tested IMU modules.

Table 2 shows how the change of temperature influences the gains of tested
accelerometers.

In Table 3 the measured zeros of tested sensors are presented as a function of
temperature.

Table 1 Parameters of the sensors used in IMU modules

Module name Accelerometer type, A/D resolution Housing

IMU1 ADXL203, 16 bits

IMU2 ADXL203, 16 bits

IMU3 ADXL203, 16 bits

IMU4 ADXL203, 16 bits

IMU5 LSM303DLM, 12 bits

IMU6 LSM303DLM, 12 bits
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Table 2 Thermal characteristics of gain of accelerometers δWacc(T), ppm

Module Axis Temperature (°C)

−10 0 10 20 30 40 50 60

IMU1 X −498 −268 −115 0 153 306 402 383

Y −692 −442 −231 0 231 346 442 577

Z −575 −268 −115 0 192 192 422 441

IMU2 X −379 −227 −152 0 76 76 −38 −379
Y 762 209 −57 0 990 1143 −1486 −1676
Z −615 −288 −154 0 −77 −346 −653 −615

IMU3 X −382 −229 −38 0 76 191 191 38

Y −687 −439 −229 0 76 −248 −439 −573
Z −496 −267 −153 0 −38 −38 −248 −343

IMU4 X −1153 −769 −423 0 192 192 269 538

Y −723 −418 −190 0 0 38 −114 −304
Z −459 −172 −96 0 96 440 650 1243

IMU5 X −606 −273 61 0 667 667 −637 −2001
Y 7655 5217 2284 0 −2346 −4352 −7655 −10495
Z −1379 −1379 −1199 0 −600 −450 −1289 −3238

IMU6 X −2166 −879 −534 0 502 502 −1193 −2417
Y 11490 7516 3758 0 −3265 −6500 −9088 −12384
Z 1084 361 301 0 −903 −3132 −6354 −9727

Reference temperature T0 = 20 °C

Table 3 Thermal characteristics of zeros of accelerometers ΔZacc(T) [o/oo]

Module Axis Temperature (°C)

−10 0 10 20 30 40 50 60

IMU1 X −5.5 −3.6 −1.7 0.0 1.5 2.9 4.3 5.7

Y 0.4 0.4 0.2 0.0 −0.2 −0.1 0.1 0.1

Z 4.4 2.9 1.7 0.0 −1.3 −1.3 −4.4 −5.8
IMU2 X −16.5 −9.4 −2.8 0.0 1.5 1.5 4.4 6.1

Y 3.6 2.9 1.3 0.0 0.8 −0.4 −7.5 −9.0
Z 6.1 3.7 1.8 0.0 −1.7 −3.3 −5.4 −7.2

IMU3 X −6.6 −3.8 −1.9 0.0 1.5 2.9 4.5 6.2

Y −1.8 −1.1 −0.5 0.0 0.6 1.4 2.0 3.1

Z −1.2 −0.6 −0.3 0.0 0.2 0.2 1.0 1.6

IMU4 X 2.2 1.7 1.0 0.0 −0.8 −0.8 −2.0 −3.5
Y −2.0 −1.1 −0.5 0.0 0.4 0.6 1.3 1.9

Z −4.4 −2.5 −0.9 0.0 1.1 2.6 3.9 5.1

IMU5 X −17.6 −12.6 −5.5 0.0 7.7 7.7 20.3 22.0

Y 67.2 42.3 20.8 0.0 −16.8 −30.3 −48.8 −61.1
Z 20.7 12.8 5.8 0.0 −2.6 −4.8 −5.0 0.6

IMU6 X 134.5 83.1 38.9 0.0 −25.7 −25.7 −76.0 −79.1
Y 207.5 128.6 63.0 0.0 −41.5 −72.9 −89.9 −101.2
Z −45.2 −30.4 −12.1 0.0 12.8 24.5 35.0 41.2

Reference temperature T0 = 20 °C
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2 Temperature Correction of Acceleration Measurement

After calibration in the reference temperature (T0 = 20 °C), characteristic of linear
acceleration sensor is given by:

a= b0 + b1 ⋅ACC T0ð Þ ð1Þ

where a—is the measured acceleration; b0, b1—are coefficients of the linear model
of the sensor identified at the reference temperature; ACC—raw reading of the
sensor at the reference temperature (digital output from the A/D converter).
Readings of sensor calibrated using the above procedure are correct (up to the
accuracy of calibration errors) at the reference temperature. Due to temperature
change the raw reading of the sensor changes according to the relationship:

ACC Tð Þ= 1+ δWacc Tð Þð Þ ⋅ACC T0ð Þ+ΔZacc Tð Þ ð2Þ

Knowing the characteristics δWacc(T) and ΔZacc(T) one can determine correctly
the acceleration value based on raw sensor reading ACC(T) at the temperature T that
differs from the T0 according to the formula:

a= b0 + b1 ⋅
ACC Tð Þ−ΔZacc Tð Þ

1+ δWacc Tð Þ ð3Þ

The procedure does not require the coefficients of the linear model of the sensor
b0 and b1 recalibration—it is sufficient to calibrate the sensor once, at the reference
temperature T0.

Experimental characteristics of δWacc(T) and ΔZacc(T) are known at discrete
points in the domain of temperature T (from −10 to 60 °C with 10 °C step), as
shown in Tables 2 and 3. In order to apply the procedure defined by the formula (3)
it is necessary to restore the values of these characteristics for the points in the
domain of temperature located between nodes with known values. Most often an
approximation of the temperature characteristic by polynomial of appropriate
degree is used in such way that the error does not exceed a predefined value.

3 Approximation of the Temperature Characteristics
by Polynomial Functions

Shapes of characteristics for the acceleration sensors based on the data from
Tables 2 and 3 are shown in Figs. 1 and 2 (connected dotted line). The numbers
1–3 represent acceleration sensors in the IMU1 module in the X, Y and Z axis
respectively, numbers 4–6 represent acceleration sensors in the IMU2 module, etc.
Presented temperature characteristics were approximated by 1st, 2nd and 3rd degree
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polynomials. In order to visually assess the quality of approximation the shapes of
approximating polynomials has been added (red, solid line) to the charts in Figs. 1
and 2. The values of the maximum error of approximation expressed in % of the
range of variation of given characteristic are given in Tables 4 and 5.

Fig. 1 Shapes of temperature characteristics of gain δWacc(T) and their approximations by 1st,
2nd and 3rd degree polynomials. Data in Table 4
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Fig. 2 Shapes of temperature characteristics of zeros ΔZacc(T) and their approximations by 1st,
2nd and 3rd degree polynomials. Data in Table 5
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Table 4 Maximal approximation error of temperature characteristics δWacc(T) of tested sensors
for 1st, 2nd and 3rd degree polynomials in % of δWacc(T) range

Module Axis Number 1st order
polynomial

2nd order
polymomial

3rd order
polynomial

IMU1 X 1 7.3 4.8 3.9

Y 2 8.7 3.3 3.1

Z 3 8.5 5.4 6.7

IMU2 X 4 42.6 16.1 8.3

Y 5 54.3 44.3 25.5

Z 6 50.3 23.2 14.1

IMU3 X 7 18.6 9.9 9.1

Y 8 50.9 17.2 18.3

Z 9 41.7 7.9 8.2

IMU4 X 10 15.2 6.3 5.4

Y 11 32.1 4.0 4.0

Z 12 17.1 6.8 5.3

IMU5 X 13 41.0 24.5 10.4

Y 14 3.7 3.3 1.9

Z 15 34.8 15.0 15.9

IMU6 X 16 43.6 21.1 13.0

Y 17 3.0 1.4 1.2

Z 18 19.5 5.5 3.2

Table 5 Maximal approximation error of temperature characteristics of zeros ΔZacc(T) of tested
sensors for 1st, 2nd and 3rd degree polynomials in % of ΔZacc(T) range

Module Axis Number 1st order
plynomial

2nd order
polymomial

3rd order
polynomial

IMU1 X 1 3.0 0.8 0.6

Y 2 36.6 21.4 19.8

Z 3 12.3 11.3 8.8

IMU2 X 4 15.1 8.6 2.9

Y 5 25.3 18.4 12.8

Z 6 3.0 2.1 0.6

IMU3 X 7 4.1 2.1 0.6

Y 8 6.1 3.1 1.7

Z 9 9.4 5.8 4.8

IMU4 X 10 11.1 9.2 6.5

Y 11 5.1 3.8 2.4

Z 12 4.3 3.6 1.8

IMU5 X 13 7.5 7.6 7.5

Y 14 5.5 2.3 1.5

Z 15 31.8 4.7 3.2

IMU6 X 16 11.1 10.1 8.0

Y 17 13.4 1.1 1.0

Z 18 4.0 1.5 2.0
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4 Results and Discussion

The results in Figs. 1 and 2 show that the temperature error characteristics of zeros
and gains are non-linear. One can distinguish 3 types of such characteristics. First—
some of the characteristics are almost linear (e.g. characteristics 14 and 17 shown in
Fig. 1, or the characteristics 1 and 6 in Fig. 2). The maximum error of approxi-
mation of these characteristics by 1st degree polynomial is about 3–4% of the range
of their value and the use of 2nd and 3rd degree polynomials only slightly improves
the accuracy of approximation. Second—weakly non-linear characteristics for
which the error of approximation by 1st degree polynomial is in the range of 7–20%
(e.g. characteristics 7 and 10 in Fig. 1). For such characteristics the approximation
by 2nd and 3rd degree polynomial leads to a significant decrease in the approxi-
mation error as compared to the 1st degree polynomial. Third—some of the
characteristics are strongly non-linear and error of approximation by 1st degree
polynomial exceeds 30% of the variation range. It is apparent that the strong
non-linearity is much more frequently observed in the case of temperature char-
acteristics of gains (8 cases) as compared to the characteristics of zeros (2 cases).

Temperature characteristics shown in Figs. 1 and 2 can also differ in terms of
shape regularity. Some of the characteristics can be irregular, which makes them
difficult to approximate correctly. This applies particularly to the characteristics 5, 6
and 15 in Fig. 1 and 2, 3, 5 and 13 in Fig. 2. The reason for some of the irregu-
larities may be measurement errors during the temperature tests (e.g. 3 and 13 in
Fig. 2)—in this case outliers should be removed from the characteristics or a robust
method to estimate the parameters of the polynomial should be used. The charac-
teristics of type 5 shown in Fig. 1 and 2 in Fig. 2 require polynomials of degree
higher than 3 or different type of approximating function (e.g. non-linear with
respect to parameters) in order to improve the accuracy of approximation.

The above considerations relate to temperature characteristics for which ranges of
variation are large, because if small ranges are considered, even a strong non-linearity
has no significant effect on the results and the correction may not be necessary.

5 Summary and Conclusions

Currently, the global market is dominated by the sensors manufactured with semi-
conductor technologies, correction of temperature influence is an essential aspect of
handling this type of sensors. As a function for approximating temperature char-
acteristics (based on which the correction is made), most often a polynomials are
used in practice, due to their simplicity. An interesting alternative can be approxi-
mating functions non-linear with respect to the parameters, which would reduce the
number of model parameters. There has also been a strong tendency to include some
sort of software correction procedure directly into the logic circuit of temperature
sensor, as opposed to hardware solutions with passive or active correction circuits.
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Experimental Investigation of IED
Interrogation Arm During Normal
Operation and Mine Flail Structure
Subjected to Blast Loading

Wiesław Barnat, Andrzej Kiczko, Paweł Gotowicki, Paweł Dybcio,
Marcin Szczepaniak and Wiesław Jasiński

1 Introduction

This article is dedicated to the issue of protection of lightly armored vehicles against
the adverse effects of improvised explosive devices. Light armored vehicles are
widely used due to many advantages such as high mobility. Unfortunately due to
the light armor vehicles of this type are often the victims of attacks using IEDs,
whereby the vehicle is destroyed (Fig. 1). The current technical solutions to protect
the lightly armored vehicles can be divided into the following categories:

• Ballistic protection,
• Protection against mines,
• Protection against IEDs.

It is recognized that the design of the outer casing of special vehicles in a manner
that protects the crew and the vehicle [1] from the destructive effects of different
types of IEDs, is a difficult problem. It is an active research area.

An important research issue is the search for new types of solutions for solving
a given problem of neutralizing IEDs. One potential solution to the problem is to
use techniques of passive protection [2–5]. Alternative solutions can be developed
through simulation studies, numerical and field experiments.
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One of the possible ways to disable the deadly capabilities of the IEDs is to early
detect and neutralize them. There are various vehicles designed for the purpose
(Fig. 2).

One of goals of the research project was to design an interrogation arm capable
of neutralizing the IEDs. The concept and analytical work was documented
(Fig. 3).

In order to measure the displacement of the selected points located on the
interrogations arm computer model was developed. Using the computer model and
numerical calculations the deformation under the IED explosion was simulated.
Further field tests were required to verify the acquired numerical results from the
simulation.

Fig. 1 The results of IED explosion
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2 Goal of the Experiments

The main goal of the performed tests were to measure the strain of the Shiba’s
interrogation arm during standard operation. For the purpose the electroresistance
based sensors were selected. The Vishay EA 06 060LZ 120 sensor together with
ESAM Traveller CF was used in order to measure the strain (Figs. 4 and 5).

The sensors for measuring linear strain were installed on the interrogation arm.
The placements of sensors (Fig. 6) guaranteed measuring strains normal to the

Fig. 2 a SHIBA anti-mine vehicle, b ŻUBR anti-mine vehicle

Fig. 3 The design of the anti-mine arm. It’s goal is to nullify the IEDs
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profile of the axis of the arm. The frequency of sensors was selected to 50 Hz. The
data acquired during tests is presented in Fig. 5. It can be observed that the mea-
surements were performed with 1 mm precision.

Fig. 4 The devices installed within the special purpose vehicle

Fig. 5 The dimensions of the device overlaid on the photography of the interrogation
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3 Experimental Tests

Data specifying construction points of the vehicle’s arm were set in the software.
The device was tested by moving up and down a 2.7 m pipe with diameter 0.22 m
and thickness of the wall 0.01 m. Middle of the pipe was selected as the grab point.

During another test the arm was installed on mobile station for testing. Parker
hydraulic control system was used to control the arm. The pump was installed
inside the special vehicle (Fig. 7).

The equipment used to measure the strains was installed on the ground. Results
of the tests with microstrains visible (10–6 m/m) are presented in charts. During test

Fig. 6 The placement of
sensors for strain
measurement

Fig. 7 The photography of
hydraulic pump. The
equipment was installed
inside
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preparation special tags were placed on the construction (α—arm 2, β—arm 1). The
tracking software “TEMA” was used to track the tags. Photography’s from the tests
are presented in Fig. 8.

The results of the strain test for the selected 9 points is presented in Fig. 9.
Figure 10. The angle located between horizontal level and arms.

Fig. 8 a 31 s, b 42 s, c 56 s, d 104 s

Fig. 9 The diagram of ε-t. Discrete points 0÷4 were selected
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4 Anti-mine Vehicle Experimental Research

The aim of research was experimental measurement of deformation of selected
structural elements of anti-mine vehicle Shiba in terms of loads during operation.
The work was carried out in cooperation of WAT—WITI for military training.
Figure 11 is a diagram of the test subject—trawl and distribution of measuring
points with marked characteristic distances. During the study deformation of the
structure in measuring points was measured.

The study used trawl method for electro resistive strain measurement using strain
gauges Vishay EA 06 060LZ 120 and the bridge ESAM Traveller CF.

Strain gauges were glued in pairs on both sides of the plane of symmetry of the
trawl segment. The measurement points positioned at the centre of the wall sections
of the upper side.

Strain line were provided in such a way as to use them to measure the defor-
mation of the normal to the axis of the profiles. The research was prepared
according to the time-deformation (ε-t), as shown in Figs. 16, 17, 18, 19, 20, 21 and
22 was used sampling rate of 100 kHz.

Figure 12 show the main views: a side view and the top view of the anti-mine
vehicle with installed trawl.

Fig. 10 Vertical angles of arms (1 and 2) in relation to time
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Fig. 11 Schematic layout of measuring points

Fig. 12 Shiba vehicle with mounted the pressing trawl
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5 Experimental Results

The research program included measurements of deformation of selected parts of
the structure of anti-mine Shiba during the shock (Fig. 13).

The research position consisted of trawl attached to the subframe of the loaded
weight of 26.7 kN. Figures 14 and 15 show the sequence of selected frames of
recorded images while trying polygonal dynamic load caused by the detonation
8 kg of TNT cast in the form of 20 blocks of 400 g., Installed directly below the
wheel of anti-mine vehicle (Fig. 13).

Images were recorded using high-speed cameras. The following charts show the
recorded deformation values for the individual measuring points, expressed in units
of µm/m (microstrain). The recorded waveforms were processed with averaging
filter (Figs. 16, 17, 18, 19, 20, 21 and 22).

Fig. 13 8 kg load installed
under the wheel of anti-mine
vehicle
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Fig. 14 Images recorded during the experiment by the fast camera no. 2
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Fig. 15 Images recorded during the experiment by the fast camera no. 1

-25000

-20000

-15000

-10000

-5000

0

5000

10000

15000

0 2 4 6 8 10 12 14

t [ms]

ε [
μm

/m
]

Fig. 16 The dependence of ε-t for measuring point 0
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Fig. 17 The dependence of ε-t for measuring point 1
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Fig. 18 The dependence of ε-t for measuring point 2
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Fig. 19 The dependence of ε-t for measuring point 3
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Fig. 20 The dependence of ε-t for measuring point 4
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Fig. 21 The dependence of ε-t for measuring point 5
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Fig. 22 The dependence of ε-t for measuring point 6
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6 Conclusions

Authors in the chapter presented numerical models that successfully verified results
of the field tests of the designed equipment.

The main problem in the design of pieces of equipment that works on pulse
pressure or force is adequate modelling of physics phenomena.

There is a possibility that strain gauge method could measure the deformation of
the structure dynamically loaded. The advantage of this method is the relatively low
price of sensors—that when you try to be destroyed (Fig. 23). In addition, the test
results are very important because they make the experimental results that in
numeric be authenticated.

During the study of explosive recorded sequences of frames with high-speed
cameras can be used only in the initial period. In further period gases and pollution
coming from the ground reduces visibility.

Experimental studies of this type of construction are expensive and require a lot
of time to prepare. Debated issue is very important in terms of safety of special
constructions and troops (users).
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Indoor Navigation with Micro Inertial
Navigation Technology

Paweł Iwaneczko, Karol Jȩdrasiak and Aleksander Nawrat

1 Introduction

Navigation is a field of study that focuses on the process of monitoring and control-

ling the movement of a craft, vehicle or human from one place to another. Navigation

is divided into: satellite navigation, astronomy navigation, pilot and radio navigation,

coastal navigation, radar navigation and inertial navigation [1]. Micro Inertial Navi-

gation Technology (MINT) is an indoor navigation system, which is using basically

inertial measurement units (IMU) and which can be used inside of the buildings

(closed constructions), where there is no access to the reference systems. The best

example of the reference system, that can not be used inside of the building is the

Global Positioning System (GPS). IMU sensor is an electronic device that integrates

3-axis accelerometers, 3-axis gyroscopes and 3-axis magnetometers, each created in

MEMS technology. Sensors data is acquired by build-in processor, where are imple-

mented complementary algorithms used to estimate the orientation relative to a plane

tangent to the surface of the earth. This paper presents prototype of the device used

to perform a reckoning navigation algorithms test in building of Silesian University

of Technology. Device is using two inertial navigation units, that are mounted in sole

of the polish army shoe, two integrated micro-switches and can-to-bluetooth adapter

which is responsible for data transmission between device and PC computer. Reck-

oning navigation algorithms, used in this article are authorial solution and are called

as odometry algorithms. These algorithms applies only for the pedestrians (person
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moving on foot) in a stationary frame of reference. Reckoning algorithms require

start location, which for the purposes of the results preparation was made by hand

from the map. Developing new algorithms [2–5] and computer simulation [6] are

classical means to achieve progress of the technology.

2 Literature Review

Existing solutions of the inertial navigation can be divided to Micro Inertial Navi-

gation Technology (MINT) and Inertial Magnetic Motion Capture (IMMCAP) sys-

tems. MINT systems are using IMU sensors, that are generally mounted only inside

or outside of human shoes, however IMMCAP systems are composed of multiple

IMU sensors that are placed on each of the human limbs, but for the odometry algo-

rithms purpose there are used just this sensors, which are placed in the bottom part of

human body. It has to be emphasize, that aspects related with inertial navigation are

developed for many years in the University of Cambrige [7], Gdansk University of

Technology [8], and in other institution around the world, what can be read in the fol-

lowing papers: [9–15]. Most of these articles describe problems with control of the

unmanned aerial vehicles (UAV) and mobile robots, positioning of manned aircrafts

and ships, or even control of near and long range rockets. To determine the correct

course of vessels and ships in marine navigation, commonly are used devices named

gyrocompass [1]. In commercial airplanes, jets and in the army UAV planes, nowa-

days are used laser and optic gyroscopes, which give a very accurate measurement

of the angular velocity, or analog accelerometers, which give much more accurate

measurements than MEMS sensors. Unfortunately because of the size of this type

of sensors, they are generally not used in inertial navigation. From this reason the

main and widely analyzed problem is to design adequate complementary filter which

is necessary to estimate orientation of the sensor, especially to the determination of

the yaw angle (𝜓), otherwise azimuth, which is an angle between direction of move-

ment and earth north pole.

Complementary filtration was raised in many of research centers and in the liter-

ature can be found for example Sebastian’s Madgwick authorial algorithm of com-

plementary filter: [16–19]. Another example can be found in the following sources:

[20–23], which describe solutions proposed by Robert Mahony. However, the most

common algorithms of inertial sensors filtration are based on Kalman filters [24–

31] and Extended Kalman Filters [32–38]. Pedestrians navigation is applicable both

in civil and military industries. In the literature can be found many scientific publi-

cations in which the inertial sensors and other necessary electronic devices such as

force sensors and microprocessors are placed inside and outside of the shoe: [19, 32,

39–41]. Good results of inertial navigation can be found in article that was presented

at the International Conference on Automation and Robotics in 2007 by Xiaoping’a

Yun [39], where are described surprising results of square path (Fig. 1a) and path

traveled up to the stairs (Fig. 1b). Next example that can be cited in this article is
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(a) Square path (4 m*4 m) (b) Path up the stairs (6 m)

Fig. 1 Inertial navigation in Xiaoping Yun’s paper [39]

(a) IMU outside of shoe (b) Square path (5.5 m*5.5 m)

Fig. 2 Inertial navigation using wireless IMU sensor [41]

paper of Fabian Höflinger [41], who uses wireless inertial measurement unit located

on human foot (Fig. 2a) to estimate the square path, that is compared to MOCAP

system (Fig. 2b).

3 Indoor Navigation Algorithm

For the purpose of design and implementation of odometry algorithms and perform-

ing tests of these algorithms, was used an inertial measurement unit, that was devel-

oped and created at the author university (Fig. 3) [42]. Sensor consists 3-axis MEMS:

accelerometers, gyroscopes and magnetometers and has build in microprocessor,

which main task is to estimate orientation data from extended Kalman filter. Sensor

returns orientation data in the Euler angles representation (𝜙-roll, 𝜃-pitch, 𝜓-yaw,

Fig. 3a) and in the quaternion representation (qr, qi, qj, qk), which is used in inertial

navigation algorithms.
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(a) Axes and electronics (b) IMU sensor

Fig. 3 IMU sensor used for testing algorithms

(a) Micro-switches and IMU location (b) Can to Bluetooth adapter

Fig. 4 Prototype of the pedestrian navigation system

Like it was mentioned in the introduction section in the prototype of pedestrians

navigation system (Fig. 4) are mounted two IMU sensors in the sole of the army shoe,

which are integrated with two micro-switches (Fig. 4a) and with can-to-bluetooth

device (Fig. 4b) used to communication between computer or mobile device, where

the sensors data can be recorder. The micro-switches are needed to determine the

moment of contact the shoe sole with the floor and to specify the moment of the start

and end time of foot movement. These time points are a border of an double inte-

gral calculation of the acceleration data. Micro-switch number one determines time

moments for the first IMU sensor, while analogously second micro-switch specify

the start and end time point for the second inertial measurement unit. Two inertial

sensors are used separately to calculate two different paths. These paths are com-

pared to each other to choose better result and also are used to average data fusion.

Another reason, that sensors were placed in the back and front parts of the shoe was

to perform analyze and choose the proper location of the sensor in this sole.

Micro switches are connected to microprocessor electronic device, that transmits

information about switch state to CAN 2.0A bus. IMU sensors are connected to the

same CAN bus wire, which contains also two power supply conductors routed from

the batteries with 5 V power source. CAN wire is connected to CAN-to-Bluetooth

adapter, which transmit sample time and data received from the IMU sensors and

from the micro-switches synchronously every 10 ms.
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Fig. 5 MINT algorithm schematic

After receiving data from wireless adapter or after loading registered data from

the file, measurements can be exploited into the navigation odometry algorithm,

which is presented in the Fig. 5.

Firstly, the acceleration vector has to be rotated to the plane tangent of the earth

surface (Eq. 1), so that the result acceleration could be interpreted as East-North-Up

acceleration vector (accenu). When the orientation change does not influence on the

acceleration (accenu) measurements, non-zero value of up acceleration part accu has

to be reduced by the gravity value g (Eq. 2).

accenu = accxyz ∗ q (1)

accu = accu − g (2)

Afterwards, when up part of the acceleration vector accu only contains the informa-

tion about acceleration change and it is independent of gravity non-zero value, the

first integral part can be computed (Eq. 3):

veld = ∫
t2

t1
accenu(t)dt (3)

where: t1 is the step start time, t2 is the step end time and veld is velocity with drift.

Velocity from the first integral results, at the start point of the step is equal to zero,

but at the end point of foot step has non-zero value (bias), which is the accumulated

error caused by MEMS accelerometers sensors. This error is called drift, and can be

removed by using linear drift function described in Eq. 4.
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velenu(t) = veld(t) − veld(t2) ∗
t

t2 − t1
(4)

Here is the place to enable the second integral—the velocity integral, which gives the

calculation of position relative to the start location, and it is described in the Eq. 5.

This position is also encumbered with errors and the results, especially the up part

of the calculated position, has non-zero value, even in the case of walking on the flat

ground. Analogously, the next step is to remove the drift movement in the horizontal

axis of position (posu) (Eq. 6)

posd = ∫
t2

t1
velenu(t)dt (5)

posu(t) = posdu(t) − (posdu(t2) − posdu(t1)) ∗
t

t2 − t1
(6)

where: posdu is an up part of drift position acquired from the second integral. Finally,

the position relative to the start location is calculated and can be used as inertial

navigation position inside and outside of the buildings, highlighting, that there is no

used reference positioning systems, such as GPS system.

4 Results and Conclusions

In order to compare algorithm quality in this article, first performed and presented

tests is square path, that was registered during the walking around the square pave-

ment outside of the building of the author university. As it can be seen in the Fig. 6,

obtained position in the graphical environment (Fig. 6a) is adequate to its real repre-

sentation (Fig. 6b). Test was performed several times in the same place, and results

are very similar, emphasizing that the maximum distance difference between them

is up to 10 cm. Surprising is, that in each of the tests results, euclidean distance error

between the path calculated from the odometry algorithms and the actual route mea-

sured by hand are maximum up to the half of a meter. Data visible on the 3D graphical

environment (Fig. 6a) is calculated from the back sensor mounted in the shoe sole by

proposed and described algorithm. The first research and tests was performed out-

side of the building, only because of the magnetic disturbances, which are typically

much more higher in reinforced concrete buildings, where the walls are also filled

with a large number of wires and cables, than at the outside on the pavement.

Next experiments was performed inside of the building of Silesian University of

Technology, at the Institute of Automatic Control. Graphical environment presented

in the Fig. 7 was written in C++ language using the OpenGL libraries and is mainly

used to generate results associated exactly with the inertial navigation. As can be

seen in the Fig. 7a, position computed from the algorithm does not goes beyond the
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(a) Location of sensor in 3D (b) Square path fotography

Fig. 6 Square route (5.5m× 5.5m) outside of author university building

(a) Traveled path visible from the top (b) Path with drift seen from the side

Fig. 7 Route inside of the Silesian university of technology building

areas of the building and is approximate with the path traveled in reality, but just in

the case of red path color. Red path is calculated from the data, that was received

from the back sensor, whereas the magenta color belongs to the sensor mounted

in the front part of the shoe sole. When the part, that is responsible for position

drift removing, will be disabled in the navigation algorithm, what is presented in

the Fig. 7b, experiment shows, that results from the front sensor, accumulates very

big error of vertical position, which equal about 15 m, unlike from the back sensor,

where the vertical error equals up to half of the meter.

As follows from performed tests and analyses, the navigation algorithm deter-

mines the relative position with an accuracy of up to 1 m error (among other men-

tioned examples, in particular results from the front shoe sensor). Algorithms are still

testes and are improved as much as possible. In the future, it is planned to improve

the detection of the start and end step moment by using the force sensing resistors
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(FSR) sole, which is often used to determine the force of human foot [43] applied

to the floor. Another possibility of algorithms improvement is to use other comple-

mentary filters, which are cited in the section of literature review, because in all tests

up to this time, it was used only Extended Kalman Filter developed at the author

university and implemented on the IMU build-in microprocessor.
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The Concept of RFID-Based Positioning
System for Operational Use

Mateusz Opuchlik, Karol Jędrasiak, Jarosław Cymerski,
Damian Bereska and Aleksander Nawrat

1 Introduction

The main aim of this work is to present the concept of a complete set of the radio
identification of the location of objects and detailing its components. As part of the
article we will discuss the proposed technological solution with emphasis on the
choice of components. The primary objective of the planned system was imple-
mented to monitor and collect information from the stitched unique ID RFID
numbers to the figures. RFID is a radio frequency identification technology (Radio
Frequency IDentification) [1–3]. The technology is based on the use of radio waves
of different frequencies to read coded information from the RFID tag to identify the
object. RFID is used in many areas of heavy industry [4–6] which is mining, the use
of civilian-type contactless payment or documents with stitched information [7, 8].

The object of any RFID system is to store a certain amount of data in convenient
device transceivers. Then read this data in an automated manner at the right time
and place in order to obtain the desired result for a given application. Information
included in the tag may describe e.g. different parts of the production line, the goods
during transport, the location of objects [9–11], identify vehicles, animals or people
[12–15]. By attaching to tag additional information it is possible to enrich appli-
cations [16] with capabilities to support its operation, taking into account specific
information about the object to which the tag belongs (Fig. 1).
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RFID systems always consists of at least two components

• tag placed on an object identified;
• reader, whose role is to read the data on the tag.

The reader device comprises

• reader comprising a transmitter, receiver and decoder,
• transmitting and receiving antenna or two separate antennas: transmit and

receive.

The tag consists of:

• an electronic circuit—integrated circuit without a housing. These systems may
be sized at 0.4 × 0.4 mm. Systems usually do not have their own power supply
—they are passive,

• antenna.

The reader comprises a radio transmission module (this is both a transmitter and
receiver), the control element and coupling with the tag. In addition, many readers
includes an interface connecting to a PC, allowing the transfer to and from the PC
all kinds of application data and system. The RFID reader is a device that can read
and send data to other compatible RFID tags. For readers are also classified as
RFID printers enable printing smart labels.
The RFID reader is usually made from the following parts:

• Transmitter,
• Receiver,
• Microprocessor,
• Memory,
• Channels input/output for optional sensors, actuators,
• Controller (may also be external),
• Interface,
• Power supply.

An RFID tag (Fig. 2) comprises a microchip and a connecting element of the
reader. The tag is a data bearer RFID system. The tag is generally a passive device

Fig. 1 The principle of operation of the RFID
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when it is outside the area of influence of the reader. Activation of the tag occurs
when you place it in the zone of influence of the reader. The energy required to
power the tag is transmitted wirelessly to the reader through the connector, the
antenna. In the same way, a clock signal is transmitted—and timing data.

Depending on the type of label may be of more or less complex structure, which
consists of the following elements:

• Microchip,
• Antenna,
• The power supply (not included in passive tag),
• Additional electronics (not present in the passive tag).

Both tags and RFID readers are equipped with the antennas. In both types of
device antennas are used to receive and send information transmitted by radio
waves, however, differ among themselves structure. These common tags are usually
a few centimeters and are directly connected to the microchip tag. However, in the
case of the most common reader is separately connected device. There are also the
reader with a built-in antenna. The length of the connecting cable is reduced to
range starting from approx. 2 to approx. 8 m. A single reader can support up to four
antennas. Generally, RFID reader antennas are square or rectangular (Fig. 3).
The antenna systems are divided according to the criterion of polarization. There
are two types of antennas:

• Linear polarized—Linear polarization excels in applications where the orien-
tation of the RFID tag is known. Setting the antenna polarization can be pre-
cisely adjusted to the labels and reduce the power of the device. Polarization can

Fig. 2 RFID tags

The Concept of RFID-Based Positioning System for Operational Use 349



Fig. 3 The rectangular
external antenna

also be used to separate labels that are close to each other, but with a different
orientation. This increases reading speed and reduces noise generated by the
processes carried out in the vicinity.

• Circularly polarized—In applications where the orientation of the label is not
known or is variable, best suited for circular polarization, because it allows
reliable detection of the label regardless of their orientation. An example of such
an application might be to identify the unsorted goods or processes, in which the
spatial position of the label may change.

The power signal emitted by the antenna is measured in units of ERP Effective
Radiated Power, used in Europe, while in the United States in units EIRP Effective
Isotropic Radiated Power. The maximum power of the antenna is governed by the
relevant legislation.

RFID systems are systems that generate and-radiating electromagnetic waves
and therefore are legally classified as radio systems. Therefore, the measure cannot
under any circumstances affect or interfere with other radio systems. This requires
strict adherence to only the permitted frequency ranges. Usually it comes down to
the use of RFID systems in frequency bands standardized throughout the world
under the name of ISM (Industrial-Scientific-Medical), which ranges for applica-
tions in industry, science (research), and medicine. In addition, the frequency range
below 135 kHz is also available.

Available for RFID systems frequency ranges are thus: 0–135 kHz ISM fre-
quency within 6.78, 13.56, 27.125, 40.68, 433.92, 869.0, 915.0 MHz (outside
Europe), 2.45, 5.8 and 24.125 GHz.

Because of the technical implementation of RFID (encoding type, the size of the
tag memory, speed of transmission, distinctness of multiple tags within the reader,
etc.), There are many different standards:

• Tiris—one of the earliest systems, based on the FM transmission

– Application: trade.

• Unique—the simplest and most widely used at present RFID system. Passive
tags, unique code originally written during production, now appear duplicated
cards. The frequency of 125 kHz, transmission speed 2 kb/s.
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– Application of access control, time and attendance.

• Q5—a system using programmable tags reacting e.g. Specific password.
• Hitag—standard for industrial applications, lets you read and write messages in

tags; passive tags. The frequency of 125 kHz, the baud rate 4 kb/s.
Anti-collision algorithm, the ability to encode data.

– Application: charging systems (e.g. ski lifts), systems for marking products,
marking animals.

• Mifare—standard includes the ability to use both simple tag memory, as well as
very complex—containing processors that support encryption. The frequency of
13.56 MHz, the transmission speed 106 kb/s. A standard developed by Philips.

– Application: bank cards (smart-cards); identification cards; tickets.

• Icode—standard with very flat tags; tags allow you to read and write (512b
capacity). The frequency of 13.56 MHz. The ability to support up to 30 tags per
second.

– Application: retail, libraries, control the flow of shipments, records of
equipment.

2 System Architecture

The idea behind the study was to draw attention to the promising technology, which
is augmented reality [17–20].

Planned to implement the system should consist of the following components
(Fig. 4):

• RFID tag,
• low-level software,

Fig. 4 The concept of system the architecture
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• Antenna,
• RFID reader,
• Middleware,
• Visualization software.

It is assumed that the system is as follows: a reader via an antenna of the
transmitter generates an electromagnetic wave, the same or the second antenna
receives the electromagnetic waves, which are then filtered and decoded, so as to
read and respond tags (Fig. 5).

Passive tags do not have their own power when they find themselves in the
electromagnetic field of the resonant frequency of the receiving accumulate
received energy in a capacitor included in the structure of the tag. After receiving
sufficient energy response is sent containing the code tag. In most applications,
broadcasting wave of the charging system and informing about finding in the field
of the reader is interrupted, and the transponders respond in moments of inter-
ruption of transmission. Tag does not respond immediately, but after some time,
and if you answered and remains in the field of electromagnetic wave, it remains
inactive for a specified time, which allows you to read many tags that are also in the
field of reading.

It is assumed that in the first step of the transmitter/receiver expects to find in its
field of action the transponder. Upon detection of a transponder and reading
therefrom, a unique 5-bit ID code (it is also possible to overwrite the ID code, for
example, to verify, on which the last station was tag). Read the ID code and number

Fig. 5 The general principle of operation of the RFID system
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of the receiver/transmitter that it has been detected by the reader is then saved in a
prepared 6-bit register in the temporary memory of the microcontroller via USB
serial port is sent to a computer that acts as an intermediate layer between the
microcontroller and application. The last step is to read up by the application and
the corresponding matching ID tag to the corresponding item in the database, and
then present it by lighting the corresponding color in the application at the
appropriate place responsible for the ID reader that the signal received.

It is assumed that the hardware layer will consist of a set of six receivers RFID
and one breadboard (Fig. 6). How to connect a single sensor RFID rc522 plate
prototype is shown in Fig. 7. Schematic six receivers for proper operation assumes
that all beyond SDA receivers are shared on the same pin in the plate prototype, in

Fig. 6 The station for hardware tests
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addition to said pin SDA, after which the information is received on the applied tag
(Fig. 8).

Middleware, mediates between the reader and other information systems. The
functions of middleware include:

• Management of readers and devices,
• Data management,
• Application Integration.

Management of readers and devices—intermediate layer RFID allows users to
configure, monitor, and start sending orders directly to readers through the common
interface. Data Management—RFID intermediate layer takes data from the readers.
It can intelligently filter and direct them to the appropriate destinations. Application
Integration—RFID middleware solutions provide opportunities for messaging,
routing and communication required to integrate RFID data with existing systems,
supply chain management, warehouse management, and customer relationship
management. The application layer is divided into two parts:

Fig. 7 Connection diagram RFID rc522

Fig. 8 Wiring diagram of RFID sensors
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Fig. 9 The block diagram of the software executed by the microcontroller
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• low-level software implemented in the device reader,
• high-level software for use on your computer.

Low-level software is executed on the microcontroller in the following manner
(Fig. 9):

Fig. 10 Block diagram of the
software executed by the
computer
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1. Microcontroller sequentially polls each further sensor in order of 1, 2, 3, 4, 5, 6,
1, 6 … and so on.

2. If the sensor detects within the action applied TAG, the microcontroller goes to
the function responsible for taking the ID tag and save it to a prepared register

3. Information from the register together with the number of the receiver is sent to
the serial port to an intermediate layer,

4. The program proceeds to check the next sensor.

The software on the computer have been implemented in the Java programming
language. The software operates in the following manner (Fig. 10):

1. obtain access to the port which is connected to the microcontroller,
2. then waits for the availability of a data frame at a time when the output of the

microcontroller appears in the data frame, it shall be received and compared with
information entered in the database, the first bit indicates the frame number
detector, which has transmitted the frame, the next 5 bits contains a unique ID Tag,

3. upon receipt of information on the screen are represented data on the tag is
applied to the appropriate sensor.

It is assumed that in order to visualize the position of the RFID tags in the space
there should be a graphical user interface for visualizing the position of the tags
detected.

It was assumed division of space into 6 squares. Each of the squares represents
another of the sensors, while the colors correspond to the tags applied to the sensor.
Each RFID tag is assigned an individual color for itself represented in the program.
To facilitate the verification of the correctness of the software RFID tags could have
the same color as their representation in the program (Fig. 11).

Fig. 11 Hardware representation in software GUI
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3 Conclusions

In this paper the concept of the system to locate objects in real time based on RFID
tags was presented. We present the concepts of: system, software and the use of
sensors. Certain assumptions have been experimentally verified in a lab environ-
ment. The obtained promising results encourage further development of technol-
ogy. As the development direction it was determined to the use the RFID system to
monitor objects moving in the building. For this purpose the principle of operation
could be reversed and the transponders could create a matrix. The RFID reader
could be used as a mobile scanner (a kind of compass) determining its position in
space created by a matrix of RFID tags.

References

1. Szczurkowski Rozprawa Doktorska, M. (2010). Wytwarzanie i sterowanie polami magne-
tycznymi dla radiowej identyfikacji obiektów RFID oraz indukcyjnego przekazu energii,
AGH Kraków.

2. Portal RFID—Radio Frequency Identification. Retrieved June 15, 2016, from www.portalrfid.pl.
3. RFID. Retrieved January 17, 2015, from http://pl.wikipedia.org/wiki/RFID.
4. Daniec, K., Jedrasiak, K., Koteras, R., & Nawrat, A. (2013). Embedded micro inertial

navigation system. In Applied mechanics and materials (Vol. 249, pp. 1234–1246). Trans
Tech Publications.

5. Bereska, D., Daniec, K., Fras, S., Jedrasiak, K., Malinowski, M., & Nawrat, A. (2013).
System for multi-axial mechanical stabilization of digital camera. In Vision based systems for
UAV applications (pp. 177–189). Springer International Publishing.

6. Jedrasiak, K., Nawrat, A., Daniec, K., Koteras, R., Mikulski, M., & Grzejszczak, T. (2012,
September). A prototype device for concealed weapon detection using IR and CMOS cameras
fast image fusion. In International Conference on Computer Vision and Graphics (pp. 423–
432). Berlin, Heidelberg: Springer.

7. Josinski, H., Switonski, A., Jedrasiak, K., & Kostrzewa, D. (2012). Human identification
based on gait motion capture data. In Proceedings of the 2012 International Multi Conference
of Engineers and Computer Scientists, IMECS (Vol. 12).

8. Switonski, A., Josinski, H., Jedrasiak, K., Polanski, A., & Wojciechowski, K. (2010).
Classification of poses and movement phases, ICCVG 2010. In Lecture notes in computer
science. Springer.

9. Daniec, K., Iwaneczko, P., Jedrasiak, K., & Nawrat, A. (2013). Prototyping the autonomous
flight algorithms using the Prepar3D® simulator. In Vision based systems for UAV
applications (pp. 219–232). Springer International Publishing.

10. Bieda, R., Grygiel, R., & Galuszka, A. (2015). Naive Kalman filtering for estimation of
spatial object orientation. In Methods and models in automation and robotics (MMAR)
(pp. 955–960).

11. Bieda, R., & Grygiel, R. (2014). Wyznaczanie orientacji obiektu w przestrzeni z
wykorzystaniem naiwnego filtru Kalmana. Przeglad Elektrotechniczny, 90, 34–41.

12. Bieda, R., Jaskot, K., Jędrasiak, K., & Nawrat, A. (2013). Recognition and location of objects
in the visual field of a UAV vision system. In Vision based systems for UAV applications
(pp. 27–45). Springer International Publishing.

13. Babiarz, A., Bieda, R., & Jaskot, K. (2013). Vision system for group of mobile robots. In
Vision based systems for UAV applications (pp. 139–156). Springer International Publishing.

358 M. Opuchlik et al.

http://pl.wikipedia.org/wiki/RFID


14. Babiarz, A., & Jaskot, K. (2013). The concept of collision-free path planning of UAV objects.
In Advanced technologies for intelligent systems of national border security (pp. 81–94).
Berlin, Heidelberg: Springer.

15. Kus, Z., & Nawrat, A. (2013). Object tracking in a picture during rapid camera movements. In
Vision based systems for UAV applications (pp. 77–91). Springer International Publishing.

16. Sobel, D., Jedrasiak, K., Daniec, K., Wrona, J., Jurgas, P., & Nawrat, A. (2014). Camera
calibration for tracked vehicles augmented reality applications. In Innovative control systems
for tracked vehicle platforms (pp. 147–162). Springer International Publishing.

17. Babiarz, A., Bieda, R., Jedrasiak, K., & Nawrat, A. (2013). Machine vision in autonomous
systems of detection and location of objects in digital images. In Vision based systems for
UAV applications (pp. 3–25). Springer International Publishing.

18. Jedrasiak, K., Andrzejczak, M., & Nawrat, A. (2014). SETh: The method for long-term object
tracking. In Computer vision and graphics. Lecture notes in computer science (Vol. 8671,
pp. 302–315).

19. Ryt, A., Sobel, D., Kwiatkowski, J., Domzal, M., Jedrasiak, K., & Nawrat, A. (2014).
Real-time laser point tracking. In International Conference on Computer Vision and Graphics
(pp. 542–551). Springer International Publishing.

20. Nawrat, A., & Jedrasiak, K. (2008). Fast colour recognition algorithm for robotics. Problemy
Eksploatacji, 69–76.

The Concept of RFID-Based Positioning System for Operational Use 359



About the Book

The reader of this book will be presented with advanced technologies used in
practice to enable early recognition and tracking of various threats for National
Security. Undeniably fast advances in development of sophisticated sensory devi-
ces, significant increase of computing power available to embedded designs and
development of airborne and ground unmanned vehicles give almost unlimited
possibilities to fight various types of pathologies affecting our societies. This book
presents practical applications, examples and recent challenges in these mentioned
application fields. Scientists, researchers, engineers, officers and graduate students
involved in computer vision, image processing, data fusion, control algorithms,
mechanics, data mining, navigation and IC can find many valuable, useful and
practical suggestions and solutions.
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