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Abstract. This paper presents a highly efficient AES hardware archi-
tecture resistant to differential power analyses (DPAs) on the basis of
threshold implementation (TI). In contrast to other conventional mask-
ing schemes, the major feature of TI is to guarantee DPA-resistance
under d-probing condition at the resister-transfer level (RTL). On the
other hand, TI utilizes pipelining techniques between the non-linear func-
tions to avoid propagating glitches, which would lead to non-negligible
overheads of circuit area and latency. In this paper, we first propose a
compact first-order TI-based AES S-box which has a major effect on
the performance and DPA-resistance of AES hardware. The proposed
S-box exploits a state-of-the-art TI construction with d + 1 shares in
addition to the algebraic characteristics of AES S-box. We then pro-
pose an efficient AES hardware architecture suitable with the above TI-
based S-box. The architectural advantage is given by register-retiming
and tower-field arithmetic techniques. The performance of the proposed
AES hardware was evaluated in comparison with that of conventional
best ones. The logic synthesis result suggests that the proposed AES
hardware architecture achieves more compact and 11–21% lower-latency
than the conventional ones, which indicates that the proposed architec-
ture can perform encryption based on TI with the lowest-energy. We
also confirm the DPA-resistance of the proposed AES hardware by the
Test Vector Leakage Assessment (TVLA) methodology with its FPGA
implementation.

Keywords: Side-channel attacks · AES · Hardware implementation ·
Threshold implementation · DPA

1 Introduction

Cryptography has been widely used in many systems with secure communica-
tions, authentication, and digital signatures. According to the rapid growth of
Internet of Things (IoT) applications, many cryptographic algorithms are being
required in resource-constraint devices such as smart cards and sensors with lim-
ited chip area and power. On the other hand, various implementation attacks
are attracting considerable attention because of the increasing applications of
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cryptographic hardware to IoT devices. There is definitely a high demand for
efficient tamper-resistant cryptographic hardware securing IoT applications.

Side-channel attack, which is one of the most powerful implementation
attacks, retrieves the secret key from operating cryptographic hardware by
exploiting side-channel information such as power consumption, EM radiation,
and operation timing [9]. Differential power analysis (DPA) is a typical side-
channel attack on symmetric ciphers (e.g., AES) which analyzes the relation
between side-channel information and the calculated values of cryptographic
operations with a statistical means. Since modern ciphers commonly employ GF
arithmetic for their components [15], we should design GF arithmetic circuits
resistant to DPAs for DPA-resistant cryptographic hardware. Until now, many
countermeasures have been developed to defeat DPAs. Masking is considered
as one of the predominant countermeasures, which eliminates DPA-leaks using
randomness.

Threshold implementation (TI) was presented as a provably-secure counter-
measure against DPAs, including advanced DPAs exploiting power consumption
caused by glitches [10,11]. While many conventional countermeasures require
to use specific tools and/or libraries (e.g., symmetric layout) [21], the usage of
TI makes it possible to design DPA-resistant hardware with the standard design
tools including standard cells and automatic layout. In recent years, some related
works on TI have been reported. They include its extension to higher-order DPAs
[2,17], DPA-resistant cryptographic hardware designs based on TI [3,7,12,16],
and TI-friendly cryptography where TI can be efficiently applied to the S-box [5].

In this paper, we first present a compact AES S-box based on TI and then
propose a more efficient DPA-resistant AES hardware architecture. The proposed
TI-based AES S-box is designed with a combination of the state-of-the-art TI
construction [17] and the algebraic characteristics of AES S-box. The proposed
architecture employs a byte-serial architecture commonly used for TI-based AES
in order to tolerate the overheads of circuit area and random number genera-
tion [3,7,12]. In such architectures, the latency overhead caused by the pipeline
registers of TI is also non-negligible. The conventional works perform SubBytes,
ShiftRows, and MixColumns at serial timings despite pipelined SubBytes, which
indicates that an extra latency occurs in every round due to the pipelining, and
results in the loss of energy. In contrast, the proposed AES hardware architecture
exploits a new register-retiming technique to perform the above operations in a
partially parallel manner with a modest increase of circuit area. In addition, the
proposed architecture performs all the operations over tower field for a further
reduction of latency (i.e., pipeline-stage). Furthermore, our architecture saves
the cost of TI applied to the key scheduling unit according to the report of [16]
that it has no DPA-leaks. With the results of logic synthesis, we confirm that
the proposed method has a smaller area and 11–21% lower latency than conven-
tional architectures. In addition, we evaluate the DPA-leakage of the proposed
architecture implemented on an FPGA. The t-test result shows that there is
no obvious first-order DPA-leak from the proposed architecture within 500,000
traces. While this paper focuses on the first-order security, the concept of the
proposed architecture can be applied to the higher-order security.
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The rest of this paper is organized as follows: Sect. 2 briefly describes TI.
Section 3 proposes a more compact first-order TI-based AES S-box and an effi-
cient byte-serial AES hardware architecture equipped with the S-box. Section 4
provides the performance of the proposed AES hardware architecture with logic
synthesis results and evaluates its DPA leakage with an FPGA implementation.
Section 5 contains our conclusion.

2 Threshold Implementaion

TI is a state-of-the-art masking countermeasure against DPAs [14,17]. The uti-
lization of TI makes it possible to design any kind of arithmetic circuits over
GF (2m) resistant even to advanced DPAs that utilize power glitches included in
observed power consumption [10,11].

The working principle of TI is to represent a secret value a ∈ GF (2m) with
a0 + a1 + · · · + ai + · · · + as−1 by means of (s, s) threshold scheme [20], where
ai ∈ GF (2m) (0 ≤ i ≤ s − 1) is initially given by a random mask. Each element
ai is called a share. According to [17], any circuit satisfying the following three
properties is secure under the dth-order DPAs. Let a and a0, a1, . . . , ai, . . . , as−1

be the input and the shares of a, respectively. Let c and c0, c1, . . . , cj , . . . , cs′−1

be the output and the shares of c, respectively.
(i) Correctness

The first property implies that the sum of shares is equal to the original value
at the input and output of the circuit, namely, a = a0 +a1 + · · ·+ai + · · ·+as−1

and c = c0 + c1 + · · ·+ cj + · · ·+ cs′−1, where a and c are the input and output of
the original function, respectively, and ai and cj are the input and output shares,
respectively. This property indicates that the shared circuit correctly performs
the original (i.e., nonshared) function.
(ii) dth-order non-completeness

The second property implies that the sum of chosen d output shares are
independent of at least one input share. The number of input shares (i.e., s)
required to meet the dth-order non-completeness is dependent on d and the
algebraic degree of the circuit function, namely, the number of serially connected
two-input AND gates in the combinational circuit. (Therefore, the number of
input shares can be reduced by pipelining the circuit because the number of
serially connected two-input AND gates are reduced in the circuits [14].)
(iii) Uniformity

The third property indicates that the input and output values of combina-
tional circuits are uniformly distributed. See [3] for details.

While Properties (i) and (ii) can be realized for any GF function, some func-
tions cannot satisfy Property (iii) under the constraints of properties (i) and (ii).
However, the uniformity criterion can be satisfied by the addition of fresh mask(s),
which is called a remasking scheme, to the non-uniform outputs [14]. If a circuit
does not meet all the above properties, a glitch propagation between non-linear
functions may leak the secret value [10]. A remasking is always necessary in the
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Fig. 1. Overview of circuit of function t = 2 meeting first-order non-completeness.

case of more than first-order security even if the output shares are uniformly dis-
tributed [17].

There were two known methods to construct circuits satisfying dth-order non-
completeness. The difference of the two is the numbers of input shares. The first
construction method was proposed in [14], where the number of input shares is
given by td+1, where t is the algebraic degree of circuit function, and the number
of output shares is given by s′ =

(
s
t

)
(e.g., s′ = s when d = 1). For example,

Fig. 1 shows an overview of a circuit satisfying the first-order non-completeness
when t = 2 (e.g., an two-input AND gate and a multiplier), where fj indicates
the function of the circuit that computes cj . The number of input shares is 3
(= 1 × 2 + 1), and each fj has 2 inputs. Given that cj is independent of aj

in Fig. 1, the circuit is thought to be secure under first-order DPAs from the
viewpoint of first-order non-completeness. Note that, in this case, the numbers
of input and output shares are the same (i.e., s = s′ = 3); however, they become
different when d ≥ 2.

It was shown that the above TI with td + 1 input shares was useful espe-
cially for designing hardware architectures of lightweight ciphers [16] such as
PRESENT [4] and LED [8]. This is because such ciphers employ an S-box whose
algebraic degree is at most three, which leads to an efficient TI construction with
simple one-stage pipelining where the number of input and output are the same.
In addition, all the output shares can be satisfied with the uniformity property
in the TI-based S-box in PRESENT and LED, which means that any on-the-fly
random number generation is not required during one block encryption.

The second construction method was recently proposed in [17], where the
number of input shares is given by d + 1. To construct TI-based S-box of higher
algebraic degree, such as in AES, a multi-stage pipelining and an on-the-fly
random number generation are required because it is known that there is no TI
construction satisfying the uniformity property [3,12]. The TI with d + 1 input
shares is more useful for designing compact and efficient hardware architecture
for such a cipher. Actually, in [7], a more compact TI-based AES hardware was
designed with d + 1 input shares. For example, Fig. 2 shows a first-order TI-
based GF (2m) multiplier with 2 (= d + 1) input shares, where a0, a1, b0, and b1
are the input shares, c0, c1, c2, and c3 are the output shares, “mult” denotes a
nonshared GF (2m) multiplier, and r0, r1, and r2 are fresh masks for remasking.
The multiplier performs c = a× b under the first-order non-completeness, where
a = a0 + a1, b = b0 + b1, and c = c0 + c1 + c2 + c3. More precisely, each output
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Fig. 2. First-order TI-based GF (2m) multiplier with two input shares.

Fig. 3. AES S-box based on tower-field arithmetic.

share cj is independent of either a0 or a1 (b0 or b1), which means the multiplier
meets the first-order non-completeness. The number of output share for the TI
is given by at least (d + 1)t.

3 Proposed Architecture

3.1 First-Order TI-Based AES S-Box

An AES S-box consists of GF (28) inversion and GF (2) affine transformation.
While the inversion is performed by a polynomial basis (PB) based GF (28) with
an irreducible polynomial x8+x4+x3+x+1, the use of tower-field arithmetic is
useful for designing compact and efficient inversion circuits over GF (28) [6,18].
Figure 3 shows the computation flow of AES S-box utilizing tower-field inversion.
The input is initially mapped into a tower field. After the inversion over the tower
field, the inverse mapping and affine transformation are applied to the output.
Figure 4 shows a typical block diagram of tower-field inversion circuits, which
consists of three stages [22]. The algebraic degrees of Stages 1, 2, and 3 are given
by two, three, and two, respectively.

Until now, some TI-based inversion (i.e., S-box) circuits were proposed in
the literature [3,7,12]. The major difference of the conventional circuits is the
numbers of pipeline-stages and input shares. The inversion circuit in [12] was
based on the TI with td + 1 input shares and a four-stage pipeline architec-
ture inserting pipeline registers inside Stage 2 in addition to boundaries between
Stages 1, 2, and 3. While the inversion circuit in [3] also employed the TI with
td + 1 input shares, it was based on a three pipeline-stage architecture where
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Fig. 5. Proposed first-order TI-based tower-field inversion circuit.

Stage 2 was given as a combinational circuit with algebraic degree three. Since
the tower-field inversion is efficiently decomposed to three stages in terms of
the algebraic expression [13], such three-stage pipeline architecture also makes
the TI-based inversion circuit more efficient. On the other hand, a more com-
pact TI-based inversion circuit with four-stage pipelining was designed in [7]
on the basis of TI with d + 1 input shares. Note here that two more pipeline
stages between the inversion and each mapping (i.e., Δf and Δl) are inserted for
TI-based inversion circuits in order to satisfy dth-order non-completeness.

This paper presents a further compact and efficient TI-based inversion cir-
cuit design based on a combination of TI with d + 1 input shares and the above
algebraic characteristics of tower-field inversion. More precisely, the proposed
inversion circuit exploits a three-stage pipeline technique similar to [3], and the
input of each stage is given by two shares. While the possibility of such a design
was mentioned in [7], there was neither description nor evaluation in the litera-
ture. Figure 5 illustrates the proposed first-order TI-based S-box which performs
(c0 + c1 + c2 + c3) = (a0 + a1)−1 using three clock cycles where Stages 1, 2,
and 3 correspond to those of Fig. 4, respectively. Note here that paths with fresh
masks for remasking are omitted for simplicity, but Stages 1, 2, and 3 require
12-, 28-, and 24-bit random numbers for remasking [7], respectively. The block
“Shared GF ((22)2)” multiplier denotes the TI-based multiplier shown in Fig. 2.
The block “Sqr. Sc.” performs squaring and scaling operations over GF ((22)2) in
a nonshared manner. Finally, the block “Shared GF ((22)2) inversion” performs
GF ((22)2) inversion under the first-order non-completeness by a combinational
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Table 1. Performance evaluation of first-order TI-based AES S-boxes

Area [GE] Clock cycles Area-Latency
product

Randomness
[bit]

compile ultra S-box Inversion

Moradi et al. [12] No data 4,244 5 4 21,220 44

Bilgin et al. [3] 2,835 2,224 4 3 8,896 32

Cnudde et al. [7] 1,977 1,872 6 4 11,232 54

This work 1,425 1,342 5 3 6,710 64

circuit. As stated in [7], the number of output shares is given by (d + 1)t, which
would have an impact on the circuit area. However, each subfunction of Shared
GF ((22)2) inversion can be efficiently factored and implemented using OR (or
NOR) gates, which makes Stage 2 smaller. An example of logical expression for
Shared GF ((22)2) inversion is described in Appendix.

The proposed TI-based S-box was evaluated with Synopsys Design Compiler
version D-2010.03 and TSMC 65-nm standard CMOS technology. Table 1 shows
the synthesis results of the conventional and proposed first-order TI-based S-
boxes, where Area denotes circuit area estimated by two-input NAND equiva-
lent gate size (GE: Gate Equivalents), Clock cycles denotes the number of clock
cycles required to perform S-box and inversion operations, Area-Latency product
denotes the product of Area and Clock cycles (of S-box), and Randomness denotes
the number of random bits required in a clock cycle. The columns compile and
ultra in Area were obtained by the commands compile and compile ultra,

respectively. For comparison, the values of conventional methods were derived
from a table in [7]. We can confirm that our S-box achieved the smallest area
without latency overhead while more randomness is consumed. In other words,
our S-box is especially effective if random number generation is not critical.

3.2 Proposed Byte-Serial AES Hardware Architecture

Figure 6 shows the proposed byte-serial AES hardware architecture with the
above 1st-order TI-based inversion circuit. The proposed architecture basically
has an eight-bit datapath. In Fig. 6, the arrow without bit-width information
denotes an eight-bit data flow. The blocks “State array” and “Key array” denote
register arrays to store the intermediate values and round keys, respectively.
The block “TI-based inversion” denotes the TI-based inversion circuits. Note
that paths of random numbers for remasking are omitted. The blocks “Δf”
and “Δ−1” perform the isomorphic mapping and inverse mapping, respectively.
Note that the output of Δf should be stored into the register “R” for satisfying
non-completeness in the following inversion. Two State arrays are required to
store (d + 1)-shared intermediate value. On the other hand, since it is known
that the key scheduling function has no DPA-leaks [16], we do not apply TI
to the Key array. SubWord in the key scheduling function is performed by a
nonshared S-box in [6]. Here, the S-box should be gated using AND gates to
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Fig. 6. Proposed byte-serial AES hardware architecture.

reduce dynamic power consumption, where the gating is controlled by one-bit
signal “KS en.” Note that though the SubWord can also be performed using
TI-based inversion, we use a distinct non-pipelined S-box to suppress the latency
due to the pipelined Inversion. Note also that the proposed architecture would
be designed with a higher-order TI-based inversion circuit in the similar manner.

Our architecture performs all operations (i.e., AddRoundkey, SubBytes,
Shift-Rows, MixColumns, and key scheduling) over the tower field to reduce
the number of pipeline stages (i.e., latency). Therefore, the isomorphic map-
pings are performed only at the input and output of the circuit. In addition,
a new register-retiming technique, where the affine transformation in SubBytes
is performed in State array, is introduced to further reduce the latency of the
pipeline architecture. Consequently, the latency for two clock cycles are reduced
by the above architectural design.

Figure 7 shows the internal structure of State array, which mainly consists of
eight-bit registers and logic circuits for affine transformation and MixColumns.
(Key array is omitted because it can be implemented in the same manner as
[12].) We applied the above register-retiming techniques to our State array. The
proposed State array is different from that of [12] because of the following three
features: (i) the SubBytes of the last byte and ShiftRows are simultaneously
performed in one clock cycle, (ii) MixColumns of the second and third colomns
and the next round SubBytes are executed in parallel, and (iii) the SubBytes
of the last four bytes and MixColumns are simultaneously performed. While
the conventional State array has distinct paths only for ShiftRows, our State
array performs ShiftRows and one-byte shift simultaneously using a unified path
indicated in gray by allowed lines in Fig. 7 thanks to the feature (i). The output
of S2 is given to TI-based inversion instead of S0 according to the feature (ii).
Finally, by the feature (iii), affine transformation is performed at “Aff” in parallel
during the byte shift (for the 0th–11th bytes) or MixColumns (for 12th–15th
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bytes). It is possible to unify the affine transformation and the MixColumns in
the same manner as [23]; however, we do not apply the unification technique to
the proposed architecture it does not contribute to the increase of efficiency (i.e.,
the product of circuit area and latency). Note here that MixColumns should be
gated as well as S-box for SubWord.

Figure 8 shows the timing diagrams of (a) conventional [12] and (b) proposed
byte-serial AES hardware architectures, where “SubBytes k,” “Inversion k,” “Aff
k,” “SR,” “MC l,” and “KS l” denote the ith SubBytes, ith byte inversion, ith byte
affine transformation, ShiftRows, lth column MixColumns, and lth byte SubWord
in key scheduling, respectively. The blocks in gray denote operations of the pre-
vious or next round executed in parallel to the round of interest. From Fig. 8, we
can confirm that our architecture achieves 20 clock cycles for one round opera-
tion while the conventional one requires 25 clock cycles because of the effect of
the above resister-retiming and tower-field arithmetic techniques.

4 Evaluation

4.1 Performance Evaluation

To conduct a performance evaluation, we synthesized the proposed hardware
architecture with Synopsys Design Compiler and TSMC 65 nm standard CMOS
as above. Table 2 shows the synthesis result of the proposed architecture in Fig. 6.
For comparison, Table 2 also shows those of the conventional ones derived in the
same manner as Table 1. Note that Area of This work includes the area required
for all the components in Fig. 6 and a control unit implemented with a 10-bit shift
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Fig. 8. Timing diagrams of (a) conventional [12] and (b) proposed byte-serial AES
hardware architectures.

register and a five-bit counter. From Table 2, we confirmed that our architecture
achieved 11–21% lower latency than the conventional ones. Though additional
path selectors for register-retiming and MixColumns over tower fields would have
an influence on the circuit area [6], our architecture achieved the smallest circuit
area because of the proposed S-box and nonshared Key array. This also indicates
that the circuit area can be further reduced by performing ShiftRows in a distinct
clock cycle and/or replacing the tower-field MixColumns with AES-field one
in exchange for increasing 10 clock cycles. Table 2 also shows the estimated
power consumption based on gate-level timing simulation, where Power-Latency
product indicates the product of Power and Clock cycles. The values of the
conventional work was calculated using a table in [12]. The scaled values of
Power and Power-Latency product in the parentheses are derived by dividing the
original ones by the square of process rate (i.e., (180/65)2). (The architecture in
[12] was synthesized with 180 nm standard CMOS.) Note that it is quite difficult
to compare power consumption estimation of hardware architectures in a fair
manner, which heavily depends on the used technology and estimation method.
However, the results roughly indicate that the lower latency would directly lead
to lower energy of one block encryption. Thus, we confirmed the effectiveness of
the proposed method.

4.2 Experimental Evaluation of DPA-Leakage

The DPA-resistance capability of our S-box was evaluated with an experiment
using an FPGA implementation.

Figure 9 shows the experimental setup consisting of a Side-Channel Attack
Standard Evaluation Board (SASEBO-G) [1] and an oscilloscope Tektronix
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Table 2. Performance of AES hardware architecture based on first-order TI

Area [GE] Clock
cycles

Area-Latency
product

Power
[µW]

Power-Latency
product

compile ultra

Moradi et al. [12] 11,114 11,031 266 2,956 K 24.12
(3.14)

6,415 (835)

Bilgin et al. [3] 8,119 7,282 246 1,997 K No data

Cnudde et al. [7] 6,681 6,340 276 1,844 K No data

This work 6,321 6,053 219 1,376 K 3.06 670

Fig. 9. Experimental setup.

DPO7254. The proposed AES hardware architecture with the proposed S-box
was implemented on an FPGA (Xilinx Virtex II Pro) on the SASEBO-G, and
the power variation was sampled with the sampling rate of 1 GS/s.

We evaluated the resistance and vulnerability of the AES hardware archi-
tecture by Test Vector Leakage Assessment (TVLA) based on Welch’s t-test
(a.k.a. non-specific t-test) [19]. The TVLA examines t-values which indicate the
existence of dth-order DPA-leakage exploitable by the attackers.

Figures 10(a) and 11(a) show examples of power traces at around the nineth
with and without a pseudo random number generator (PRNG) implemented
on the FPGA, respectively. When the PRNG is turned on, the TI works. We
can find the small spikes between the big spikes in Fig. 11(a) because AES and
PRNG are asynchronously active. Thus, the PRNG would not have a significant
impact on the following TVLA result.

Figures 10 and 11 show the (b) first-order and (c) second-order TVLA results.
We used 10,000 and 500,000 traces for Figs. 10 and 11, respectively. It is known
that the absolute t-value of more than 4.5 indicates a high confidence in the
existence of exploitable DPA-leakage. The results suggest that our design is
resistant to the first-order DPAs under the condition of 500,000 traces by means
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Fig. 10. Measurement and TVLA results without PRNG.
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Fig. 11. Measurement and TVLA results with PRNG.

of the first-order TI. On the other hand, we can see the second-order leakage
in both Figs. 10 and 11 due to the limitation of the first-order TI. Thus, we
could validate the DPA resistance of the proposed hardware architecture in the
experimental condition with 500,000 traces.

5 Conclusion

This paper presented an efficient DPA-resistant AES hardware architecture
based on the 1st-order TI. We first described the most compact first-order TI-
based S-box design by combining the TI with d + 1 input shares and the alge-
braic characteristics of S-box. We then proposed a more efficient AES hardware
architecture based on register-retiming and tower-field arithmetic in addition to
the proposed S-box. The logic synthesis result showed that the proposed archi-
tecture achieved 11–21% lower latency and smaller area than the conventional
ones, which would lead to the lowest-energy encryption secure against first-order
DPAs. The DPA-resistance was validated through an experimental evaluation
based on TVLA with 500,000 traces.

Our architecture can also be easily extended to higher-order TI-based
S-boxes. On the other hand, the proposed S-box is not necessarily useful for
compact implementation for the case of higher orders because the number of
Stage 2 outputs increases by the cubic of TI-order, that is, by (d + 1)3. A fur-
ther evaluation of the proposed architecture and S-box for higher-order security
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would be required in the future. It is also demanded to consider the (partially)
uniform sharing of TI-based GF ((22)2) inversion for a further efficient first-order
DPA-resistant implementation.
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Appendix: First-Order TI-Based GF ((22)2) Inversion
with d + 1 Input Shares

Let a(n) and a
(n)
i (0 ≤ n ≤ 3, 0 ≤ i ≤ 1) be the nth bit of input and its shares,

respectively. Let c(n) and c
(n)
j (0 ≤ j ≤ 7) be the nth bit of output and its shares,

respectively. Here, the least-significant bits correspond to a
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