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Preface

The 8th International Workshop on Constructive Side-Channel Analysis and Secure
Design (COSADE 2017) was organized by and held at Télécom ParisTech, Paris,
France, during April 13–14, 2017. The host was the Paris 13th district site of Télécom
ParisTech, which is also known as the LTCI (Laboratoire Traitement et Communi-
cation de l’Information) of Université Paris-Saclay. The workshop was financially
sponsored by five golden sponsors, namely, AlphaNov, ANSSI, NewAE Technology,
Riscure, and Secure-IC S.A.S. The company INVIA was a silver sponsor of the event.

The excellent arrangements were led by the COSADE 2017 general chair, Prof.
Jean-Luc Danger, and organizing chair, Prof. Guillaume Duc. They were helped by a
highly motivated team of PhD students from our SEN (Systèmes Électronique
Numérique) research group, namely, Nicolas Bruneau, Sébastien Carré, Éloi de
Chérisey, Margaux Dugardin, Khaled Karray, Damien Marion, Martin Moreau,
Alexander Schaub, and Michaël Timbert. This year COSADE provided an open forum
for exchanging and sharing of ongoing hot issues and results of research, development,
and applications in the analysis of attacks and design of protection against attacks on
embedded devices.

The Program Committee prepared for an interesting program, including two invited
talks, namely, from Dr. Victor Lomné (ANSSI), talking on “Overview of Fault-based
Cryptanalysis on Block Ciphers,” and Prof. Philippe Maurine (LIRMM), about the
question “Impacts of Technology Trends on Physical Attacks?”. The technical program
also included an industrial exhibition show, which allowed for fruitful discussions
about applications of basic research for transfer to industry.

The workshop had seven sessions built from the contributed papers: on Thursday,
“Side-Channel Attacks and Technological Effects,” “Side-Channel Countermeasures,”
“Algorithmic Aspects in Side-Channel Attacks,” and on Friday, “Side-Channel
Attacks,” “Fault Attacks,” “Embedded Security,” and “Side-Channel Tools.”

We would like to thank all authors who submitted papers. Each paper was reviewed
by at least three reviewers. The 25 external reviewers as well as the 26 Program
Committee members contributed to the reviewing process from their particular areas of
expertise. The reviewing and active discussions were facilitated by the EasyChair
Web-based system. Through the system, we could check the amount of similarity
between the submitted papers and previously published papers to prevent plagiarism and
self-plagiarism. Following the strict reviewing processes, 16 outstanding papers from
eight countries (Austria, Belgium, France, Germany, Japan, Korea, The Netherlands,
and Switzerland) were accepted for publication in this volume of Lectures Notes in
Computer Science by Springer (LNCS Vol. 10348). I would also like to thank the
session chairs (Naofumi Homma, François-Xavier Standaert, Jens-Peter Kaps, Benoît
Feix, Benoît Gérard, Yannick Téglia, Pierre-Yvan Liardet, Jean-Luc Danger, and
Guillaume Barbu) for their commitment to COSADE.



The workshop featured a welcome reception on the evening of Wednesday April 12,
and a social event on board the Bateaux Mouches (cruising dinner on the Seine) on
Thursday, April 13. During this enjoyable event, François-Xavier Standaert was
awarded for the nearest distance with respect to COSADE, and Werner Schindler
received the random lottery special prize.

Many people contributed to the success of COSADE 2017. We would like to
express our deepest appreciation to each of the COSADE Organizing and Program
Committee members as well as the paper contributors. Without their endless support
and sincere dedication and professionalism, COSADE 2017 would have been
impossible.

May 2017 Sylvain Guilley
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Does Coupling Affect the Security of Masked
Implementations?

Thomas De Cnudde1(B), Begül Bilgin1, Benedikt Gierlichs1, Ventzislav Nikov2,
Svetla Nikova1, and Vincent Rijmen1

1 ESAT-COSIC and imec, KU Leuven, Leuven, Belgium
{thomas.decnudde,begul.bilgin,benedikt.gierlichs,svetla.nikova,

vincent.rijmen}@esat.kuleuven.be
2 NXP Semiconductors, Leuven, Belgium

venci.nikov@gmail.com

Abstract. Masking schemes achieve provable security against side-
channel analysis by using secret sharing to decorrelate key-dependent
intermediate values of the cryptographic algorithm and side-channel
information. Masking schemes make assumptions on how the underly-
ing leakage mechanisms of hardware or software behave to account for
various physical effects. In this paper, we investigate the effect of the
physical placement on the security using leakage assessment on power
measurements collected from an FPGA. In order to differentiate other
masking failures, we use threshold implementations as masking scheme
in conjunction with a high-entropy pseudorandom number generator. We
show that we can observe differences in—possibly—exploitable leakage
by placing functions corresponding to different shares of a cryptographic
implementation in close proximity.

Keywords: Masking · Threshold Implementations · Crosstalk · Non-
independent leakage · Leakage detection · TVLA

1 Introduction

Side-Channel Analysis (SCA) is a powerful menace against embedded cryptosys-
tems. Whether timing information [24], instantaneous power consumption [25]
or electromagnetic radiation [19,36] is exploited, extracting sensitive information
(e.g. secret keys) from cryptographic devices is feasible in contrast to cryptan-
alytic or brute force techniques. Counteracting SCA has consequently been an
active research topic and many countermeasures have been proposed. In this
paper we focus on masking methods which provide provable security given cer-
tain assumptions on the implementation, physical behavior of the device and
capability of an attacker.

Masking. Masking [9,21], which is based on secret sharing and multi-party
computation, relies on randomizing the intermediate values and computations
c© Springer International Publishing AG 2017
S. Guilley (Ed.): COSADE 2017, LNCS 10348, pp. 1–18, 2017.
DOI: 10.1007/978-3-319-64647-3 1



2 T. De Cnudde et al.

based on them. For this purpose each sensitive value x ∈ GF(2m) is uniformly
and randomly split into s shares using a certain operation ⊥ such that the
following condition holds:

x = x1 ⊥ x2 ⊥ ... ⊥ xs−1 ⊥ xs

Typically, it is assumed that the physical leakage of calculation and storage of
each share is independent of the others. With this assumption, the security proofs
of masking schemes consider an attacker capable of observing leakages coming
from calculation or storage depending jointly on at most d shares and hence
performing dth-order attacks. Therefore, s ≥ d + 1 is a natural bound as this
implies incomplete information for the attacker. Besides these uniformly distrib-
uted input and independent leakage assumptions, different flavors of masking
schemes may have additional computational or behavioral requirements on the
implementation. Keeping the calculation order as is defined in Trichina AND
gate [42] and having ideal nodes that do not toggle in private circuits [23] are
well known examples. In this paper, we focus on the failure of the independent
leakage assumption and satisfy further restrictions to the utmost.

Failure of Independent Leakage. The theoretical security of masking
schemes degrades when the leakage of different shares get influenced by each
other. The amount of this security reduction has been investigated theoretically
in [16] with respect to the strength of joint leakage in comparison to indepen-
dent leakages (called the flaw constant) and to noise level. It has been shown
that mutual information increases together with the flaw constant. On the other
hand, second-order leakage can become easier to detect than first-order leakage
as the noise increases given enough dependent leakage.

In practice, Hamming Distance (HD) leakage from one share to another and
glitchy gates are natural and visible examples of non-independent leakage. It is
shown in [3] that a theoretically dth-order secure implementation can be attacked
using d/2th-order attack in practice due to HD leakage if the security proofs
assume Hamming Weight (HW) leakage. Moreover, classical Boolean masking is
shown to be futile in circuits using CMOS-like technology [27]. The temporally
separated masking scheme of Prouff and Roche [35], where shares are required to
interleave their computations, have also been argued to be vulnerable when static
leakage is measurable [29]. In order to distinguish undesired security degradation
caused by HD leakage and redundant toggling of gates from other failures of
independent leakage, we ensure not to have HD leakage between different shares
of the same unmasked value and use threshold implementation (TI) masking
scheme which provides security in glitchy circuits [5,31–33].

Another example of non-independent leakage is crosstalk, which originates
from coupling capacitors between circuit wires, and between circuit wires and
ground. Coupling capacitance between two wires is influenced by the switching
activity on that wire. Only a few publications have investigated the effect of
crosstalk within the field of SCA attacks so far. In [11], Chen et al. showed that
the leakage intensity of glitches and the leakage caused by inter-wire capacitance
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are comparable using SPICE simulations. Moreover, they retrieved the key suc-
cessfully using first-order attacks on a masked implementation with dual-rail
pre-charge logic. This logic style was thought to avoid non-independent leakages
caused by glitching implying crosstalk to be the main leakage leading to the
attack. However, the latter results based on real-world devices are considered to
have measured the effect of early propagation issues in implementations using
these logic styles [43] rather than crosstalk itself. Later, Dyrkolbotn considered
the layout dependent phenomena of capacitive crosstalk in [17,18] in order to
derive a more precise leakage model. They showed that the detection perfor-
mance of values on an 8-bit data bus increases from 2.5-bits of information per
sample with a Hamming Distance detector to a theoretical 5.7-bit and simulated
5-bit of information per sample with a crosstalk based detector by simulation.
Power supply noise or IR drop, another coupling effect in circuits, was also shown
to have a negative impact on the security of a countermeasure [46] by relating
independent logic gates through the power supply line. Finally, Schmidt et al.
performed successful key-retrieval attacks by measuring the power consump-
tion on input or output peripherals instead of using the regular power supply
lines [38]. The success of their method originates from the coupling between pins
of an Integrated Circuit (IC).

To conclude, there is no definitive report on the observability of non-
independent leakage originating from coupling on a real-world device when mask-
ing is considered. In order to distinguish between non-independent leakage orig-
inating from e.g. HD or glitches, and leakage originating from coupling, we will
refer to the latter as out-of-model leakage.

Leakage Assessment. The security of a masked implementation is commonly
assessed using side-channel evaluation platforms and techniques like Differential
Power Analysis (DPA) [25], Correlation Power Analysis (CPA) [7] or Test Vector
Leakage Assessment (TVLA) [14,20,39,40]. Unlike other evaluation methods,
TVLA has the advantage of being very sensitive even if the detected leakage does
not necessarily lead to key recovery. Therefore, it is a preferred tool to confirm
the provable security of a masking schemes with high confidence [5,12,41]. In
order to observe the possibly small differences in observable leakage caused by
having or lacking coupling-like, out of model behavior, we opt for TVLA in this
paper.

Contribution. In this work we further build on the observations of out-
of-model leakage. In contrast to the WDDL enhanced masked AES S-box of
Chen et al. [11], our focus is specifically directed towards masking schemes alone
and the Threshold Implementations scheme is selected as test case. We choose
the lightweight KATAN-32 [8] as our target block cipher as we expect coupling
effects to be more prominent in a low noise setting. After showing a secure
TI of the lightweight KATAN-32 block cipher, we investigate the out-of-model
leakagewhen we induce coupling between shares on an FPGA.
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Organization. In Sect. 2, we give an overview of the internal mechanism of two
out-of-model leakagesources and revisit the KATAN-32 Threshold Implementa-
tion and briefly introduce FPGA concepts used throughout the paper. In Sect. 3,
we theoretically evaluate the effect of out-of-model leakageon the conditions of
a three share masking scheme. We describe and evaluate two leakage scenarios
on the KATAN-32 Threshold Implementation in Sect. 4 and follow with a brief
discussion and a conclusion in Sect. 5.

2 Preliminaries

2.1 Sources of Out-of-Model Leakage

We now revisit the conditions for masking from a power consumption point of
view and give simplified models of physical phenomena that are known to lead
to out-of-model leakage [26].

Power Consumption in Masking Schemes. From a power consumption
perspective, a first-order masked implementation requires the following condition
to hold: the mean power consumption for each unmasked sensitive value should
be equal. One way to achieve this requirement is by using Boolean masking with
masks drawn randomly from a uniform distribution.

If we mask a one-bit secret value x with a one-bit mask m as x = (s1, s2) =
(x ⊕ m,m) and denote the probability of m = i by Ki, we can formalize the
condition for the uniformity of the masks as:

K0 = K1 =
1
2

.

The expected power consumption P w.r.t. the unmasked value x can then
be expressed as:

P (x = 0) = K0P (s1 = 0, s2 = 0) + K1P (s1 = 1, s2 = 1)
P (x = 1) = K0P (s1 = 1, s2 = 0) + K1P (s1 = 0, s2 = 1) .

The condition for first-order Boolean masking is then formalized by the following
equation:

P (s1 = 0, s2 = 0) + P (s1 = 1, s2 = 1) = P (s1 = 0, s2 = 1) + P (s1 = 1, s2 = 0) .

In this example, first-order vulnerabilities occur in the masking scheme when
this condition is violated. The effect of out-of-model leakagefrom coupling on
the security of the masking scheme can be understood by analyzing the power
consumption P [37]. The instantaneous power consumption Pinst represents a
sample of a SCA measurement trace:

Pinst = IinstVinst .

Where Iinst and Vinst denote the instantaneous current and instantaneous volt-
age respectively.
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Crosstalk. Crosstalk is the result of capacitive coupling between adjacent wires.
Figure 1 shows two adjacent wires, each with a parasitic capacitance to the IC
substrate and an inter-wire capacitance between them. When a wire (the aggres-
sor) switches the value it carries, another wire in its vicinity (the victim) will
be influenced through the inter-wire capacitance C1,2 between the aggressor and
the victim. This influence can range from increased delay of a signal to traverse
the wire, through a wrong value being temporarily induced on the victim. The
reduction in SCA security introduced by crosstalk can be explained as follows.
A typical first-order masked implementation represents a sensitive variable by
two randomized shares, such that the mean power consumption of either share
is independent of the other share. If two wires belonging to different shares are
coupled, the mean power consumption of one share depends jointly on both
a neighboring aggressor share and itself. The masked implementation is hence
rendered insecure.

Fig. 1. Crosstalk originates from the
inter-wire capacitance C1,2.

Fig. 2. Static and dynamic IR drop occurs
from the non-zero resistance of conductive
supply voltage and ground wires.

IR Drop. IR drop or power supply noise originates from the finite conductance
of wires in i.a. the power distribution grid of ICs. Every wire segment has a small
resistance associated with it leading to a drop in the power supply voltage when
a current flows through that wire [37]. Both static and dynamic IR drop can
lead to coupling between shares and hence to out-of-model leakage. A simplified
model is given in Fig. 2.

As with crosstalk, the problem gets worse with shrinking technology
nodes [37]. In the context of SCA, the effect of IR drop has not yet been inves-
tigated.

2.2 KATAN-32 and Its Threshold Implementation

KATAN is a set of block ciphers designed specifically for lightweight applica-
tions [8]. Its efficiency in hardware translates to a small area and a low power
consumption. Three options are available for the state size: 32-, 48- or 64-bit.
All options use an 80-bit key, making the security independent of the state size.
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The diagram of the KATAN-32 round function is shown in Fig. 3. The 32-bit
plaintext is stored in a state that consists of two shift registers: a 13-bit right
shifting register L1 and a 19-bit left shifting register L2. The cipher processes
the state by applying a round operation 254 times. The round operation relies
on a small number of AND and XOR gates and is performed on several bits
in order to update the first bits of L1 and L2. The function is of the form
A = f(X,Y,Z) = X ⊕Y Z. The IR (irregular update) bit represents the last bit
of the round counter which enables or disables the fourth bit of L1 in the round
operation. The bits k2i and k2i+1 are the 2ith and (2i + 1)th bits of the 80-bit
key for rounds i ≤ 40. In rounds i > 40, they are derived from the original key
by an LFSR. The full description can be found in [8].

Fig. 3. KATAN-32 consists of two sets of shift registers and four nonlinear operation
groups (Source: [5]).

The round operation is susceptible to glitching, making TI a natural choice
for a masked implementation. This was shown by Bilgin et al. in [5] where a
first-, a second- and a third-order Threshold Implementation of KATAN-32 were
presented. We now revisit their first-order TI of KATAN-32.

The focus lies on the sharing of the state and its nonlinear round function
since sharing nonlinear operations is more involved than sharing linear ones. An
unshared key and key schedule are used, such that the key addition only needs
to be performed on the first share of the state.

Since a first-order three share TI of a single AND gate with uniform outputs
does not exist [31] without remasking, the AND gates of the round operations
are always grouped with an XOR gate and masked using the uniform TI with
sin = sout = 3 shares of the function A = f(X,Y,Z) = X ⊕ Y Z. This approach
results in the following non-complete sharing:

a1 = x2 ⊕ (y2z2 ⊕ y2z3 ⊕ y3z2)
a2 = x3 ⊕ (y3z3 ⊕ y3z1 ⊕ y1z3)
a3 = x1 ⊕ (y1z1 ⊕ y1z2 ⊕ y2z1) .
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Since the round counter (and resultantly IR) is not key dependent and hence
not shared, IR is added to the AND/XOR blocks in the following way:

ai = xi + IR × yi, i ≤ sin .

The number of state shares is chosen to be three following the number of
shares of the nonlinear function.

2.3 Xilinx Virtex-II Pro FPGA Overview

In order to help the reader understand the FPGA related details, we first briefly
review the hardware architecture and development flow, and highlight only the
concepts we will use throughout this paper. We focus our discussion specifically
on the Virtex-II Pro FPGA, since it forms the target device of our implementa-
tions.

Hardware Architecture. Field Programmable Gate Arrays (FPGAs) are a
type of programmable ICs containing a regular grid of Configurable Logic Blocks
(CLBs) and programmable routing resources. In the Virtex-II Pro FPGA, each
CLB contains four slices, which are the primitive building blocks of the FPGA.
Each slice contains amongst others two 4-input Look-Up Tables (LUTs) and two
registers [45].

Design Flow. The classic design flow for FPGAs starts with the Hardware
Description Language (HDL). During synthesis, the HDL files are compiled and
transformed into an FPGA architecture-specific design netlist. Once synthesis is
completed, the next step in the design flow is the implementation which consists
of three phases: translate, map and place and route (PAR). During translation,
the netlist is reduced to only contain Xilinx primitives. The mapping phase
then maps the Xilinx primitives in the netlist to actual FPGA resources such
as slice registers or LUTs. After mapping an NGC netlist file is output that
corresponds to the physical components in the Xilinx FPGA and the constraints
of the design. The final stage of the implementation is the PAR. The actual
allocation of resources from the NCF file and their interconnections are decided
upon here. Once the implementation is finished, the bitstream file for the FPGA
configuration is generated using the Generate Programming File process.

3 Coupling in Threshold Implementations

3.1 Crosstalk

Since we are interested in the effect of out-of-model leakageon the first-order
security of the KATAN-32 TI with three shares, we first provide a discussion of
crosstalk in masking schemes with three shares.
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Masking the secret value x yields x = (s1, s2, s3) = (x ⊕ m1 ⊕ m2,m1,m2),
where the masks mi are drawn from a uniform random source to satisfy the
condition of masking, i.e.

K0,0 = K0,1 = K1,0 = K1,1 =
1
4

where Ki,j denotes the probability of m1 = i and m2 = j.
The masking condition P (x = 0) = P (x = 1) on the expected power con-

sumption P w.r.t. the unmasked value x is then expressed as:

P (s1 = 0, s2 = 0, s3 = 0) + P (s1 = 0, s2 = 1, s3 = 1)
+P (s1 = 1, s2 = 0, s3 = 1) + P (s1 = 1, s2 = 1, s3 = 0)
= P (s1 = 0, s2 = 0, s3 = 1) + P (s1 = 0, s2 = 1, s3 = 0)
+P (s1 = 1, s2 = 0, s3 = 0) + P (s1 = 1, s2 = 1, s3 = 1) .

In order to examine the influence of out-of-model leakageon the security of
the masking scheme, we need to find whether or not a dependence exists between
the instantaneous power consumption Pinst = IinstVinst and the unmasked value
x. In order to perform this exemplary analysis, we rely on a data bus model [15].
The relation of the instantaneous power with the consumed energy can be seen
from the expression for the energy required to charge a wire i from a bus from
Vi(t−) = 0 to Vi(t+) = Vdd:

Erise,i =
∫ t+

t−
Vdd · Ij(t)dt .

The total energy consumption to change a three wire bus can be written as:

Etotal =
3∑

i=0

(1 + 2λ − λδi,i−1 − λδi,i+1) · CL · Vdd · Vi

where λ = CI/CL, the inter-wire capacitances are chosen as CI = C1,2 = C1,3

and the wire-substrate capacitances are chosen as CL = C1 = C2 = C3. The
equality the inter-wire capacitances and of the wire-substrate capacitances are
justified by the data bus model, where the wires are assumed to be equidistant
both from each other and from the substrate. Furthermore, δi,j ∈ {−1, 0, 1} is
the normalized relative voltage change of the jth line w.r.t. the ith line, Vdd is
the supply voltage and Vj is the final voltage on the jth line.

We can now group and calculate the total energy transitions per unmasked
value using values from [28] for CL = 400 fF, CI = 250 fF and Vdd = 3 V:

Etotal,0→0 = 0.430 nJ
Etotal,0→1 = 0.475 nJ

Etotal,1→0 = 0.529 nJ
Etotal,1→1 = 0.498 nJ .

The difference in total energy per unmasked value is analytically distinguish-
able and hence the masking scheme is not secure in the presence of crosstalk.
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3.2 IR Drop

Power supply noise or IR drop is a result of the finite conductance of wires from
the power delivery network in ICs. Figure 4 shows a simplified version of IR drop
that focuses on shared subcircuits [4]. The influence of IR drop on the security
of the masking scheme is best understood by looking at the instantaneous power
consumption Pinst = IinstVinst on the voltage nodes V1, V2 and V3:

V1 = Vdd − (I1 + I2 + I3)R1

V2 = Vdd − (I1 + I2 + I3)R1 − (I2 + I3)R2

V3 = Vdd − (I1 + I2 + I3)R1 − (I2 + I3)R2 − I3R3 .

We can now write the instantaneous power consumption of all the shares
Pinst,Share1, Pinst,Share2 and Pinst,Share3 as:

Pinst,Share1 = I1V1 = VddI1 − I21R1 − I1I2R1 − I1I3R1

Pinst,Share2 = I2V2 = VddI2 − I1I2R1 − I22R1 − I2I3R1 − I22R2 − I2I3R2

Pinst,Share3=I3V3=VddI3 − I1I3R1 − I2I3R1 − I23R1 − I2I3R2 − I23R2 − I23R3 .

The power consumption of any one share thus theoretically depends on adjacent
shares and hence the masking scheme is not secure in the presence of IR drop.

Fig. 4. Power supply noise or IR drop couples shares.

4 Coupling in Threshold Implementations of KATAN-32

We now investigate what effect coupling has on the first-order side-channel leak-
age of the KATAN-32 Threshold Implementation with three shares. In a first
experiment, we measure the side-channel resistance of a regular Threshold Imple-
mentation of KATAN-32, for which we followed the design rules mentioned in
the literature. In a second experiment, we show that placement has an influence
on the leakage of the same (netlist-wise) KATAN-32 TI. Before we describe the
actual experiments, we explain three constraints we use to guide the synthe-
sis, map and place and route tools. Their full description and application are
documented in [44].
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Xilinx Constraints

Keep Hierarchy. “Keep Hierarchy” is a synthesis and implementation constraint
and is commonly used in papers about Threshold Implementations [5,6,30,34].
HDL designs are generally a collection of hierarchical modules and submodules.
In masked implementations the constraint is used to avoid optimizations over
share boundaries, as its effect preserves the hierarchy throughout the implemen-
tation process and avoids the flattening of the design. In a masking context,
the option is set globally as a synthesis option. Three values can be set for this
option: true, soft and false. True preserves the design hierarchy throughout both
synthesis and implementation, soft keeps the hierarchy during synthesis but not
during the implementation phase while false allows all the submodules of the
design to be merged within the top level module.

Keep. “Keep” is a constraint that influences the mapping phase of the imple-
mentation. It avoids nets from being merged into a single logic block. Taking the
AND/XOR function X ⊕ Y Z of KATAN-32 as example, the HDL code would
explicitly declare an AND and an XOR operation while the mapper would merge
both gates into a single LUT. This constraint is applied to signals in the HDL
code.

Prohibit. “Prohibit” is a placement constraint that forbids the use of selected
CLBs or Slices during PAR.

4.1 Secure Threshold Implementation of KATAN-32

To achieve a secure Threshold Implementation, we set the “Keep Hierarchy”
synthesis option to true globally, as is done in related practical TIs [6,30,34].
Resulting from the hierarchy in both the synthesis and place and route phases,
the individual shares are separately placed on the Virtex-II Pro floorplan and can
be clearly distinguished. Figure 5 shows the separation of the three individual
shares on the floorplan of the FPGA, the three different shares are shown in
magenta, light green and dark green.

Fig. 5. The individual shares are placed
far apart.

Fig. 6. All shares are placed in close
proximity. (Color figure online)
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Evaluation. We proceed with leakage assessment to evaluate whether or not the
out-of-model leakagefrom coupling can be detected. To detect leakage in higher-
order moments, we run the t-test on preprocessed traces. In all our evaluations
we provide favorable measurement conditions for leakage detection: we use a very
low noise platform (Virtex-II Pro FPGA on the SASEBO-G board [1]) clocked
at a fixed frequency of 3.072 MHz while the instantaneous power consumption
is measured with a Tektronix DPO 7254C oscilloscope at 1 GS/s.

Methodology. The evaluation methodology to check the masking scheme for leak-
age is as follows.

We first disable the masking scheme by turning off the masks. In that case, the
first share equals the plaintext while the second and third shares are chosen to be
zero. Leaks, i.e. t-values exceeding ±4.5, are expected in the leakage detection
test as the masking scheme is effectively not applied. In their presence, this
experiment gives us confidence that the measurement setup is sound. We proceed
by assigning the masks from a uniform random distribution, i.e. we activate the
masking scheme, and repeat the leakage detection test. Any decrease of leakages
is accredited exclusively due to a proper masking scheme. If leaks are detected,
the implementation of the masking scheme is concluded to be erroneous.

Masks Off. The result of the leakage detection test with the masks turned off is
shown in Fig. 7. As expected, the t-value threshold of ±4.5 is exceeded meaning
the design with disabled masks leaks with 20k traces.

Masks On. Turning the masks on results in the first- and second-order leakage
detection tests in respectively the middle and bottom graphs shown in Fig. 7.
The expected second-order leaks are present and suggest that we have enough

Fig. 7. Leakage detection test of a secure KATAN-32 TI, 20k traces masks off (top),
100M traces masks on 1st-order (middle), 100M traces masks on 2nd-order (bottom).
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measurements to be able to detect leakage in lower-order moments, if any would
be present.

The dashed line in Fig. 9 shows the evolution of the point of maximum first-
order leakage in function of the number of traces in increments of 1M. The
maximum of the absolute t-value fluctuates around the threshold but no steady
increase in the maximum value is recognizable. We therefore conclude that no
out-of-model leakageis observable with 100M traces.

Fig. 8. Leakage detection test of an insecure KATAN-32 TI, 20k traces masks off (top),
100M traces masks on 1st-order (middle), 100M traces masks on 2nd-order (bottom).

Fig. 9. Evolution of the points of maximum leakage with increasing number of traces
for the secure and insecure KATAN-32 TI and plaintext value 0.
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4.2 Leaking Threshold Implementation of KATAN-32

To investigate the effect of the placement and its inducing coupling, we first
convert the NGC netlist back to an HDL file. Since the netlist is only produced
after the synthesis step, and therefore is influenced by the “Keep Hierarchy” con-
straint, the resulting HDL file consists of Xilinx specific primitives grouped into
separate modules that reflect the hierarchical structure of the secure KATAN-32
TI. By merging the resulting HDL modules and assigning the “Keep” constraint
to all signals, we preserve the integrity of the secure implementation while drop-
ping the placement constraints originating from the “Keep Hierarchy” constraint.
We proceed by synthesizing the HDL file with “Keep Hierarchy” set to false and
force the placement of the components to the lower right corner of the FPGA
floorplan using the “Prohibit” constraints. Figure 6 shows the floorplan of the
FPGA. The three individual shares are now placed in close proximity. The three
different shares are again shown in magenta, light green and dark green.

Evaluation. We follow the same pattern for leakage detection tests.

Masks Off. The result of the leakage detection test with the masks turned off
is shown in Fig. 8. Since the masks of the Threshold Implementation are set to
zero, the t-value threshold of ±4.5 is exceeded with 20k traces.

Masks On. The middle and bottom graphs in Fig. 8 show the result of the first-
and second-order leakage detection tests with 100M traces respectively. Small,
periodic first-order leaks are visible and indicate the presence of out-of-model
leakage.

Fig. 10. Evolution of the points of maximum leakage with increasing number of traces
for the secure and insecure KATAN-32 TI and plaintext value 087D2EC1hex.
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The solid line in Fig. 9 shows the evolution of the point of maximum first-
order leakage for the leaking KATAN-32 TI. Unlike the uncertain fluctuation
around the ±4.5 threshold for the secure KATAN-32 TI, we now see a steady
increase in the maximum of the absolute t-value. To increase the confidence in
our observations, we repeated the experiments with a different fixed plaintext
value (chosen randomly as 087D2EC1hex). Figure 10 shows the maximum value
of the absolute t-value of the insecure design to be increasing, whereas this value
does not exceed the ±4.5 threshold in the secure design. We conclude that out-
of-model leakage, albeit small, is observable.

5 Discussion

5.1 A Note on “Keep Hierarchy”

In the majority of the Threshold Implementations literature, the “Keep Hierar-
chy” constraint is attributed with the function to keep the synthesis phase from
optimizing over share boundaries. While this explanation is correct and differ-
ent shares are indeed prevented from being merged in the same LUT, “Keep
Hierarchy” also serves the purpose of not packing different shares in the same
FPGA slice, which is shown to cause observable leakage in this work. When
translating the “Keep Hierarchy” option to ASIC toolchains in order to avoid
optimizations between shares, a common approach is to use “Compile Ultra”
on different submodules and compiling the resulting netlists using the regular
“Compile” process. While this effectively avoids optimizations across the bound-
aries of the shares, care might still be required to avoid standard cells belonging
to different shares to be placed in the vicinity of each other, and routed wires of
a share to be routed next to wires of other shares.

5.2 A Note on the Measurement Platform

Our measurement setup is a low-noise platform based on a Virtex-II Pro FPGA.
The 90 nm technology node it uses delivers clean power traces with rather large
amplitudes. As the out-of-model leakageeffects we observed might not be as
prominent with a 90 nm technology as with smaller nodes, other side-channel
evaluation boards will need evaluation. As crosstalk and IR drop are known to
become more prominent with smaller technology nodes, the 65 nm technology
of the Virtex-5 on the Sasebo-GII platform [2], the 45 nm technology of the
Spartan-6 on the Sakura-G board [22] and the 28 nm technology of the Kintex-7
on the Sakura-X platform form interesting targets for further investigation.

5.3 Conclusion

In this paper, we checked if coupling may be an issue in masking schemes. By
using Threshold Implementations, we made sure the leakage we induced in our
experiments originates from coupling, as the effects of glitches are ruled out.
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We achieve a secure KATAN-32 TI using the state-of-the-art “Keep Hierarchy”
implementation technique and show its security using state-of-the-art leakage
detection methods. Afterwards, we induced out-of-model leakageby placing the
gates and registers of the secure design in close proximity, as would be done
in a real-world design. The leakage detection shows this new design to leak and
leads us to the following conclusion. Leakage from coupling can be induced delib-
erately or “by accident” in masking schemes by placing shares in the vicinity
of each other. As is shown from the related TI FPGA implementations using
the “Keep Hierarchy” option that pass the leakage detection test [5,12,41], this
does not necessarily happen as it has not been observed before. Since this prob-
lem can be caused on an FPGA however, we believe that careful examination
of other environments is required when shares of a masking scheme might be
densely packed, e.g. in cryptographic ASIC implementations, on which we can
draw no conclusions. While the number of traces required for the leakage to
be noticeable is high for our 90 nm platform, smaller process technologies are
known to be more susceptible to crosstalk and IR drop coupling [37] and can
lead to more leakage and hence possibly insecure designs. The actual source
of the observed leakage (e.g. crosstalk, IR drop, ...) is nontrivial to isolate and
more targeted experiments are required. Moreover, recent masked implemen-
tations have passed leakage detection tests using “Keep Hierarchy” even when
the number of shares is decreased to the theoretical minimum number of shares
(d + 1) [10,13]. Since these implementations use a lower number of shares, less
noise is present and coupling can lead to leakages with a lower number of traces.
These implementations are expected to be more favorable targets for actual key
recovery attacks and are the subject of our future work.
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43. Wild, A., Moradi, A., Güneysu, T.: Evaluating the duplication of dual-
rail precharge logics on FPGAs. In: Mangard, S., Poschmann, A.Y. (eds.)
COSADE 2014. LNCS, vol. 9064, pp. 81–94. Springer, Cham (2015). doi:10.1007/
978-3-319-21476-4 6

44. Xilinx: Constraints guide 10.1. http://www.xilinx.com/itp/xilinx10/books/docs/
cgd/cgd.pdf

45. Xilinx: Virtex-ii pro and virtex-ii pro x platform fpgas: Complete data sheet.
http://www.xilinx.com/support/documentation/data sheets/ds083.pdf

46. Zussa, L., Exurville, I., Dutertre, J., Rigaud, J., Robisson, B., Tria, A., Clédière,
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Abstract. Dual-rail logic styles have been considered as possible alter-
natives to CMOS for the design of cryptographic circuits (more) secure
against side-channel attacks. The state-of-the-art view on this approach
is contrasted as they reduce the exploitable side-channel signal while not
being sufficient to fully prevent the attacks. Since the limitations of dual-
rail logic styles are essentially due to implementation challenges (e.g. the
need of well-balanced capacitances), a natural question is to find out how
they evolve with technology scaling. In this paper, we discuss this issue
based on the relevant case study of an AES S-box implemented in CMOS
and a dual-rail logic style, for two (65 nm and 28 nm) technologies. Our
evaluations show that the security vs. performance tradeoff of our dual-
rail logic style does not scale well compared to CMOS. It also shows
that the scaling trends for CMOS are more positive (i.e. smaller tech-
nologies and supply voltages reduce the energy consumption and the
side-channel signal). So these results suggest that dual-rail logic style
may not be a sustainable approach for side-channel signal reduction as
we move towards lower technology nodes.

1 Introduction

Following the first publications on power and electromagnetic analysis against
cryptographic implementations, dual-rail (aka dynamic and differential) logic
styles appeared as promising candidates to improve security against such attacks.
Intuitively, these logic styles aim to solve the issue directly at the circuit level, by
trying to reduce the side-channel Signal-to-Noise Ratio (SNR). For this purpose,
they typically ensure that the switching activity of the circuits is independent of
the manipulated data. However, despite constant switching activity, small data-
dependent variations in the current traces can generally be observed, e.g. due
to the unbalanced capacitances of the gates differential nodes and their inter-
connections. Therefore, a large body of work investigated the design of dual-rail
logic styles in order to reach the best security vs. performance tradeoff, includ-
ing but not limited to SABL [36], WDDL [35], DyCML [1], MCML [8] and
MDPL [27]. Evaluations based on both simulations and actual measurements
then confirmed that getting rid of these data dependencies is extremely chal-
lenging [19,26,29,34]. More recent works even showed that filtering effects in
c© Springer International Publishing AG 2017
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concrete measurement setups make these small data dependencies reasonably
easy-to-exploit, e.g. thanks to linear regression [16]. To complete the picture,
most of these dual-rail logic styles usually come with significant performance
overheads, some of them additionally requiring full custom-design (which allows
further control of the hardware, but is making development and deployment
significantly more challenging/expensive).

In parallel, recent progresses have shown that mathematical countermea-
sures against side-channel analysis, and in particular the mainstream shuffling
and masking techniques [6,13,21], can only lead to significant security improve-
ments if the side-channel SNR has been sufficiently reduced beforehand [33,37].
This raises the problem of finding effective (and if possible efficient) hardware
techniques allowing to fulfil this condition. Intuitively, it can be done by reduc-
ing the side-channel signal, which is what dual-rail logic styles achieve, or by
increasing the noise.

Eventually, since the evaluation of secure hardware technologies goes together
with technology scaling, another problem is to find out which of those approaches
has more potential for the future.

In this paper, we therefore tackle this question of the comparative advantage
of dual-rail logic styles as a mean of reducing the side-channel signal over stan-
dard CMOS in front of technology scaling. More precisely, we investigate how
much the security vs. performance tradeoff of these design styles scales, based
on the simple yet reflective case-study of CMOS and Dynamic and Differen-
tial Swing-Limited Logic (DDSLL) AES S-boxes, implemented in 65 and 28 nm
technologies. DDSLL is yet another (full-custom) dual-rail logic style which has
already been analyzed based on simulations and actual measurements [30]. Our
choice of DDSLL arises from the fact that its design using 65 nm bulk technology
shows 1.5× lower power consumption at the expense of 1.125× increase in area,
while increasing the security 10× when compared to CMOS [15]. This compares
positively with the typical power/energy and area costs obtained with the pre-
viously listed dual-rail logic styles. Therefore, DDSLL can be considered a good
candidate to illustrate technology scaling trends (as discussed in conclusions, we
expect other dual-rail logic styles to follow similar trends). In this respect, our
main conclusions are twofold.

First, and looking at the tradeoff between the side-channel SNR and the
implementation performances (here measured with the energy per operation,
which is a quite reflective metric to compare cryptographic designs [17]), we
see that the comparative advantage of DDSLL over CMOS is vanishing with
technology scaling, and we explain this trend by the imbalances in DDSLL gates
that gain impact with technology scaling.

Second, and more positively, we also see that technology and supply voltage
scaling have a positive impact on the security vs. performance tradeoff of CMOS
devices, essentially because such a scaling comes with energy gains and side-
channel signal reductions.

Our case study therefore suggests that signal reduction using dual-rail logic
styles may not be the best approach w.r.t technological scaling. It also suggests
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that the design of noisy CMOS implementations (which is a natural consequence
of scaling [10]) appears as a promising strategy for ensuring a sufficiently small
side-channel SNR allowing (e.g.) masking and shuffling to be effective in future
technologies. Note that by noisy implementations, we do not mean measurement
noise or additional external noise but intrinsic noise at the device level (i.e.
transistor, interconnect, resistor, . . . ) as a result of technological scaling.

Cautionary note. The results in this paper are based on simulations. While
we admit that in general, they can lead to shortcomings (e.g. regarding the
shape/linearity of the leakage traces), the experiments in [30] showed that they
can be used as a good predictor for the amount of information leakage in dual-
rail logic styles. Since the goal in this paper is to discuss general scaling trends,
we believe simulations can therefore be used as an interesting indication of how
the comparative advantage of CMOS over DDSLL scales. Note that anyway,
we do not expect the shape/linearity of the leakage traces to be significantly
different in 65 and 28 nm technologies, nor for CMOS vs. DDSLL, since the
main linearization factor is due to filtering effects in the measurement setup and
not the internal transistor behavior. So as usual with simulations, they should
be interpreted with care (which we try to do in the paper). But as usual with
simulations as well, they are a useful tool to get some hints about the best
solutions to investigate up to (more expensive) tape outs.

The rest of the paper is structured as follows. Preliminaries are in Sect. 2. Our
target implementation and evaluation settings are in Sect. 3. The comparative
study between CMOS and DDSLL is in Sect. 4. The positive impact of technology
and supply voltage scaling for CMOS implementations is in Sect. 5. Finally, our
conclusions and a discussion of the relevance of this case study are in Sect. 6.

2 Preliminaries

2.1 Logic Styles: CMOS and DDSLL

Traditional CMOS circuits have shown a data-dependency in the power con-
sumption leading to exploitable side-channel information, e.g. thanks to Differ-
ential Power Analysis (DPA) [18], Correlation Power Analysis (CPA) [5] and
Template attacks [7]. The power consumption of a CMOS circuit is modeled by
the following equation:

P = Pdyn + Pstat,

=
1
2

Nnodes αF CL V 2
DD fclk + Ileak VDD, (1)

where Pdyn is the dynamic power consumption, Pstat the static power consump-
tion, Nnodes is the number of nodes in the circuit, αF represents the activity factor
of the design, CL is the load capacitance, VDD is the supply voltage, f clk repre-
sents the clock frequency and I leak denotes the leakage current. We assume here
that one operation is executed per clock cycle, and thus fclk = fop, which deter-
mines the target throughput of the application. The operation period Top = 1

fop
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should be more than the critical path delay Tdel to guarantee correct functional-
ity. The data-dependency of the CMOS logic comes from both its dynamic and
static power consumptions. In the dynamic part, αF directly depends on the data
being processed. In the static part, the Ileak is the data-dependent parameter.
Although the former is dominant, static power consumption can also be exploited
if its value is sufficiently high and the operating frequency is low enough allowing
the reduction of noise via simple averaging techniques [24,28].1 Yet, in our follow-
ing experiments, dynamic power indeed dominates.

In comparison with CMOS, we investigate the Dynamic and Differential
Swing-Limited Logic (DDSLL) which aims at low-power implementations and
of which the dynamic power consumption is given by:

Pdyn =
1
2

Nnodes αF CL VDD Vswing fclk, (2)

where αF equals 1 because all dynamic and differential logic styles ensure one
output transition per clock cycle (independent of the data being processed), and
Vswing is the output voltage swing. DDSLL gates are designed to have limited
swing (i.e. <VDD) in order to reduce the dynamic power consumption and hence
the energy per operation.

Figure 1 shows the circuit of a generic DDSLL gate. A Differential Pull-Down
Network (DPDN) is used to evaluate the required function. It mainly consists
of NMOS transistors. The DDSLL gate employs a dynamic current source to
significantly reduce the static power consumption similar to what is achieved in
the DyCML logic style. The cut-off of this current source is performed via a feed-
back network which signals the end of an operation, so that the self-timing buffer
creates a clock signal Clk i+1 declaring the termination of the current evaluation
phase. This clock signal is used to feed the following DDSLL gate. The precharge
transistors are used to precharge the differential outputs of a DDSLL gate to the
supply voltage before an evaluation of the gate’s function takes place, and the
latch transistors preserve the evaluated voltage at the differential output nodes.

The operation of a DDSLL gate is quite simple. It works in two modes:
precharge and evaluation. In the precharge mode, when the clock signal Clk i is
low, the outputs out and out are precharged to VDD. There is no current path
from VDD to GND because transistor M1 is switched off. However, transistors
M6 and M2 are switched on. Next during the evaluation phase, Clk i goes high
turning on the transistor M1 while M2 is still on (both forming the dynamic
current source) as node ENO was previously charged to VDD in the previous
precharge phase, thus creating a path to discharge one of the output nodes to
GND. The discharge path through the DPDN network is the one with the lowest
impedance depending on the inputs being processed. As one of the outputs falls

1 Note that advanced technologies usually provide multiple flavors such as low-power
and high-performance along with different device choices such as high and low thresh-
old voltages, providing circuit designers with various options to reduce the power con-
sumption – and the leakage power as well – which may modify the respective impor-
tance of these source of leakages.
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Fig. 1. Schematic of a generic DDSLL gate.

below the threshold voltage of the feed-back transistors (M4, M5), one of them
will turn on which in turn will discharge the node ENO to GND thus starving
the current source. The design of a DDSLL circuit comprising of several functions
can benefit from resource sharing (the dynamic current source, parts of the
precharge circuit, the feedback circuit and the self-timing buffer of functions
that evaluate at the same time), therefore reducing the area cost and the overall
power consumption.

In all differential design styles, the unbalanced capacitances are considered
as a source of information leakage. They mainly come from either routing imbal-
ances or from internal imbalances. In this paper, we only consider the latter ones.
(As mentioned in Sect. 3.3, additionally considering post-layout simulations or
variability should amplify the trend we put forward). In this respect, we note
that the only way to eliminate internal imbalances is to design circuits with
perfectly symmetrical differential gates, which is usually very expensive in terms
of area and speed. Hence, our DPDN designs exploit the binary decision dia-
gram technique from [11] in order to improve performances by exploiting more
complex gates with minimum imbalance caused by internal capacitances (details
can be found in [15]). So essentially, what we show next is that (here internal)
imbalances have an increasing impact with technology scaling.

2.2 Evaluation Metrics

Evaluating logic styles across technology scaling and supply voltage scaling is a
challenging task, since certain metrics may favour one logic style over another.
In order to be as fair as possible in our performance and security evaluations,
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we therefore selected generic metrics that are generally more reflective of the
“global performance level” of an implementation, and can capture any type of
information leakage.

More precisely, and as far as performances are concerned, the energy per
operation is a quite discriminant metric, as it corresponds to an integral over
time, and therefore is not “compressible” (via architectural tweaks) beyond what
is allowed by the total combinatorial cost of an implementation [17]. Concretely,
the energy consumption of a logic circuit can be calculated by integrating the
power consumption over the time required for the target operation (in our case-
study, the AES S-box):

Eop =
∫
t

(Pdyn + Pstat) dt,

=
1
2

Nsw CL VDD Vswing︸ ︷︷ ︸
Dynamic

+VDD Ileak Tdel︸ ︷︷ ︸
static

, (3)

where N sw = αF Nnodes is the number of switching nodes for the operation and
T del is the circuit delay (following the investigations in [4]). In the case of CMOS
logic style, Vswing is equal to the supply voltage being used.

As for the security metrics, our choice was dictated by various constraints
and features. First, the shape of the instantaneous dynamic power (i.e. the side-
channel signal) changes significantly depending on the technology and the sup-
ply voltage used. Therefore, it is important to consider these changes while
evaluating the CMOS and DDSLL logic styles, and to consider a multivariate
analysis. Second, our target implementations are not masked, and therefore our
simulations exclusively exploit first-order leakages. So while in general, a fair
comparison of our logic styles would require to compute a mutual information
metric [32], in this particular case we can simplify our evaluations by (i) applying
a dimensionality reduction to our traces, namely a Principal Component Analy-
sis (PCA) which will capture the shape of the noise-free simulated traces [2], and
(ii) computing Mangard’s SNR on the reducted traces [20], which is equivalent
to the mutual information metric in this case [9,22].

For this purpose, we denote a power trace as l, its corresponding random
variable as L, and assume that this random variable is a function of the S-box
input X, and a noise random variable N . The multivariate traces are reduced to
univariate ones thanks to PCA, which we denote as: l = PCA(l). Giving the trace
l a subscript x corresponding to the input and a superscript i corresponding to
an index (since the trace for a plaintext x can be measured multiple times),
Mangard’s SNR is defined as:

SNR =
v̂arx(Êi(Li

x))

Êx(v̂ari(Li
x))

, (4)

where Ê (resp. v̂ar) denotes the sample mean (resp. variance) operator. In our fol-
lowing simulations, this SNR will be computed for noise-free traces. This amounts
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to maximizing the signal v̂arx(Êi(Li
x)) (i.e. we ignore the denominator of Eq. 4 in

this case).
Note that for readability, our following results only report the quantification

of our experiments with this security metric. However, various other (heuristic)
choices could be considered, e.g. computing the SNR for the most informative
samples in the traces, or considering more dimensions after the application of
the PCA. The same holds with performance metrics (e.g. the throughput over
area ratio could be used as alternative efficiency metric). In our study, none of
these variations (that we also browsed) lead to different conclusions regarding
the two main trends outlined in introduction.

3 AES S-Box Implementations

3.1 AES S-Box

For the sake of simplicity, and in order to demonstrate the technology trends
of CMOS and DDSLL, we chose an 8-bit AES S-box as the benchmark circuit.
More specifically, we considered a combinatorial implementation of the S-box
from [14], based on the architecture proposed in [23,31]. Thanks to mapping
the elements of the original field GF(28) to the composite field GF(((22)2)2),
the gate complexity and the power consumption can be greatly reduced. The
adopted S-box consists of 3 stages: a transformation stage to map the elements
to the GF(((22)2)2) field, an inversion stage and an inverse transformation stage
to map the elements back to GF(28), grouped with the affine transformation.

3.2 Target Designs

The CMOS and DDSLL AES S-boxes were implemented in a full-custom fashion,
using the CADENCE Virtuoso tools, in a low-power 65 nm bulk technology and
28 nm FDSOI technology. The CMOS implementation of the S-box is made only
of 2-input AND/NAND and 2-input XOR/XNOR gates. The total number of
transistors is 1, 530, with a logic depth of 22 gates. On the other hand, the
DDSLL S-box accounts for 1275 transistors, with a logic depth of 13 gates.

The gate design of CMOS and DDSLL S-boxes in both 65 nm bulk and 28 nm
FDSOI technologies is kept identical, i.e. the gates used and the number of tran-
sistors remain unchanged. However, we respected the minimum feature size of
each technology (to decrease the switching capacitance, hence the energy per
operation) and resized the transistors’ widths adequately to guarantee function-
ality. In 65 nm bulk technology, standard threshold voltage (SVT) transistors
are used to reduce the static current while maintaining good performances with
respect to the circuit delay. For benchmarking purposes, we also implemented
the CMOS and DDSLL S-boxes using the low threshold voltage (LVT) tran-
sistors available from the same technology. In 28 nm FDSOI technology, both
SVT and LVT transistors were again used to maintain a fair comparison with
the 65 nm technology. Yet, for readability, our following results only report the
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quantification of our experiments with SVT transistors (trends are again identi-
cal for LVT transistors). Eventually, the widths of the DDSLL S-box transistors
were chosen such that the voltage swing is sufficient for the circuit to operate
correctly at the lower limit of the supply voltages of each technology.

In our experiments, all the S-boxes are fed with buffered inputs to maintain
equal fan-ins and have realistic inputs, yet the DDSLL S-box additionally has a
buffered clock. Also, all the outputs of the S-boxes are loaded with equal fan-out
buffers. Each S-box is provided with a separate supply voltage than that of the
input/output buffers so that the buffers’ energy consumptions are not taken into
account in our evaluations.

3.3 Simulation Settings

Simulations for the above designs are done at the schematic level (without any
extracted post-layout capacitances) using Eldo simulator based on SPICE mod-
els provided by the industrial foundries at room temperature of 25 ◦C. In this
respect, we note that any imbalance in the parasitic elements would affect the
difference between the delay of the differential routes of the DDSLL S-box,
which would impact its power consumption, leading to a higher (exploitable)
signal being observed by practical attacks [30]. And this is expected to get only
worse with technology scaling and variability, since balancing the capacitances
in an implementation naturally becomes more challenging with smaller circuits
and smaller routing capacitances. Therefore, and as previously mentioned, tak-
ing the parasitic routing capacitances into consideration could only amplify our
observation (which is that the comparative advantage of DDSLL over CMOS is
vanishing with technology scaling). A similar statement holds for other effects
that we did not take into consideration in this work such as crosstalk and the
influence of process, voltage and temperature (PVT) variations.

Consequently, we assume our results correspond to an ideal scenario and the
inclusion of more physical default(s) should only deteriorate the performance of
dual-rail logic styles compared to CMOS.

The frequency of operation is chosen to be 10 MHz, which is in accordance
with the usual operating frequencies for cryptographic applications (see, e.g. [3]).
The supply voltage is swept across a range of 500 mV, in steps of 100 mV starting
from the nominal voltage of each technology, namely, 1.2 V and 1 V for the 65 nm
bulk and the 28 nm FDSOI technologies, respectively. The lower limit of the sup-
ply voltages is imposed by the correct functionality of the circuit at the target
frequency for a given implementation.

Note that operating at high supply voltages and using the 28 nm technology
node allows the circuit implementation to run at higher frequencies. But the fre-
quency choice has no impact on our results since we have chosen to use the energy
per operation as the evaluation metric and not the total power consumption.

To calculate the energy per operation, we considered 1000 random input sig-
nals. As for the security analysis, the S-box input signal has 256 possible values
whose transitions are chosen between 0 and an arbitrary input. Restricting the
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inputs to a subset from the 2562 possible inputs was mainly motivated by prac-
tical simulation constraints (memory and simulation time) and is not expected
to strongly impact the comparison between the logic styles.

4 Comparative Scaling Trends: CMOS vs. DDSLL

In this section, we aim to compare the CMOS and DDSLL logic styles and study
how their security versus performance tradeoff evolves with technology and sup-
ply voltage scaling. To be able to do that in a comprehensible manner, we plot
the ratios between our (security and performance) metrics computed for both
CMOS and DDSLL, one in function of the other. More precisely, Fig. 2 shows
the PCA signal ratio between CMOS and DDSLL S-boxes versus the energy
per operation ratio between these logic styles for the 65 nm bulk and the 28 nm
FDSOI technologies (designed using SVT devices). The different points repre-
sent the supply voltages we used that span over a range of 0.5 V starting from
the nominal supply of each technology (1.2 V and 1 V for the 65 and 28 nm tech-
nologies, respectively). This study allows us to make the following observations:

1 By reducing the supply voltage, the energy per operation ratio of CMOS
with respect to DDSLL is decreasing for the 65 and 28 nm technologies. This
reduction can be explained by the fact that the Eop value of the DDSLL
style decreases almost linearly with the supply voltage, because it maintains
nearly the same voltage swing while Eop of CMOS decreases quadratically
(see Eq. 3).

2 As for the PCA signal ratio between CMOS and DDSLL (for both technolo-
gies), it also decreases with the supply voltage scaling. Again, this is due to
the fact that the voltage swing of the DDSLL S-box is kept almost unchanged
leading to a slow reduction rate of the transient power consumption. Hence
the PCA signal with VDD scaling is less compared to that of CMOS.

3 Most importantly, Fig. 2 illustrates that at 28 nm technology, the PCA signal
ratio between CMOS and DDSLL is less than that of the 65 nm technol-
ogy for similar Eop ratios. This figure neatly puts forward that the security
vs. performance tradeoff between these logic styles does not scale positively
for DDSLL, even though we do not consider any routing parasitics or PVT
variations in our simulations.

It is worth emphasizing that similar observations were made by comparing
CMOS to DDSLL S-boxes using LVT devices in both technologies. Therefore,
changing the device type leads only to either better performance or more power
savings, but the technology and supply voltage scaling trends remain the same.
Also, and for the sake of completeness, we conducted the same experiments using
the maximum SNR (before PCA) as a security metric and the technology and
supply voltage scaling trends remained unchanged.

In addition, we note that changing the frequency of operation does not impact
our conclusions as long as the dynamic power consumption dominates. We simu-
lated the S-boxes down to 100 kHz and the technology and voltage scaling trends
were again the same.
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Fig. 2. Evolution of the tradeoff between the PCA signal ratio and the Eop ratio for
CMOS vs. DDSLL using 65 and 28 nm technology nodes.

Eventually, we note that technology scaling is advancing at a fast pace and
secure implementations will soon follow (given the fact that up until now appli-
cations such as smart cards tend to lag by one or two technologies). Also, circuit
designers generally aim at scaling the supply voltage in order to further reduce
the energy consumption of the digital circuits (sometimes operating below the
transistor subthreshold voltage leading to minimum energy per operation). Both
trends lead us to conclude that the observations in this section may rapidly have
concrete relevance.

5 Technology and VDD Scaling Trends for CMOS

Since the comparative advantage of DDSLL over CMOS vanishes in our case
study, one natural complementary question is whether scaling trends for CMOS
circuits lead to a more positive conclusion. In this section, we answer this ques-
tion by focusing on the impact of technology and VDD scaling on CMOS circuits
only. For this purpose, Fig. 3(a) reports the energy per operation of the CMOS
S-box for different supply voltages, using both 65 and 28 nm technologies. We
recall that the minimum VDD was chosen such that the CMOS S-box operates
correctly at the 10 MHz target frequency for each technology. As expected, the
energy per operation of CMOS decreases almost quadratically with the reduction
of the supply voltage (see Eq. 3). The figure also shows clearly that technology
scaling from 65 to 28 nm reduces the energy per operation (of the CMOS S-box)
by a factor of 2.2×. This reduction is compliant with the expected technology
scaling trend as explained in [12].

Similarly, Fig. 3(b) shows the signal after PCA of the CMOS S-box for dif-
ferent VDD values, using both 65 and 28 nm technologies. The PCA signal of
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Fig. 3. Scaling trends of Eop and the PCA signal for the CMOS S-box across a supply
voltage range of 500 mV for 65 and 28 nm tech.

CMOS decreases as the supply voltage scales down. In the 65 nm technology,
the SPCA reduction is more than one order of magnitude across the whole VDD

range (1.2 V to 0.7 V) and it reaches even more than two orders of magnitude in
the 28 nm technology, by reducing the supply voltage from 1 V down to 0.5 V. As
for the technology scaling from 65 to 28 nm, it is also clear that the signal after
PCA of the CMOS S-box decreases by a factor of 2.3× at comparable supply
voltages. So the scaling trends for PCA signal is also positive for CMOS. Here,
we note that an analytical explanation of these observations is more challenging,
since the small data-dependent current variations that lead to exploitable side-
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channel signal are much harder to capture theoretically. (Yet, we can suppose
that the aforementioned signal reductions essentially originate from the interac-
tions between reductions of the current and variations of the load capacitance).

6 Conclusion

In this case study, we analyzed for the first time the comparative scaling trends
of CMOS and dual-rail logic styles. In short, our evaluations suggest that the
interest of DDSLL over CMOS, expressed in terms of a security vs. perfor-
mance tradeoff, vanishes as circuit sizes shrink. To a good extent, we believe a
similar conclusion should be obtained for other dual-rail logic styles. In particu-
lar, from the security point-of-view, they all suffer from capacitance imbalances
to some extent, and this phenomenon can only be magnified in smaller tech-
nologies. While our case study was based on an AES S-box, we believe similar
trends should also be obtained for full AES implementations. Indeed, similar
energy trends will be integrated over more clock cycles, and the signal varia-
tions exploited in a DPA are anyway focused on the first cipher rounds. These
results therefore suggest that reducing the SNR in advanced technologies may be
better achieved by exploiting the naturally increasing intrinsic noise level than
by reducing the signal using dual-rail logic styles. It also suggests the design of
noisy and efficient CMOS implementations as an interesting scope for further
research.

We finally note that while dual-rail logic styles may not be a sustainable
solution for signal reduction purposes, it remains possible that they are helpful
ingredients of physically secure implementations for other reasons (e.g. in order
to facilitate the independence condition that is required for masking to deliver
its security promises [39]), which is an interesting scope for further research.
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Abstract. In leakage-resilient symmetric cryptography, two important
concepts have been proposed in order to decrease the success rate of dif-
ferential side-channel attacks. The first one is to limit the attacker’s data
complexity by restricting the number of observable inputs; the second one
is to create correlated algorithmic noise by using parallel S-boxes with
equal inputs. The latter hinders the typical divide and conquer approach
of differential side-channel attacks and makes key recovery much more
difficult in practice. The use of localized electromagnetic (EM) measure-
ments has already been shown to limit the effectiveness of such mea-
sures in previous works based on PRESENT S-boxes and 90 nm FPGAs.
However, it has been left for future investigation in recent publications
based on AES S-boxes. We aim at providing helpful results and insights
from LDA-preprocessed, multivariate, localized EM attacks against a
45 nm FPGA implementation using AES S-boxes. We show, that even in
the case of densely placed S-boxes (with identical routing constraints),
and even when limiting the data complexity to the minimum of only
two inputs, the guessing entropy of the key is reduced to only 248,
which remains well within the key enumeration capabilities of today’s
adversaries. Relaxing the S-box placement constraints further reduces
the guessing entropy. Also, increasing the data complexity for efficiency,
decreases it down to a direct key recovery. While our results are empiri-
cal and reflective of one device and implementation, they emphasize the
threat of multivariate localized EM attacks to such AES-based leakage-
resilient constructions, more than currently believed.

1 Introduction

Differential Power Analysis (DPA) is one of the most powerful classes of side-
channel attacks against symmetric cryptographic implementations. It exploits
multiplemeasurements obtainedunder the samekey anddifferent inputs to recover
the secret key using statistical methods, and is particularly robust in the presence
of noise. Conventional side-channel countermeasures like protected logic styles [13]
c© Springer International Publishing AG 2017
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andmasking schemes [3] typically comewith significant overhead in terms of imple-
mentation complexity, area and time resources. Leakage-resilient and re-keying
techniques aim at bounding the side-channel leakage to a level which is not com-
putationally exploitable for the adversary, while having less area overhead than
conventional countermeasures. For instance, most leakage-resilient and re-keying
schemes [14] reduce the number of observable computations by changing the secret
key according to a predefined mechanism, e.g. at every execution. In such cases,
the implementation needs to be protected only against single observation attacks.
To generate session keys, possible approaches for re-keying schemes e.g. require to
update a secret internal state (stateful devices), or use an internal random num-
ber generator to realize some form of key-update agreement protocol among the
parties (stateless devices), as e.g. in [16] or CIPURSE from Infineon AG [9]. How-
ever, many embedded devices require stateless and non-interactive solutions, e.g.
for encrypted software updates, or do not have secure random number genera-
tors. Leakage-resilient Pseudo-Random Functions (PRFs) [23] provide a stateless
method to derive session keys based on a public input. Arguably, the PRF tree con-
structionbyGoldreich et al. [11] is one of themost influential leakage-resilientPRFs
currently investigated in literature. It can easily be instantiated from block ciphers
as shown in [17]. This allows to thwart differential side-channel attacks in two ways:
(1) by reducing the data complexity (number of different observable inputs) by con-
struction; (2) by adding correlated algorithmic noise to the measurements (which
cannot be averaged out) by exploiting parallel S-boxes which are provided with
the same plaintext inputs. Note that measurement complexity (number of mea-
surements allowed), on the contrary, is generally not restricted.

In 2012, Medwed et al. [17] showed that limiting the data complexity alone
is not sufficient to achieve protection against differential side-channel attacks,
even if it is as low as 21. Also, they concluded that the AES may not be a valid
candidate for the construction of leakage-resilient PRFs (at least when the data
complexity is > 2) due to the limited number of parallel S-boxes which can be
instantiated, hence, leading to a remaining search complexity for enumeration of
only 16! ≈ 244. Subsequently, Belaid et al. [2] investigated such a construction
with 32 parallel PRESENT S-boxes and data complexity of 24, which led to
a remaining search complexity of 32! ≈ 2117 when faced with DPA. They also
showed, however, that the security level can be reduced down to 269 by employ-
ing univariate localized EM attacks [12] and breaking the equal leakages and
correlated noise assumptions. Finally, in a recent contribution to ASIACRYPT
2016, Medwed et al. [18] used a Pseudo-Random Generator (PRG) (taken from
Standaert et al. [22]) for the initialization of a novel unknown-inputs leakage-
resilient PRF based on the AES block cipher. The security of the PRG part of the
leakage-resilient construction is again based on minimal data complexity of two
inputs and S-box parallelism to obtain correlated algorithmic noise. Their con-
tribution explicitly mentions the lack of an empirical security evaluation using
localized EM attacks, which is the main motivation for this work.
1 Reducing the data complexity to 1 would mean that only a single observation (with

possibly unlimited measurement complexity) would be available to adversaries. This
corresponds to a simple power analysis attack scenario which is not generally con-
sidered in most contributions in the field of leakage-resilient cryptography.
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Contributions. The main contribution of this paper is a laboratory evaluation
of a leakage-resilient implementation based on AES using localized EM measure-
ments. We provide answers to questions left open by Medwed et al. [18], who
re-proposed the use of AES with data complexity 2, and Belaid et al. [2], who
analyzed unconstrained S-boxes on a 90 nm FPGA with a data complexity of 24

and univariate localized EM attacks. In particular, we (1) employ state of the
art profiled multivariate localized EM attacks using linear discriminant analysis
(LDA) preprocessing for the identification of the Points of Interests (PoIs); and
(2), investigate a design with carefully constrained S-boxes and a data complex-
ity of 2 on a 45 nm Xilinx Spartan 6 device. Our results show that even when
the lowest data complexity of 2, full parallelism of 16 S-boxes, and constrained
placement are used, the practical achieved security level2 is only 248. This sug-
gests that leakage-resilient constructions [18,22,24] will not provide a sufficient
level of implementation security in face of multivariate localized EM attacks,
when implemented on FPGA devices similar to the one used for this evaluation.

2 Background

Leakage-Resilient PRFs. Leakage-resilient Pseudo-Random Functions
(PRFs) have been introduced in [19,20,23] and essentially build on the tree
construction of Goldreich, Goldwasser and Micali [11]. The input x to the PRF
is split into parts of a small number of m bits, which are input to multiple
subsequent block cipher operations using different keys, i.e. the result of every
encryption iteration is used as the key for the next round. In each round, m bits
are taken from x and are replicated for the plaintext input until all bits of x are
processed, as depicted in Fig. 1. The replication of the input bits achieves what is
referred to as carefully chosen plaintexts by Medwed et al. [17], i.e. the plaintext
input to every S-box is the same. As a consequence, the data complexity in an
attack on any intermediate key is restricted to 2m possible plaintexts. The choice
of m imposes a trade-off between data complexity and efficiency for designers,
as the number of necessary block cipher iterations is 128

m . Note that for m = 1,
the data complexity equals 2 and the leakage of the PRF becomes equivalent to
that of the PRG used in [18] and [22], where the data complexity is also limited
to two. If the leakage of all S-boxes is assumed to be equal, then standard DPA
attacks will recover all key bytes at once, but without any information about
their correct order within the secret key. This leads to a search complexity of
16! ≈ 244 in case of AES, if measurements and attack have led to perfect results
(all key bytes are ranked first). Results from Belaid et al. [2], however, have
already shown that the equal and concurrent leakage assumption does not hold
when localized EM measurements are performed.
2 This corresponds to the ranking of the key after a practical laboratory evaluation

using localized EM, where the order of the key bytes is discovered during the attacks,
but not all correct subkeys are ranked first. In contrast, the previously mentioned 244

corresponds to the remaining search complexity of global attacks, once all key bytes
are assumed to be ranked first, despite the correlated algorithmic noise (theoretical
best case).
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Fig. 1. Leakage resilient PRF.

Linear Discriminant Analysis. While multivariate template attacks are
amongst the most powerful differential side-channel attacks, they are also com-
putationally intensive and can face numerical issues when the number of time-
samples per trace is large. A common way to deal with this is to reduce the
number of time-samples included in the calculation of the templates, i.e. the
dimensionality of the trace. Fisher’s Linear Discriminant Analysis (LDA) [8] has
been proposed for template attacks by Archambeau et al. [1] and then special-
ized for EM attacks by Standaert et al. [21]. It has later been shown by Bruneau
et al. [4] that this is in fact the optimal strategy to reduce the dimensionality of
leakage traces. LDA also has the advantage that the transformation makes tem-
plates more robust against measurement campaign-dependent variations caused
by temperature or environmental noise [7]. LDA stems from statistical classi-
fication and is a linear transformation of a dataset onto a lower-dimensional
subspace with good class-separability. It calculates a transformation matrix W,
which maximizes the ratio of between-class to within-class scatter. In our case,
we calculate one transformation matrix for each S-box and use the S-box input
values as classes. Let ti,j be all traces with S-box input value i with j ∈ [0, Ni−1],
μi = 1

Ni

∑Ni−1
j=0 ti,j the estimated class mean and μ = 1

256

∑255
i=0 μi the estimated

overall mean. Then LDA calculates the within-class scatter matrix Sw, between
class scatter matrix Sb and W, such that criterion J is maximized:3

Sw =
255∑

i=0

Ni−1∑

j=0

(ti,j − μi)(ti,j − μi)T (1)

Sb =
255∑

i=0

Ni(μi − μ)(μi − μ)T (2)

J(W) =
WTSbW
WTSwW

(3)

3 The equations show the calculation of the transformation matrix for one S-box. We
omitted an additional identifier for the S-box number for the sake of clarity.
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The within-class scatter matrix is asymptotically equal to the pooled covariance
matrix calculated over all traces. This assumes that all classes share the same
covariance matrix (homoscedasticity), which is justified by the fact that the
covariance values are determined by the influence of measurement noise, which
should in most practical cases be independent of the inputs.

3 Hardware Design

The main building block of our design is a straightforward AES block cipher
implementation with full parallelism, hence, 16 S-boxes (Canright S-boxes [5])
in the data path and 4 S-boxes in the key schedule as shown in Fig. 2. There
is one state register, each AES round is computed in one clock cycle, and key
scheduling is computed in parallel. As in the case of many other leakage-resilient
constructions, this block cipher is used in two different stages, or modes: first the
block cipher is used to generate a secret IV or session key from a public input, i.e.
PRF mode, then, it is used for encryption (block cipher mode of operation). We
emphasize that the block cipher remains the same (it shares the same hardware),
while the input and key are different in those two modes. This is reasonable to
avoid unnecessary overhead from duplication of the AES hardware block, but
helps adversaries during profiling, since they may build profiles using either of
the two modes.

Fig. 2. AES hardware design.
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The design is configured into a 45 nm Xilinx Spartan 6 XC6SLX9-3TQG144C
FPGA. We synthesized the design in two ways, (1) without any routing con-
straints, and (2) with 16 hard-macro S-boxes placed as dense as possible. For
the densely placed design, we first placed and routed one S-box (Fig. 6 in the
appendix depicts the FPGA layout). Then we utilized Xilinx’s relative location
(RLOC) and area constraints to clone and place this ‘hardmacro’ as dense as
possible (Fig. 7 in the appendix shows the placed S-boxes). This should help to
fulfill the equal leakage assumption of the S-boxes as closely as possible because
S-boxes are equal to a higher degree (apart from the routing to/from the S-box)
and the area is generally smaller, which should make localized EM attacks more
difficult. In addition, we constrained the placement of the rest of the AES to a
confined area (black box in Fig. 7) in an attempt to make the routing, e.g. to the
mix-columns logic, as short as possible. Based on the reports of the design tools,
the estimated die area occupied by the AES is about 0.5 mm2. Under these cir-
cumstances and for both placement options, we synthesized designs with m = 1
(data complexity of 2), and m = 4 (data complexity of 16).

4 Side-Channel Analysis

Our contribution evaluates the implementation security of the previously
described techniques for leakage resilience. Since the parallelism of S-boxes and
their ideally equal leakage characteristics are crucial to the idea of the con-
struction, a high-precision EM measurement setup is especially relevant. Our
assumption is that the localization capability thereof allows a spatial separa-
tion of the leakage of the individual S-boxes and the exploitation of even subtle
differences in their characteristics. We use a state of the art high-end setup
with a Langer ICR HH 100-27 100µm diameter EM probe which is positioned
about 10µm over the decapsulated die surface. In addition to the built-in 30 dB
amplifier of the probe, another Langer PA303 30 dB pre-amplifier is employed.
A LeCroy WavePro 725Zi oscilloscope with 2.5 GHz bandwidth and a sampling
rate of 5 GS/s records the measurements. The FPGA-based design is clocked
at 20 MHz and this clock is synchronized to the oscilloscope. An X-Y-table is
used to collect measurements on multiple locations over the die surface. The
measurement positions are located within an area of about 2.8 mm by 2.8 mm,
which should cover most, but not all of the floorplan (shown in Fig. 7 in the
appendix) because the probe movement is limited by the bonding wires.

It is common practice to allow profiling for a meaningful implementation
security analysis which is representative of the fact that adversaries may use
their own devices where they could choose keys for profiling. In this profiled set-
ting, the adversary is able to compute all internal states of the implementation.
Based on this, we performed profiling using the block cipher mode of operation4

of our implementation instead of the PRF mode. Analogously, an adversary
would use stage 2 in the construction of Medwed et al. [18]. Our analysis is
split into three tasks: (1) the localization of the measurement positions with the
4 We used OFB mode, but other modes would work as well.
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maximum leakage for each S-box, (2) the profiling phase on these positions, and
(3), the attack phase. The first task is the most time consuming since it requires
a full scan of the die surface. Considering that the measurement time grows
quadratically when reducing the step size, we partitioned the measurement area
in a grid of 20×20 for the unconstrained design and 40×40 for the dense design,
which corresponds to a step size of 140µm and 70µm, respectively. We used a
larger step size for the unconstrained design since we expect it to spread over a
bigger area. On each position, we acquired 10, 000 traces. With our setup, the
measurement takes roughly 1 day for the 20×20 grid and 4 days for the finer grid.
For each S-box, we calculated the signal-to-noise ratio (SNR) by partitioning the
traces according to the input values of the S-box [15]:

SNRb =
V ar(Signalb)
V ar(Noiseb)

=
V ar(μb

0 . . . μb
255)

Mean(σ2
0
b
. . . σ2

255
b)

, (4)

with b being the index of the S-box and μb
i and σ2

i
b being the estimated mean

and variance traces computed over all traces with input value i at this S-box.
The result is a trace of many SNR values (SNR trace) which we evaluated within
the timespan where the first AES round is computed. In our case one clock cycle
corresponds to 250 samples, and the interesting part, i.e. the part where there is
activity after the clock edge, is around 50 samples (10 ns) wide. There are several
options how to chose positions from this part of the SNR trace. We found that in
some cases, the positions with the highest peak SNR value gave the best results,
and in others, the positions with the highest mean SNR (calculated over the 50
samples in the interesting region of the SNR trace) performed better. In cases
where those metrics gave different positions or were ambiguous due to multiple
peaks of similar amplitude, we conducted the rest of the analysis on all such
positions for this S-box and kept the best result.

In two separate acquisition campaigns, we collected the profiling and attack
traces. The attack traces were acquired with limited data complexity, i.e. 16 for
m = 4, and 2 for m = 1. We cut the traces and limited our analysis to the time
span where the first AES round is calculated. To reduce the number of samples
included in the templates, we use LDA [8] as dimensionality reduction algorithm.

We compute full estimated Gaussian templates for each S-box and each of
their S-box input values. As stated earlier, for LDA to be applicable, the traces
belonging to one S-box are assumed to share a common covariance matrix,
regardless of the input value. In this case, it suffices to calculate a single pooled
covariance matrix for all templates belonging to one S-box. This gives a better
estimate of the actual distribution and drastically reduces the computational
effort for the template matching. Our experiments suggest that the assumption
holds in our case and gave generally better results when using the pooled matrix
when compared to separate covariance matrices. Thus, all our presented attacks
were conducted using the pooled covariance matrix.
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During the attack phase, the traces are matched against the templates in
a template based DPA. Since we are using the pooled covariance matrix, we
can make use of simplifications detailed by Choudary et al. [6] and calculate
the logarithmic score. To combine the score of multiple attack traces, we sum
the scores and calculate the average. This results in a list with scores for each
subkey candidate. In order to calculate the overall key rank we used the key rank
estimator proposed by Glowacz et al. [10]. The estimated key rank is, within its
error boundaries, equivalent to the metric of guessing entropy used in other
publications.

5 Results and Discussion

Using the SNR analysis, we were able to localize useful measurement positions
for all S-boxes on both tested designs. Figure 3 shows one example SNR heat
map of S-box #0 on the two different designs. All other heat maps can be found
in Figs. 8 and 9 in the appendix. Each colored pixel represents the peak SNR
value of the SNR trace at that measurement position for this S-box. In both
maps, regions with the highest SNR are clearly distinguishable and most likely
correspond to the actual physical location of the logic of S-box #0. An important
observation is that the SNR values of the design with the densely placed hard-
macro S-boxes are - on average - by a factor of 2 smaller than the ones from the
unconstrained placement. The average peak SNR of the S-boxes on the dense
placement is 0.87, compared to 1.61 on the unconstrained placement. In the case
of dense placement, where SNR values are generally smaller, there are multiple
positions which exhibit a relatively high SNR. As described, we simply evaluated
all such locations for the corresponding S-box in the attack instead of choosing
just one, which increased the measurement time of the attack.

(a) Unconstrained placement. (b) Dense hard-macro placement.

Fig. 3. SNR heat maps for S-box #0 with different placements.
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Table 1. Estimated key ranks after the attacks.

S-box placement Data complexity Est. key rank

Unconstrained 2 220

Dense 2 248

Unconstrained 16 1

Dense 16 1

For the profiling phase, we used a maximum of 65, 000 traces per position
for the unconstrained design and 650, 000 traces for the dense design in an effort
to compensate for the lower SNR. During the attack, up to 100, 000 traces were
used per S-box. Table 1 summarizes the results of the attacks using all available
traces. With a data complexity of 24 during the attack, security is completely
broken and all key bytes are successfully recovered, regardless of the placement.
This is a result which is similar to the findings of Belaid et al. [2].

As expected, a data complexity of 2 leads to better results. Several subkeys
are not ranked first and consequentially, a higher key rank of 220 remains for the
unconstrained placement case with data complexity 2. However, as an important
result, this is an obvious insufficient level of security.

The dense design improves the security significantly and provides a higher
security level of 248 compared to 220. In both cases, the achieved security level
is insufficient, which is the main contribution of our investigations. This means
that a minimum data complexity of 2 together with parallel S-box inputs is not
suited to achieve meaningful leakage-resilient constructions, at least under the
present circumstances of a 45 nm feature size FPGA implementation.

While the security level is established to be insufficient, an interesting ques-
tion is, whether more profiling traces would further improve the attack, or
whether the lower bound is reached. We repeated the attack with different num-
bers of profiling traces while using all available attack traces. The results for
both designs are shown in Fig. 4. It can be noted that the gain of using more
traces for profiling diminishes and the key ranks seem to approach a lower bound
at about 220 for the unconstrained, and about 248 for the dense design. We con-
clude that increasing the number of profiling traces even further seems useless
and that the efficiency of the attack is in fact limited by the leakage-resilience,
and not by insufficient profiling due to the lower SNR. In other words, we expect
that other uncorrelated noise sources are averaged out sufficiently.

In a similar manner, we investigated the number of traces required for the
attack. In a real-world scenario, adversaries may have full access to one device for
profiling, but limited access to the attacked device. Figure 5 shows the influence
of the number of attack traces on the key rank when using templates built from
the maximum number of available profiling traces. As an interesting observation,
we report that the key rank seems to reach its lower bound after only about 100
attack traces, which is a surprisingly low number.
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Fig. 4. Key rank evolution with varying number of profiling traces and maximum
number of attack traces.

Fig. 5. Key rank evolution with varying number of attack traces and maximum number
of profiling traces.

To verify the efficiency of the leakage-resilient construction against regular
power attacks, we also conducted a template attack where we measured the
global power consumption over a resistor in the power line with a differential
probe. For increased SNR, all capacities were removed from the board. Despite
using 1, 000, 000 profiling traces, the attack fails to result in any significant key
rank reduction. Interestingly, the correct subkeys were not even ranked highly
but instead were distributed evenly across the subkey list. This is far from opti-
mal, where correct subkeys would be ranked in the first 16 positions in all subkey
lists and leave only the permutation complexity for the enumeration of the whole
key. For the case of unlimited data complexity, we report that an univariate CPA
using the Hamming distance leakage model already succeeds with 20.000 traces.
Even though this aspect was not the focus of our research, this discrepancy is
an encouraging result when adversaries are limited to global (power) attacks.

Given that our analysis is reflective of one technology, namely 45 nm FPGAs,
it remains unclear, how our results affect other and smaller technologies such
as ASICs or upcoming 16 nm FPGA devices. In our case study, the die area
occupied by the AES is about 0.5 mm2 and relatively large compared to the probe
diameter of 100 µm. For a rough comparison to an ASIC design, we synthesized
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our AES core for UMC’s 55 nm process using Synopsys Design Compiler. The
resulting design uses about 10.000 gate equivalents with an estimated die area
of less than 0.02 mm2 when place and route overhead is taken into account. This
is significantly smaller than our FPGA design and comes close to the size of the
probe itself.

6 Conclusion

We demonstrated that the achieved security level of AES-based leakage resilient
implementations employing minimum data complexity and S-box parallelism is
insufficient in the localized EM scenario, at least in cases similar to our FPGA
with 45 nm feature size. In particular, we were able to isolate the leakage of
individual S-boxes and attack them separately using LDA-based, profiled, mul-
tivariate attacks, thus, circumventing the “equally leaking” and “correlated algo-
rithmic noise” assumptions. We were able to completely recover the correct key
for all designs with data complexity 24. A data complexity of 2 proved to be
more resilient, but we were still able to reduce the key rank to 220 and 248 for
the unconstrained and dense placement, respectively. Finally, it remains as an
open question whether a denser placement and smaller feature sizes on ASIC
will suffice to reach acceptable security levels against localized EM attacks. In
this regard, we advise further analysis.

Acknowledgements. The work presented in this contribution was supported by the
German Federal Ministry of Education and Research in the project ALESSIO through
grant number 16KIS0629.

A Floorplanning

Fig. 6. Layout of one S-box in the Xilinx IDE.
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Fig. 7. Position of 16 S-boxes on the floorplan of the Xilinx Spartan 6 FPGA. The
entire AES is placed within the black box.
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B SNR Heat Maps for All S-Boxes

Fig. 8. SNR heat maps of unconstrained placement.
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Fig. 9. SNR heat maps of dense hard-macro placement.
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Abstract. This paper presents a highly efficient AES hardware archi-
tecture resistant to differential power analyses (DPAs) on the basis of
threshold implementation (TI). In contrast to other conventional mask-
ing schemes, the major feature of TI is to guarantee DPA-resistance
under d-probing condition at the resister-transfer level (RTL). On the
other hand, TI utilizes pipelining techniques between the non-linear func-
tions to avoid propagating glitches, which would lead to non-negligible
overheads of circuit area and latency. In this paper, we first propose a
compact first-order TI-based AES S-box which has a major effect on
the performance and DPA-resistance of AES hardware. The proposed
S-box exploits a state-of-the-art TI construction with d + 1 shares in
addition to the algebraic characteristics of AES S-box. We then pro-
pose an efficient AES hardware architecture suitable with the above TI-
based S-box. The architectural advantage is given by register-retiming
and tower-field arithmetic techniques. The performance of the proposed
AES hardware was evaluated in comparison with that of conventional
best ones. The logic synthesis result suggests that the proposed AES
hardware architecture achieves more compact and 11–21% lower-latency
than the conventional ones, which indicates that the proposed architec-
ture can perform encryption based on TI with the lowest-energy. We
also confirm the DPA-resistance of the proposed AES hardware by the
Test Vector Leakage Assessment (TVLA) methodology with its FPGA
implementation.

Keywords: Side-channel attacks · AES · Hardware implementation ·
Threshold implementation · DPA

1 Introduction

Cryptography has been widely used in many systems with secure communica-
tions, authentication, and digital signatures. According to the rapid growth of
Internet of Things (IoT) applications, many cryptographic algorithms are being
required in resource-constraint devices such as smart cards and sensors with lim-
ited chip area and power. On the other hand, various implementation attacks
are attracting considerable attention because of the increasing applications of
c© Springer International Publishing AG 2017
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cryptographic hardware to IoT devices. There is definitely a high demand for
efficient tamper-resistant cryptographic hardware securing IoT applications.

Side-channel attack, which is one of the most powerful implementation
attacks, retrieves the secret key from operating cryptographic hardware by
exploiting side-channel information such as power consumption, EM radiation,
and operation timing [9]. Differential power analysis (DPA) is a typical side-
channel attack on symmetric ciphers (e.g., AES) which analyzes the relation
between side-channel information and the calculated values of cryptographic
operations with a statistical means. Since modern ciphers commonly employ GF
arithmetic for their components [15], we should design GF arithmetic circuits
resistant to DPAs for DPA-resistant cryptographic hardware. Until now, many
countermeasures have been developed to defeat DPAs. Masking is considered
as one of the predominant countermeasures, which eliminates DPA-leaks using
randomness.

Threshold implementation (TI) was presented as a provably-secure counter-
measure against DPAs, including advanced DPAs exploiting power consumption
caused by glitches [10,11]. While many conventional countermeasures require
to use specific tools and/or libraries (e.g., symmetric layout) [21], the usage of
TI makes it possible to design DPA-resistant hardware with the standard design
tools including standard cells and automatic layout. In recent years, some related
works on TI have been reported. They include its extension to higher-order DPAs
[2,17], DPA-resistant cryptographic hardware designs based on TI [3,7,12,16],
and TI-friendly cryptography where TI can be efficiently applied to the S-box [5].

In this paper, we first present a compact AES S-box based on TI and then
propose a more efficient DPA-resistant AES hardware architecture. The proposed
TI-based AES S-box is designed with a combination of the state-of-the-art TI
construction [17] and the algebraic characteristics of AES S-box. The proposed
architecture employs a byte-serial architecture commonly used for TI-based AES
in order to tolerate the overheads of circuit area and random number genera-
tion [3,7,12]. In such architectures, the latency overhead caused by the pipeline
registers of TI is also non-negligible. The conventional works perform SubBytes,
ShiftRows, and MixColumns at serial timings despite pipelined SubBytes, which
indicates that an extra latency occurs in every round due to the pipelining, and
results in the loss of energy. In contrast, the proposed AES hardware architecture
exploits a new register-retiming technique to perform the above operations in a
partially parallel manner with a modest increase of circuit area. In addition, the
proposed architecture performs all the operations over tower field for a further
reduction of latency (i.e., pipeline-stage). Furthermore, our architecture saves
the cost of TI applied to the key scheduling unit according to the report of [16]
that it has no DPA-leaks. With the results of logic synthesis, we confirm that
the proposed method has a smaller area and 11–21% lower latency than conven-
tional architectures. In addition, we evaluate the DPA-leakage of the proposed
architecture implemented on an FPGA. The t-test result shows that there is
no obvious first-order DPA-leak from the proposed architecture within 500,000
traces. While this paper focuses on the first-order security, the concept of the
proposed architecture can be applied to the higher-order security.
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The rest of this paper is organized as follows: Sect. 2 briefly describes TI.
Section 3 proposes a more compact first-order TI-based AES S-box and an effi-
cient byte-serial AES hardware architecture equipped with the S-box. Section 4
provides the performance of the proposed AES hardware architecture with logic
synthesis results and evaluates its DPA leakage with an FPGA implementation.
Section 5 contains our conclusion.

2 Threshold Implementaion

TI is a state-of-the-art masking countermeasure against DPAs [14,17]. The uti-
lization of TI makes it possible to design any kind of arithmetic circuits over
GF (2m) resistant even to advanced DPAs that utilize power glitches included in
observed power consumption [10,11].

The working principle of TI is to represent a secret value a ∈ GF (2m) with
a0 + a1 + · · · + ai + · · · + as−1 by means of (s, s) threshold scheme [20], where
ai ∈ GF (2m) (0 ≤ i ≤ s − 1) is initially given by a random mask. Each element
ai is called a share. According to [17], any circuit satisfying the following three
properties is secure under the dth-order DPAs. Let a and a0, a1, . . . , ai, . . . , as−1

be the input and the shares of a, respectively. Let c and c0, c1, . . . , cj , . . . , cs′−1

be the output and the shares of c, respectively.
(i) Correctness

The first property implies that the sum of shares is equal to the original value
at the input and output of the circuit, namely, a = a0 +a1 + · · ·+ai + · · ·+as−1

and c = c0 + c1 + · · ·+ cj + · · ·+ cs′−1, where a and c are the input and output of
the original function, respectively, and ai and cj are the input and output shares,
respectively. This property indicates that the shared circuit correctly performs
the original (i.e., nonshared) function.
(ii) dth-order non-completeness

The second property implies that the sum of chosen d output shares are
independent of at least one input share. The number of input shares (i.e., s)
required to meet the dth-order non-completeness is dependent on d and the
algebraic degree of the circuit function, namely, the number of serially connected
two-input AND gates in the combinational circuit. (Therefore, the number of
input shares can be reduced by pipelining the circuit because the number of
serially connected two-input AND gates are reduced in the circuits [14].)
(iii) Uniformity

The third property indicates that the input and output values of combina-
tional circuits are uniformly distributed. See [3] for details.

While Properties (i) and (ii) can be realized for any GF function, some func-
tions cannot satisfy Property (iii) under the constraints of properties (i) and (ii).
However, the uniformity criterion can be satisfied by the addition of fresh mask(s),
which is called a remasking scheme, to the non-uniform outputs [14]. If a circuit
does not meet all the above properties, a glitch propagation between non-linear
functions may leak the secret value [10]. A remasking is always necessary in the
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Fig. 1. Overview of circuit of function t = 2 meeting first-order non-completeness.

case of more than first-order security even if the output shares are uniformly dis-
tributed [17].

There were two known methods to construct circuits satisfying dth-order non-
completeness. The difference of the two is the numbers of input shares. The first
construction method was proposed in [14], where the number of input shares is
given by td+1, where t is the algebraic degree of circuit function, and the number
of output shares is given by s′ =

(
s
t

)
(e.g., s′ = s when d = 1). For example,

Fig. 1 shows an overview of a circuit satisfying the first-order non-completeness
when t = 2 (e.g., an two-input AND gate and a multiplier), where fj indicates
the function of the circuit that computes cj . The number of input shares is 3
(= 1 × 2 + 1), and each fj has 2 inputs. Given that cj is independent of aj

in Fig. 1, the circuit is thought to be secure under first-order DPAs from the
viewpoint of first-order non-completeness. Note that, in this case, the numbers
of input and output shares are the same (i.e., s = s′ = 3); however, they become
different when d ≥ 2.

It was shown that the above TI with td + 1 input shares was useful espe-
cially for designing hardware architectures of lightweight ciphers [16] such as
PRESENT [4] and LED [8]. This is because such ciphers employ an S-box whose
algebraic degree is at most three, which leads to an efficient TI construction with
simple one-stage pipelining where the number of input and output are the same.
In addition, all the output shares can be satisfied with the uniformity property
in the TI-based S-box in PRESENT and LED, which means that any on-the-fly
random number generation is not required during one block encryption.

The second construction method was recently proposed in [17], where the
number of input shares is given by d + 1. To construct TI-based S-box of higher
algebraic degree, such as in AES, a multi-stage pipelining and an on-the-fly
random number generation are required because it is known that there is no TI
construction satisfying the uniformity property [3,12]. The TI with d + 1 input
shares is more useful for designing compact and efficient hardware architecture
for such a cipher. Actually, in [7], a more compact TI-based AES hardware was
designed with d + 1 input shares. For example, Fig. 2 shows a first-order TI-
based GF (2m) multiplier with 2 (= d + 1) input shares, where a0, a1, b0, and b1
are the input shares, c0, c1, c2, and c3 are the output shares, “mult” denotes a
nonshared GF (2m) multiplier, and r0, r1, and r2 are fresh masks for remasking.
The multiplier performs c = a× b under the first-order non-completeness, where
a = a0 + a1, b = b0 + b1, and c = c0 + c1 + c2 + c3. More precisely, each output
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Fig. 2. First-order TI-based GF (2m) multiplier with two input shares.

Fig. 3. AES S-box based on tower-field arithmetic.

share cj is independent of either a0 or a1 (b0 or b1), which means the multiplier
meets the first-order non-completeness. The number of output share for the TI
is given by at least (d + 1)t.

3 Proposed Architecture

3.1 First-Order TI-Based AES S-Box

An AES S-box consists of GF (28) inversion and GF (2) affine transformation.
While the inversion is performed by a polynomial basis (PB) based GF (28) with
an irreducible polynomial x8+x4+x3+x+1, the use of tower-field arithmetic is
useful for designing compact and efficient inversion circuits over GF (28) [6,18].
Figure 3 shows the computation flow of AES S-box utilizing tower-field inversion.
The input is initially mapped into a tower field. After the inversion over the tower
field, the inverse mapping and affine transformation are applied to the output.
Figure 4 shows a typical block diagram of tower-field inversion circuits, which
consists of three stages [22]. The algebraic degrees of Stages 1, 2, and 3 are given
by two, three, and two, respectively.

Until now, some TI-based inversion (i.e., S-box) circuits were proposed in
the literature [3,7,12]. The major difference of the conventional circuits is the
numbers of pipeline-stages and input shares. The inversion circuit in [12] was
based on the TI with td + 1 input shares and a four-stage pipeline architec-
ture inserting pipeline registers inside Stage 2 in addition to boundaries between
Stages 1, 2, and 3. While the inversion circuit in [3] also employed the TI with
td + 1 input shares, it was based on a three pipeline-stage architecture where
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Fig. 5. Proposed first-order TI-based tower-field inversion circuit.

Stage 2 was given as a combinational circuit with algebraic degree three. Since
the tower-field inversion is efficiently decomposed to three stages in terms of
the algebraic expression [13], such three-stage pipeline architecture also makes
the TI-based inversion circuit more efficient. On the other hand, a more com-
pact TI-based inversion circuit with four-stage pipelining was designed in [7]
on the basis of TI with d + 1 input shares. Note here that two more pipeline
stages between the inversion and each mapping (i.e., Δf and Δl) are inserted for
TI-based inversion circuits in order to satisfy dth-order non-completeness.

This paper presents a further compact and efficient TI-based inversion cir-
cuit design based on a combination of TI with d + 1 input shares and the above
algebraic characteristics of tower-field inversion. More precisely, the proposed
inversion circuit exploits a three-stage pipeline technique similar to [3], and the
input of each stage is given by two shares. While the possibility of such a design
was mentioned in [7], there was neither description nor evaluation in the litera-
ture. Figure 5 illustrates the proposed first-order TI-based S-box which performs
(c0 + c1 + c2 + c3) = (a0 + a1)−1 using three clock cycles where Stages 1, 2,
and 3 correspond to those of Fig. 4, respectively. Note here that paths with fresh
masks for remasking are omitted for simplicity, but Stages 1, 2, and 3 require
12-, 28-, and 24-bit random numbers for remasking [7], respectively. The block
“Shared GF ((22)2)” multiplier denotes the TI-based multiplier shown in Fig. 2.
The block “Sqr. Sc.” performs squaring and scaling operations over GF ((22)2) in
a nonshared manner. Finally, the block “Shared GF ((22)2) inversion” performs
GF ((22)2) inversion under the first-order non-completeness by a combinational
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Table 1. Performance evaluation of first-order TI-based AES S-boxes

Area [GE] Clock cycles Area-Latency
product

Randomness
[bit]

compile ultra S-box Inversion

Moradi et al. [12] No data 4,244 5 4 21,220 44

Bilgin et al. [3] 2,835 2,224 4 3 8,896 32

Cnudde et al. [7] 1,977 1,872 6 4 11,232 54

This work 1,425 1,342 5 3 6,710 64

circuit. As stated in [7], the number of output shares is given by (d + 1)t, which
would have an impact on the circuit area. However, each subfunction of Shared
GF ((22)2) inversion can be efficiently factored and implemented using OR (or
NOR) gates, which makes Stage 2 smaller. An example of logical expression for
Shared GF ((22)2) inversion is described in Appendix.

The proposed TI-based S-box was evaluated with Synopsys Design Compiler
version D-2010.03 and TSMC 65-nm standard CMOS technology. Table 1 shows
the synthesis results of the conventional and proposed first-order TI-based S-
boxes, where Area denotes circuit area estimated by two-input NAND equiva-
lent gate size (GE: Gate Equivalents), Clock cycles denotes the number of clock
cycles required to perform S-box and inversion operations, Area-Latency product
denotes the product of Area and Clock cycles (of S-box), and Randomness denotes
the number of random bits required in a clock cycle. The columns compile and
ultra in Area were obtained by the commands compile and compile ultra,

respectively. For comparison, the values of conventional methods were derived
from a table in [7]. We can confirm that our S-box achieved the smallest area
without latency overhead while more randomness is consumed. In other words,
our S-box is especially effective if random number generation is not critical.

3.2 Proposed Byte-Serial AES Hardware Architecture

Figure 6 shows the proposed byte-serial AES hardware architecture with the
above 1st-order TI-based inversion circuit. The proposed architecture basically
has an eight-bit datapath. In Fig. 6, the arrow without bit-width information
denotes an eight-bit data flow. The blocks “State array” and “Key array” denote
register arrays to store the intermediate values and round keys, respectively.
The block “TI-based inversion” denotes the TI-based inversion circuits. Note
that paths of random numbers for remasking are omitted. The blocks “Δf”
and “Δ−1” perform the isomorphic mapping and inverse mapping, respectively.
Note that the output of Δf should be stored into the register “R” for satisfying
non-completeness in the following inversion. Two State arrays are required to
store (d + 1)-shared intermediate value. On the other hand, since it is known
that the key scheduling function has no DPA-leaks [16], we do not apply TI
to the Key array. SubWord in the key scheduling function is performed by a
nonshared S-box in [6]. Here, the S-box should be gated using AND gates to
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Fig. 6. Proposed byte-serial AES hardware architecture.

reduce dynamic power consumption, where the gating is controlled by one-bit
signal “KS en.” Note that though the SubWord can also be performed using
TI-based inversion, we use a distinct non-pipelined S-box to suppress the latency
due to the pipelined Inversion. Note also that the proposed architecture would
be designed with a higher-order TI-based inversion circuit in the similar manner.

Our architecture performs all operations (i.e., AddRoundkey, SubBytes,
Shift-Rows, MixColumns, and key scheduling) over the tower field to reduce
the number of pipeline stages (i.e., latency). Therefore, the isomorphic map-
pings are performed only at the input and output of the circuit. In addition,
a new register-retiming technique, where the affine transformation in SubBytes
is performed in State array, is introduced to further reduce the latency of the
pipeline architecture. Consequently, the latency for two clock cycles are reduced
by the above architectural design.

Figure 7 shows the internal structure of State array, which mainly consists of
eight-bit registers and logic circuits for affine transformation and MixColumns.
(Key array is omitted because it can be implemented in the same manner as
[12].) We applied the above register-retiming techniques to our State array. The
proposed State array is different from that of [12] because of the following three
features: (i) the SubBytes of the last byte and ShiftRows are simultaneously
performed in one clock cycle, (ii) MixColumns of the second and third colomns
and the next round SubBytes are executed in parallel, and (iii) the SubBytes
of the last four bytes and MixColumns are simultaneously performed. While
the conventional State array has distinct paths only for ShiftRows, our State
array performs ShiftRows and one-byte shift simultaneously using a unified path
indicated in gray by allowed lines in Fig. 7 thanks to the feature (i). The output
of S2 is given to TI-based inversion instead of S0 according to the feature (ii).
Finally, by the feature (iii), affine transformation is performed at “Aff” in parallel
during the byte shift (for the 0th–11th bytes) or MixColumns (for 12th–15th
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bytes). It is possible to unify the affine transformation and the MixColumns in
the same manner as [23]; however, we do not apply the unification technique to
the proposed architecture it does not contribute to the increase of efficiency (i.e.,
the product of circuit area and latency). Note here that MixColumns should be
gated as well as S-box for SubWord.

Figure 8 shows the timing diagrams of (a) conventional [12] and (b) proposed
byte-serial AES hardware architectures, where “SubBytes k,” “Inversion k,” “Aff
k,” “SR,” “MC l,” and “KS l” denote the ith SubBytes, ith byte inversion, ith byte
affine transformation, ShiftRows, lth column MixColumns, and lth byte SubWord
in key scheduling, respectively. The blocks in gray denote operations of the pre-
vious or next round executed in parallel to the round of interest. From Fig. 8, we
can confirm that our architecture achieves 20 clock cycles for one round opera-
tion while the conventional one requires 25 clock cycles because of the effect of
the above resister-retiming and tower-field arithmetic techniques.

4 Evaluation

4.1 Performance Evaluation

To conduct a performance evaluation, we synthesized the proposed hardware
architecture with Synopsys Design Compiler and TSMC 65 nm standard CMOS
as above. Table 2 shows the synthesis result of the proposed architecture in Fig. 6.
For comparison, Table 2 also shows those of the conventional ones derived in the
same manner as Table 1. Note that Area of This work includes the area required
for all the components in Fig. 6 and a control unit implemented with a 10-bit shift
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Fig. 8. Timing diagrams of (a) conventional [12] and (b) proposed byte-serial AES
hardware architectures.

register and a five-bit counter. From Table 2, we confirmed that our architecture
achieved 11–21% lower latency than the conventional ones. Though additional
path selectors for register-retiming and MixColumns over tower fields would have
an influence on the circuit area [6], our architecture achieved the smallest circuit
area because of the proposed S-box and nonshared Key array. This also indicates
that the circuit area can be further reduced by performing ShiftRows in a distinct
clock cycle and/or replacing the tower-field MixColumns with AES-field one
in exchange for increasing 10 clock cycles. Table 2 also shows the estimated
power consumption based on gate-level timing simulation, where Power-Latency
product indicates the product of Power and Clock cycles. The values of the
conventional work was calculated using a table in [12]. The scaled values of
Power and Power-Latency product in the parentheses are derived by dividing the
original ones by the square of process rate (i.e., (180/65)2). (The architecture in
[12] was synthesized with 180 nm standard CMOS.) Note that it is quite difficult
to compare power consumption estimation of hardware architectures in a fair
manner, which heavily depends on the used technology and estimation method.
However, the results roughly indicate that the lower latency would directly lead
to lower energy of one block encryption. Thus, we confirmed the effectiveness of
the proposed method.

4.2 Experimental Evaluation of DPA-Leakage

The DPA-resistance capability of our S-box was evaluated with an experiment
using an FPGA implementation.

Figure 9 shows the experimental setup consisting of a Side-Channel Attack
Standard Evaluation Board (SASEBO-G) [1] and an oscilloscope Tektronix
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Table 2. Performance of AES hardware architecture based on first-order TI

Area [GE] Clock
cycles

Area-Latency
product

Power
[µW]

Power-Latency
product

compile ultra

Moradi et al. [12] 11,114 11,031 266 2,956 K 24.12
(3.14)

6,415 (835)

Bilgin et al. [3] 8,119 7,282 246 1,997 K No data

Cnudde et al. [7] 6,681 6,340 276 1,844 K No data

This work 6,321 6,053 219 1,376 K 3.06 670

Fig. 9. Experimental setup.

DPO7254. The proposed AES hardware architecture with the proposed S-box
was implemented on an FPGA (Xilinx Virtex II Pro) on the SASEBO-G, and
the power variation was sampled with the sampling rate of 1 GS/s.

We evaluated the resistance and vulnerability of the AES hardware archi-
tecture by Test Vector Leakage Assessment (TVLA) based on Welch’s t-test
(a.k.a. non-specific t-test) [19]. The TVLA examines t-values which indicate the
existence of dth-order DPA-leakage exploitable by the attackers.

Figures 10(a) and 11(a) show examples of power traces at around the nineth
with and without a pseudo random number generator (PRNG) implemented
on the FPGA, respectively. When the PRNG is turned on, the TI works. We
can find the small spikes between the big spikes in Fig. 11(a) because AES and
PRNG are asynchronously active. Thus, the PRNG would not have a significant
impact on the following TVLA result.

Figures 10 and 11 show the (b) first-order and (c) second-order TVLA results.
We used 10,000 and 500,000 traces for Figs. 10 and 11, respectively. It is known
that the absolute t-value of more than 4.5 indicates a high confidence in the
existence of exploitable DPA-leakage. The results suggest that our design is
resistant to the first-order DPAs under the condition of 500,000 traces by means
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Fig. 10. Measurement and TVLA results without PRNG.
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Fig. 11. Measurement and TVLA results with PRNG.

of the first-order TI. On the other hand, we can see the second-order leakage
in both Figs. 10 and 11 due to the limitation of the first-order TI. Thus, we
could validate the DPA resistance of the proposed hardware architecture in the
experimental condition with 500,000 traces.

5 Conclusion

This paper presented an efficient DPA-resistant AES hardware architecture
based on the 1st-order TI. We first described the most compact first-order TI-
based S-box design by combining the TI with d + 1 input shares and the alge-
braic characteristics of S-box. We then proposed a more efficient AES hardware
architecture based on register-retiming and tower-field arithmetic in addition to
the proposed S-box. The logic synthesis result showed that the proposed archi-
tecture achieved 11–21% lower latency and smaller area than the conventional
ones, which would lead to the lowest-energy encryption secure against first-order
DPAs. The DPA-resistance was validated through an experimental evaluation
based on TVLA with 500,000 traces.

Our architecture can also be easily extended to higher-order TI-based
S-boxes. On the other hand, the proposed S-box is not necessarily useful for
compact implementation for the case of higher orders because the number of
Stage 2 outputs increases by the cubic of TI-order, that is, by (d + 1)3. A fur-
ther evaluation of the proposed architecture and S-box for higher-order security
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would be required in the future. It is also demanded to consider the (partially)
uniform sharing of TI-based GF ((22)2) inversion for a further efficient first-order
DPA-resistant implementation.
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Appendix: First-Order TI-Based GF ((22)2) Inversion
with d + 1 Input Shares

Let a(n) and a
(n)
i (0 ≤ n ≤ 3, 0 ≤ i ≤ 1) be the nth bit of input and its shares,

respectively. Let c(n) and c
(n)
j (0 ≤ j ≤ 7) be the nth bit of output and its shares,

respectively. Here, the least-significant bits correspond to a
(0)
i and c

(0)
j .
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Abstract. Elliptic curve cryptography (ECC) is involved in many secure
schemes. Such schemes involve the elliptic curve scalar operation which
is particularly security sensitive. Many algorithms of this operation have
been proposed including security countermeasures. This paper discusses
the security issues of such algorithms when running on a device that can
be physically accessed. Leveraging these issues, new simple attack schemes
to recover scalar bit information are presented and a new detailed attack
based on C safe-error, probability and lattice is described against an Ellip-
tic Curve Digital Signature Algorithm (ECDSA) using the Montgomery
ladder algorithm. This new attack shows that Montgomery ladder can be
sensitive to C safe-errors under some conditions. Finally, new secure ellip-
tic curve scalar operation algorithms are presented with solutions to the
discussed issues and guidance for their secure implementations.

Keywords: Elliptic curve cryptography · Point multiplication algo-
rithms · Security issues · Forced bit · Safe-error · Dummy operands ·
Smartcard

1 Introduction

Physical attacks are commonly performed against cryptographic devices and
have been proven to be a very efficient way to defeat strong cryptographic
schemes. It is then necessary to consider such attacks when implementing crypto-
graphic functions. Elliptic Curve Cryptography (ECC) is now used in most sys-
tems requiring asymmetric cryptography and thus faces a wide range of attacks.
Some of these attacks are well known as they have already been performed
against other cryptosystems and have just been adapted to ECC. Among them,
we can mention Simple Power Analysis (SPA), Differential/Correlation Power
Analysis (DPA/CPA) [23] or template attacks [9], which are part of side channel
analysis. Active attacks are also very efficient against ECC such as safe-error
[31] or Differential Fault Attack (DFA) [6]. Due to the mathematical properties
of ECC, new kinds of attacks have been introduced such as weak curve attack
c© Springer International Publishing AG 2017
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and sign change among other. [12,13] survey different attacks on ECC and coun-
termeasures. This work first discusses current problems encountered in elliptic
curve scalar multiplication algorithms that are not covered in [13] and then pro-
poses solutions to secure ECC. Several security issues are risen in Sect. 2, and
new attacks are described based on them. Section 3 provides new elliptic curve
scalar multiplication algorithms that partially solves the aforementioned prob-
lems thanks to their structure. Section 4 provides guidance for an efficient imple-
mentation and attempts to solve all the described problems by using the new
algorithms alongside the well-known existing countermeasures. Finally, Sect. 5
concludes the paper.

2 Security Issues in Current Elliptic Curve Scalar
Multiplication Algorithms

As explained in [12], the algorithm used to compute the scalar elliptic curve
operation has to be selected and implemented extremely carefully when used
with secrets. Even a partial leakage could help an attacker to fully recover secrets.
In [2], authors demonstrated that the old Bleichenbacher attack presented in
2001 in [7] can be conducted with only one bit of leakage against an ECDSA
scheme based on a 160-bit curve. The authors questioned the feasibility of such
an attack on a 256-bit curve. In any case, [2] clearly demonstrates that every
leakage source, even the smallest, should be removed from the elliptic curve scalar
point multiplication algorithms. In this section, we describe different security
issues in current elliptic curve scalar point multiplication algorithms that are not
considered in recent academic surveys. We also describe new attacks leveraging
these security issues that can be used to recover partial information on the scalar.
A new C safe-error and lattice based attack against an ECDSA signature that
uses the Montgomery ladder to compute the scalar is also presented.

2.1 MSB Given Away

In elliptic curve arithmetic, the neutral element is a very special point that usu-
ally generates particular cases in the computation. Basic elliptic curve scalar
point multiplication algorithms usually initialize a working register to this neu-
tral element [19] thus leading to particular computations until the register gets
updated. This leads to leaking the scalar length through side channels such as
power consumption or timing with disastrous consequences as in [8]. Indeed,
curves represented with a Weierstrass form over Fp do not provide any work-
ing elliptic curve point addition and point double for the infinity point [19]. In
order to deal with this special point during an elliptic curve point addition, a
verification is usually performed on the operands and if the neutral element is
detected, then the second operand is returned. If the neutral element is detected
this approach leads to a shortened computation time and also to a different
power consumption [12]. In order to avoid this leakage, it is a common practice
to modify the register initialization and reduce the number of loop iteration or
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to directly force the scalar MSB to 1. Coron’s algorithm initially presented in
[10] and described below as Algorithm 1 is a good example of the problem.

Algorithm 1. Coron always Double-and-add
Input: k = (kt−1, ..., k1, k0)2, P ∈ E(Fq)
Output: k.P

1: Q[0] ← P
2: for i = t − 2 to 0 do
3: Q[0] ← 2Q[0]
4: Q[1] ← Q[0] + P
5: Q[0] ← Q[ki]
6: end for
7: return (Q[0])

Due to the initialization, in line 1, and the for loop, the MSB kt−1 is set to 1.
Thus, a naive implementation of this algorithm either results in having a loop
dependent of the length of the secret scalar (i.e. reduced to the first non-null bit)
or to give away 1 bit. Giving away a single bit can help to avoid side channel
leakage however this practice mathematically biases the system and thus may
offer new attack possibilities to any systems. Indeed, as example in the case
of a remote access, where side channel information are not observable, due to
this introduced bias the system may be at risk. While public research does not
provide a practical attack on curves with more than 160-bits with one bit bias,
[2] discourages such a practice as the risk does not seem acceptable. [33] also
noted that Bleichenbacher in [7] originally targeted an even smaller bias in the
DSS in which the DSA nonces were generated by randomly picking up a number
and applying a modulus reduction. Even if the risk is unclear and may seems
acceptable regarding the current public research, a good practice should be to
avoid to force any scalar bit nor to leak the length.

2.2 Local Dummy Operations

In [12], the authors only focus on side channel leakages. However, real world
implementations may also face up other attacks such as fault injections. Some
elliptic scalar point multiplication algorithms are designed to resist against Sim-
ple Power Analysis (SPA) by adding dummies operations. These operations aim
at providing a constant operation without being useful from an arithmetic point
of view. Algorithm 1 is a good example of such practice. In [32], authors have
presented the C safe-error attack against the dummy operation inside an RSA
exponentiation. The basic idea behind this attack is to inject a fault during a
dummy operation and see if it is propagated or not. From Algorithm1 it is obvi-
ous that a fault on Q[1] = Q[0]+P will not be propagated if ki = 0 as the faulty
result will never be reused. Most common algorithms are known to be sensitive
against the C safe-error attack and require specific countermeasures. Usually
only the Montgomery ladder presented in Algorithm 2 is referenced as resistant
against this attack by construction. In [24], the authors claim this resistance as
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there are no dummy operations in the Montgomery ladder. Also, they described
the M safe-error attack against the Montgomery ladder that targets a memory
value instead of a computation and then they provide a modified Montgomery
ladder ‘protected’ against side-channel, M safe-error and also C safe-error per
the previous claim.

Algorithm 2. Montgomery scalar operation
Input: k = (1, kt−2, ..., k1, k0)2, P ∈ E(Fq)
Output: k.P

1: R0 ← P
2: R1 ← 2P
3: for i = t − 2 to 0 do
4: R1−ki ← R0 + R1

5: Rki ← 2Rki

6: end for
7: return (R0)

One missing information is that, from Algorithm 2, if ki = 0 the operation
R1−ki

← R0 + R1 may become a dummy operation. It is clearly visible that for
k = (1, 0, ..., 0, 0)2 the register R1 is never involved in the result. This observation
can be used in order to break an ECDSA. Indeed, if a nonce is randomly selected
and then used as the scalar k in Algorithm 2, an attacker may inject faults into
R1−ki

← R0+R1 for some k LSBs, deduce if kLSB = 0 and then mount a lattice
attack [27]. As we did not find any public record of such an attack, here is a short
example of the principle. An attacker looking for 70 signatures with 9 known
bits in order to mount a lattice attack against an ECDSA based on NIST P-256
will need to fault R0 +R1 during evaluation of the nine LSBs for 29 ·70 = 35840
signatures generation. 29 signatures are needed to find one signature with the
nine nonce LSB equal to zero. A valid signature means that the faults did not
propagate to the result and thus that the nine LSB were set to 0. This attack
scheme is realistic as each elliptic curve operation requires time, any fault on
the targeted operation can be used and the algorithm is highly homogeneous
facilitating the fault injection. As required faults are in a sequential order and
physically can be injected in the same location, a single LED based laser is
enough to inject such faults. Our number in term of required signatures (35840)
is realistic in order to break an ECDSA based on NIST P-256 with a basic, non
optimized lattice attack and does not take into account the information of the
scalar MSB bit directly given by the algorithm. The MSB leakage, in this case,
can easily be taken in account inside the lattice attack. Indeed, from [28], the s
part of the ECDSA signature is equal to:

si = k−1
i (Hi(m) + dri)

⇔ ki − dri/si − Hi(m)/si ≡ 0 mod n
⇔ kiMSB

+ kiunknow
· 2x + kiLSBs

− dri/si − Hi(m)/si ≡ 0 mod n

Where Hi(m) is the hash result of the message m, d is the private key, ki the
random nonce, ri the r part of the signature and i represents the ith signature.
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With x depending on the number of LSB set to 0.

By considering a 256 bit curve, kiMSB
== 1 and kiLSBs

== 0:
⇔ kiunknow

· 2x − dri/si − Hi/si + 2255 ≡ 0 mod n
⇔ kiunknow

− dri/(si · 2x) − Hi/(si · 2x) + 2255−x ≡ 0 mod n

Thus, if the MSB bit is given away, attackers can easily insert this knowledge
inside the equations. As one bit of is provided, attackers will seek one bit less
and then the expected consequence is to divide by almost two the total number
of required signatures to ask to the system and thus the attack time. Indeed,
in our example, with 28 · 70 = 17920 signatures, attackers will obtain 70 of
them with 9 known bits (8 LSBs + 1 MSB). The M safe-error countermeasure
presented in [24] does not affect this attack as it simply changes the operand order
depending on the secret bit. We can then conclude that the Montgomery ladder,
as opposed to a common thought ([11,13,24,30]...), is in some case sensitive to C
safe-error attacks. It also demonstrates that safe-error attacks can be used even
with an ephemeral scalar value in the ECDSA case. A good practice could be
to systematically verify that R0 − R1 = P prior any result exposure. However,
this will not be enough in the case of transient faults where fault exist over the
scalar loop and disappear prior the verification.

2.3 Unused Memory Values

Similarly, errors can be inserted on a memory saved value which is no longer
used. As an example, in [25] authors presented an algorithm based on the binary
expansion and the randomized initial point (RIP, initially presented in [22]). The
presented algorithm aims to be resistant against Simple Power Analysis (SPA),
Differential Power analysis (DPA) [10], Refined Power Analysis (RPA) [17] and
Zero-value Point Attacks (ZPA) [1]. It is described as Algorithm 3.

Algorithm 3. Binary Expansion with RIP (BRIP)
Input: k = (kt−1, ..., k1, k0)2, P ∈ E(Fq)
Output: k.P

1: R ← randompoint()
2: T ← P − R
3: Q ← R
4: for i = t − 1 to 0 do
5: Q ← 2Q
6: if ki then

7: Q ← Q + T
8: else
9: Q ← Q − R

10: end if
11: end for
12: return (Q − R)

For k = (kt−1, ..., k1, k0)2 = 0, T is never used, therefore, an attacker can
fault T inside the memory prior evaluation of the scalar LSBs and thus detect
if they are equal to zero similarly to Sect. 2.2. This attack works with both
transient and permanent faults. In the case of transient faults, the result is even
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worse as attackers could target any bit of the scalar. Usually, this problem arises
with most of pre-calculated algorithms as pre-computed values are used based
on the scalar.

2.4 The Infinity Point and Dummy Operands

Despite the fact that the infinity point (i.e. the neutral element) usually generates
particular cases in the computation, some scalar point multiplication algorithms
in even the most modern implementations still use it. Algorithm 4 is an example
of such algorithms. It uses pre-calculated points in order to speed up the com-
putation and a simple loop to sequentially add the correct points. The scalar k
is represented with both positive and negative coefficients in order to reduce the
total number of pre-calculated points and thus the memory and implementation
cost.

Algorithm 4. Scalar operation with pre-computation
Input: k = (r�t/4�, ..., r1, r0)24 , ri.16a.P ∈ E(Fq), with 0 ≤ a ≤ �t/4� for any
ri ∈ {−8,−7,−6,−5,−4,−3,−2,−1, 0, 1, 2, 3, 4, 5, 6, 7}
Output: k.P

1: Q ← ∞
2: for i = �t/4� to 0 do
3: Q ← Q + ri.16i.P
4: end for
5: return (Q)

As defined above, this algorithm uses the infinity point for the initializa-
tion and also as a pre-calculated point. It can then be expected that, in most
cases, attackers may recover all ri == 0 through side channel analysis. In [5] the
authors describe a similar algorithm used with an Edwards curve. An interesting
property of Edwards curves is the fact that the elliptic curve point addition for-
mula is a unified and complete addition law that works for both point addition,
point doubling and also with the neutral element without any special condi-
tion. However, the neutral element is still special. Indeed, the neutral element
(0, 1) under the twisted Edwards addition law presented in [4] generates special
arithmetic cases. The given law is the following:

(x1, y1) + (x2, y2) = (
x1y2 + x2y1

1 + dx1x2y1y2
,

y1y2 + x1x2

1 − dx1x2y1y2
) (1)

With the neutral element, we obtain:

(x1, y1) + (0, 1) = (
x1 · 1 + 0 · y1

1 + dx1 · 0 · y1 · 1
,

y1 · 1 + x1 · 0
1 − dx1 · 0 · y1 · 1

) = (x1, y1) (2)

In order to avoid side channel attacks, the system should perform x1y2 mod p,
x1 · 1 mod p and 0 · y1 mod p similarly. And also A/1 mod p similarly to A/B
mod p for any A and B. This means, without any noticeable timing difference due
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to a simplification nor without a different power consumption that could be due
to carry propagation, modular reduction or other. Even considering the design
is safe against side channel analysis, other problems appear if fault injection is
considered. Indeed, in Eq. (2), a fault can be injected in y1 operand when 0 ·y1 is
computed. Faults can also be injected in dx1 operands or computation without
affecting the result. Such faults will not be propagated to the result in the case
where the neutral element is used. Thus, due to this special point the design may
face up safe-error attacks. Table 1 provides the identity element representation in
different systems. From this table, it can be expected that the neutral element,
due to the zero and one values, will generate special arithmetic cases in most
systems and thus should be avoided.

Table 1. Representation of the neutral element in different systems

System ∞
Weierstrass, affine coordinates None

Weierstrass, projective coordinates (0:1:0)

Weierstrass, Chudnovsky coordinates (1:1:0:0:0)

Edwards, affine coordinates (0,1)

Edwards, homogeneous projective coordinates (0:1:1)

2.5 Unnecessary Scalar Manipulation

In order to speedup the computation, some elliptic curve scalar point multipli-
cation algorithms require the scalar in a non-conventional representation. This
is the case in Algorithm 4. The Non-Adjacent Form (NAF) and the Join sparse
form [19] are also often used. As the scalar may be used elsewhere in the sys-
tem, this ends up with different representation, manipulation and use case of
a same secret. This may extend the attack surface and introduce new security
risks. For example, from [28], an implementation of ECDSA signature requires
the elliptic curve scalar operation k · P with a random k for the r part of the
signature. It also requires the computation of k−1(H(m) + dr) mod n with the
same k for the s part. If the scalar k · P is computed with Algorithm 4, it is
highly possible that the system uses a conversion function φ(k) = k′ to convert
the random nonce k from a binary representation to k′, the signed representa-
tion required in the algorithm. In this case, the designer has to ensure that φ(k)
is implemented with side channel and fault countermeasures. Indeed, the carry
attack against the scalar blinding [15] is a good demonstration that any scalar
manipulation can leak information through side channel. The fault countermea-
sure is also important in order to guarantee that k = k′ independently of the
representation otherwise the system may be vulnerable to a lattice-based fault
attack. As example, if k′ is used to compute r, and k to compute s, and if, due to
a fault, a bit flip such that k′ = k ⊕ 2i then the signature (r, s) generated by the
system will be invalid. However, an attacker can easily recover the injected fault
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by recovering Q = k′P from r and then try all Q ± 2i · P to find a new r value
that allows the verification to succeed. From this, attackers can then deduce the
value of the flipped bit of k. By inserting a bigger fault (i.e. on 8 bits) more bits
can be recovered and then used inside a lattice attack to recover the private key.

3 Our Secure Scalar Point Multiplication

If we consider current attacks and the aforementioned problems, from a secu-
rity point of view a secure scalar point multiplication algorithm should use an
operation flow independent of the scalar. Indeed such a deterministic flow can
easily be online checked with a control flow integrity (CFI) system. For the same
reason, it should also avoid the use of any dummy operation, even local. The
infinity point should not be used and no scalar bit should be given away. The
algorithm should also avoid using any specific representation of the scalar. From
an implementation point of view, the algorithm should use a minimum number
of working registers and allows acceleration through pre-calculation. Plenty of
elliptic curve scalar multiplication algorithms already exist, however, as far as
we now, non published algorithms meet all these requirements. In this section
we describe a solution that meets all these criteria.

3.1 Scalar Operation

Our proposition presented in Algorithm 5 is based on the classical double-and-
add algorithm and aims at correcting the different security issues.

Algorithm 5. scalar operation
Input: E(Fq), k = (kt−1, ..., k1, k0)2, P ∈ E(Fq)
Output: 2k.P

1: Q ← P
2: for i = t − 1 to 0 do
3: Q ← 2.Q

4: Q ← Q + (−1)ki .P //add or subtract P, depending on ki
5: end for
6: Q ← Q − P
7: return (Q)

The idea behind our algorithm is to first initialize Q to a point E ∈ E(Fq)
instead of the infinity point as in the standard double-and-add algorithm. This
will be transformed to 2E during the loop due to the point doubling. In order to
maintain the point E over the loop indexes and reject the doubling effect, E should
be subtracted from Q. This leads to two possibilities, if ki = 1, Q ← Q + (P − E)
otherwise, Q ← Q−E. At the end of the loop, E is subtracted from Q in order to
remove the initialization. By carefully selecting E = P

2 , the two solutions become,
if ki = 1, Q ← Q+ P

2 otherwise, Q ← Q− P
2 . By using P instead of P

2 , this leads to
Algorithm 5 that compute 2k·P . This proposed algorithm removes most problems
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encountered in the basic double-and-add. It ensures that no infinity point is used
without forcing any bit of the scalar. The operation flow is homogeneous thanks
to the E subtraction and branches condition are removed. It is to be noted that
Algorithm 5 avoids dummy operations that can be detected through safe-error
attacks, does not force any specific treatment on any bits and also minimizes the
number of required registers to prevent faults on unused memory values. Thanks
to the use of either +P or −P , the algorithm is also immune to Address bit DPA
(ADPA) [21] as the addresses flow is homogeneous and independent of the scalar.
The number of working registers is the same than a standard double-and-right,
left-to-right algorithm. The data dependent leakage is however not removed as
operands values depends on the scalar. It is also to be noted that Algorithm 5 adds
a new horizontal threat. Indeed, at the beginning and until a scalar bit equal to
one is encountered; the computation of Q ← Q−P nullifies the double operation.
Thus, the following elliptic curve double operation will double the same point as
the previous operation. This will lead attackers to detect the scalar length through
collision correlation analysis [3]. However existing solutions can be used and are
discussed in Sect. 4.

If the platform does not provide indistinguishable field addition/subtraction,
the elliptic curve point addition/subtraction can be computed with Algorithm 6.

This algorithm is similar to standard ECC mixed Affine/Jacobian point addi-
tion excepted from lines 4 to 9. These lines compute the intermediate result for
both ECC point addition and ECC point subtraction and save them randomly
in T3[0] and T3[1] depending on r. Line 6 selects which intermediate result is to
be used regarding the asked operation and the random bit r. This randomness
aims at avoiding fault injection inside the memory (M safe-error) as attackers
will not know which value −T2 or T2 is faulted. Lines 8 and 9 aim at preventing
C safe-error attacks when −T2 is computed.

Algorithm 5 improves the security level compared to the algorithm presented
in [18] that uses the zeroless signed-digit expansion. In [18], the authors note

Algorithm 6. ECC Jacobian-affine point addition/subtraction
Input: P = (X1 : Y1 : Z1) in Jacobian and Q = (x2, y2) in affine ∈ E(Fq), b operation
selection, r a random bit
Output: if b = 0, P − Q else P + Q

1: T1 ← Z2
1

2: T2 ← T1 · Z1

3: T1 ← T1 · x2

4: T3[r] ← −T2

5: T3[r] ← T2

6: T2 ← T3[b ⊕ r] · y2
7: T1 ← T1 − X1

8: T2 ← T2 + T3[0]
9: T2 ← T2 + T3[1]

10: T2 ← T2 − Y1

11: if T1 == 0 then
12: return (error)
13: end if
14: Z3 ← Z1 · T1

15: T3[0] ← T 2
1

16: T3[1] ← T3[0] · T1

17: T3[0] ← T3[0] · X1

18: T1 ← T3[0] + T3[0]

19: X3 ← T 2
2

20: X3 ← X3 − T1

21: X3 ← X3 − T3[1]
22: T3[0] ← T3[0] − X3

23: T3[0] ← T3[0] · T2

24: T3[1] ← T3[1] · Y1

25: Y3 ← T3[0] − T3[1]
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that any group of w bits 00...01 can be replaced with a group of w signed digits
11̄1̄...1̄ with 1̄ = −1. This remark leads to a zeroless signed representation of
the scalar k. An on the fly conversion is possible by initializing Q to the base
point P and then by performing a for loop for all bits (except the LSB) that
contains a point double Q ← 2Q and two possibilities, Q ← Q + P if ki = 1
or Q ← Q − P if ki = 0. Nevertheless, the zeroless signed representation works
only for an odd scalar k thus forcing the LSB to one. Another downside of
[18] is that an on the fly conversion with pre-calculated points seems harder
to implement. Also, as mentioned in Sect. 2.5, recoding the scalar value in a
signed representation prior using the elliptic curve scalar operation may extends
attack possibilities. Thus, our Algorithm 5 improves the security as no scalar
extra manipulation is required and no scalar bit is constrained to any value
while allowing performance/cost flexibility thanks to pre-calculation possibilities
as presented in the next section. Compared to Algorithms 3 and 5 losts some
randomness provided by the random point. However, this allows preventing M
safe-errors and ADPA as all registers are used during each loop independently of
the secret. Randomness can be recovered as described in Sect. 4 without effecting
the M-safe resistance property of the algorithm.

3.2 Scalar Operation with Pre-calculation

When performance is needed, point precalculation is usually used. The number
of pre-computed points can be used to determine a trade-off between implemen-
tation cost and performance. In this section we present how our approach can
be applied to the fixed-base comb method. This leads to similar performance
with half of the required pre-calculated points.Compared to [20], in our case the
scalar k does not need any modified representation simplifying the implementa-
tion. In order to achieve that, the same reasoning than Algorithm 5 is applied.
The working register Q is initialized to a carefully selected point instead of the
neutral element. The introduced error is partially corrected over the for loop and
then fully removed after the loop. By carefully selecting the initialization point,
the number of pre-calculated points is divided by two and the neutral element is
removed from the list. Algorithm 7 describes this approach. Each pre-calculated
point is used either in an elliptic curve point addition or subtraction. This leads
to a better performances/cost ratio if pre-computation is allowed in the system.
It is to be noted that the initialization point is one of the pre-calculated ones
and the neutral element is never used. As described, Algorithm 7 needs to pre-
compute 2w−1 points and uses � t

w � elliptic curve point double operations and
� t
w � + 1 elliptic curve point addition operations.

The ‘represent k as:’ does not necessarily mean that the scalar representa-
tion change in the register. Indeed, an hardware implementation can easily use
the standard binary representation of k and evaluate the required bit without
transforming the scalar.
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Algorithm 7. Modified Comb method
Input: E(Fq), k = (kt−1, ..., k1, k0)2, P ∈ E(Fq), window width w, d = � t

w
�

Output: 2k.P
Pre-computation: compute 2 · [1, aw−2, ...a1, a0].P − [1w−1, ...11, 10].P for all possible
binary values of aw−2, ...a1, a0, with [1, aw−2, ...a1, a0].P = 2(w−1)dP+...+a12

dP+a0P .

Represent k as:

⎛
⎜⎝

k0
d−1 · · · k0

1 k0
0

:
. . .

. . . :
kw−1
d−1 · · · kw−1

1 kw−1
0

⎞
⎟⎠ //if necessary, pad 0s as k MSBs.

1: Q ← [1w−1, ...11, 10].P //represents the highest pre-calculated point.
2: for i = d − 1 to 0 do
3: Q ← 2.Q

4: Q ← Q + (−1)k
w−1
i .[kw−1

i ⊕ [kw−2
i , ...k1

i , k
0
i ]].P

5: end for
6: Q ← Q − [1w−1, ...11, 10].P
7: return (Q)

3.3 The Non-standard 2k · P Result and Exceptional Cases

Standard ECC schemes usually require the computation of k · P , instead of
2k · P as the presented algorithms. Different simple solutions exist. First, the
less recommended solution would be to compute c = k · 2−1 mod n prior using
our algorithms with c. This solution is not the best one as it extends the number
of manipulation of the secret k thus extending the attack surface (k is a secret
but also c in this case). Another solution would be to save P

2 in the system
instead of the fixed base point P during the system development. However, this
solution cannot be applied if algorithms are intended to be used with an elliptic
curve point coming from outside the system (e.g. a Diffie-Hellman). Finally,
a last solution would be to consider during the secret generation that k · 2−1

mod n is generated and saved in memory instead of k and take it into account
if needed. For example, during an ECDSA signature, c can be generated from
a TRNG. Then for the r part of the signature, by using c with our algorithms,
k · P will be returned. The s part can be modified into: s = c−1(H(m) + d · r) · 2
mod n leading to the good signature. This solution seems to be the best as
it can be applied to most ECC schemes without extending the attack surface
nor requiring special computation such as point halving. It is also to be noted
that few exceptional cases exist within our algorithms depending on the scalar.
Indeed, as example, if n represents the ECC point order used within Algorithm 5,
then if k = 0, k = n − 1, k = n − 2, k = n − 3, k = n−1

2 and k = n−1
2 − 1,

special computation such as P +P , P −P , −P +P , −P −P or 2 ·∞ will happen
leading to special power consumption or fault exposure as explained in Sect. 2.4.
However, the probability to encounter these cases is really low (around 5

2256 for
NIST P256) and thus attacker cannot expect to observe such behavior.
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4 Secure Implementation Strategy

Usually, systems requiring ECC implement different schemes such as ECDSA,
ECDH, ECIES. These schemes face up different threat models as they use the
elliptic scalar operation in different scenario. In an ECDH, the scalar is a private
key while the base point is a given public key. Thus chosen point attacks such
as RPA [1]/ZPA [17] or attacks requiring multiple executions with the same
scalar such as DPA can be used to attack the device and fully recover the secret.
However, during an ECDSA signature, the elliptic scalar operation is used with
a refreshed nonce and the curve base point. Thus, these attacks cannot be used.
Nevertheless, due to Lattice attack a partial leakage of the scalar is enough
to recover the secret [12]. The work presented in [13] surveys different active
and passive attacks, their prerequisites and countermeasures. Resource-restricted
systems such as embedded system or smart-card need clever implementations in
order to provide both functionalities and security with acceptable performance.
In this section we present an efficient implementation strategy based on previous
algorithms that can be used in different scenarios. Three use cases are considered.
Firstly the elliptic curve scalar operation k · P with P the curve base point
which can be hardcoded. Secondly the sum of two elliptic curve scalar operation
k · P + v · G with two different points P and G that can be different from
the curve base point. Finally, these algorithms will lead to a security enhanced
elliptic curve scalar operation k · G that considers any point G. It is to be noted
that the different cases differ only from slight algorithmic modifications. Thus, a
single implementation can be used over these use-cases in order to save memory
or silicon as only the input and configuration will change.

4.1 Scalar with a Fixed Base Point: k · P
The k · P operation can be implemented using ECC point precomputation tech-
nique as described in Algorithm 7. In Algorithm 8, we use a window width
parameter of two, allowing to speed-up the computation with a factor of ×2. It
requires only two ECC points on the curve: 2t/2P + P and 2t/2P − P .

In this algorithm, RandomAfftoJac() represents the common affine to
Jacobian random representation conversion and provides countermeasure against
data dependent leakage. Shuffleregisters() is a function that randomly reassign
P [0] and P [1] in order to avoid address dependent leakages. Lines 11–13 aim to
involve P [r] in the result prior verification for integrity check. Without these two
operations, an attacker can fault P [r] prior the last l bits of the scalar and use the
consequences to detect l consecutive 1 inside the LSBs (M-safe-error attacks).
This countermeasure does not consider transient faults as only the value at the
end is verified.

This algorithm requires t/2 + 5 ECC point additions and t/2 ECC point
doubling operations while requiring 2 precomputed points. The classical comb
method would require 3 ECC points to perform in t/2 ECC point doubling
and ECC point additions. As the base point is fixed, precomputation cost is
neglected.
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Algorithm 8. kP operation
Input: k = (kt−1, ..., k1, k0)2, P and 2t/2P ∈ E(Fq)
Output: 2k.P

1: r ← randombit()
2: P [r] ← 2t/2P − P //in Affine coordinates
3: P [r] ← 2t/2P + P //in Affine coordinates
4: Q ← RandomAfftoJac(P [1]) //use random affine to Jacobian conversion
5: for i = t/2 − 1 to 0 do
6: Q ← 2Q

7: Q ← Q + (−1)ki+t/2P [r ⊕ (ki ⊕ ki+t/2)]
8: r ← randombit() //refresh the random r
9: shuffleregisters(P [0],P [1],r) //shuffle P[0] and P[1] according to r

10: end for
11: Q ← Q + P [r] //add P [r] for system integrity
12: Q ← Q − P [r]
13: Q ← Q − P [r] //remove P [r]
14: Q ← JactoAff(Q) //use Jacobian to affine conversion
15: Verify(Q)
16: return Q

4.2 Sum of Two Scalar: k · P + v · G
ECDSA verifications for example require the computation of k · P + v · G with
always the same known ECC point P and G another ECC point representing
a public key. Usually precomputation is not convenient to use in this case as
the point G is usually not predictable. The best known solution to speed-up the
computation is Shamir’s trick [19] that aims to simultaneously compute both
scalar. In our implementation, we use Shamir’s trick combined with our previous
presented solution. The result is described as Algorithm 9 and allows a speed-up
with a factor of ×2 compared to two distinct classical ECC scalar operations.
During the for loop, two bits of scalars are considered, one from k and another
from v ending-up with four different cases. With the classic Shamir’s trick, either
Q+∞, Q+P , Q+G or Q+(P +G) are considered. In our case, the four different
cases become either Q− (P +Q), Q− (G−P ), Q+(G−P ) or Q+(G+P ). This
algorithm does not aim to improve the security level of the implementation as
all manipulated values are public. Instead, it aims to end-up with a very similar
implementation than the k·P computation. The descriptions of Algorithms 8 and
9 are almost identical. The differences are the initialization of P [r] and P [r], the
loop length, the bits used to select the ECC point addition/subtraction and the
precomputed value to use. By doing so, implementation cost can be reduced as
a parameter can be used to configure the algorithm depending on the requested
operation.

This algorithm requires t + 5 ECC point additions and t ECC point doubling.
The classic Shamir’s trick would get slightly better performances, in average t
ECC point doubling and 0.75t.
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Algorithm 9. k · P + v · G operation
Input: k = (kt−1, ..., k1, k0)2,v = (vt−1, ..., v1, v0)2, P and G ∈ E(Fq)
Output: 2kP + 2vG

1: r ← randombit()
2: P [r] ← G − P //in Affine coordinates
3: P [r] ← G + P //in Affine coordinates
4: Q ← RandomAfftoJac(P [1]) //use random affine to Jacobian conversion
5: for i = t − 1 to 0 do
6: Q ← 2Q
7: Q ← Q + (−1)viP [r ⊕ (ki ⊕ vi)]
8: r ← randombit() //refresh the random r
9: shuffleregisters(P [0],P [1],r) //shuffle P[0] and P[1] according to r

10: end for
11: Q ← Q + P [r] //add P [r] for system integrity
12: Q ← Q − P [r]
13: Q ← Q − P [r] //remove P [r]
14: Q ← JactoAff(Q) //use Jacobian to affine conversion
15: Verify(Q)
16: return Q

4.3 Scalar with Any Base Point: k · G
The k ·G operation is required for example in a Diffie-Hellman key agreements. It
differs from the k ·P operation as the ECC point used is not predictable meaning
that usual precomputation techniques cannot be used efficiently. Another differ-
ence is from a security perspective as this operation is vulnerable to chosen point
attacks. As example, RPA [1]/ZPA [17] can defeat the random affine to Jacobian
point representation conversion. These attacks rely on the fact that some special
points such as (0, Y, Z), (X, 0, Z) remains in the same form whatever the value
of Z and thus the random number used during the conversion. In this attack
scenario, attackers input a chosen value Q that will be transformed to the special
point at a targeted stage depending on the scalar value. E.g. in Algorithm 8, if
P is chosen such that (2t/2 + 1)P = (0, Y, Z)/3 then if kt−1 = kt/2−1 = 1, the
value (0, Y, Z) will appear in the system at the end of the first loop iteration.
This can be detected through a CPA by attackers allowing them to recover two
bits. By iteratively performing the attack, attackers end-up with all the scalar
value. To prevent this attack, we can use the k ·P + v ·G algorithm as presented
previously with a random ECC point G, v = 0 and P = Q.

From an arithmetic point of view, k ·P +0 ·G is equal to k ·P , however inside
Algorithm 9, computations are based on G−P and G+P . Thus with a random
G, the algorithm computes the good result from random points. Attackers that
input their own special point P will not be able to predict the values of G − P
and G + P . With this use of Algorithm 9, included countermeasures become
mandatory. In the given example, the ECC point G is based on a 32 bits random
number that can be computed similarly than k · P with a reduced loop in order
to reduce the effect on the overall performances. An even more interesting use
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of Algorithm 9 to compute k · Q is with scalar splitting such that k · P = k1P +
k2(r · P ). This is described in Algorithm 10. Indeed, Algorithm 9 security relies
on indistinguishable point addition or subtraction and also indistinguishable use
of P [0] or P [1] during each loop iteration. By using scalar splitting, attackers
will be forced to look for both information at the same time. In Algorithm 10,
2× t+32 bits of secret are used instead of t. If an attacker is able to distinguish
elliptic curve point addition from point doubling, he obtains at most t bits of
secret meaning that t+32 bits remain. Similarly, if an attacker is able to recover
which precomputed point is used, he will obtain at most t + 32 bits and thus t
bits will remain. The use of r aims to remove the probability dependence between
bits that exist and can be used in the simple additive splitting as explained in
[26]. The reduction to a 32 bit loop should be carefully implemented by the
designer. Indeed, if using an input parameter to configure the loop size, he has
to ensure that this entry cannot be faulted in order to reduce the computation
of a full size scalar to only 32 bits. Nevertheless, a CFI should easily be able to
detect any iteration errors within the loop.

Algorithm 10. kG operation computed as k · G = k1G + k2(r · G)
Input: k = (kt−1, ..., k1, k0)2, Q ∈ E(Fq)
Output: 2k · G
1: r ← random([0, 232])
2: v ← random([0,#E(Fq) − 1])
3: k ← k − v
4: v ← v · r−1 mod n
5: Q ← AlgKP (r,G) //Algorithm 8 reduced for 32bits of scalar
6: R ← AlgkPvG(k,G, v,Q)
7: return R

This algorithm requires t + 26 ECC point additions and t + 16 ECC point
doubling operations. The classic always double-and-add algorithm would be
faster as only t ECC point doubling and additions would be required, however,
Algorithm 9 uses a fully masked scalar. Scalar blinding technique could also be
used alongside the classic always double-and-add algorithm. Nevertheless, a too
small random used with the scalar blinding may conduct to a partially masked
scalar [14] due to the particular modulus value or to bias the probability as
described in [29] or also to face doubling attacks due to the birthday paradox
[16]. From [14], a NIST-P256 implementation would require a random on 64
bits leading to t + 64 ECC point doubling and additions. From this perspective,
Algorithm 9 is around 15% faster.

5 Conclusion

In this paper we have illustrated different wide spread problems present in elliptic
curve scalar point multiplication algorithms. We pointed out that some algorithms
force a scalar bit value thus reducing their resistance against both purely mathe-
matical attack and combination of side channel and lattice. A novel C safe-error
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attack against an ECDSA scheme using the Montgomery ladder has been pre-
sented. This lattice-fault based attack demonstrates that the Montgomery lad-
der, as opposed to a common thought, is also vulnerable to C safe-error due to
local dummy operations. Problems related to safe-error against unused memory
values was also presented. We recalled that the neutral element is a special point
generating special arithmetic cases, even with Edwards curves despite the fact
of providing a complete addition law. And we also discussed the need of a spe-
cial representation (e.g. signed form) of the scalar during the computation of the
scalar as it may extend the attack surface and the system complexity. We then
presented a new suggestion of elliptic curve scalar multiplication algorithm that
aims at improving the security level regarding the previously mentioned issues.
This algorithm uses the traditional binary representation avoiding scalar recod-
ing. It has a constant operation flow without any dummy operation. It ensures
that the neutral element is not used and avoids any specific treatment on the
scalar bits and provides M safe-error and ADPA immunity. We also provided an
algorithm similar to the fixed-base comb method however with a reduced require-
ment in terms of number of precomputed points. This achievement was obtained
by reusing precomputed points in different cases similarly to [18] however without
having to recode the scalar in a signed representation avoiding the insertion of new
vulnerabilities. In the last part of this paper we also provided an efficient imple-
mentation strategy that can be used for smart-cards when different ECC schemes
are required by providing a unified algorithm.
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15. Fouque, P.-A., Réal, D., Valette, F., Drissi, M.: The carry leakage on the ran-
domized exponent countermeasure. In: Oswald, E., Rohatgi, P. (eds.) CHES
2008. LNCS, vol. 5154, pp. 198–213. Springer, Heidelberg (2008). doi:10.1007/
978-3-540-85053-3 13

16. Fouque, P.-A., Valette, F.: The doubling attack – why upwards is better than down-
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Abstract. Side-channel analysis attacks, particularly power analysis
attacks, have become one of the major threats, that hardware designers
have to deal with. To defeat them, the majority of the known concepts
are based on either masking, hiding, or rekeying (or a combination of
them). This work deals with a hiding scheme, more precisely a power-
equalization technique which is ideally supposed to make the amount of
power consumption of the device independent of its processed data. We
propose and practically evaluate a novel construction dedicated to Xilinx
FPGAs, which rules out the state of the art with respect to the achieved
security level and the resource overhead.

1 Introduction

Unintended communication channels of a cryptographic device may leak infor-
mation about the processed data. These channels – also known as side channels
– can be used to recover a secret key from the device. Targeting the power con-
sumption as a side channel, in the literature the corresponding attack is known
as Power Analysis (PA) attacks. As a powerful and low-cost attack vector, it
makes use of statistical dependencies between the processed data and the power
consumption of the cryptographic device. Amongst the known countermeasures,
those which are known as hiding techniques mainly try to reduce the exploitabil-
ity of the leakages [12]. To this end, one solution for hardware platforms is to
equalize the power consumption, and hence decorrelate the leakage from the
processed data. Such countermeasures usually follow the Dual-Rail Precharge
(DRP) concept, where the source of the data-dependent power consumption, i.e.,
transition in transistors, is addressed. Among several such schemes, we can refer
to SABL [27], WDDL [28], DRSL [7], MDPL [21], and iMDPL [20], which have
particularly been designed for Application-Specific Integrated Circuits (ASICs).
However, due to the predefined structure and limited routing resources, they
cannot be easily employed on Field Programmable Gate Arrays (FPGAs). It is
noteworthy that several other works, e.g., [4,8–11,13,14,18,22,32], have already
tried to adopt the concept of DRP schemes to FPGAs. Such schemes reduce the
vulnerability against PA attacks, but almost all of them suffer from at least one of
the known major pitfalls: the early propagation effect, glitches, and imbalanced
routings. To the best of our knowledge, GliFreD [17] is of the rare FPGA-based
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solutions addressing all pitfalls by a massive utilization of Flip Flops (FFs). Note
that a more optimized variant of GliFreD has been introduced in [30].

In this work, as an FPGA-based power-equalizing solution, we introduce Safe-
DRP which also avoids the three aforementioned major problems. The selling
point of SafeDRP is its low resource overhead. More precisely, it significantly
reduces the number of utilized FFs with the price of a more complicated control
logic. We investigate its effectiveness by a case study, i.e., an Advanced Encryp-
tion Standard (AES) encryption engine on a Kintex-7 FPGA. Our investigations
include resource overhead as well as practical side-channel analysis evaluations.
We further introduce a process on how to convert an unprotected circuit into its
SafeDRP-variant.

It is noteworthy that power-equalization schemes in general cannot fully
avoid the exploitability of leakages due to e.g., imperfection of balanced routings.
Instead, in case of effective solutions, they can reduce the leakage interpreted by
e.g., lower Signal-to-Noise ratio (SNR) leading to harder attacks with respect
to the number of required side-channel measurements. Therefore, a combination
of such a solution with a sound masking scheme, e.g., Threshold Implementa-
tion (TI) [19], is known to provide a high level of practical security (e.g. [17]).
Hence, a suitable construction would be to implement a masked design under
the concept of SafeDRP. However, in order to solely examine the effectiveness of
SafeDRP, we considered an ordinary (not masked) design as the case study. Since
the concept of SafeDRP and GliFreD are relatively similar, the same security
achievements as in [17] are expected if TI and SafeDRP are merged.

2 Background

As the name says, the Dual-Rail Precharge (DRP) logic is a combination of
Dual-Rail (DR) logic and precharge logic. DR logic makes use of a differential
encoding of the signals, where every signal a is encoded to (a, ā). Hence, a logic
Hi is encoded to (1, 0) and a logic Lo to (0, 1). In general, a DR gate expects
differentially-encoded input signals, and also produces a differentially-encoded
output. Therefore, a DR gate has a double number of input and output signals
compared to a functionally-equivalent single-rail gate. Commonly, the differential
encoding of DR logic forms two networks which are often noted as positive and
negative network.

A circuit built upon precharge logic alternates between a precharge and an
evaluation phase. During the precharge phase, the gates of the circuit propagate
a predefined constant value. During the evaluation phase, the gates evaluate the
data intended to be processed by the circuit. Hence, the input and output signals
of a circuit built in precharge logic are set to a constant value before the given
data set is processed.

The combination of both (DR and precharge) techniques forms the concept
of DRP logic. Hence, DRP uses a differential encoding of their signals which
alternate between a precharge and evaluation phase. During the precharge phase,
the encoded signals are set to a constant value, i.e., (0, 0) or (1, 1). Hence, at a
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phase transition from precharge to evaluation exactly one of the wires changes
their state, i.e., (0, 0) → (1, 0) or (0, 0) → (0, 1) (when precharge is (0, 0)). The
same holds for the transition from the evaluation phase back to precharge. This
behavior can be scaled from a single gate to a full circuit, which results in a
circuit with a constant number of wire transitions, independent of the data it
processes. Hence, following the DRP concept, a circuit forms a promising basis
to equalize the dynamic power consumption independent of the data it processes.

Beyond constant number of wire transitions, DRP schemes have to deal with
three major pitfalls. The first pitfall is the early evaluation effect, which occurs if
the scheme shows a data-dependent time of evaluation. The second is known as
glitches, which are temporary, faulty transitions of a gate output signal. Thus,
the output should change only once per phase transition. Therefore, a DRP
scheme has to ensure that all input signals are stable at the gate’s inputs before
it evaluates. The third problem is imbalanced routing, which occurs especially
in FPGAs due to the limited routing resources. The routing of the positive
and negative networks need to be identical with respect to their length, i.e.,
capacitance. Otherwise, the power consumption to load coupled wires will be
different and hence impede the aimed power equalization.

FPGAs are integrated circuits with reprogrammable logic cells. The cells
are organized on a grid. Every cell can be individually addressed by its X/Y-
coordinates in the grid. The first level of the hierarchy is the clock region. Next
the tiles group different classes of distinct elements in the grid, such as the slices
and specialized elements like Block RAM (BRAM) and Digital Signal Processors
(DSPs). A slice holds several Look-Up-Tables (LUTs) and FFs which are the
basic elements in an FPGA1. A LUT is the reprogrammable logic element of
the FPGA, it evaluates every Boolean function based on the configuration. The
LUT is realized by SRAM cells and a multiplexer tree. After each LUT a FF or
rather a latch is placed which can store the LUT’s output.

The connection between all elements is realized by a routing engine. The
routes between the elements are reprogrammable as well. Reprogrammable
switching matrices before a group of elements (e.g. two slices) connect these
groups with distinct hardwired routes. Beside the routes between the elements,
an FPGA is equipped with a clock network, since clock signals have usually a
high fan-out and need a minimal skew to guarantee the proper instantiation of
synchronous circuits. This clock network is also known as clock tree, which has
a direct connection to every clocked element placed on the FPGA. Depending
on the FPGA architecture, the clock tree is able to reach non-clocked elements
as well.

Our proposed scheme is implemented and evaluated on a Xilinx 7-Series
FPGA which makes use of the Vivado tool flow. The Vivado Design Suite is
used to synthesis, translate, map, and placed and route a Hardware Description
Language (HDL) code to generate a bitstream, which programs the FPGA. It
also supports the Tool Command Language (Tcl) command line interface and

1 The exact number of available resources in an FPGA highly depends on its device
family and differs between the available architectures and manufacturer.
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scripting language which are essential for our work. With Tcl we are able to
manipulate objects within the design after each synthesis step.

3 Concept

The majority of cryptographic algorithms implemented on FPGAs are based
on the standard components like LUTs, FFs and latches. Hence, the concept
of SafeDRP focuses on these components. This does not automatically conclude
that other dedicated hardware components cannot be instantiated in a SafeDRP-
based design. For instance, the inclusion of BRAMs may be achieved by adapting
a concept proposed in [3].

3.1 Controlling LUTs

In order to define a proper DRP scheme we need to address the problem of early
evaluation and glitches. Therefore, we define control signals to trigger the phase
transition of the LUTs. The number of used control signals, further referred as
active signals, highly depends on the underlying hardware and the logic depth
of the hardware design. Figure 1(b) shows the waveforms of four active signals,
connected to the simple circuit given in Fig. 1(a). As shown, the active signals
are periodic and run at the same frequency. They are phase shifted to each other,
and come up with different duty cycles.

Each LUT is connected to one of the active signals which controls the LUT’s
precharge and evaluation phases. Note that this grants no restriction to the
LUT’s logical function but reduces the number of available inputs per LUT by
one. It is because the LUT functionality must be of the form

f ′(x) = active ∧ f(x), (1)

while the LUT evaluates at active = Hi and is set to precharge on active = Lo.
In order to avoid glitches at the LUT output, the active signal is supposed to
be the last arriving signal at the LUT to trigger the phase transition after all
input signals are stable. Therefore, consecutive LUTs are not connected to the
same active signal.

In detail, a combinatorial circuit is organized in LUT stages. The stage of a
LUT is defined by the maximum number of LUTs the input signals have to pass
to reach it. The LUTs with the same stage label are connected to the same active
signal. The active signals of consecutive stages are slightly phase shifted so that
they evaluate one after another. The reduced duty cycle ensures a glitch-free
transition from evaluation to precharge of the stages in reverse order. A small
exemplary circuit with corresponding waveforms is given in Fig. 1.

The active signals define the phase transitions of the LUTs, and are hence
very critical signals which require a low skew. Therefore, the active signals are
routed via the special routing network called clock tree. To reach the first LUT
input (and the FF’s reset pin), the clock tree is left in the switching matrix
attached to the slice. It is noteworthy that a switch matrix is limited to move
just two signals from the clock tree to the logic.
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Fig. 1. Visualization of the SafeDRP concept.

3.2 Controlling Memory Elements

FFs and latches play an important role in sequential circuits. In a DRP scheme,
a FF is mostly built on a master-slave fashion, as one of the two FFs must be
in precharge while the other FF holds the data value. Alternatively, it is not
mandatory to consecutively place the FFs in a design. To minimize the critical
path and hence increase the performance of a circuit, one of the FF stages can be
moved into the middle of the combinatorial circuit. This splits the combinatorial
circuit into two parts. The control signals of the circuit parts work inverse to
each other to keep the FFs alternating between precharge and evaluation. Hence,
either the first part (LUTs and FFs) of the circuit is in precharge and the second
part evaluates or the other way around. This can be seen in Fig. 1 as well. In
general, a combinatorial circuit can be split into an even number of parts while
every second part is connected to the same control signals. The number of parts
used to form the circuit depends on the circuit constraints. By increasing the
number of parts, the critical path will be reduced which results in a higher clock
frequency but also increases the latency of the circuit. Further, the overhead
with respect to the number of FFs increases as well but does not necessarily
increase the area consumption of the design since the FPGA structure provides
a FF right after each LUT which left unused in most cases.

The FF provides the data for the subsequent part, and can hence be prechar-
ged only when all stages of the subsequent part are in precharge. On the other
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hand, the data provided to be stored in the FF is just valid for a short period
of time. Hence, the precharge phase of the FF has to be handled very carefully.
SafeDRP handles this problem in two different ways which are depicted in Fig. 1
as well. Both approaches make use of a reset signal which is phase shifted to the
last active signal of a circuit part prior to the FF.

The first approach connects the reset signal to the reset pin of the FF and
precharges it at the rising edge of the reset signal. The last active signal of the
previous circuit part is also connected to the clock pin of the FF. The FF is
negative edge-triggered and stores on falling edge of the active signal. At this
time, the input signal of the FF is still valid and the subsequent circuit is in
precharge. The drawback of this technique is the additional global reset signal
which has to be moved from the clock tree to reset pin of the FF. As previously
noted, the number of signals that can be moved from the clock tree to the logic
is limited to two signals per Configurable Logic Block (CLB). This limitation
can lead to problems during the place and route process. An additional problem
of this method is the hold time of the LUT’s data signal. At the falling edge of
the active signal, the LUT starts going to the precharge phase, and at the same
time the FF is triggered. If the wire between these two elements is too short,
the data signal becomes invalid before the FF is able to store its input, hence a
hold time violation2.

The second approach replaces the edge-triggered FF with a level-triggered
latch. The reset signal is connected to the clock pin of the latch which will be
transparent at reset = Hi. Indeed, in this case the latch is not forced to reset, but
the reset signal plays the role of the enable signal of the latch. The reset signal
enables the latch slightly before the LUT (that is connected to the input pin of
the latch) evaluates. Hence, the latch first passes the precharge value (which is
the prechagred LUT output), and then holds the output after the LUT output
is evaluated. Since all latches in a circuit should be controlled by the same reset
signal, this method requires the entire latches to be connected to the last LUT
stage of the underlying circuit part. In other words, the input of all latches should
be supplied by the LUTs from the same stage. Otherwise, the latch(es) might
not pass a precharged value.

3.3 Duplication

Facing the problem of imbalanced routing, the method proposed in [32] is uti-
lized to create the positive and negative networks. Therefore, each cell from
the positive network (e.g. LUTs and FFs) needs to be cloned and inverted.
First, a single rail circuit (so-called positive network) which follows the princi-
ples explained above (Sects. 3.1 and 3.2) is fully placed and routed at a defined
area on the FPGA. Second, the positive network is copied and placed at another
equivalent reserved area on the FPGA while the relative routing and placement

2 This failure appears on the Kintex-7 if the FF and the LUT controlled by the same
active signal are placed at the same slice.
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is retained. Third, by inverting the functionality of the copied circuit, the neg-
ative network of the design is formed. Indeed, the combination of both circuits
follows the DRP definition and shows a balanced routing structure. More details
about the duplication process is given in Sect. 4.3.

3.4 Resources and Limits

Every LUT stage of the circuit needs one active signal, also an additional reset
signal for the FF/latch is needed. Note that the invert of every active signal of
one circuit part exists in the other part, except for active signals connected to the
last LUT stage. Figure 2 shows that active2 and active5 or active3 and active6
are complementary. Therefore, the active signals of the first part can be reused
in the second part, only the last LUT stage needs an individual active signal.
Note that, the active signals are not inverted for the second part. Instead, the
LUTs in the second part are configured to evaluate on active = Lo. It is useful to
have the same number of stages in both parts to share the most number of active
signals. In total, d + 1 + 2 active signals are required, where d is the maximum
logic depth of a circuit part, 1 individual active signal for the last LUT stage
and 2 reset signals for the two FF/latch stages. Since the clock tree is used to
distribute the active signals, the maximum logic depth is limited by the number
of available clock trees. For example, on the 7-Series FPGAs 12 clock trees exist
in every clock domain. Thus, the maximum logic depth for each circuit part is
d = 12 − 3 = 9.

The duplication concept requires to invert the functionality of every logical
element in the positive network. Some dedicated hardware components like the
DSPs or multiplexer are not invertible and hence not usable in this construction.
The active signal connected to the LUT reduces its functionality to an (N − 1)-
to-1 LUT, i.e., in the 7-Series only 5-to-1 LUTs can be used rather than the
6-to-1 LUTs. The duplication process doubles the consumed resources as the
negative network is a copy of the positive network.

The maximum frequency of this construction strongly depends on the design,
i.e., the logic depth of the circuit parts which defines the number of active signals
and the critical path of every stage. Here the critical path is the maximal signal
delay between two consecutive LUT stages. The duty cycle dutyi at stage i is

active1

active2

active3

active4

active5

active6

p1,max

p2,max p2,max

p3,max p3,maxduty2

duty1

p1,max

p2,max

p3,max

Fig. 2. The relation between the active signals, the composition of their duty cycles
and phase shifts.
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defined by its critical path3 pi,max and the duty cycle of the subsequent LUT
stage. An exception is the last LUT stage, where the duty cycle depends only
on the critical path from the last LUT stage to the FF/latch. This results in

dutyi ≥
{

p1,max if i = 1
2 · pi,max + dutyi−1 otherwise.

The frequency is defined by the first LUT stage, as it has the highest duty
cycle (e.g. active3 or active6), and a margin to reset the FF/latch. The active
signals are phase shifted in a way that the delay between the rising edges of
activei−1 and activei is pi,max. The duty cycle estimation and signal alignment
is visualized in Fig. 2.

In a practical instantiation, the device capabilities limit the phase shift, duty
cycle and hence the frequency. For example, we can make use of the Mixed-
Mode Clock Manager (MMCM) to generate the control signals (more details
in Sect. 4.2), but its capabilities on the 7-Series FPGAs directly influence the
discrete duty cycle steps and the minimal phase shift angle (see [31] for more
detailed information).

It is worth to note that all control signals should become active only when the
corresponding stage of the circuit is in the precharge phase in order to introduce
no glitches. For example, a multiplexer, which selects two different signals, should
only switch while both signals hold the precharge value. One can use the last LUT
stage’s active signal as a control clock to switch the other part, e.g. in Fig. 2 the
circuit connected to active4 to active6 can be controlled while active1 is Hi.

4 Tooling

Developing a design which follows the above-illustrated concept is an inten-
sive task. To reduce the workload and support hardware designers, this section
introduces a tool flow which helps to transform arbitrary combinatorial circuits
written in HDL into circuits which follows the concept of SafeDRP. Since the
hardware design process highly depends on the FPGA architecture, we focus on
the Xilinx 7-Series and the associated Vivado tool flow.

4.1 Circuit Mapping

As stated before, the phase transition of a LUT is determined by an active signal.
Following the concept of [17], the active signal should be connected to the first
multiplexer stage, i.e., first input pin of the LUTs. The Vivado tool flow does not
support this constraint to append an active signal to each LUT during synthesis.
Hence, it is required to map the HDL design into 5-to-1 LUTs and append the
control signals afterwards. Further, the maximal logic depth of a SafeDRP-based
circuit highly depends on the number of available clock trees, which requires to
add memory elements into large combinatorial circuits.
3 Since we reuse the active signals to control stages of all circuit parts, we should

consider the highest stage delay at all circuit parts.
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To synthesize, optimize, edit, and map a given HDL code we used ABC [2],
an open-source tool from the Berkeley Logic Synthesis and Verification Group.
The tool strongly supports the needs of our construction and is natively capable
to map a given HDL design into 5-to-1 LUTs. To reduce the manual overhead
of a hardware designer, we extended ABC by two functions. First, our modified
version of ABC is now capable to add memory elements to a combinatorial circuit
after a defined logic depth. Second, each 5-to-1 LUT of the mapped design is
replaced by a 6-to-1 LUT. Based on their logic depth, the corresponding active
signal is attached to the LUTs first input pin which drives the first multiplexer
stage. Further, the LUT’s INIT attribute is extended to fulfill Eq. 1.

4.2 Placement Restrictions

Notwithstanding, for a large design – e.g. an AES round function – the place and
route algorithms of Vivado with standard settings could mostly not generate a
routable SafeDRP design or rather a design with a higher leakage than expected,
as the routing of non-clocking signals is challenging.

As stated before, we make use of clock trees to route active signals with low
skew. Hence, to generate the active signals we use an MMCM, which is hardwired
to the clock tree. The clock tree is also hardwired to each switch matrix located
in the CLBs. As given before, the limited resources of the switch matrix allows
to extend only two clock trees to data pins of the slices located in the CLB.

The placer is not aware of the constraint to connect the active signal to the
LUTs’ first input, and may also place two different LUT stages in one slice, which
results in an unroutable design. It may also happen that the active signal leaves
the clock tree at a different switching matrix and is routed via the routing fabric,
which results in a larger skew. Hence, the placement and the routing problem
need to be addressed. We consider two methods to overcome this problem. First,
the placer can be restricted to use just a single LUT per slice which obviously
results in a heavy area increase. Second, the placer is not restricted, but the
placement has to be corrected manually. Swapping the LUTs between nearby
slices can group the LUTs to from the same stage in one slice.

4.3 Design Duplication

The output of ABC forms just the positive network of SafeDRP. In order to
address the problem of imbalanced routing, SafeDRP adapts the duplication
concept proposed in [32]. Hence, the placed-and-routed positive network is dupli-
cated and inverted to form the negative network. The full duplication process is
split into the following sub-processes:

1. Place an additional instance of the positive network at a reserved area on the
FPGA and keep its placement and routing structure.

2. Invert the second instance’s LUT functionality to form the negative network.
3. Logically connect all I/O signals of the negative network to the control logic.
4. Route the I/O signals of the negative network to the control logic.
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Vivado includes the Tcl shell and scripting language, which is used to manip-
ulate objects within the design. We are using a Tcl script to perform the duplica-
tion process and no third party tool is needed to manipulate the objects within
the design. First, all cells of the positive network are cloned. Our script can deal
with all primitives of the FPGA, which are in general LUTs, FFs, latches, and
clock buffers. Consequently, a new object is created and all properties are copied
from the positive cell to the new (negative) cell. The set of negative cell hence
form the negative network of our scheme. To place the cells of the negative net-
work at a different location, a constant value is added to the X-/Y-coordinate.
Note that the addition of a constant to the location coordinates does not change
the relative placement structure between the cells of the negative network. In
order to invert the logic of the negative network, just the LUTs’ content are
changed, since only the LUTs define the logical function of the design. The
LUT content is adjusted to fulfill Eq. (2). The behavior of the active signal is
maintained, as mentioned before.

active ∧ fneg(x) = active ∧ fpos(x) (2)

The routes of the positive network are cloned in a similar way. First, we have
to make a distinction between internal nets, i.e., nets which connect only cells
inside the SafeDRP-based circuit, and external nets, i.e., nets which connect the
SafeDRP-based circuit with the remaining design (control logic). Internal nets
contribute to the leakage and are important for the DRP logic, while external
nets do not contribute to the leakage. Similar to internal signals, the routes of the
active signal inside a clock region are kept equal during the duplication process.
The remaining part of the active signals used to reach the clock region is handled
separately and routed to the clock source. In order to route a given internal net
of the positive network, a new net is created and connected to the respective
negative cells. The routing information (located in the “ROUTE” property) of
the positive route is copied to its negative pendant. Since this information is
relative to its location and the relative placement of the negative network is
equivalent to the positive network, no further changes are needed. Next, the
external signals are connected to the negative network. Each connection of each
external signal is connected to its negative pendant. In the last step another run
of the Vivado routing algorithm is needed to route the external signals, while
the already existing routes are preserved.

5 Evaluation

In a case study we examine the effectiveness of our construction by an round-
based AES-128 encryption on a Kintex-7 FPGA.

The used AES core is designed to compute one full round in one clock
cycle. For the S-Boxes the area optimized Canright S-Box [6] is employed.
Figure 3 shows a block diagram of the final design, while TraceGetter is a cus-
tom framework which provides a communication interface between the computer,
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Fig. 3. The case study’s design of an AES-128 on the Kintex-7.

oscilloscope and the targeted device. During the implementation, the ABC syn-
thesizer was queried until the AES core had a logic depth of 8, then the core was
split-up in the middle to get two equally-sized parts. FFs are used in front of
Part 1 as the multiplexer before the FFs introduces enough delay that no hold
time violation occurs. Also, the multiplexer has no active signal, thus the reset
signal to the FF is the only active signal leaving the clock tree in the correspond-
ing switch matrix. Part 1 and Part 2 are divided by means of latches, i.e., the
second approach explained in Sect. 3.2. Here 382 latches are placed in front of
Part 2. In 222 cases a LUT, which is connected to the last active signal in Part 1,
exists right before the latch. The latch gets its precharge value from this LUT.
If the LUT that supplies the latch’s input is not connected to the last active
signal, a pass-through LUT is inserted. This pass-through LUT is connected to
the last active signal to provide the precharge value to the latch (see Fig. 1(b)).
This is done in the 160 remaining cases (222+160 = 382). We further have used
an MMCM and a Phase-Locked Loop (PLL) to generate the active signals.

5.1 Resource Utilization

To measure the resource overhead of our construction, we performed a normal
Place and Route (PAR) without any modifications. We, in fact, replaced the
synthesized AES from ABC with the unmodified Verilog sources. In addition,
we implemented the same AES design under the concept of GliFreD to enable a
fair comparison. Table 1 shows the resources used for the AES core in SafeDRP
both before and after duplication, the same for a corresponding GliFreD variant,
and the AES in plain. The resource consumption is doubled after the duplication
process, as all cells are duplicated, and no further cells are added. Comparing
the normally PAR design to the single-rail (SafeDRP/GliFreD) core, we get the
overhead by the reduced LUT input pins.

An overall comparison to plain design reveals a factor of 2.94 more 5-LUT
and 3.30 more slices, while the number of registers has an overhead of a factor
of 4.98. The number of added registers (636 − 256 = 382) results from cutting
the circuit into two parts. Compared to the improved GliFreD, the number of
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Table 1. Resource consumptions, comparison between a normally PAR (Plain), Safe-
DRP, GliFreD, and the improved GliFreD AES designs.

SafeDRP Improved GliFreD [30] GliFreD [17] Plain

Doubled Single Doubled Single Doubled Single

5-LUT 3712 1856 3466 1733 3466 1733 1262

Register 1276 638 11360 5680 22080 11040 256

Slices 1296 648 11638 5819 15502 7751 392

Latencya 11 154 308 11

Pipeline 0 14 14 0

Throughputb 116 116 58 116
aClock cycles
bMBit/s @ 10 MHz

registers is drastically reduced, i.e., by a factor of 5680
638 ≈ 8.9. In order to examine

the overhead of the 5-LUT design, we need to subtract the 160 pass-through 5-
LUT from the 1856 5-LUT used in the single-rail design. Since these delayed
5-LUT are added in order to precharge the latches, they add no overhead for the
5-LUT design. Therefore, the overhead of the 5-LUT design compared to plain
is 1856−160

1262 = 1.343, while the 5-LUT design can slightly reduce the number of
5-LUT compared to GliFreD (4-LUT) (1856 − 160) = 1696 < 1733. Including
the pass-through 5-LUT, the number of 5-LUT is slightly increased by SafeDRP
compared to GliFreD.

Table 1 also shows the throughput for the three considered designs. Since
SafeDRP does not form any pipeline, its throughput – at the same frequency –
is the same as the plain design, but it outperforms the first GliFreD variant due
to the high number of pipeline stages of GliFreD. However, the GliFreD design
can operate at an extremely higher frequency compared to SafeDRP, whose
frequency is limited by the logic depth and the performance of the employed
MMCM. Therefore, at maximum frequency the GliFreD design has a much
higher throughput than its SafeDRP variant. Our design reaches up to 81 MHz,
as the critical path in each stage is ≈1.1 ns. In order to increase the frequency,
one could insert pipeline stages as usual or enhance the placement process, as
stated before.

5.2 Measurement Setup

We used a SAKURA-X evaluation board [1], equipped with a Kintex-7
XC7K160T FPGA, which hosts the investigated AES core(s). The power con-
sumption is measured by a PicoScope 6402B at 1.25 GS/s. Between the measure-
ment points on the SAKURA-X and the PicoScope, we placed two Mini-Circuits
ZFL-1000LN+ AC amplifiers to amplify the signal. A trigger generated by the
targeted FPGA ensures well-aligned traces.
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We developed three different profiles of our design to examine the effective-
ness of our construction, while we activate and deactivate the different protection
mechanisms between the profiles. All modifications are done on the placed-and-
routed design, which keeps the placement and routing untouched and hence
allows a fair comparison.

– Profile 1 is the reference profile, in which the SafeDRP design is untouched.
– In Profile 2 the duplicated negative circuit is removed to test the Dual-Rail

concept.
– In Profile 3 the duplicated negative circuit is removed, the precharge of the

LUTs and FFs/latches are turned off and the LUTs are always active.

It should be noted that Profile 3 is a fully unprotected AES core. The only
difference to a normal AES circuit is the unused first input pin of the LUTs (by
constantly keeping the active = Hi) and the delay LUTs in front of the latches.

We run the AES core at a frequency of 10MHz, thus one encryption requires
1.1µs. An exemplary trace per profile are displayed in Fig. 4, which cover the
full 2,000 measured sample points. The encryption starts around point 230 and
terminates around point 1670. The plaintext bytes for each encryption are ran-
domly selected from a uniform distribution and the key is kept constant.

5.3 Side-Channel Analysis

We used different side-channel analysis methods in order to quantify leakage
reduction caused by SafeDRP. We applied

– Signal-to-Noise ratio (SNR) [12] which examines how large the exploitable
signal compared to the available noise is,

– Information-Theoretic (IT) metric [24] that gives an overview about the infor-
mation available in the side-channel leakages with respect to the concept of
information theory,

– Correlation Power Analysis (CPA) [5] with the Hamming Weight (HW) and
Bit models to get an impression about the required number of traces of com-
mon key-recovery attacks, and

– Moments-Correlating DPA (MC-DPA) [16] attack to relax the necessity of a
suitable power model in case of CPA, and examine the exploitable leakage
through first-order leakages.

– Semi-fix vs. random Welch’s t-test [23] which gives an overview about the
existing detectable leakage.

Power-equalization schemes are designed to reduce the SNR and make the
attacks harder. Therefore, we limit our investigations to univariate first-order
analyses. Thus, every method is conducted on each sample point separately. For
each design, we measured n = 10, 000, 000 traces, and all attacks and analy-
sis methods – except the t-test – make use of the entire measured traces while
focusing on the first key byte.

We start with SNR = var(signal)
var(noise) . Following the procedure given in [12], we

first categorize the traces by the value of the targeted plaintext byte and estimate
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Fig. 4. Exemplary power traces. Fig. 5. SNR curves.

the mean and variance for each group. Then the variance of the means states
the var(signal) since the average over each group represents mostly the noise-
free signal depending on the underlying plaintext byte value. Further, the mean
over the variance traces determines the var(noise). Figure 5 shows the SNR
curves based on the first plaintext byte of all profiles. No high non-sensitive
peak is visible as the plaintext is applied to the circuit before the measurement
and encryption start. Comparing Profile 2 and Profile 3, the precharge and
evaluation of the LUTs and FFs/latches could only slightly reduce the SNR.
However, when it is combined with DR, i.e., Profile 1, the SNR is reduced by a
factor of 0.055/0.00018 ≈ 313.

By Information-Theoretic (IT) analysis [24] we can measures the amount of
exploitable information by estimating the mutual information. Since our con-
struction is a realization of hiding schemes and we limit our analyses to first
order, in order to estimate the Mutual Information (MI) we can estimate the
conditional entropy by means of Probability Density Functions (PDFs) based on
Gaussian distributions. To this end, we can re-use the mean and variance traces
estimated for the SNR. The resulting curves are given in Fig. 6. The results
are similar to the SNR; comparing Profile 1 and Profile 3, mutual information
reduced by a factor of ≈265.

We also conducted the commonly-used CPA attacks with different power
models. We have first examined the attacks with HW of the S-Box output, which
all led to unsuccessful key recovery. The reason is the underlying architecture of
our case study, where the S-Box outputs are not stored in registers. Instead, the
design has two FF stages (see Fig. 3). The first FF stage contains the plaintext
in the first round. After the first round, the output of the MixColumns is saved
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Fig. 6. Mutual information curves. Fig. 7. CPA attack results, HW model.

in these FFs. In order to predict the value of these FFs, at least 4 key bytes need
to be guessed. Hence, we focus on the latches after Part 1, which are easier to
predict.

We should emphasize that our design somehow merged the S-Boxes with
their subsequent MixColumns. However, the latches are placed before the end
of the S-Box calculations. It means that every latch bit depends on only one
plaintext byte and one key byte. Further, for each state byte (plaintext XOR
key) between 18 and 30 latches have been instantiated, which is mainly caused by
the application of ABC’s synthesis algorithms and the fact that ABC synthesizes
the full AES round. Figure 7 depicts the result of the CPA attacks with the HW
of the intermediate values, i.e., value of the latches. In the graphics, the curve
for the correct key candidate is plotted in black while that of other candidates
in gray. The attack is unsuccessful for Profile 3, since the latches in this Profile
never become precharged. We did not change the power model to HD in Profile 3
since the distance is hard to predict in the first round. As well a comparison with
an attack in the last round to the first round would not be fair. However, we can
already observe the advantage of Profile 1 over Profile 2. More precisely, due to
the quadratic inverse relation between the correlation and the required number
of traces [12], i.e., ρ2 ∝ 1

n , we can conclude that the attack on Profile 1 needs
around

(
0.1

0.0035

)2 ≈ 816 times more traces comapared to that on Profile 2.
To conduct a successful attack on Profile 3, we considered the bit model as

well, i.e., correlating the traces to a predicted certain latch bit. We have examined
all latches independently; the result of the best attack (on Profile 3) is shown
by Fig. 8. In this case, the advantage of each profile compared to the others can
be observed. For example, the effect of precharge concept, i.e., Profile 2 versus
Profile 3, can be expressed by

(
0.2544
0.0599

)2 ≈ 18 times more traces, and the effect of
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Fig. 8. CPA attack results, bit model. Fig. 9. MC-DPA results.

duplication (i.e., Profile 1 versus Profile 2) can be seen by
(
0.0599
0.0041

)2 ≈ 213 more
traces to exploit the leakage.

The feasibility of such CPA attacks strongly depends on the soundness of the
underlying hypothetical power model, i.e., its linear relation to the actual leakage
of the device. Therefore, we applied MC-DPA attack [16] as a sophisticated
scheme that relaxes such a necessity and does not require any predefined power
model. We used the profiled version of MC-DPA, where the first n/2 traces
are used to generate the profiles, and the second n/2 traces for the attack.
Figure 9 shows the correlation curves as the result of the attack on all profiles.
The attack successfully recovers the correct key for all profiles. This is indeed
expected because SafeDRP– as am power-equalization scheme – can only reduce
the leakage, which results in a higher number of required traces for a successful
attack. With respect to the concept of MC-DPA that can exploit any first-order
leakage independent of the actual leakage function of the device, we can conclude
that our construction Profile 1 succeeds in reducing the exploitable leakage with
respect to the number of required traces. Comparing the results, the attack on
Profile 1 needs

(
0.195
0.0106

)2 ≈ 338 and
(

0.230
0.0106

)2 ≈ 470 more traces compared to
Profile 2 and Profile 3 respectively.

We also used the Welch’s t-test [23] to quantify the leakage of our pro-
posed scheme using 1, 000, 000 traces. Following the same procedure in [29], we
applied the semi-fix vs. random test to discard the leakage associated to plain-
text/ciphertext. Prior to each measurement, a coin is flipped thereby selecting
the plaintext from either the semi-fix or the random poll. The random plaintexts
are selected from a uniform distribution, while the semi-fix plaintexts have been
pre-computed in such a way that half of the cipher state (i.e., 64 bits) at the
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Fig. 10. Welch’s semi-fix vs. random t-test using 1, 000, 000 traces.

fifth round is filled by zero. Figure 10 shows the results of the t-test, where the
reduction in leakage is visible again between the profiles. It is noteworthy that
due to the memory effect of the employed amplifier [15], the detected leakage
still appears after the fifth cipher round.

6 Conclusion

In this paper we introduced a novel equalization scheme SafeDRP and presented
a general method to transform unprotected circuits into SafeDRP logic. By an
AES implementation in SafeDRP as a case study we practically evaluated the
effectiveness of SafeDRP to reduce the exploitable leakage resulting in hardening
the key-recovery attacks.

In almost all duplication schemes, the power consumption of the positive and
negative networks are still slightly different caused by process variations, differ-
ent temperatures, aging of cells, and the chip internal supply voltage differences.
Further, different times of evaluation are caused by e.g., the skew of the control
signals4. Therefore, similar to the other power-equalization schemes, SafeDRP
cannot completely avoid the leakage, but the practical results showed its success
to extremely reduce such leakages. As a side note, for a complete practical pro-
tection such power-equalization techniques, e.g., SafeDRP, should be combined
with proper masking schemes, e.g., the case shown in [17].

Apart from its high level of security, the advantage of SafeDRP over the
known and similar schemes is its low overhead. Compared to the GliFreD scheme,
SafeDRP reaches a slightly higher factor of reduced leakage. GliFreD reduces the
SNR and MI by a factor of ≈100 (SafeDRP ≈300). The number of required traces
and the factor for the CPA and MC-DPA attacks is mostly the same for both
schemes. This leads to the following assumption: GliFreD’s analysis is done on a
45 nm FPGA, while this case study is done on a 28 nm FPGA. Thus the smaller
manufacturing process most likely causes the reduced leakage. Nevertheless, the
tested SafeDRP-based AES design uses fewer resources than a GliFreD-based
design. With the cost of a more complicated control logic and 7% more LUTs
SafeDRP requires only 11% of the FFs which are essential in corresponding
GliFreD design.

4 Such features are already used for identification purposes [25] as well as randomness
generation [26].
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Future research might be the adaptation of a different duplication strategy,
as the separate true and false DRP cores could exploit some leakage in a localized
EM attack.
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Abstract. Side-channel attacks exploit physical characteristics of
implementations of cryptographic algorithms in order to extract sensitive
information such as the secret key. These physical attacks are among the
most powerful attacks against real-world crypto-systems. In recent years,
there has been a number of proposals how to increase the resilience of
ciphers against side-channel attacks. One class of proposals concentrates
on the intrinsic resilience of ciphers and more precisely their S-boxes. A
number of properties has been proposed such as the transparency order,
the confusion coefficient and the modified transparency order. Although
results with those properties confirm that they are (to some extent)
related with the S-box resilience, there is still much to be investigated.
There, the biggest drawback stems from the fact that even S-boxes with
the best possible values of those properties have only slightly improved
side-channel resistance. In this paper, we propose to construct small sized
S-boxes based on the results of the measurements of the actual physi-
cal attacks. More precisely, we model our S-boxes to be as resilient as
possible against non-profiled and profiled physical attacks. Our results
highlight that we can design 4×4 and 5×5 S-boxes that possess increased
resistance against various real-world attacks.

Keywords: S-box construction · Lightweight cryptography · Genetic
algorithms · Side-channel analysis · Correlation power analysis · Tem-
plate attacks

1 Introduction

The pervasive presence of interconnected lightweight devices has lead to a mas-
sive interest in security features provided among others by cryptography. For
decades, designers estimated the security level of a cryptographic algorithm inde-
pendently of its implementation in a cryptographic device. However, since the
publication on implementation attacks in the mid-nineties, the physical attacks
have become an active research area by analysing physical leakages measured on
c© Springer International Publishing AG 2017
S. Guilley (Ed.): COSADE 2017, LNCS 10348, pp. 102–119, 2017.
DOI: 10.1007/978-3-319-64647-3 7
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the target cryptographic device [1]. The rationale is that there is a relationship
between the manipulated data (e.g., the secret key), the executed operations
and the physical properties observed during the execution of the cryptographic
algorithm by a device. A side-channel attack (SCA) represents a process that
exploits leakages in order to extract sensitive information such as the key. This
paper analyses the non-linear part (called S-boxes) of ciphers, which is often tar-
geted by implementation attacks. Note that other functions could be analysed,
which constitutes an interesting future work.

Three categories of countermeasures against physical attacks exist: masking,
hiding and leakage resiliency. Masking blinds sensitive operations (manipulat-
ing key-related information) using random numbers and hiding minimises the
signal-to-noise ratio in the leakage by shuffling operations or adding a noise gen-
erator. Leakage resiliency regularly updates the secret key in order to prevent
the aggregation of information from several leakages. The extreme constraints of
Radio-Frequency Identification based on chip (in short RFID tags) as well as the
hostile environments in which the RFID tags are manipulated raise the need of
lightweight countermeasures against side-channel attacks minimising the power
consumption, the clock cycles, and the used random numbers.

In 2014, Picek et al. generated S-boxes of various sizes providing high resis-
tance to physical attacks without the need of extra random numbers (like mask-
ing or shuffling) during the execution of cryptographic primitives [2]. More pre-
cisely, they used genetic programming and genetic algorithms to evolve S-boxes
minimising the transparency order metric (that relates to the side-channel resis-
tance of the S-boxes). The main advantage of these approaches (compared to
exhaustive search) lies in the execution time of the research: exhaustive search
generates 22

n

different n × n S-boxes1 while genetic algorithms optimise this
research in an automatic way. At the same year, Picek et al. obtained two
S-boxes of sizes 4 × 4 and 8 × 8 by exploiting genetic algorithms optimising
the confusion coefficient (representing another metric related to the side-channel
resistance of the S-boxes) [3]. Finally, Picek et al. built a 4×4 S-box using genetic
algorithms optimising an improved transparency order [4].

Our Contributions. The success probability (also known as success rate) rep-
resents the probability of an adversary to extract the sensitive information from
physical leakages measured on the target device. This (security) metric provides
the strength of a strategy against an implementation. Surprisingly, all the previ-
ous works generated S-boxes by optimising the properties (e.g., confusion coef-
ficient) related with the side-channel resilience, but up to now no one explored
whether it is possible to design S-boxes with the success rate as a metric, i.e., by
obtaining it already in the design phase of the S-boxes and not only a posteriori.

In this paper, we shed new insights on the generation of S-boxes by focusing on
a security metric that is directly related to the strength of a side-channel adver-
sary. More precisely, we provide several S-boxes minimising the success probabil-
ity of two well-known side-channel attacks called (non-profiled) correlation power
analysis and (profiled) template attacks. Correlation power analysis represents the
1 (2n)! if we only consider permutations.
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state-of-the-art when considering non-profiled attacks while template attacks are
the most powerful physical attacks from an information theoretic point of view.

Furthermore, we present the first 5×5 S-boxes minimising the security metric
that can be directly exploited in cryptographic primitives.

Differing from previous works, we also consider S-boxes where their inverse
has good resilience against side-channel attacks. This approach is of high impor-
tance since the attacker can concentrate either on the first round and the plain-
text or the last round and the ciphertext (in which case the inverse of the S-box
is targeted) during the side-channel attack phase.

Finally, to depict the increased resilience of our new S-boxes, we also design S-
boxes that provide the worst resilience regarding the considered physical attacks
as well as the considered devices. Following the kleptography concept [5], these
results highlight that malicious designers of cryptographic primitives can weaken
a target device (or family of devices) by carefully selecting an S-box (that still
has good cryptographic properties) for the cipher.

We provide all the new (4 × 4 and 5 × 5) S-boxes in Table 1 and in Table 2
taking into account respectively non-profiled attacks and profiled attacks. Our
results can be of major value (1) for industry that wants to (easily and quickly)
increase the protection of the executed cryptographic primitive according to the
considered device, and (2) for the scientific community that can pursue research
on lightweight countermeasures with different optimisation goals.

Cautionary Note. This paper relates to the protection of one low-cost party
in a communication protocol that involves (for example) an RFID tag and an
RFID reader. More precisely, we assume that an RFID tag (having strong cost
constraints) requires lightweight countermeasures (provided in this paper) while
the RFID readers (implementing the same cryptographic primitive or its inverse)
can be protected with more expensive means such as masking and shuffling.
Indeed, in this paper we provide S-boxes having good resilience against side-
channel attacks when we implement these S-boxes in a specific device (such as an
RFID tag) while this protection could be undermined (by a physical attack) when
they are implemented in other devices (such as RFID readers) having different
physical characteristics. Note however that our approach can be generalised to
protect several devices at the same time, which constitutes a future work.

Outline. This paper is organised as follows. Section 2 starts with the basic
notions of relevant cryptographic properties and side-channel attacks. More-
over, this section discusses about the evaluation procedure from the side-channel
attacks perspective. Next, Sect. 3 presents our search strategy as well as the
obtained results. Finally, Sect. 4 provides conclusions of the paper and gives
several directions for future works.

2 Background

2.1 Cryptographic Properties of S-boxes

Let F
n
2 be the vector space that contains all the n-bit binary vectors. Let F be

a substitution box (denoted S-box). S-boxes provide the confusion property in
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cryptographic primitives by substituting values from F
n
2 to F

m
2 (denoted as an

S-box n × m as well as an (n,m)-function). The S-box can be seen as a vector
of m Boolean functions [F1,F2, ...,Fm] where each Boolean function represents a
mapping from F

n
2 to F2.

We denote the inner product of two vectors a = (a0, a1, . . . , an−1) and
b = (b0, b1, . . . , bn−1) as a · b (which is equal to a · b = ⊕n

i=1aibi). The Ham-
ming weight of a vector a ∈ F

n
2 (denoted HW(a)) represents the number of

non-zero positions in the vector.
The nonlinearity NF of an (n,m)-function F is equal to the minimum non-

linearity of all non-zero linear combinations v · F, with v �= 0, of its coordinate
functions Fi, i.e.:

NF = 2n−1 − 1
2

max
a∈F

n
2

v∈F
m∗
2

‖WF(a, v)‖, (1)

where ‖x‖ symbolises the absolute value of x, and WF(a, v) represents the Walsh-
Hadamard transform of F that is equal to:

WF(a, v) =
∑

x∈F
m
2

(−1)v·F(x)+a·x, a ∈ F
n
2 , v ∈ F

m
2 . (2)

The nonlinearity NF of any (n, n)-function F must satisfy the inequality:

NF ≤ 2n−1 − 2
n−1
2 . (3)

Let F be a function from F
n
2 into F

n
2 and a, b ∈ F

n
2 . We denote:

D(a, b) = {x ∈ F
n
2 : F(x + a) + F(x) = b} . (4)

δ(a, b) denotes the cardinality of D(a, b) and

δF = max
a�=0,b

δ(a, b). (5)

Almost Bent (AB) functions contain an equality in Eq. (3) while when a function
is differentially 2-uniform, it is called Almost Perfect Nonlinear (APN) function.
Every AB function is also APN, but the other direction does not hold in general.
AB functions exist only in an odd number of variables, while APN functions also
exist for an even number of variables. Furthermore, the maximal algebraic degree
of AB functions equals (n + 1)/2 while for the inverse APN equals n − 1. We
refer to the following papers [6,7] for the interested readers about the theory of
Boolean functions and S-boxes.

Leander and Poschmann define optimal 4-bit S-boxes as being bijective, with
the minimal possible linearity (or, maximal possible nonlinearity) and with a
minimal differential uniformity. For optimal 4 × 4 S-boxes, both NF and the
differential uniformity are equal to 4 [8]. PRESENT considers S-boxes from
the 16 classes suggested by Leander and Poschmann [8], but some lightweight
ciphers use 4 × 4 S-boxes with different cryptographic conditions. For instance,
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the authors of the PRINCE cipher impose several additional criteria on the 4×4
S-box and therefore they accept only 8 out of the 16 classes [9].

When considering 5×5 S-boxes, the cryptographic properties one can obtain
differ with regards to the choice of the S-box. As a first example, we consider
the Keccak S-box for which both the nonlinearity and differential uniformity are
equal to 8 [10]. Note that those values are relatively far from the optimal ones.
Furthermore, the algebraic degree of Keccak is low, and it actually equals the
minimal possible algebraic degree for a nonlinear function. However, the Keccak
S-box has an extremely efficient hardware implementation. The S-box used in
Ascon [11] is an affine transformation of the Keccak S-box in order to remove
the fixed points and to increase the differential branch number value. On the
other hand, the PRIMATEs S-box [12] is based on an almost bent permutation,
which means it has a nonlinearity equal to 12 and a differential uniformity equal
to 2, while the algebraic degree equals 2.

2.2 Side-Channel Attacks

We assume that the adversary wants to retrieve the secret key used when the
cryptographic device (that executes a known encryption algorithm) encrypts
known plaintexts and provides known ciphertexts. In order to find the key, the
adversary targets a set of key-related information (called the target intermediate
values) with a divide-and-conquer approach. The divide-and-conquer strategy
extracts information on separate parts of the key (e.g., the adversary extracts
each byte of the key independently) and then combines the results in order to
get the full secret key. In the following, we systematically use the term key to
denote the target of our attacks, though, in fact, we address one byte at a time.

During the execution of the encryption algorithm, the cryptographic device
processes a function F (e.g., the S-box of the block-cipher AES)

F : P × K → Y (6)
yi = Fk(p),

that outputs the target intermediate value yi and where k ∈ K is a key-related
information (e.g., one byte of the secret key), p ∈ P represents information
known by the adversary (e.g., one byte of the plaintext), and i is a number
related to k and p.

Physical Characteristics. Let jT i be the j-th leakage (also known as trace)
measured when the device manipulates the target value yi. In the following,
we represent each leakage with a vector of real values (of length ns) measured
at different instants on the analysed device. We denote j

tT i the j-th leakage
(associated to the target value yi) measured at time t such that:

j
tT i = tL (Fk (p)) + j

tεi, (7)

where j
tεi ∈ R is the noise of the trace j

tT i following for example a Gaussian
distribution with zero mean, and tL is the (deterministic) leakage function at
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time t. The function tL can be linear (e.g., the weighted sum of each bit of
the input value) or nonlinear (e.g., the weighted sum of products of bits of the
input value). Evaluators often model linear leakage functions as the Hamming
weight of the manipulated value yi for software implementations. A side-channel
attack is a process during which an attacker analyses leakages measured on a
target device in order to extract information on the secret value. Several side-
channel attacks exist such as the Correlation Power Analysis (CPA) [13] and
Template Attack (TA) [14]. We refer to the work of Chakraborty et al. [15] for a
detailed description of the improved transparency order metric and to the work
of Fei et al. introducing the confusion coefficient that evaluates the resistance of
S-boxes against side-channel attacks in a theoretical point of view [16,17].

Correlation Power Analysis. CPA recover the secret key from a crypto-
graphic device by selecting the key that maximises the dependence between the
actual leakage and the estimated leakage based on the assumed secret key. More
precisely, CPA selects the secret key k̂ such that:

k̂ ∈ arg max
k∈K

∥∥∥ρ
(
T̂(k), T

)∥∥∥ , (8)

where ρ (X ,Y) represents the Pearson’s correlation between 2 lists X and Y,
and:

– T =
[
1T , ...,NaT

]
represents a list of Na traces measured when the target

device manipulates the S-box (where iT denotes the i-th measurement on the
target device and Na is the number of attack traces), and

– T̂(k) =
[
L̂(F(k ⊕ p[1]), ..., L̂(F(k ⊕ p[Na])

]
refers to a list of estimated leakages

(with a leakage model L̂) parametrised with the output of the S-box combining
(with the exclusive-or operation denoted ⊕) an estimated key k and known
plaintext p[i] associated to iT .

Template Attacks. (Gaussian) Template attacks assume that Pr
[
jT i | yi

]

follows a Gaussian distribution N (μ̂i, Σ̂i) for each value yi where μ̂i ∈ R
ns

and Σ̂i ∈ R
ns×ns are respectively the sample mean and the sample covariance

matrix of the traces associated to yi. In what follows we assume that the noise
is independent of yi in unprotected contexts. This property allows to estimate
the same physical noise (represented by Σ) for all the target values.

During the attack step, the adversary classifies the list
[
1T , ...,NaT

]
by using:

k̂ ∈arg max
k∈K

Na∏

j=1

Pr
[
jT | k, pj

]
× Pr [k, pj ], (9)

≈ arg max
k∈K

Na∏

j=1

P̂r
[
jT | yi = Fk(pj); θ̂i

]
× P̂r

[
yi = Fk(p[j])

]
, (10)

where θ̂i denotes the two parameters {μ̂i, Σ̂i}.
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The designers of cryptographic devices measure the resistance of an imple-
mentation against a physical attack by using (among others) the first order
Success Rate (SR) [18]. The success rate (also known as the success probability)
represents the probability that the physical attack extracts the secret key.

3 Experiments

Tables 1 and 2 display all the generated 4 × 4 and 5 × 5 S-boxes taking into
account respectively the correlation power analysis and the template attacks.
We note that all presented 4 × 4 S-boxes also have maximal possible algebraic
degree that is equal to 3. For the 5 × 5 size, algebraic degree varies from 2 to
4 where we note that for all optimal S-boxes it equals 2 (since optimal 5-bit
S-boxes are actually AB functions, meaning that the algebraic degree is upper
bounded with n+1

2 that equals to 3). Note that our new 5×5 S-boxes have better
nonlinearity and differential uniformity values than Keccak or Ascon, but we can
easily adapt our strategy to output S-boxes with any combinations of values.

Table 1. Properties of evolved S-boxes when considering correlation power analy-
sis. Values of S-boxes are given in hexadecimal format. Strategy F represents
S-boxes optimised for the success rate. Strategy F + I represents S-boxes optimised in
the forward direction as well as their inverse. Strategy K represents S-boxes optimised
for the kleptography concept.
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Table 2. Properties of S-boxes Evolved for ATMega 328 microcontroller using template
attacks. Values of S-boxes are given in hexadecimal format. Strategy F represents S-
boxes optimised for the success rate. Strategy F + I represents S-boxes optimised in
the forward direction as well as their inverse.

In order to compare our generated S-boxes we used the following existing
S-boxes:

– 4 × 4 S-boxes: EvolvedCC [3], EvolvedTO [4], Klein [19], PRESENT [20] and
PRINCE [9];

– 5 × 5 S-boxes: ASCON [11], Keccak (Ketje, Keyak) [21] and PRIMATE [22].

The S-boxes EvolvedCC and EvolvedTO were also generated using genetic
algorithms while taking into account theoretical metrics (i.e., the confusion coef-
ficient and the modified transparency order) in order to estimate their resistance
against side-channel attacks.

3.1 Search Strategy

We use a genetic algorithm (GA) exploiting simple variation operators and solu-
tion encodings. We follow this line of research in an effort to make our search
process as fast as possible as well as to make comparison with previous works
as fair as possible. We encode solutions as lists of values between 0 and 2n − 1
where n is the size of the S-box. Note that this representation (i.e., permutation
encoding) is highly efficient since this ensures that solutions are bijections (which
is a necessary condition we enforce on our S-boxes).

We use the tournament selection mechanism in order to avoid the need to
tune the crossover rate parameter. We work with the 3-tournament selection
which is the option that offers the fastest convergence [23]. This mechanism
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selects three solutions randomly and discards the worst solution. Then, from
the remaining two solutions, the crossover operator creates a new offspring. For
variation operators, we use the Toggle mutation and the Order crossover. In
the Toggle mutation we randomly select two values and swap them. The Order
crossover (OX) works by first randomly selecting two crossover points and copy-
ing everything between those two points from the first parent to the offspring.
Then, starting from the second crossover point in the second parent, the unused
numbers are copied in the order they appear in that parent [23]. The initial pop-
ulation is created uniformly at random and the population size equals 100. As a
termination criterion, we use the number of evaluations without improvement,
which we set here to 100 generations.

In our experiments, we maximise the nonlinearity while minimising the dif-
ferential uniformity as well as the success probability (denoted SR), hence the
subtraction from 2n value and 1, respectively:

fitness = NF + (2n − δF ) + (1 − SR). (11)

We give equal weights to both NF and δF since our experiments show there
is no statistically significant difference in those two cases2.

Regarding the complexity of our search strategy, on average one generation
(100 individuals) needs around 1 s to evolve. In that estimation we include the
cost of the evaluation of the cryptographic properties, but not the cost of the
evaluation of the attack strategy. We note that although here we work with GA,
our methodology is not exclusive for that algorithm, but it could work with any
other heuristics that supports the permutation encoding. Naturally, it is to be
expected that in such case one could also need to change the fitness function
and the stopping criterion. For further details about genetic algorithms, we refer
readers to the work of Eiben and Smith [23].

3.2 Results for Correlation Power Analysis

We generated synthetic leakages by considering that the leakage function equals
to the Hamming weight and the leakage model (of the adversary) also equals
to the Hamming weight (i.e., the adversary has a perfect knowledge on how
the device leaks information). We use the same level of noise of 0.5 variance
representing a signal-to-noise ratio (1) of 2.13 when considering 4 × 4 S-boxes,
and (2) of 2.58 when considering 5 × 5 S-boxes. It is worth to note that the
order of the (generated) S-boxes sorted by the resistance against SCA are not
influenced by the signal-to-noise ratio.

2 Note that in general case of a fitness function it is possible to sacrifice one parameter
in order to boost another. However, in our case it is impossible to sacrifice the
nonlinearity NF in order to improve the success rate due to the fact that NF ∈ N

and SR ∈ R and 0 < SR < 1. In other words the minimal step in values of NF is
1, while 1 is the maximum increase that the SR can get, thus, the whole fitness will
decrease if NF decreases while boosting the SR.
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Figure 1 provides the success rate of CPA on the (three) new generated
S-boxes as well as their inverses. The first observation is that the nonlinear-
ity of an S-box and its delta uniformity are not the (only) metrics impacting
side-channel attacks (e.g., all the 4 × 4 S-boxes have the same nonlinearity and
delta uniformity but differ from the point of view of side-channel). Furthermore,
the generated S-boxes (by taking into account only the forward direction) as
well as the already known S-boxes are weak (in a side channel point of view)
when considering adversary targeting the last round of the cipher (i.e., attacking
the inverse of the S-boxes). However, the generated S-boxes taking into account
such adversary provide good side-channel resistance in forward and in inverse
direction. The new 4 × 4 S-box EvolvedSR2 happens to be the best generated
S-box among all of the considered S-boxes. In a kleptography point of view, the
generated 4 × 4 EvolvedK turns out to be the best: it has good cryptographic
properties and it is the easiest S-box to attack using side-channel information.
Note that the S-boxes EvolvedCC and EvolvedTO differ from a side-channel point
of view. The rationale is that the confusion coefficient and the modified trans-
parency order are not equivalent, as already reported by Lerman et al. [24].

Regarding the 5 × 5 S-boxes, we generated several S-boxes having differ-
ent cryptographic properties (by varying the value of the differential uniformity
and the nonlinearity metrics). This palette of S-boxes gives rise to 9 S-boxes
having different levels of resistance against side-channel attacks. All the gener-
ated S-boxes provide a higher resistance compared to the existing (considered)
S-boxes while having good cryptographic properties. This allows the designer to
choose S-boxes among several S-boxes with cryptographic properties that fit his
requirements.

3.3 Results for Template Attacks

A set of 80 000 power traces was collected on an 8-bit Atmel (ATMega 328)
microcontroller at a 16 MHz clock frequency. The power consumption of the
device was measured using an Agillent Infiniium 9 000 Series oscilloscope that
was set up to acquire 200 MSamples/s. In order to measure the device’s power
consumption we inserted a 10 Ω resistor placed between the ground pin of the
microcontroller and the ground of the power supply. In order to reduce noise
in traces we used averaging, thus each power trace represents an average of 64
single acquisitions. Our target device executes AES using a constant 128-bit key
and random plaintexts. We target the first round of the cipher and focus on
the first byte of the key. We extracted the leakage function tL of the device by
averaging all traces associated to the same target value and by selecting the
8 instants that are the most (linearly) nonlinearityated with the target value.
We used the extracted leakage function during our simulations with a small
additional Gaussian noise3 having a standard deviation of 5 × 10−6. This leads
to a signal-to-noise ratio of 0.40 and 0.37 for the best point when considering

3 A small amount of noise is necessary in order to avoid numerical issues during
template attacks.
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respectively an 4 × 4 S-box and an 5 × 5 S-box. It is worth to note that we do
not claim in this paper that this profiled attack represents the optimal physical
attack against the analysed implementation. Other profiled attacks could provide
higher success rates [25]. In other words, our purpose here is to provide S-boxes
resilient against chosen profiled attacks.

Figure 2 shows the success rate of template attacks on the considered S-
boxes. We can notice that Fig. 2a and b show results similar to the results that
we obtain in the previous section: when we consider well-known S-boxes or newly
generated S-boxes (while considering only the forward strategy) the correspond-
ing inverse S-boxes show them weaker against side-channel attacks. The 4 × 4
EvolvedTASR2 S-box that was generated by taking into account the S-box and
its inverse gives the best result: it is as good as PRESENT S-box in terms of its
inverse and it is one of the best among well known 4× 4 S-boxes (in the forward
direction) with the exception of 4 × 4 EvolvedTASR1 that was designed to be
good in the forward direction (but not as an inverse). In terms of 5 × 5 S-boxes,
5× 5 EvolvedTASR5 provides the best result in forward direction. In the inverse
direction, EvolvedTASR6 outperforms all the known S-boxes. Note that it is still
difficult to create resilient S-boxes while having good cryptographic properties
and being better than existing S-boxes in both forward and inverse directions.
However, we deem that we can still create a more resilient 5 × 5 S-box against
template attacks since 5 × 5 S-boxes provide a large set of possible solutions.

3.4 Discussion

The previous sections report the improvement of the success probability of physi-
cal attacks on 4×4 and 5×5 S-boxes. Our results highlight that the improvement
is more significant for the 5 × 5 S-boxes than for the 4 × 4 S-boxes. The reason
relies on the fact that 5 × 5 S-boxes have a wider range of obtainable values for
the success rate property when compared with 4 × 4 S-boxes.

Figure 3 provides the success rate on each S-box targeted by an adversary
exploiting the plaintext (by attacking the forward S-box used in the first round of
the cryptographic primitive) and the ciphertext (by attacking the inverse S-box
used in the last round of the primitive). Plots on these figure correspond to
the maximum of the two attacks (between the attack on an S-box and on its
inverse). The results highlight the usefulness of our approach by providing new
S-boxes outperforming well known S-boxes in several contexts. More precisely,
the 4 × 4 EvolvedSR2 and the 5 × 5 EvolvedSR2 S-boxes provide the best results
against correlation power analysis while the 4 × 4 EvolvedTASR4 and the 5 × 5
EvolvedTASR6 S-box provide the best results against template attacks.

Note also that all our results report the success rate of adversaries targeting
one nibble of the key. It is worth to note that, in practice, adversaries extract
the full secret key. As a result, a small-scale decrease of the first order success
rate of an attack on one nibble leads to a significant reduction of the success
probability of the attack on the full key. Therefore, designers of cryptographic
primitives should consider optimisation methods minimising the success rate of
physical attacks against S-boxes. As an example, let us take two 4 × 4 S-boxes
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with similarly close success rates: EvolvedK and the S-box of PRESENT. During
a CPA using 15 attack traces, EvolvedK results in success rate of 0.9820 while
the S-box of PRESENT gives the success rate of 0.9605 (difference of about
0.02). However, it is important to note that this success rate corresponds to an
attack on one 4-bit nibble. During an attack on a full cipher with 80-bit key, the
adversary repeats the attack on each nibble (i.e., 20 times). Thus, the success
rate of a complete attack results in the success rate of 0.4466 on the PRESENT
S-box and 0.6954 in case of EvolvedK which is a significant increase even though
the success rates of attacks on one nibble are very close.

4 Conclusions and Future Work

In this paper, we investigate the design of S-boxes containing inherent resilience
against various real-world physical attacks. The main difference between our
work and the previous works lies in the design process of the S-boxes: previ-
ous works design S-boxes optimising metrics (e.g., confusion coefficient) that
(according to the authors of these metrics) relate to the side-channel resilience
while we take into account (during the design phase of the S-boxes) the quality
of the generated S-boxes against actual physical adversaries. The rationale of
our approach is that we remove the unnecessary step of connecting the value of
a certain property (e.g., confusion coefficient) to a certain type of attack. Our
results also highlight that such measures (e.g., confusion coefficient) can indicate
the resilience but should not be used as a definitive guide in order to estimate the
success probability of physical attacks [3,24]. As a result, we provide the first
S-boxes in which the countermeasure is automatically tailored for the device
used by the implementers.

Our outcomes also generalise the results of previous works (that focus on
the case where the adversary knows only the plaintexts) by considering that the
adversary can target the first round (i.e., the S-box) as well as the last round
(i.e., the inverse of the S-box) of the primitive when the adversary knows the
plaintexts and the ciphertexts.

We conduct our analysis for S-boxes of sizes 4 × 4 and 5 × 5 since (1) we
deem those sizes to have the most impact in the future design of lightweight
ciphers, and (2) our results confirm that it is possible to design S-boxes with
better resilience against various classes of side-channel attacks.

Several directions for future works exist. For example, an interesting perspec-
tive would be to work with involutive S-boxes. Ciphers with involutive S-boxes
have smaller area cost than those having separate S-boxes for encryption and
decryption. The main difficulty of this future work lies in the definition of a
new search strategy in order to stay only in the involutive S-boxes search space.
Other future works may explore additional criteria for the fitness function such
as the size of an S-box in hardware (e.g., by counting the number of gates).

Another direction of future work considers other physical attacks like sto-
chastic attacks [26], mutual information analysis [27] and machine learning
attacks [28–30]. Going even one step further, a designer could find S-boxes that
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(1) possess improved resilience against more than one type of attack, and (2)
could be implemented in several devices (having different leakage functions).

Finally, the new proposed S-boxes can be combined with (more expensive)
side-channel countermeasures such as masking. One of the easiest generic mask-
ing scheme (called table re-computation) computes a table look-up which asso-
ciates to each masked input the output of the masked S-box [31]. Designers
can easily combine this masking scheme with the new S-boxes. Other masking
schemes tailored to the new S-boxes can also be applied, and constitute an inter-
esting future work in order to investigate the resistance of physical cryptographic
implementations generated by genetic algorithms against side-channel attacks.
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Abstract. A common technique employed for preventing a side channel
analysis is Boolean masking. However, the application of this scheme is
not so straightforward when it comes to block ciphers based on Addition-
Rotation-Xor structure. In order to address this issue, since 2000, schol-
ars have investigated schemes for converting Arithmetic to Boolean
(AtoB) masking and Boolean to Arithmetic (BtoA) masking schemes.
However, these solutions have certain limitations. The time performance
of the AtoB scheme is extremely unsatisfactory because of the high com-
plexity of O(k) where k is the size of arithmetic operation. At the FSE
2015, an improved algorithm with time complexity O(log k) based on the
Kogge-Stone carry look-ahead adder was suggested. Despite its efficiency,
this algorithm cannot consider for constrained environments. Although
the original algorithm inherently extends to low-resource devices, there is
no advantage in time performance; we call this variant as the generic vari-
ant. In this study, we suggest an enhanced variant algorithm to apply to
constrained devices. Our solution is based on the principle of the Kogge-
Stone carry look-ahead adder, and it uses a divide and conquer approach.
In addition, we prove the security of our new algorithm against first-order
attack.

By reducing the main loop complexity to �log (l − 1)� from
�log (k − 1)� where l is the size of register bit, we can expect the rea-
sonable time complexity for our variant algorithms. In implementation
results based on this fact, when k = 64 and the register bit size of a chip
is 8, 16 or 32, we obtain 58%, 72%, or 68% improvement, respectively,
over the results obtained using the generic variant. When applying those
algorithms to first-order SPECK, we also achieve roughly 40% improve-
ment. Moreover, our proposal extends to higher-order countermeasures
as previous study.

Keywords: Arithmetic to Boolean masking · Kogge-Stone carry look-
ahead adder · ARX-based cryptographic algorithm

1 Introduction

Side channel analysis, which has been in the spotlight over the past decade,
belongs to the genre of software and hardware implementation attacks.
c© Springer International Publishing AG 2017
S. Guilley (Ed.): COSADE 2017, LNCS 10348, pp. 120–137, 2017.
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With respect to the properties of the cryptographic algorithm and physical infor-
mation, the attack schemes of adversaries are diverse and they involve, for exam-
ple, simple power analysis and differential power analysis attacks. To counteract
these attacks, various countermeasures have been proposed in the literature.
However, among those proposals, countermeasures such as Boolean masking,
hiding, and threshold implementation have outlasted other methods and are usu-
ally recommended. Especially, in terms of software implementation, first-order
attacks cannot destroy the (first-order) Boolean masking scheme regardless of
the number of traces.

In another context, the advent of the Internet of Things (IoT) has encour-
aged cryptographic algorithms, in some instances, to play an important role in
satisfying the needs of the IoT environment. In designing such algorithms, exter-
nal conditions including time performance and gate size have become increas-
ingly significant. Recently, cryptographic algorithms that satisfy these conditions
have been published. In the case of block ciphers, most of their structures utilize
S-boxes of nibble units or use addition to introduce a confusion factor. Moreover,
Addition-Rotation-Xor(ARX)-based structure can enhance time performance in
software implementation. For these reasons, several lightweight cryptographic
algorithms such as SPECK [8] have emerged.

From the side channel countermeasure perspective, it is quite complicated to
apply a Boolean masking scheme to a block cipher with an ARX-based struc-
ture. To overcome this challenge, other approaches are required. Initially, algo-
rithms were developed for performing conversions between Boolean and arith-
metic masking schemes. Goubin, in particular, described a very elegant algorithm
for converting from Boolean to arithmetic (BtoA) masking [2], using only a con-
stant number of operations, independent of the size of the arithmetic operation.
This allows for the easy exploitation of the BtoA masking algorithm at low cost.
On the other hand, there also have been several changes to the algorithm that
convert from arithmetic to Boolean (AtoB) masking, in order to improve time
performance and/or reduce memory consumption. First, Goubin reported an
AtoB masking algorithm [2] which has O(k) complexity where k is the size of
arithmetic operation. Later, at CHES 2003, an AtoB masking algorithm [3] with
a precomputed table was introduced to reduce the time performance, rather than
increasing the memory consumption. This algorithm can also be easily modified
to suit the IoT environment due to the fact that the size of the precomputed
table can be defined beforehand. Shortly thereafter, Neiße et al. in [4] suggested
that their algorithm could result in lower memory consumption than the previous
algorithm. Within the decade, Debraize proposed a new high performance algo-
rithm as well as two modified algorithms with precomputed tables [6]. Despite
these efforts, the problem of time complexity has endured at about O(k).

In recent years, the rising demand for higher-order masking countermeasures
has led to the introduction of second-order masking countermeasures. At SPACE
2013, Vadnala et al. proposed two secure algorithms for converting between
Boolean and arithmetic masking schemes against second-order attacks [7]. These
algorithms apply the generic second-order secure countermeasure developed by
Rivain et al. [5], but they were difficult to expand for a larger size of arithmetic
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operation because 2k or 2k/k bytes of RAM is required. To overcome this obsta-
cle, handling of the carry bit was required and Vadnala et al. in [11] solved this
problem without difficulty by utilizing a precomputed table to handle carry bit.

At about the same time, general approaches were achieved also for higher-
order BtoA and AtoB schemes. The initial proposal [9] based on Goubin’s con-
version method [2] was described at the CHES 2014, although it has high time
complexity of O(n2 · k) for n = 2t + 1 shares.

Another approach is to execute an arithmetic operation without converting
the masking form. At the COSADE 2014, Karroumi et al. in [10] demonstrated
that it was possible to use addition/subtraction for two Boolean masked inputs.
As a result, an efficient algorithm was developed to satisfy the IoT environment,
using lookup tables. Despite all these efforts, however, the arithmetic opera-
tion of algorithms without conversion continues to be characterized by a time
complexity of about O(k).

Unlike the previous algorithms that were based on the classical ripple carry
adder, algorithms based on the Kogge-Stone carry look-ahead adder with the
logarithmic complexity O(log k) [12] have recently been proposed. These algo-
rithms not only easily expand to a higher-order masking scheme but can also be
applied to algorithms for AtoB masking and arithmetic operation without con-
version. To the best of our knowledge, these algorithms achieve an outstanding
performance. Although the algorithms proposed by Coron et al. [12] require a
low complexity of O(log k), they become infeasible for direct implementation on
low-resource devices. Practically, these algorithms cannot be applied to the con-
strained devices without any modifications if the register bit size of a chip is l bit
is less than that of arithmetic operation k bit. However, by using an array con-
cept, the original algorithm inherently extends to low-resource devices although
there is no associated advantage in time performance. In this paper, we call this
algorithm using an array concept as the generic variant. As a result, the generic
variant algorithm might lose their merit when this algorithm is implemented on
IoT devices.

Our Contributions. The arithmetic operation size of the most cryptographic
algorithms with ARX-based structure does not correspond to the register size
of IoT devices. Although the generic variant algorithm from [12] can directly
be applied to a chip with the register l bit, we should endure a high cost. In
response to this limitation, we suggest that the enhanced variant algorithms are
significantly faster than the generic algorithm. Our solution follows the basic
concept of the Kogge-Stone carry look-ahead adder, but uses a divide and con-
quer approach to prevent the time complexity from becoming too great. The
currently proposed core concept involves a means of handling the carry occur-
rence of the Kogge-Stone carry look-ahead adder. Part of this procedure is to
control the carries propagating from less to more significant words, which must
also be protected by masking to prevent any first leakage. More precisely, after
the carry value is generated from the previous block, it fills up the least sig-
nificant bit in the next block. When the bitwidth is k/2, we also provide the
advanced algorithm more than the enhanced variant algorithm. We demonstrate
that this can be achieved in an efficient and secure fashion by using the principle
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of the Kogge-Stone carry look-ahead adder for the carries. We also verify the
correctness and prove the security of our algorithms.

According to our analysis, the generic variant algorithm totally requires
36(k/l) · �log (k − 1)� − 3(k/l) − 8�log (k − 1)� operations. However, our variant
algorithm generally require 28(k/l) · �log (l − 1)�+11(k/l)+28�log (l − 1)�−10.
When k/l = 2 the computational complexity of our variant algorithm requires
28(k/l) · �log (l − 1)� + 4(k/l) + 36 operations. Therefore, compared with the
generic variant algorithm, we can expect a better performance from our algo-
rithms. Moreover, in our implementation results, the enhanced variant algo-
rithms show a 58–72% improvement over the generic variant algorithms in terms
of time performance. In addition, for k/l = 2, we acquired more than a 27%
improvement as compared to our general solution algorithm is an enhanced
variant algorithm. Finally, we applied the generic variant and enhanced vari-
ant algorithms to first-order masked SPECK. Consequently, we obtained an
improvement of approximately 40% over the generic algorithm results.

2 Kogge-Stone Carry Look-Ahead Adder and Its
Countermeasure

2.1 Notation

Before presenting a detailed description of our algorithms, we first describe the
notations listed in Table 1. Note that the notations described in this section is
maintained for consistency and used throughout the remainder of this paper.

Table 1. Notations used in this paper

Notation Description

x k-bit value

nα max(�log (α − 1)� , 1), α = k or l

l Register bit size of CPU chip

m Number of data blocks (m = k/l (0 < m ≤ l))

x(i) Least significant i-th bit

x(i) i-th data block of x
(
x(i) = 2i×l∑l−1

j=0 (2j × x(i×l+j))
)

X(i) Modified i-th data block that includes the carry value generated from
the previously modified data

2i(l−1)
(
c(i(l−1)) +

∑l−1
j=1 2jx(i(l−1)+j)

)
(1 ≤ i < m)

2i(l−1)
(
c(i(l−1)) +

∑m−1
j=1 2jx(i(l−1)+j)

)
(i = m)

x(0) (i = 0)

X ′
(i) Modified i-th data block that doesn’t include the carry value gener-

ated from the previously modified data
2i(l−1)∑l−1

j=1 2jx(i(l−1)+j)(1 ≤ i < m)

2i(l−1)∑m−1
j=1 2jx(i(l−1)+j)(i = m)

x(0) (i = 0)



124 Y.-S. Won and D.-G. Han

For example, if the register bit size is 32 and the size of the addition is 64,
the number of data blocks is two. i.e., x =

(
x(1)||x(0)

)
. Further, we denote x as(

X(2)||X(1)||X(0)

)
, where X(0) = (x(31) · · · x(0))2, X(1) = (x(62) · · · x(32)c(31))2,

and X(2) = (x(63)c(62))2. Here, the carry value c(i) is generated from x(i) + y(i).

2.2 Kogge-Stone Carry Look-Ahead Adder

In this section, we first recall the Kogge-Stone carry look-ahead adder [1,12]
which is based on recurrence equations as follows:

{
c(0) = 0
∀i ≥ 1, c(i) = {(x(i−1) ⊕ yi−1) ∧ c(i−1)} ⊕ (x(i−1) ∧ y(i−1))

(1)

where c(i) is generated from the carry bit of
∑i−1

j=0 2jx(j) +
∑i−1

j=0 2jy(j). We
can therefore compute the carry bit. On the basis of Eq. (1), we can re-construct
the k bit addition as

x + y =
k−1∑

i=0

2ix(i) +
k−1∑

i=0

2iy(i) =
k−1∑

i=0

(x(i) ⊕ y(i) ⊕ c(i)) (2)

According to Lemma 1 of [12], Eq. (1) can be converted to a Kogge-Stone
recursive equation as follows:

{
Pi,j = Pi−1,j

Gi,j = Gi−1,j (0 ≤ j < 2i−1)
{

Pi,j = Pi−1,j ∧ Pi−1,j−2i−1

Gi,j = (Pi−1,j ∧ Gi−1,j−2i−1) ⊕ Gi−1,j (2i−1 ≤ j < k)

=⇒
{

c(0) = 0, c(1) = G0,0

c(j+1) = Gi,j (2i−1 ≤ j < 2i)

(3)

Here, when i corresponds to �log (k − 1)�, we obtain the most significant
carry bit c(k−1).

Equation (3) inherently extends to the recurrence equation of the k bit addi-
tion; however, a time complexity of O(log k) is still required. According to
Theorem 3 in [12], the recurrence equation of the k bit addition is

{
Pi = Pi−1 ∧ (Pi−1 
 2i−1) (1 ≤ i < n)
Gi = (Pi−1 ∧ (Gi−1 
 2i−1)) ⊕ Gi−1

=⇒ x + y = x ⊕ y ⊕ (2Gn) (4)

where Pi =
∑k−1

j=2i−1 2jPi,j with P0 = x ⊕ y, Gi =
∑k−1

j=0 2jGi,j with G0 =
x ∧ y, and n represents �log (k − 1)�. On the basis of Eq. (4), the sequence can
be computed using Algorithm 1.
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Algorithm 1. Kogge-Stone Adder
z Input: x, y ∈ {0, 1}k, nk = max(�log (k − 1)� , 1)
Output: z = x + y mod 2k

1: P ← x ⊕ y
2: G ← x ∧ y
3: for i := 1 to nk − 1 do
4: G ← (P ∧ (G 	 2i−1)) ⊕ G
5: P ← P ∧ (P 	 2i−1)
6: end for
7: G ← (P ∧ (G 	 2n−1)) ⊕ G
8: return x ⊕ y ⊕ (2G)

2.3 Generic Variant for the Kogge-Stone Adder and AtoB Masking

In this section, we introduce the k bit addition when the size of register bit
corresponds to the l bit, where l is less than k. Basically, a generic variant
algorithm using the array concept is a direct application of the Kogge-Stone
adder; further, we convert a generic variant algorithm into a first-order algorithm.
Finally, we refer to the generic variant of the Kogge-Stone adder and AtoB
masking in [12].

3 Enhanced Variant for AtoB Masking Based
on Kogge-Stone Adder

3.1 Underlying Concept

In this section, we introduce the fundamental idea underlying our approach.
Assuming k and l correspond to eight and four, respectively, we generate two
arrays from the original data for the generic variant Kogge-Stone adder because
the size of the register is smaller than that of addition; refer to Array1 and Array0
in Fig. 1. Therefore, the intermediate calculations of generic variant algorithm
consume more cost than those of original algorithm because of the difference
between the original Kogge-Stone adder and generic variant algorithm.

Our underlying concept is to split the original data into three arrays, as shown
in Fig. 1, considering the bitwidth of a chip, and utilize the original Kogge-Stone
adder without any modifications.

To acquire the most significant bit of each block, we review the correction of
Theorem 3, as addressed in [12], for our new design. 2Gn is not exactly equal to∑k−1

j=0 2jcj , but rather
∑k

j=0 2jcj . In other words, the 2Gn value that leaks the
most significant k-th bit is the basis of our enhanced variant algorithm. That is,
after the carry value is generated from the previous block, it fills up the least
significant bit in the next block.
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Fig. 1. Underlying concept for enhanced variant algorithm

3.2 Enhanced Variant for the Kogge-Stone Adder

Our proposed conversion algorithm is based on the principle of the Kogge-
Stone adder. As mentioned earlier, owing to the missing value, we can build
an enhanced variant of the Kogge-Stone adder and AtoB masking. The correct-
ness of this technique is demonstrated in the following theorem.

Theorem 1. Let x = (x(m−1)|| · · · ||x(0)), y = (y(m−1)|| · · · ||y(0)), z = x + y be

elements of {0, 1}k. Then ∑m−1
i=0 z(i) =

∑m
i=0 Z ′

(i)

(
=

∑m−1
i=0

(
x(i) + y(i)

))

Proof. From our notation, we rewrite the equation as:

m−1∑

i=0

z(i) =
〈1〉

m∑

i=0

Z ′
(i) =

〈2〉

m∑

i=0

(
X(i) + Y(i) mod 2(i+1)×l

)

For 〈1〉, we refer to Lemma 3 in Appendix A. Thus, we prove 〈2〉 in this
theorem. Moreover, by proving Eq. (5), 〈2〉 can be inherently proven. Therefore,
we only provide the proof of Eq. (5):

Z ′
(i)/2i(l−1) = {X(i) + Y(i)}/2i(l−1) mod 2l (0 ≤ i ≤ m) (5)

=

⎛

⎝c(i(l−1)) +
l−1∑

j=1

2jx(i(l−1)+(j−1)) + c(i(l−1)) +
l−1∑

j=1

2jy(i(l−1)+(j−1))

⎞

⎠
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For simplicity, we re-index some of the variables,

i.e., c(i(l−1)) as a(0) or b(0), x(i(l−1)+j) = a(j+1), and y(i(l−1)+j) = b(j+1)

=

⎛

⎝
l−1∑

j=0

2ja(j) +
l−1∑

j=0

2jb(j)

⎞

⎠ mod 2l

=
l−1⊕

j=0

2j
(
a(j) ⊕ b(j) ⊕ d(j)

)

(d(j) generated from
j−1∑

p=0

a(p) +
j−1∑

p=0

b(p)

is the carry value of the most significant bit)

= c(i(l−1)) ⊕ c(i(l−1)) ⊕
l−1⊕

j=1

2j
(
x(i(l−1)+j−1) ⊕ y(i(l−1)+j−1) ⊕ c(i(l−1)+j−1)

)

(According to Lemma 4 in Appendix A)

=
l−1⊕

j=1

2j
(
z(i(l−1)+j−1)

)
= Z ′

(i)/2i(l−1)

For i = 0 and m, we have excluded the proof as it is straightforward. �
Based on Theorem 1, we build an enhanced variant algorithm and present it

as Algorithm 2. In this algorithm, there is no need to calculate the carry value
in Step 9 because (X(j) ⊕ C) ⊕ (Y(j) ⊕ C) = X(j) ⊕ Y(j). Further, in Step 10, the
result of the addition can obviously be acquired for only one operation using a
carry value, i.e., (X(j) ⊕ C) ∧ (Y(j) ⊕ C) = (X(j) ∧ Y(j)) ⊕ C. More importantly,
the number of inner-loops is �log (l − 1)� and the unit of operation is the l bit
even though the number of outer-loops is m + 1. In other words, applying our
underlying idea allows the number of inner-loops to be reduced from �log (k − 1)�
to �log (l − 1)�.

3.3 Enhanced Variant for AtoB Masking

Similarly, here we demonstrate how to secure the AtoB masking algorithm. We
convert Algorithm 2 into a first-order secure algorithm by protecting all inter-
mediate variables that utilize the AtoB masking algorithm in [12] and present it
as Algorithm 3.

Some of the secure algorithms adopted in Algorithm 3, including SecShiftl,
SecAndl, and SecXorl are based on the l bit unit using only one array, unlike the
secure algorithms in [12].

In addition, there are some differences between Algorithms 2 and 3, because
the δ value is required in order to prevent the leakage of the carry value. Thus,
the carry value is masked by the δ value in Step 28. As such, in Step 11, we must
eliminate the masked value δ because the G value had already been masked by
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Algorithm 2. Enhanced Variant for Kogge-Stone Adder
Input: x =

(
x(m−1)|| · · · ||x(0)

)
, y =

(
y(m−1)|| · · · ||y(0)

) ∈ {0, 1}k

nl = max(�log (l − 1)� , 1)
Output: z =

(
z(m−1)|| · · · ||z(0)

)
= x + y mod 2k

1: X(0) ←
(
x(l−1)|| · · · ||x(0)

)

2: Y(0) ←
(
y(l−1)|| · · · ||y(0)

)

3: C ← 0
4: for i := 1 to m do
5: X(i) ←

(
x(i(l−1)+l−1)|| · · · ||x(i(l−1)+1)||0

)

6: Y(i) ←
(
y(i(l−1)+l−1)|| · · · ||y(i(l−1)+1)||0

)

7: end for
8: for j := 0 to m do
9: P ← X(j) ⊕ Y(j)

10: G ← (X(j) ∧ Y(j)

)⊕ C
11: for i := 1 to nl − 1 do
12: G ← (P ∧ (G 	 2i−1

))⊕ G
13: P ← P ∧ (P 	 2i−1

)
14: end for
15: G ← (P ∧ (G 	 2n−1

))⊕ G
16: Z′

(j) ← X(j) ⊕ Y(j) ⊕ (2G)
17: if j 
= 0 then
18: Z′

(j) ← Z′
(j) � 1

19: end if
20: C ← G � (l − 1)
21: end for
22:
(
z(m−1)|| · · · ||z(0)

)← (Z′
(m)|| · · · ||Z′

(0)

)
mod 2k

23: return z =
(
z(m−1)|| · · · ||z(0)

)

s in Step 10. The following Lemma proves the security of our new algorithm
against first-order attack.

Lemma 1. When r is uniformly distributed in F2k , any intermediate variable
in Algorithm 3 has a distribution independent of x = A + r mod 2k.

Proof. The proof is based on Lemma 5 of the previous paper [12], and also on the
fact that all intermediate variables from Steps 10, 11, and 28 have a distribution
independent of x.

Case 1: All variables from Step 28, have a distribution independent of x
G, G � (l − 1), {G � (l − 1)} ⊕ δ, and [{G � (l − 1)} ⊕ δ] ⊕ {s � (l − 1)}(
= c(j(l−1)+(i−2)) ⊕ s

)
have a distribution independent of x, since G ⊕ s is(

c(j(l−1)+(i−2))|| · · · ||c(j(l−1)+0)||0)
.

Case 2: All variables from Step 10, have a distribution independent of x
C has a distribution independent of x because of the masked value δ. There-
fore, other intermediate variables have uniform distribution.
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Algorithm 3. Enhanced Variant for AtoB Masking
Input: a =

(
a(m−1)|| · · · ||a(0)

)
, r =

(
r(m−1)|| · · · ||r(0)

) ∈ {0, 1}k

nl = max(�log (l − 1)� , 1)
Output: x =

(
x(m−1)|| · · · ||x(0)

)
such that x ⊕ r = a + r mod 2k

1: s ← {0, 1}l, t ← {0, 1}l, u ← {0, 1}l, δ ← {0, 1}l

2: a(0) ←
(
a(l−1)|| · · · ||a(0)

)
, r(0) ←

(
r(l−1)|| · · · ||r(0)

)
, C ← δ

3: for i := 1 to m do
4: a(i) ←

(
a(i(l−1)+l−1)|| · · · ||a(i(l−1)+1)||0

)

5: r(i) ←
(
r(i(l−1)+l−1)|| · · · ||r(i(l−1)+1)||0

)

6: end for
7: for j := 0 to m do
8: P ← a(j) ⊕ s
9: P ← P ⊕ r(j)

10: G ← s ⊕ ((a(j) ⊕ t
) ∧ r(j)

)⊕ C
11: G ← G ⊕ (t ∧ r(j)

)⊕ δ
12: for i := 1 to nl − 1 do
13: H ← SecShiftl[G, s, t, 2i−1]
14: W ← SecAndl[P, H, s, t, u]
15: G ← SecXorl[G, W, u]
16: H ← SecShiftl[P, s, t, 2i−1]
17: P ← SecAndl[P, H, s, t, u]
18: P ← P ⊕ s
19: P ← P ⊕ u
20: end for
21: H ← SecShiftl[G, s, t, 2n−1]
22: W ← SecAndl[P, H, s, t, u]
23: G ← SecXorl[G, W, u]
24: X ′

(j) ← a(j) ⊕ (2G)
25: X ′

(j) ← X ′
(j) ⊕ (2s)

26: if j 
= 0 then X ′
(j) ← X ′

(j) � 1
27: end if
28: C ← [{G � (l − 1)} ⊕ δ] ⊕ {s � (l − 1)}
29: end for
30:
(
x(m−1)|| · · · ||x(0)

)← (X ′
(m)|| · · · ||X ′

(0)

)
mod 2k

31: return x =
(
x(m−1)|| · · · ||x(0)

)

Case 3: All variables from Step 11, have a distribution independent of x
Since G corresponds to s ⊕ ((

a(j) ⊕ t
) ∧ r(j)

) ⊕ C ⊕ (
t ∧ r(j)

) ⊕ δ (= (a(j) ∧
r(j)) ⊕ c(j(l−1)+(i−2)) ⊕s), G has a distribution independent of x, and other
intermediate variables have uniform distribution. �
Algorithm 3 provides a generalization of the l and k variables; however, when

m = 2, we obtain more improvements in terms of time performance by modifying
the operations on the most significant block. More specifically, the outer-loop can
be reduced m − 1 times, because only a single bit remains in X(m) and Y(m),
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Algorithm 4. Enhanced Variant for AtoB Masking (m = 2)
Input: a =

(
a(m−1)|| · · · ||a(0)

)
, r =

(
r(m−1)|| · · · ||r(0)

) ∈ {0, 1}k

nl = max(�log (l − 1)� , 1)
Output: x =

(
x(m−1)|| · · · ||x(0)

)
such that x ⊕ r = a + r mod 2k

1: s ← {0, 1}l, t ← {0, 1}l, u ← {0, 1}l, δ ← {0, 1}l

2: a(0) ←
(
a(l−1)|| · · · ||a(0)

)
, r(0) ←

(
r(l−1)|| · · · ||r(0)

)
, C ← δ

3: for i := 1 to m do
4: a(i) ←

(
a(i(l−1)+l−1)|| · · · ||a(i(l−1)+1)||0

)

5: r(i) ←
(
r(i(l−1)+l−1)|| · · · ||r(i(l−1)+1)||0

)

6: end for
7: for j := 0 to m − 1 do
8: P ← a(j) ⊕ s
9: P ← P ⊕ r(j)

10: G ← s ⊕ ((a(j) ⊕ t
) ∧ r(j)

)⊕ C
11: G ← G ⊕ (t ∧ r(j)

)⊕ δ
12: for i := 1 to nl − 1 do
13: H ← SecShiftl[G, s, t, 2i−1]
14: W ← SecAndl[P, H, s, t, u]
15: G ← SecXorl[G, W, u]
16: H ← SecShiftl[P, s, t, 2i−1]
17: P ← SecAndl[P, H, s, t, u]
18: P ← P ⊕ s
19: P ← P ⊕ u
20: end for
21: H ← SecShiftl[G, s, t, 2n−1]
22: W ← SecAndl[P, H, s, t, u]
23: G ← SecXorl[G, W, u]
24: X ′

(j) ← a(j) ⊕ (2G)
25: X ′

(j) ← X ′
(j) ⊕ (2s)

26: if j 
= 0 then
27: X ′

(j) ← X ′
(j) � 1

28: end if
29: C ← [{G � (l − 1)} ⊕ δ] ⊕ {s � (l − 1)}
30: end for
31: x(m) ← (a(m) ⊕ C

)⊕ δ

32:
(
x(m−1)|| · · · ||x(0)

)← (X ′
(m)|| · · · ||X ′

(0)

)
mod 2k

33: return x =
(
x(m−1)|| · · · ||x(0)

)

excluding the carry value. The following Lemma provides more detail. Note
also that Algorithm 4 could be used as an enhanced variant of AtoB masking
for m = 2.

Lemma 2. When m = 2, X(m) + Y(m) is identical to 2m(l−1)+1z(m(l−1)+1).
Moreover, the total operation requires only two XOR operations.
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Proof.

X(m) + Y(m)

= 2m(l−1)
(
c(m(l−1)) + 2 × x(m(l−1)+1)

)
+ 2m(l−1)

(
c(m(l−1)) + 2 × y(m(l−1)+1)

)

= 2m(l−1)+1
(
c(m(l−1)) + x(m(l−1)+1) + y(m(l−1)+1)

)

= 2m(l−1)+1
(
c(m(l−1)) ⊕ x(m(l−1)+1) ⊕ y(m(l−1)+1)

)

= 2m(l−1)+1z(m(l−1)+1) �

4 Analysis and Implementations

We provide simulation results for the proposed algorithms and first-order masked
lightweight block cipher SPECK [8] based on the ARX structure.

4.1 Computational Complexity for the Variant Algorithms

Table 2 compares computational complexity of Algorithms 3, 4 and the generic
algorithm in [12]. We calculate the complexity of the subroutine functions; refer
to Appendix B. Given these calculations, the total number of Xor operations from
Step 2 to Step 19 in AtoB masking algorithm of [12] is then 5m + (nk − 1)(18m−
4 + 2m) + (10m − 2) + 2m + 2(m − 1) = 20mnk − m − 4nk. The final factor
2m + 2(m − 1) is derived from Step 18 and Step 19 in [12]. This is because Xor
operation is required in order to apply Shift operation to array. Similarly, the total
number of And and Shift operations can be calculated.

In addition, from Step 7 to Step 28 in Algorithm 3, the total number of Xor
operations is {7 + (14 + 2)(nl − 1) + (8 + 4)}(m + 1) = 16mnl + 3m + 16nl + 3.
Moreover, our algorithms need to pre-processing and post-processing procedures.
In Step 2–6 and Step 30–31, the total number of Xor operations is (m − 3) +
(m − 1) = 2m − 4 if m �= 2. Otherwise the total number is 0 + 1. And and Shift
operations can be applied in the same way.

Also, the number of random bits is only required 3l bits in our algorithms
in comparison with the generic algorithm. Table 2 summarizes computational
complexity for the proposed variant algorithms.

Table 2. Computational complexity for variant algorithms

Algorithm Rand Computational complexity

Xor And Shift

[12] 3k 20mnk − m − 4nk 8mnk − 2m 8mnk − 4nk

Algorithm 3 (m �= 2) 4l 16mnl + 5m + 16nl − 1 8mnl − m + 8nl − 4 4mnl + 7m + 4nl − 5

Algorithm 3 (m = 2) 4l 16mnl + 3m + 16nl + 4 8mnl − 2m + 8nl − 1 4mnl + 3m + 4nl + 5

Algorithm 4 4l 16mnl + 3m + 20 8mnl − 2m + 7 4mnl + 3m + 9
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As described in [12], identical weights are assigned to all operations. More
specifically, all operations are assumed to incur the same computational cost.
When considering these assumptions, we present the results for each k and l is
Table 3. Thus, the proposed algorithms outperform the generic variant algorithm.
However, for the case l = 32 and k = 64, the total complexity of Algorithm 3
could be higher than that of AtoB masking algorithm in [12]. Total complexity
is the sum of each complexity of operations. More precisely, we definitely cannot
decide the weight between operations. Thus, the proposed algorithms outperform
the generic variant algorithm. However, for the case l = 32 and k = 64, the
total complexity of Algorithm 3 could be higher than that of AtoB masking
algorithm in [12]. Total complexity is the sum of each complexity of operations.
More precisely, we definitely cannot decide the weight between operations.

Table 3. Computational complexity for each k and l for the variant algorithms

Algorithm l k Computational complexity

Xor And Shift Total Penalty factor

[12] 8 64 928 368 360 1656 1.00

Algorithm 3 8 64 459 198 134 791 0.50

[12] 16 64 452 184 168 804 1.00

Algorithm 3 16 64 335 150 94 579 0.74

[12] 32 64 214 92 72 378 1.00

Algorithm 3 32 64 249 114 68 431 1.15

Algorithm 4 32 64 185 82 52 319 0.86

For example, all of our new algorithms outperform the generic variant algo-
rithm if the ratio of weights between operations is (Xor : And : Shift) = (0.5 :
0.5 : 50). Especially, for l = 32 and k = 64, Algorithm 3 performs roughly 1%
better than the generic variant algorithm. This is because the total number of
Shift operations of Algorithm 3 is less than that of AtoB masking algorithm in
[12]. Algorithm 3 is more efficient than the generic algorithm in realistic device,
although computational complexity of Algorithm 3 is higher than that of generic
algorithm; refer to Tables 2, 3 and 4. As mentioned earlier, there may be some of
the reasons the difference between theoretical complexity and simulated results.
For example, the difference of compiler language or the ratio of weights between
operations. In conclusion, in any case, our algorithms outperform the generic
algorithm.
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4.2 Simulation Results for the Variant Algorithms

We implemented the proposed variant algorithms incorporating the Kogge-Stone
adder. Considering low-resource devices such as the smart card, we implemented
three possible partitionings for 64 bit additions, with register length l = 8, 16,
and 32. To compare time performance, we used the AVR Studio 6.2 simulation
for l = 8, the IAR Embedded Workbench Evaluation simulation for l = 16, and
CodeWarrior for ARM Developer Suite v1.2 for l = 32. To ensure fairness, we
did not consider the time performance for the generation of random numbers.

We obtained 58%, 72%, and 68% improvement over the generic variant algo-
rithm; for l = 8, 16, and 32, respectively. We also showed 27% improvement over
a general enhanced variant algorithm compared to between Algorithms 3 and 4.

Table 4. Simulation results for the variant algorithms

Algorithm l k Clock cycle Penalty factor

[12] 8 64 2864 1.00

Algorithm 3 8 64 1217 0.42

[12] 16 64 2705 1.00

Algorithm 3 16 64 765 0.28

[12] 32 64 1196 1.00

Algorithm 3 32 64 526 0.44

Algorithm 4 32 64 384 0.32

4.3 Simulation Results for First-Order SPECK

We apply our countermeasures to realize the first-order secure implementation
of SPECK-128/128. Since the structure of SPECK has ARX operation, we must
convert between Boolean and arithmetic masking scheme. For BtoA masking
scheme, we used Goubin’s algorithm in [2]. Considering the SPECK structure,
we must perform two BtoA and one AtoB maskings per round, totaling 64 BtoA
and 32 AtoB maskings overall.

Table 5 summarizes the results for computing the SPECK-128/128 for a single
message block. Similar to previous simulation results, we achieved approximately
36%, 43%, and 37% improvements over the masked SPECK for l = 8, 16 and 32,
respectively.
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Table 5. Simulation results for non-masked and masked SPECK

Algorithm l k Clock cycle Penalty factor

Non-masked SPECK 8 64 24,360 1.00

Masked SPECK with [12] 8 64 177,303 7.27

Masked SPECK with Algorithm 3 8 64 112,951 4.64

Non-masked SPECK 16 64 21,446 1.00

Masked SPECK with [12] 16 64 143,642 6.70

Masked SPECK with Algorithm 3 16 64 81,562 3.80

Non-masked SPECK 32 64 10,279 1.00

Masked SPECK with [12] 32 64 71,006 6.91

Masked SPECK with Algorithm 3 32 64 49,470 4.81

Masked SPECK with Algorithm 4 32 64 44,926 4.37

5 Conclusion

For low-resource devices, we proposed two enhanced variant algorithms based
on the principle of the Kogge-Stone carry look-ahead adder. One is a generalized
algorithm for the bitwidth l and the other, in the case l = k/2, provides greater
improvement over a general enhanced variant algorithm in time performance.
All variant algorithms not only keep logarithmic complexity, i.e., O(log k) but
also outperform the generic variant algorithm of the Kogge-Stone adder. We
proved the proposed algorithms were secure against first-order attacks, and that
they inherently extend to higher-order AtoB masking scheme and arithmetic
operation without conversion. In both analysis and implementation, we achieved
remarkable improvements. In particular, implementation performance increases
approximately 58–72% over the generic variant algorithm results. When applied
to lightweight block cipher SPECK, we obtained improvements of approximately
36–43% compared to the generic variant algorithm from [12].
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supported by the Institute for Information and Communications Technology Promotion
(IITP) grant funded by the Korea government (MSIP) (No. B0126-15-1008) and by the
Basic Science Research Program through the National Research Foundation of Korea
(NRF) funded by the Ministry of Education (NRF-2013R1A1A2A10062137).

A Remaining Proof of Theorem 1

Here, we provide the remaining proof of Theorem 1, and thereby prove the
following Lemma.

Lemma 3.
∑m−1

i=0 x(i) is equal to
∑m

i=0 X ′
(i).
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Proof.

m−1∑

i=0

x(i)

= x(0) + x(1) + · · · + x(m−2) + x(m−1)

= 20
(
20x(0) + · · · + 2l−1x(l−1)

)

+ 2l
(
20x(l+0) + · · · + 2l−1x(l+l−1)

)
+ · · ·

+ 2l(m−2)
(
20x(l(m−2)+0) + · · · + 2l−1x(l(m−2)+l−1)

)

+ 2l(m−1)
(
20x(l(m−1)+0) + · · · + 2l−1x(l(m−1)+l−1)

)

= 20
(
20x(0) + · · · + 2l−1x(l−1)

)

+ 2l−1
(
21x((l−1)+1) + · · · + 2l−1x((l−1)+l−1)

)
+ · · ·

+ 2(l−1)(m−1)
(
21x((l−1)(m−1)+1) + · · · + 2l−1x((l−1)(m−1)+l−1)

)

+ 2(l−1)m
(
21x((l−1)m+1) + · · · + 2l−1x((l−1)m+(m−1))

)

= X ′
(0) + · · · + X ′

(m−1) + X ′
(m) =

m∑

i=0

X ′
(i) �

Lemma 4. d(j) is equal to c(i(l−1)+j−1).

Proof. We proceed by mathematical induction.
Lemma 4 holds for j = 0,

d(1) = {(a(0) ⊕ b(0)) ∧ d(0)} ⊕ (a(0) ∧ b(0))

= {(c(i(l−1)) ⊕ c(i(l−1))) ∧ d(0)} ⊕ (c(i(l−1)) ∧ c(i(l−1)))

= (0 ∧ d(0)) ⊕ (c(i(l−1)) ∧ c(i(l−1))) = c(i(l−1))

If Lemma 4 holds for j = k, then it holds for j = k + 1, i.e., d(k) =
c(i(l−1)+k−1).

d(k+1)

= {(a(k) ⊕ b(k)) ∧ d(k)} ⊕ (x(i(l−1)+k−1) ∧ y(i(l−1)+k−1))

= {(x(i(l−1)+k−1) ∧ y(i(l−1)+k−1)) ∧ c(i(l−1)+k−1)} ⊕ (x(i(l−1)+k−1) ∧ y(i(l−1)+k−1))

= c(i(l−1)+k) �
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B Secure Computation of Basic Operation and Its
Computational Complexity

We provide the basic operations used in Algorithms 3, 4, and the AtoB mask-
ing algorithm of [12]. For AtoB masking countermeasure, the basic operation
required for sensitive information is secure computation. We show how to secure
the Shift operations against first-order attacks, SecXor and SecAnd operations
are a direct application of secure computations in [12].

Algorithm 5. SecShift
Input: x′ =

(
x′
(m−1)|| · · · ||x′

(0)

)
, s =

(
s(m−1)|| · · · ||s(0)

)
, t =

(
t(m−1)|| · · · ||t(0)

)
, j, l

such that x′ = x ⊕ s, j > 0, and l is the size of register bit
Output: y′ =

(
y′
(m−1)|| · · · ||y′

(0)

)
such that y′ = (x 	 j) ⊕ t

1: st ← j mod l
2: bk ← �j/l
3: for i := 0 to bk − 1 do
4: y′

(i) ← t(i)
5: end for
6: y′

(bk) ← t(bk) ⊕ (x′
(0) 	 st

)
7: y′

(bk) ← y′
(bk) ⊕ (s(0) 	 st

)
8: for i := bk + 1 to m − 1 do
9: y′

(i) ← t(i) ⊕ (x′
(i−bk) 	 st

)⊕ (x′
(i−bk−1) � (l − st)

)
10: y′

(i) ← y′
(i) ⊕ (s(i−bk) 	 st

)⊕ (s(i−bk−1) � (l − st)
)

11: end for
12: return y′ =

(
y′
(m−1)|| · · · ||y′

(0)

)

SecXor and SecAnd algorithms are very straightforward. However, in contrast
to [12] the SecShift algorithm should be some modified.

Table 6. Computational complexity of basic operations

Algorithm Computational complexity

Xor And Shift

SecXor in [12] 2m - -

SecAnd in [12] 4m 4m -

Algorithm 5 4m − 2 - 4m − 2

Without loss of generality, we assume that bk in Algorithm 5 is identical to
0. Then, the SecShift algorithm requires (4m − 2) Xor operations and (4m − 2)
Shift operations in Table 6. More precisely, by the loop of m times, 4(m − 1) is
required. However, only two Xor and Shift are required in the initial loop.
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ing. In: Koç, Ç.K., Naccache, D., Paar, C. (eds.) CHES 2001. LNCS, vol. 2162, pp.
3–15. Springer, Heidelberg (2001). doi:10.1007/3-540-44709-1 2

3. Coron, J.-S., Tchulkine, A.: A new algorithm for switching from arithmetic to
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Abstract. One prominent countermeasure against side-channel attacks,
especially differential power analysis (DPA), is fresh re-keying. In such
schemes, the so-called re-keying function takes the burden of protecting
a cryptographic primitive against DPA. To ensure the security of the
scheme against side-channel analysis, the re-keying function has to with-
stand both simple power analysis (SPA) and differential power analysis
(DPA). Recently, at SAC 2016, Taha et al. proposed Keymill, a side-
channel resilient key generator (or re-keying function), which is claimed
to be inherently secure against side-channel attacks. In this work, how-
ever, we present a DPA attack on Keymill, which is based on the dynamic
power consumption of a digital circuit that is tied to the 0 → 1 and 1 → 0
switches of its logical gates. Hence, the power consumption of the shift-
registers used in Keymill depends on the 0 → 1 and 1 → 0 switches
of its internal state. This information is sufficient to obtain the inter-
nal differential pattern (up to a small number of bits, which have to be
brute-forced) of the 4 shift-registers of Keymill after the nonce has been
absorbed. This leads to a practical key-recovery attack on Keymill.

Keywords: Side-channel analysis · Fresh re-keying · Differential power
analysis

1 Introduction

Side-channel attacks like differential power analysis (DPA) pose a serious threat
to devices operating in a hostile environment. Such scenarios quite naturally
appear in our current information infrastructure whenever an entity has physical
access to a device which uses a cryptographic key that must be kept secret from
this entity. Hence, it is necessary to protect such devices against the extraction
of the secret key by means of side-channel analysis like SPA and DPA [7]. In
particular, for resource-constrained or low-cost devices that are used for the
Internet of Things or in RFID applications, the use of protection mechanisms
is not straightforward, since applied protection mechanisms have to be cheap
and efficient. One protection mechanism that suits such applications very well
is fresh re-keying.

Fresh re-keying [9] is an approach for precluding DPA on cryptographic prim-
itives. The resistance against DPA is achieved by a separation-of-duties principle,
c© Springer International Publishing AG 2017
S. Guilley (Ed.): COSADE 2017, LNCS 10348, pp. 138–152, 2017.
DOI: 10.1007/978-3-319-64647-3 9
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where a re-keying function takes the burden of protection against DPA away
from the cryptographic primitive. In this construction, the re-keying function
processes a nonce and master key to compute a fresh session key. This session
key is then used by the cryptographic primitive. The nonce, or initial value
(IV), is generated uniquely for each encryption, and must never be reused for
another encryption. The nonce is considered public information and has to be
transmitted to (or synchronized with) the decrypting recipient together with
the ciphertext. Since the cryptographic primitive is only called once per session
key, DPA attacks are naturally prevented, and only dedicated countermeasures
against SPA are needed. However, the re-keying function has to provide resis-
tance against SPA and DPA attacks, either by its design, or by application of
countermeasures like threshold implementations [10], masking [12], hiding [2],
shuffling [6], etc. The intention behind re-keying schemes is that the re-keying
function itself can be protected more easily against DPA than the cryptographic
scheme, or that it can even be designed to provide inherent security against
DPA. Both options profit from the fact that the re-keying function itself does
not need to fulfill strong cryptographic requirements [9].

Re-keying Functions. Medwed et al. [9] proposed polynomial multiplication as
re-keying function, which has further been extended to the multi-user setting [8].
While such a polynomial multiplication lacks inherent protection against DPA,
it is easy to mask and additionally allows easy-to-implement countermeasures
against SPA, such as shuffling [9]. However, Pessl and Mangard [11] showed at
CT-RSA 2016 that this multiplication is vulnerable to side-channel analysis, in
particular at the point where its masks have to be combined and the session
key is used in the cryptographic scheme. Additionally, the original scheme by
Medwed et al. is susceptible to time-memory trade-off attacks [3]. Recently at
Crypto 2016, Dziembowski et al. [4] presented a more formal treatment of re-
keying functions and proposed two schemes. The first is based on learning parity
with leakage, the second on learning with rounding, and both are efficient and
easy to mask.

Keymill. In contrast to designs relying on side-channel countermeasures like
masking for side-channel protection, Keymill [14] claims to be secure against
side-channel analysis inherently by design without requiring any redundant cir-
cuit. Having a re-keying function which provides inherent security against side-
channel analysis is beneficial with respect to implementation metrics. Since such
schemes do not require masking to withstand DPA, no randomness is needed to
create and update masks, and masks do not have to be stored and processed
in the first place. A comparison of a modular multiplication and Keymill by
Taha et al. [14] shows that a hardware implementation of Keymill requires 775
gate equivalents (GE), while an implementation of a modular multiplication with
first-order masking requires 7300 GE [9].
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To achieve such low implementation costs, Keymill only uses 4 nonlinear
feedback shift-registers taken from the stream cipher Achterbahn [5]. The shift-
registers are connected via a rotating cross-connect, which shifts the output of
each shift-register’s nonlinear feedback function into another shift-register. This
cross-connect joins the function outputs with shift-register inputs cyclically per
clock. For this construction and also for a toy example consisting of two 8-bit
registers involving a similar rotating cross-connect, the authors claim that no
DPA attacks are feasible without constructing a hypothesis for the whole key,
or equivalently for the whole internal state of the four shift-registers, and thus
render DPA attacks infeasible.

Our Contribution. In this work, we present a DPA attack on Keymill. Our
attack shows that the claim of Keymill to be inherently secure against side-
channel attacks without the need of additional circuits does not hold. The basic
idea of the attack is as follows. Instead of making a hypothesis about the exact
values of the internal state bits or the secret key, we target the internal difference
between neighboring bits of the shift-registers. As observed by Burman et al. [1],
and Zadeh and Heys [15], the dynamic power consumption of shift-registers
depends on the number of internal differences of neighboring bits. The more
internal differences we have, the more power the shift-register consumes. We
recover those internal differences bit by bit by comparing the power consumption
of a reference nonce (e.g., 0), with power traces of a modified nonce where a single
bit has been flipped. Knowing these internal differences allows to recover the full
state and consequently the master key by guessing a few additional bits.

Our attack requires the attacker to obtain traces for related (partially chosen)
pairs of nonce values, but without violating the single-use requirement for nonces.
This scenario is explicitly covered by the security claim of Keymill, although
similar to chosen-plaintext attacks, it might not be easy to collect such data
in a practical application. We verified the validity and robustness of the attack
both for simulated data and for measurements from an FPGA implementation
of Keymill.

Outline. In Sect. 2, we give a brief background on fresh re-keying and restate the
specification of Keymill. Then, we describe the side-channel attack on Keymill
and on a variant of Toy Model II given in the Keymill specification in Sect. 3.
Section 4 gives experiments for our attack and discusses the influence of different
levels of noise. Finally, we conclude in Sect. 5.

2 Background

In this section, we first give a brief introduction to the concept of fresh re-
keying, where we restate the requirements on re-keying functions. Then, we
briefly summarize the specification of Keymill and finally, discuss time-memory
trade-off attacks on such re-keying schemes.
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2.1 Fresh Re-keying

Fresh re-keying has been proposed by Medwed et al. [9] as a countermeasure
against side-channel and fault attacks for low-cost devices. A typical scenario
where fresh re-keying can be applied is the communication of an RFID tag with
an RFID reader. Typically, RFID tags are low-cost devices that additionally
have strict requirements regarding power consumption, not allowing costly pro-
tection mechanisms against side-channel and fault attacks of the implemented
cryptographic primitives. This stands in contrast to the more expensive RFID
readers, where costly protection mechanisms like masking are usually affordable.

Figure 1 shows the working principle of fresh re-keying in a communication
scenario between an RFID reader and an RFID tag. For sending a message, the
tag generates a nonce and derives a session key k∗ by using a re-keying function
g. This session key is then used by the block cipher E to encrypt the message
m. The ciphertext c together with the nonce is sent to the reader, where it can
be decrypted.

g

E

n

k

m

k∗

Tag

g

E−1

k

k∗

Reader

m
c

Fig. 1. Fresh re-keying scheme of Medwed et al. [9].

Since the nonce is generated by the tag, the tag can ensure that the block
cipher E is always used with a new session key k∗, which will preclude DPA
on the block cipher. However, in the case of the reader, having a unique nonce
cannot be ensured, because the nonce is received over the communication channel
and thus, might be chosen by an attacker. Therefore, the implementation of the
block cipher E of the reader has to be protected against DPA by other means.
Apart from that, the implementation of g for both entities has to withstand
DPA, because here, the master key k is processed with a different nonce. On
the designer’s side, the challenge is to find a suitable re-keying function g which
fulfills the following six properties given by Medwed et al. [9]:
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1. Good diffusion of the master key k.
2. No synchronization between parties. Hence, g should be stateless.
3. No need for additional key material.
4. Little hardware overhead. Total costs lower than protecting E alone.
5. Easy protection against side-channel attacks.
6. Regularity.

One option for a re-keying function is the polynomial multiplication in F28 [y]
modulo p(y) proposed by Medwed et al. [9]:

g : (F28 [y]/p(y))2 → F28 [y]/p(y), (k, n) �→ k · n.

2.2 Brief Description of Keymill

Keymill [14] is a new keystream generator recently proposed by Taha et al. at
SAC 2016. In contrast to the fresh re-keying scheme by Medwed et al. discussed
in Sect. 2.1, Keymill does not only provide one session key k∗, instead it provides
a keystream. As indicated in Fig. 2, this is particularly useful when encrypting
longer messages that require several block cipher calls. The nonce n is required
to be unique, but is otherwise public.

Keystream Generator

E

n

k

m

k∗
1

E

k∗
2

E

k∗
3

E

k∗
4

c

Fig. 2. Re-keying using a keystream generator as shown in [14].

Keymill operates on an internal state of 128 bits, composed of 4 NLFSRs
as shown in Fig. 3. Shift-register R0 has 31 bits, shift-registers R1 and R2 have
32 bits, and shift-register R3 has 33 bits. The feedback functions F0, F1, F2 and
F3 are selected from the set of feedback functions used for the stream cipher
Achterbahn [5]:
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F0(S) = s0 + s2 + s5 + s6 + s15 + s17 + s18 + s20 + s25 + s8s18 + s8s20

+ s12s21 + s14s19 + s17s21 + s20s22 + s4s12s22 + s4s19s22

+ s7s20s21 + s8s18s22 + s8s20s22 + s12s19s22 + s20s21s22

+ s4s7s12s21 + s4s7s19s21 + s4s12s21s22 + s4s19s21s22

+ s7s8s18s21 + s7s8s20s21 + s7s12s19s21 + s8s18s21s22

+ s8s20s21s22 + s12s19s21s22

F1(S) = F2(S) = s0 + s3 + s17 + s22 + s28 + s2s13 + s5s19 + s7s19

+ s8s12 + s8s13 + s13s15 + s2s12s13 + s7s8s12 + s7s8s14

+ s8s12s13 + s2s7s12s13 + s2s7s13s14 + s4s11s12s24

+ s7s8s12s13 + s7s8s13s14 + s4s7s11s12s24 + s4s7s11s14s24

F3(S) = s0 + s2 + s7 + s9 + s10 + s15 + s23 + s25 + s30 + s8s15 + s12s16

+ s13s15 + s13s25 + s1s8s14 + s1s8s18 + s8s12s16 + s8s14s18

+ s8s15s16 + s8s15s17 + s15s17s24 + s1s8s14s17 + s1s8s17s18

+ s1s14s17s24 + s1s17s18s24 + s8s12s16s17 + s8s14s17s18

+ s8s15s16s17 + s12s16s17s24 + s14s17s18s24 + s15s16s17s24
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F2
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IV4i+2
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k4i+3
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R3

F0

k4i

IV4i

R0

Fig. 3. Structure of Keymill
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Note that all feedback functions are nonsingular and additionally do not
depend on the first bit s�−1 of each �-bit register, that is, they are of the form

Fj(S) = Fj(s0, . . . , s�−1) = s0 + F ′
j(s1, . . . , s�−2).

The outputs of the feedback functions are then mixed via a rotating cross-
connect, depending on the current clock cycle index i:

Fj → Rj+i (mod 4) for j = 0, 1, 2, 3.

After loading the 128-bit secret key into the internal state, 4 bits of the
128-bit nonce that can be monitored (or controlled) by the attacker are added
to the feedback functions of the shift-registers in each clock cycle. After absorbing
the nonce in 32 clock cycles, the internal state is clocked 33 more times before
producing any output. Afterwards 4 bits of output are generated (one from each
shift-register) in each clock cycle. We refer to the specification of Keymill [14]
for a more detailed description.

The designers claim that this construction “expands the size of any useful key
hypothesis to the full entropy” [14]. More specifically, they claim that the SCA-
security (“the minimum size of a key hypothesis (in bits) such that the leakage-
model using the correct key correlates to the measured leakage significantly
higher than the leakage-model using any other key” [14]) is about 128 bits.

2.3 Remark on Time-Memory Trade-Off Attacks

As elaborated in [3], the re-keying scheme proposed by Medwed et al. [9] is sus-
ceptible to time-memory trade-off attacks dependent on the used re-keying func-
tion. For instance, if a polynomial multiplication is used together with AES-128,
the master key can be recovered with a complexity of 265 [3]. Since Keymill
has an internal state-size of 128-bits, similar attacks are possible on the scheme
shown in Fig. 2.

3 Side-Channel Attack on Keymill

In this section, we will present side-channel attacks on Keymill. First, we dis-
cuss the power consumption of shift-registers following the work of Zadeh and
Heys [15] and show how this power consumption can be used to recover the dif-
ferences of neighboring shift-register bits. This and the fact that the first bits of
the shift-registers are not used in the feedback functions of Keymill allows us to
mount a side-channel attack. For simplicity, we first demonstrate the attack on
a variant of Toy Model II given in the Keymill specification [14] and afterwards
discuss the application to Keymill.
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3.1 Power Consumption of a Shift-Register

In all our attacks, we exploit the dynamic power consumption of the shift-
registers at the triggering edge of the clock (i.e., positive edge). More specifi-
cally, we observe the dynamic power consumption of the building blocks of the
shift-registers, the D-flip-flops. As shown by Zadeh and Heys [15], the dynamic
power consumption of a D-flip-flop at the triggering edge depends on whether
its state changes or not. If the state of the D-flip-flop changes, more power is
consumed than if it remains the same. As an example, Zadeh and Heys [15] ana-
lyze a D-flip-flop constructed out of 6 NAND gates. For such a flip-flop, 3 gates
change if the flip-flop changes its state, whereas only one gate changes if not.

Next, we have a look at the power consumption of a shift-register. For sim-
plicity, consider a 4-bit shift-register consisting of 4 flip-flops D0, D1, D2, and
D3. In the following, we assume that D4 is the input of our shift-register, which
is shifted towards D0. For instance, let us consider the power consumption of
the change from state S0 = 01102 to state S1 = 11012. For this transition,
D0 changes its state, D1 keeps its state, D2 changes its state, and D3 changes
its state. Since the power consumption of the flip-flops is higher if they change
their state, the power consumption of the shift-register is correlated with the
Hamming weight of S0 ⊕ S1 (= 10112). In this example, 3 flip-flops change their
state.

Now, we want to consider a state change from S0 to S′
1, where we shift in a 0

instead of a 1 as before. So we observe the power consumption for the change from
state S0 = 01102 to state S′

1 = 11002. If this transition happens, only two flip-
flops change their state. Thus, we observe for the transition S0 → S′

1 a smaller
power consumption than for S0 → S1. This allows us to derive information about
the difference of the bits stored in D4 and D3 of S′

1 and S1, respectively. In more
detail, we know that they are equal for S′

1 and different for S1. We will use this
observation in our side-channel attack on a variant of Toy Model II and Keymill
itself in the following sections.

3.2 Attack on Toy Model II

For the sake of simplicity, we first describe the working principle of our attack on
a slightly modified variant of Toy Model II given in the Keymill specification [14],
which has only two 8-bit shift-registers. In the attack, we assume that similar
to Keymill, the output of the first flip-flop of each shift-register is not connected
to the feedback function, as shown in Fig. 4. Besides nonsingularity, this is the
only assumption on the feedback function that is necessary to mount our attack.
We do not rely on any other specific properties of the feedback functions. The
shift-register is preinitialized with the secret key. After that, the 16-bit nonce is
absorbed, 2 bits per clock cycle. Our goal is to recover all internal differences of
both shift-registers after the nonce (e.g., n = 000016) has been absorbed.

First, we collect two power traces, one for a nonce starting with 002 and one
for a nonce starting with 102. We look at the power consumption when the first
two bits of the nonce are absorbed in the first cycle. Here, we have a difference
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F0

R0 IV2i

F1

R1IV2i+1

Fig. 4. Structure of modified Toy Model II

in n0 for R0, but equal values in n1 for R1. Since the first flip-flop of each shift-
register is not connected to the feedback function, the circuit processes the same
information for both initial values, except for the first flip-flop of the left shift-
register R0. As already discussed in Sect. 3.1, this gives us information about
the difference of the first two bits of R0 after absorbing the first two bits of the
nonce. If the power consumption when absorbing 002 is higher than in the 102
case, we know that the first two bits of R0 are different after 002 is absorbed. If
the power consumption is lower, then they are equal.

Next, we use two initial values starting with 002 and 012. This allows us to
learn the internal difference of the first two bits of the shift-register R1 after 002 is
absorbed. Then, we use 00002 and 00102 to learn information of the difference of
the first two bits after 00002 has been absorbed, still preserving the information
of the difference of the now second and third bits of both shift-registers learned
in the steps before. By continuing in this way, we can learn the differences of all
neighboring bits of R0 and R1 after the nonce 000016 has been absorbed.

Now, guessing one bit in each shift-register determines the other 7 bits in
each shift-register. Hence, we are left with only 4 possible internal states. From
this states on, we can invert Toy Model II step by step until we get 4 key
candidates in total. Note that inversion of a fully known state is trivial due to
the nonsingularity of the feedback functions, which allows to recover the previous
last bit s0 from the known feedback output and the known values of the other
taps. Overall, if we are able to obtain noiseless measurements for about 16 chosen
nonces (one per bit of the state), we can recover the entire key k.

3.3 Attack on Keymill

Compared to Toy Model II, Keymill is essentially the same, except everything
is larger. As described in Sect. 2.2, we have 4 shift-registers: one 31-bit shift-
register, two 32-bit shift-registers, and one 33-bit shift-register. The 128-bit
nonce is absorbed in 32 cycles, each cycle taking 4 bits. Furthermore, the 4
feedback functions of Keymill do not consider the outputs of the first flip-flop of
each shift-register. As mentioned before, this fact is exploited in our side-channel
attack. Again, we want to recover the internal differential pattern of the used
shift-registers after a certain nonce, e.g., n = 0 · · · 0 has been absorbed. Please
note that the all 0 nonce is just an example taken for simplicity. The attack
works for every other choice of the nonce.
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The attack proceeds in a similar way as described in Sect. 3.2. First, we record
a power trace for a nonce starting with 00002 and a second trace for a nonce
starting with 10002. We compare the power consumption for the two traces at
the time the first nibble of the nonce is absorbed. At this time, for both traces,
the processed values are equal except for the inputs of shift-register R0. Since
the output of the first flip-flop of R0 is not fed back into the feedback function,
the power consumption differs only because of the state changes of this flip-flop.
As discussed in Sect. 3.1, this is sufficient to recover the difference of the first two
bits of shift-register R0. The power traces of nonces starting with 01002, 00102,
and 00012 can be used to learn the difference of shift-registers R1, R2 and R3,
respectively.

When the second nibble of the nonce is absorbed, those differences are shifted
by one position, but are still known, if the first nibble of the nonce starts
with 00002. Hence, we can use nonces starting with 0000 00002, 0000 10002,
0000 01002, 0000 00102, and 0000 00012 and learn the differences of the first
two bits of each shift-register, while retaining the knowledge of the differences
between the second and the third bits. Proceeding this way, we can learn at most
32 differences of neighboring bits per shift-register.

This means that we can learn all internal differences of all 4 shift-registers,
since one shift-register has 31 bits, two have 32 bits and one has 33 bits. So,
at most 30, two times 31, and 32 differences have to be learned. Since we know
all internal differences of each shift-register, a guess of one state bit in each
shift-register determines all others. Thus, guessing 4 bits in total leads to 16
different states we recover. From these states, we can invert Keymill, resulting
in 16 possible key candidates in total.

Summarizing, if we can obtain noiseless measurements for about 128 chosen
nonces, then we can recover the full internal state and consequently the secret key
k. In particular, we recover the internal state bit by bit by making a hypothesis
on 1 bit of “equivalent key information”, instead of an actual key bit value: The
xor difference of two neighboring state bits.

3.4 A Note on Filtering the Noise

The success of our attacks crucially depends on the ability to distinguish power
consumption changes for a change of the input values. This means that the noise
level has to be small enough to reliably identify these changes. If the attacker
is allowed to repeat nonces, averaging the traces and filtering the noise is no
problem. Even if the nonce is required to be unique (as usually the case), this
can easily be done, since the state of the shift-registers only depends on bits of
the nonce that have already been absorbed. Hence, we can use all the remaining
nonce bits after the relation we want to recover to average the power consumption
for this cycle. For Keymill, we can average over up to 16 power traces even if
we recover bit relations in the penultimate nonce-absorbing cycle. Dependent on
the noise level, it might happen that the last few internal differences of the state
cannot be recovered anymore, since there are too few traces to filter the noise.
So these bits might have to be guessed additionally at the end of the attack.
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4 Practical Evaluation

In order to show the practicability of the attacks discussed in Sect. 3, we present
two experiments. First, we run the attack based on simulated leakage traces to
analyze the impact of noise on the success of the attack. For the second evalua-
tion, we use power measurements from an FPGA implementation of Keymill to
evaluate the practicability of the attack targeting real hardware.

First, we simulate the described attack targeting the proposed Keymill design
as shown in Fig. 3. Therefore, the four registers R0 . . . R3 and the corresponding
feedback functions F0 . . . F3, which compose the four NLFSRs, have been mod-
elled in software. At the start of the simulation, the registers are initialized with
the secret key. Then, for every clock cycle, the simulation returns the Hamming
distance produced by the shift registers. The current Hamming distance depends
on the values in the shift register, the results of the feedback functions F0 . . . F3

and the nonce.
Gaussian noise with zero mean (μnoise = 0) and varying standard devi-

ation σnoise can be added to the noise-free Hamming-distance measurements
(HDnoisefree) in order to simulate measurements captured from real hardware,
i.e. HDmeas (see Eq. 1). In order to minimize the influence of the noise it is pos-
sible to repeat the simulation with a similar nonce t times for calculating the
mean of the measurements.

HDmeas = HDnoisefree + noise, where noise ← N (0, σnoise). (1)

For every setting (specific σnoise and specific t), we performed Nfull = 500
experiments with randomly chosen initial states of the four shift-registers
R0 . . . R3 to calculate the success rate SR of the attack,

SR =
Nsuccess

Nfull
,

where Nsuccess is the number of successful state recoveries. Figure 5 depicts the
results of this simulation. It is clearly visible that SR decreases with increasing
noise. This effect can be compensated by repeating the attack with the same
nonce t times and calculate the mean of the measurements. For t = 1, the
success rate starts to decrease for noise levels above σnoise = 0.1. For t = 50, the
success rate remains 1 up to a noise level of σnoise = 1.3.

Figure 6 shows the influence of σnoise on the Hamming-distance measure-
ments (HDmeas). For this specific plot, HDnoisefree = 64 has been selected. The
‘+’ markers represent single HD measurements. In the noise-free scenario, i.e.
σnoise = 0, all HD measurements have the value 64. For a high noise level, i.e.
σnoise = 2, the HD measurements are in the range between 58 and 70.

In a final experiment, Keymill is evaluated on real hardware. We chose the
Sakura G board [13], which is the reference platform for side-channel evalua-
tions of cryptographic hardware designs on FPGAs. The main FPGA (Xilinx
Spartan-6 LX75) has been configured with the Keymill design and the power
consumption during the initialization (i.e. the first 33 clock cycles where the bits
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Fig. 5. Success rate (SR) for increasing noise levels (σnoise). For the graphs different
numbers (1–50) of Hamming-distance measurements have been used for calculating the
mean Hamming distance.
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Fig. 6. Hamming distance measurements for increasing σnoise, HDnoisefree = 64.

of the nonce are shifted into the shift registers, four bits per clock cycle) has
been measured with an oscilloscope. For every bit position of the nonce, two
trace sets have been recorded, one with the corresponding bit set to ‘0’ and one
with the corresponding bit set to ‘1’. In order to evaluate the number of traces
required for reaching a specific success rate, 10 000 traces have been recorded
for every nonce. The results of the evaluations are depicted in Fig. 7. It shows
that for the given FPGA implementation, at least 220 measurements for every
nonce are required for reaching a success rate of 1. In scenarios where repeated
measurements of the same nonce are prohibited, iterating over the last 8 bits of
the nonce can be done to average the measurements. This leads to 256 traces
per fixed 120 bits that can be used to filter the noise.
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Comparing the means of the two trace sets allows to distinguish between the
Hamming distances. The higher amount of traces required for reaching a success
rate of 1 indicates that the noise on real hardware is significantly larger than the
noise during previously performed simulations. For the sake of completeness we
have performed the simulations for t = 220 and larger noise levels. The results
show that for σnoise ≥ 3.6 the success rate starts to decrease for t = 220. Exper-
iments on the real hardware reveal that for recovering the whole initial state,
approximately 220·128 = 28 160 measurements are required in total. The applied
measurement setup allows us to collect the required amount of measurements
for reaching a success rate of 1 within an hour. With some improvements of the
setup the measurement time could be reduced to a few minutes, but this was
not the goal of this work.
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Fig. 7. Evolution of the success rate (SR) for the attack on the FPGA with increasing
number of traces for calculating the mean.

5 Conclusion

In this work, we showed that a DPA attack on Keymill is feasible. In contrast to
the DPA attacks that are claimed to be thwarted by the specification of Keymill,
we do not make hypotheses on the actual values of Keymill’s key or internal
state. Instead, we first recover the internal differences of neighboring bits step by
step from side-channel measurements, and then take advantage of the resulting
entropy reduction to recover the actual values. Our attack violates the claim by
the designers that Keymill is inherently secure against side-channel attacks by
design. Indeed, we show that Keymill needs dedicated countermeasures against
DPA attacks exploiting internal differences.

Our attack requires the ability of an attacker to choose the nonces. Therefore,
guaranteeing that only random nonces can be used seems to be an efficient
countermeasure. Although this prevents a straightforward application of our
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attack to recover all differences between state-bits, the recovery of just a fraction
of the differences of the first few bits still remains possible. Hence, it is part
of future work to evaluate if extensions of the presented attack concept are
applicable for random nonces.
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5. Gammel, B.M., Göttfert, R., Kniffler, O.: Achterbahn-128/80. eSTREAM,
ECRYPT Stream Cipher Project (2006)

6. Herbst, C., Oswald, E., Mangard, S.: An AES smart card implementation resistant
to power analysis attacks. In: Zhou, J., Yung, M., Bao, F. (eds.) ACNS 2006. LNCS,
vol. 3989, pp. 239–252. Springer, Heidelberg (2006). doi:10.1007/11767480 16

7. Kocher, P., Jaffe, J., Jun, B.: Differential power analysis. In: Wiener, M. (ed.)
CRYPTO 1999. LNCS, vol. 1666, pp. 388–397. Springer, Heidelberg (1999). doi:10.
1007/3-540-48405-1 25

8. Medwed, M., Petit, C., Regazzoni, F., Renauld, M., Standaert, F.-X.: Fresh re-
keying II: securing multiple parties against side-channel and fault attacks. In:
Prouff, E. (ed.) CARDIS 2011. LNCS, vol. 7079, pp. 115–132. Springer, Heidelberg
(2011). doi:10.1007/978-3-642-27257-8 8

9. Medwed, M., Standaert, F.-X., Großschädl, J., Regazzoni, F.: Fresh re-keying: secu-
rity against side-channel and fault attacks for low-cost devices. In: Bernstein, D.J.,
Lange, T. (eds.) AFRICACRYPT 2010. LNCS, vol. 6055, pp. 279–296. Springer,
Heidelberg (2010). doi:10.1007/978-3-642-12678-9 17
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Abstract. Applying random and uniform masks to the processed inter-
mediate values of cryptographic algorithms is arguably the most com-
mon countermeasure to thwart side-channel analysis attacks. So-called
masking schemes exist in various shapes but are mostly used to prevent
side-channel leakages up to a certain statistical order. Thus, to learn any
information about the key-involving computations a side-channel adver-
sary has to estimate the higher-order statistical moments of the leakage
distributions. However, the complexity of this approach increases expo-
nentially with the statistical order to be estimated and the precision of
the estimation suffers from an enormous sensitivity to the noise level.
In this work we present an alternative procedure to exploit higher-order
leakages which captivates by its simplicity and effectiveness. Our app-
roach, which focuses on (but is not limited to) univariate leakages of
hardware masking schemes, is based on categorizing the power traces
according to the distribution of leakage points. In particular, at each
sample point an individual subset of traces is considered to mount ordi-
nary first-order attacks. We present the theoretical concept of our app-
roach based on simulation traces and examine its efficiency on noisy
real-world measurements taken from a first-order secure threshold imple-
mentation of the block cipher PRESENT-80, implemented on a 150 nm
CMOS ASIC prototype chip. Our analyses verify that the proposed tech-
nique is indeed a worthy alternative to conventional higher-order attacks
and suggest that it might be able to relax the sensitivity of higher-order
evaluations to the noise level.

1 Introduction

It has become a general knowledge that implementations of cryptographic algo-
rithms are in danger of being attacked by means of side-channel analysis (SCA)
key-recovery attacks, if dedicated countermeasures have not (or incorrectly) been
integrated. Amongst the known and common SCA countermeasures, masking
is by far the most-widely studied scheme and has interested both academia
and industry. Its underlying sound proofs and theoretical foundation should be
named among the reasons for such a popularity. Except particular constructions
(e.g., [7,12]), the security of masking schemes is based on the uniformity of the
masks. More precisely, in an (s+1)-sharing construction, which is called s-order
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masking, for a particular x each (x1, . . . , xs+1) with x =
s+1⊕

i=1

xi should occur

equally likely1. Otherwise, it can be pretended that the randomness source is
biased, which potentially leads to exploitable leakage.

With respect to the adversary model, security of masking schemes is eval-
uated based on two different models: (i) probing model [10], and (ii) bounded
moment model [2]. The former one is primarily used for security proofs and more
conservative than the later one, which is usually applied in practical evaluations.
Our focus is mainly on the bounded moment model, and we call a device with-
out first-order leakage if the leakages associated to two different given sets of
operands x and y (of the same operation2) are not distinguishable3 from each
other through average, i.e., first-order statistical moment. Similarly the leakages
should further not be distinguishable through variance, i.e., second-order cen-
tered moment, for second-order security, and likewise for higher orders. Option-
ally, the described setting can be incorporated by a pre-processing step, which
combines different leakage points. Compared to univariate settings, where the
combination of leakage points is not required, in a multi-variate scenario two (or
more) different leakage points are combined prior to evaluation/attack (see [14]
for more details).

In short, in order to attack an s-order masked implementation, multi-variate
(s+1)-order statistical moments should be observed if the operations are serially
performed on the shares (i.e., a typical software implementation with sequen-
tial nature). On the other hand, in case of a hardware implementation usually
univariate (s + 1)-order statistical moments are observed due to the inherent
parallel processing fashion. It is noteworthy that the complexity of higher-order
evaluations increases exponentially with s. Further, estimation of higher-order
statistical moments becomes extremely hard in practice when the leakages are
sufficiently noisy [21].

Instead of a conventional higher-order attack, we present in this work a
trick that converts higher-order leakages to the first order and exploits them
for key recovery. The focus of our scheme is univariate higher-order leakages,
i.e., mainly targeting masked hardware implementations. It is essentially based
on the principle of pruning the traces according to the distribution of leakage
points. Its detailed expression is given in Sect. 3. Indeed, a similar approach has
initially been considered in [23], to exploit the leakage of a masked dual-rail
logic style (MDPL) [19]. We review the relevant state of the art in Sect. 2. Com-
pared to a classical higher-order attack (e.g., mean-free square as an optimal
second-order univariate attack) our scheme can be more efficient in particular
cases. More precisely, it can exploit the leakage and recover the key while the
classical higher-order attacks fail. As a case study, given in Sect. 4, we present
practical results based on an ASIC prototype chip of a provably first-order secure
threshold implementation (TI) [17] of the block cipher PRESENT [4].

1 In case of Boolean masking.
2 For example, two different plaintexts of an AES encryption with a fixed key.
3 t-test can be used to detect the distinguishability [24].
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2 State of the Art

For the majority of masking schemes it is a mandatory requirement that the
masks are drawn from a uniform distribution. If this distribution is not uniform,
but rather stems from a biased randomness source, vital security claims are not
met and exploitable first-order leakage can emerge. Thus, an adversary might be
interested in compromising the security of masked implementations deliberately
by forcing a bias into the masks that conceal key-dependent intermediate values.
One way of achieving this goal is to attack the randomness source directly by
means of fault attacks. Of course, the feasibility of this approach depends highly
on the particular implementation that is investigated. Another, more generic
strategy, which has mainly been applied to compromise software-based masking
schemes on microcontrollers, is to categorize the traces that are recorded in
a power analysis attack into groups that only contain a biased subset of all
possible masks. Intuitively, such an attack can be performed on a software-based
masking scheme by determining a point in the power traces where the mask value
is processed and then discarding all traces with a measured power consumption
above (or below) a certain threshold at that sample point. Assuming now that the
investigated device leaks information about the processed intermediate values by
means of the Hamming weight (HW) model (which is a reasonable assumption for
microcontrollers, see [13]), one has selected a subset of traces with a probability
different from 1

2 for each mask bit to be 1 (or 0). This allows a better-than-
random guess what the mask value would be, e.g. all-one (or all-zero), which
enables successful first-order attacks on the reduced set of traces. Hence, without
preprocessing the power values in the traces, but only by ignoring a subset of the
acquired measurements, one has moved the higher-order leakages to a setting
where they can be exploited in the first order. Technically, due to the prior
selection of power traces, this is still a higher-order attack, but in fact does not
require the estimation of higher-order statistical moments. This kind of attack,
which we extend and generalize for a different setting in the following course
of this work, is referred to as biased mask attack, e.g. in [13,25]. Regardless of
the surprisingly simple attack procedure, biased mask attacks have not gained
much popularity since multi-variate higher-order attacks, utilizing the higher-
order statistical moments of the full set of traces, are considered more powerful
in the general case. Indeed, the loss of information due to disregarding a subset
of the measurements is undeniable. Additionally, some kind of initial profiling
has to be performed to find a sample point in the power traces where the mask
value is leaked.

The described procedure can not be mapped directly to hardware imple-
mentations, because in parallel designs the mask is not processed discretely but
usually together with the masked data and a number of further intermediate
values at the same time. Consequently, only the cumulative leakage of mask and
masked data can be observed in a univariate fashion and is not only buried in
electronic noise, like for software implementations, but also in the switching noise
originating from the remaining parts of the circuit (see [13]). On the one hand,
due to the univariate nature of the leakages, the necessity for a profiling phase
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is removed, but on the other hand the categorization of the traces based on the
leakage of the mask value is much less precise. Nevertheless several attempts
have been made to perform biased mask attacks on hardware implementations
of gate- and algorithmic-level masking schemes. In [26], such an approach is con-
sidered for the first time. It is shown by toggle count simulations of a small test
circuit (S-box+key XOR) that categorizing power traces with a simple threshold
filter is sufficient to remove the one bit of entropy that is introduced by the use of
the logic style Random Switching Logic (RSL). The affiliated work in [23] utilizes
gate-level simulations of an AES chip design to show that routing imbalances in
the DPA-resistant logic style MDPL [19] can be exploited to estimate the mask
bit. Again, this can be used to remove the effect of the masking scheme by per-
forming conventional first-order DPA attacks exclusively on the subset of traces
that is obtained through a simple filtering operation. In [8] the authors extend
their approach to an algorithmic-level hardware masking scheme for the first
time. In accordance to the biased mask attacks on software-based implementa-
tions the authors are able to verify that a secure hardware masking scheme can
equally be compromised by means of simple first-order distinguishers, when only
a subset of the traces is considered. Unfortunately, the article fails to investigate
how to select a suitable subset of traces that is most informative for an attack.
Even more importantly it is not examined at all whether a first-order attack on
their specific (or any other choice of) subset can outperform a univariate second-
order attack using the mean-free square on the full set of traces. Finally, none
of the listed works on hardware masking schemes verified the described attack
procedures with practical measurements, taken from a physical hardware device.
To the best of our knowledge, no subsequent work explores any of these data
points either.

The last branch of research that can be considered related to our approach
uses a subset of power traces to enhance the correlation in CPA [6] attacks in
general, without concentrating on protected implementations or circumventing
specific countermeasures in particular. These works, presented e.g., in [11,18],
focus on selecting power traces with a high Signal-to-Noise ratio (SNR). They
come to the conclusion that, considering the distribution of power values at the
point of interest, especially those traces with a small probability density function
value, have the highest SNR. In a simplified phrasing this means that concen-
trating on the power traces whose value at the point of interest is extraordinarily
low or high (leftmost or rightmost slices of the leakage distribution) leads to the
best correlation for the correct key candidate.

3 Underlying Approach

In this section we introduce and define our novel approach to exploit higher-
order leakages. For the sake of simplicity, let us focus on a single sample point
of side-channel leakages. The main idea is to observe the distribution of the
univariate leakages, categorize them into e.g., two non-overlapping parts, and
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then perform the attack(s) on each part independently. This indeed is the same
concept which has been applied in [11] on unprotected implementations with the
goal of improving the attacks with respect to the required number of traces (see
Sect. 2). However, we employ more-or-less the same technique to exploit higher-
order leakages. Let us express the underlying concept with simulation results.
Suppose that the leakage of a device under test (DUT) can be represented by a
noisy Hamming weight (HW) model as

l(x) = HW (x) + N (μ, δ2),

with mean μ = 0 and standard deviation δ. Further, suppose that the interme-
diate values of the DUT are masked following the concept of first-order Boolean
masking. Hence, every value x is represented by (xm,m) with xm = x ⊕ m and
m being a random mask with uniform distribution. In a univariate setting, the
leakage of the DUT associated to x is represented by

l(xm) + l(m) = HW (xm) + HW (m) + N (0, δ2).

If we simulate 1,000,000 times the leakage for two different x ∈ {0, 1}8 val-
ues and a particular δ = 2, two different distributions are observed, that are
depicted in Fig. 1(a). These two distributions are not distinguishable from each
other through their means, i.e., a first-order distinguisher would not be able to
differentiate them. Along the same lines, t statistics of a Welch’s t-test would
give a low-confidence result as well, i.e., t being smaller than 4.5.

However, if we consider only those leakages which are less than a threshold,
see Fig. 1(b), the leakages are distinguishable from each other through their
means. For example, in this case the t statistics yields the value 133, i.e., high
confidence of a first-order distinguisher. The threshold in this example has been
defined in such a way that 20% of the leakages are below the threshold and
the remaining 80% above. As shown in Fig. 1(c), (d) and (e), considering the
upper 80%, lower 80% or upper 20% leakages would lead to distinguishability
through means as well. However, in case of Fig. 1(f) and (g) when the middle
part or the side parts of the distributions are considered, the mean does not
reveal any distinguishability. This is indeed due to the symmetric form of the
original distributions shown in Fig. 1(a).

We should highlight that these observations are not limited to first-order
masking. As an example, we repeated the same simulation under second-order
Boolean masking with univariate leakage

l(xm) + l(m1) + l(m2) = HW (xm) + HW (m1) + HW (m2) + N (0, δ2),

where xm = x ⊕ m1 ⊕ m2 and the uniform distribution for m1 and m2. The dis-
tributions and the t statistics as distinguishability measure after classifying the
leakages based on a particular threshold are shown in Fig. 2. Following the con-
cept of second-order masking, the distributions are distinguishable only through
their skewness (see Fig. 2(a)). However, by categorizing them based on a 20%
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Fig. 1. Simulated leakage distributions of two different values represented by first-order
masking, t represents the statistics of the t-test.

threshold (either above or below the threshold) the means reveal the differ-
ence between the distributions. Interestingly, the symmetric forms, i.e., mid-
dle part or the sides (Fig. 2(f) and (g)), also lead to high-evidence first-order
distinguishability.

When evaluating the effectiveness of this approach it is important to know
for which threshold value the attack performs best. To identify the opti-
mal threshold, we conducted another simulation based on first-order mask-
ing. We have randomly selected a vector of n elements as X : (x1, . . . , xn),
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Fig. 2. Simulated leakage distributions of two different values represented by second-
order masking, t represents the statistics of the t-test.

where xi ∈ {0, 1}8. Then, by two separate uniformly-distributed n−element
mask vectors M1 and M2 we formed XM1 = (x1

m1
, . . . , xn

m1
), where xi

m1
= xi⊕mi

1

(resp. for XM2). Following the univariate noisy Hamming weight leakage model,
we formed two leakage vectors L1 : (l11, . . . , l

n
1 ) and L2 : (l12, . . . , l

n
2 ) in such a way

that for example

li1 = HW (xi
m1

) + HW (mi
1) + N (0, δ2).



160 T. Moos and A. Moradi

Following the concept of Moments-Correlating DPA (MC-DPA) [15], we first
formed a model L̇1 : (l̇11, . . . , l̇

n
1 ) as

l̇i1 = μ
(
{∀lj1|xj = xi}

)
,

and finally estimated the correlation ρ(L̇1, L2) as the first-order correlation. For
the second-order correlation, we first formed a model L̈1 : (l̈11, . . . , l̈

n
1 ) as

l̈i1 = δ2
(
{∀lj1|xj = xi}

)
,

and respectively made L′
2 as mean-free square of L2 as

l′i2 =
(
li2 − μ

(
{∀lj2|xj = xi}

))2

.

Hence, correlation ρ(L̈1, L
′
2) can be estimated as the second-order correlation.

On the other hand, we selected a part of L1 and L2 based on a threshold and fol-
lowing the above procedure estimated the first-order correlation. We conducted
this simulation for n =1,000,000 and several values for noise standard deviation
δ. For each setting, we examined different thresholds to split the leakages. More
precisely, from lower 5% up to lower 50% and from upper 50% to upper 95%,
each with steps of 5%. The results are shown in Fig. 3(a).

As shown by the graphics, none of the cases, where over 50% of the leak-
ages are considered, can compete with the optimal second-order distinguisher.
In contrast, when less than 50% of the leakages are considered, the underlying
approach outperforms the second-order one. Further, by increasing the noise
level they all become similar and close to the second-order distinguisher. It is
noteworthy that due to the symmetry of the distributions in case of this simu-
lation (i.e., first-order masking) the results of the other cases, i.e., upper < 50%
and lower > 50%, are not shown.

This simulation has been repeated following the above-explained univariate
leakage of second-order Boolean masking. Figure 3(b) shows the corresponding
results. As expected, the first- and second-order distinguishers would not reveal
any dependency. Interestingly, the underlying approach extremely outperforms
the optimal third-order distinguisher, and even by increasing the noise standard
deviation it still performs better.

We should note that any other distinguisher, where instead of any partic-
ular statistical moment the distribution of the leakages are considered, would
also differentiate the univariate higher-order leakages. But, these distinguish-
ers (e.g., MIA [9]) would need to predict the probability distributions, e.g., by
histogram where the number of bins and the size of each bin play an impor-
tant role for the efficiency of the distinguisher, alternatively by Kernel where
the important issues include the type of the Kernel function and the associated
parameters. The diversity of their results based on the selected parameters can
make such distinguishers more complicated or less efficient compared to higher-
order attacks. However, in the approach presented here we just consider the
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Fig. 3. Correlation (based on MC-DPA), simulated univariate (a) second-order and
(b) third-order leakages, comparison between different distinguishers for different
threshold values over noise standard deviation.

distribution obtained based on pure histogram. More precisely, the histogram
made by the nature of the SCA measurements (i.e., 256 bins as the result of the
8-bit ADC4 of the acquisition equipment digital oscilloscope) would suffice to
find the threshold for a given percentage, e.g., lower 20%.

4 Practical Results

Now that we have presented the theoretical concept of our approach, it is time
to evaluate the soundness of the technique based on real-world measurements
taken from the physical implementation of a hardware masking scheme. After a
description of the target device and the measurement setup we analyze the side-
channel leakage of the test chip by means of conventional higher-order attacks,
which are based on the estimation of higher-order statistical moments. As a
second step we present the results of our novel approach for different threshold

4 Analog to Digital Converter.
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values. At the end, both types of attacks are compared in terms of the required
number of measurements for a successful key recovery and the convenience of
the procedure from an attacker’s point of view.

Target. The target platform for our practical evaluations is a 150 nm CMOS
ASIC prototype chip. A layered view of the fabricated chip can be seen in Fig. 4.
The prototype contains 6 different cores and was specifically developed to eval-
uate the side-channel resistance of state-of-the-art block ciphers and DPA coun-
termeasures in practice. The core of the ASIC that is targeted in the following
experiments realizes the block cipher PRESENT-80 under 3-share first-order
threshold implementation concept. PRESENT-80 is an ultra-lightweight block
cipher (ISO/IEC 29192-2:2012 lightweight cryptography standard) that features
a block size of 64 bit as well as a key length of 80 bit and consists of 31 compu-
tation rounds [4], whereas threshold implementations have been introduced as
an efficient hardware masking scheme in [17].

Fig. 4. ASIC prototype with 6
cores in 150 nm CMOS.

Fig. 5. Threshold implementation of the
4-bit PRESENT S-box with 3 shares.

Concerning hardware implementations of masking schemes, it has historically
been a challenging task to ensure that glitches in the combinatorial parts of the
circuit do not recombine the shares and thus lead to exploitable leakage. Thresh-
old implementations prevent this issue by adding the so-called non-completeness
property to the masked computations [2]. Non-completeness means here that
each fully combinatorial circuit must be independent of at least one of the shares.
This is achieved by splitting the non-linear parts of a circuit into several shared
functions that do not operate on all shares at once, but rather perform only one
part of the overall computation that refers to its respective inputs. Accordingly,
glitches can never recombine all shares at once, meaning that an adversary is
not able to learn any information about the secret from the side-channel leakage
of only one of these circuits. Indeed, multiple leakages of multiple combinato-
rial (sub-) circuits need to be combined to perform a successful (higher-order)
attack. Following this concept, which is based on Boolean secret sharing and
multi-party computation, the threshold implementation technique can be used
to implement non-linear functions of symmetric block ciphers in such a way that
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provable security against first-order power analysis attacks can be guaranteed,
even in the presence of glitches. Higher-order threshold implementations can fur-
thermore be used to conceal the leakages at higher-order statistical moments [3].
A second property that has to be fulfilled when sharing a non-linear function is
the uniformity of the outputs. For each unshared input to the non-linear func-
tion, each shared output should occur equally likely. In this way the output of the
shared functions is still uniformly distributed and a remasking is not required.
More precisely during the full execution of a block cipher that is implemented
in this masking scheme no fresh masks needs to be fed. The plaintext is split up
into the required number of shares at the beginning of the algorithm (see [17]),
which implies the generation of two or more plaintext-sized masks, and all fur-
ther computations are performed on those shares. Compared to conventional
masking, the drawback of this method is a higher number of required shares.
In particular at least three shares (two masks) are required to realize each non-
linear part of a circuit5. Additionally the number of shares increases with the
degree of the function that needs to be implemented [17]. Hence, larger S-boxes,
e.g. 8-bit, are difficult to implement efficiently in this scheme [5]. Nevertheless,
for ciphers with small S-boxes, e.g., PRESENT-80, threshold implementation
has become the de facto standard for hardware masking [2].

The realization of the PRESENT-80 block cipher as a threshold implementa-
tion was introduced in [20]. The authors proposed several implementation profiles
with different levels of security. Our targeted ASIC core implements profile 2,
which refers to a nibble-serial implementation of the block cipher with a shared
data path (with 3 shares) but an unshared key schedule. Hence, one instance of
the shared S-box is implemented and the 4-bit nibbles of the cipher state are
processed in a pipelined manner. A schematic view of the shared S-box, based
on a decomposition to quadratic functions F and G with S(x) = F (G (x)), can
be seen in Fig. 5. Due to the register stage between the G- and the F functions
one full cipher-round takes 18 clock cycles6. It is noteworthy that although first-
order threshold implementation corresponds to Boolean masking with 3 shares it
provides only first-order security due to its underlying quadratic functions (i.e.,
G and F in Fig. 5). In other words, this implementation is supposed to exhibit
second- and third-order leakages.

Measurement Setup. We performed our measurements on a Side-channel
Attack Standard Evaluation Board (SASEBO-R) [1] that was specifically devel-
oped to evaluate the side-channel resistance of cryptographic hardware. For this
purpose it provides a socket for an ASIC prototype, which is connected by a 16-
bit bidirectional data bus as well as a 16-bit address signal to a Xilinx Virtex-II
Pro control FPGA, clocked by a 24-MHz oscillator. For the side-channel mea-
surements a Teledyne LeCroy HRO 66zi oscilloscope was used. We collected
5 million measurements for random plaintexts and a fixed key by measuring the
voltage drop over a 1 Ω resistor in the Vdd path, while the ASIC was operated
5 Lower number of shares can be achieved at the price of additional fresh masks [22].
6 The permutation layer in one separate clock cycle.
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at a frequency of 3 MHz and a supply voltage of 1.8 V. Each of the power traces
contains 100,000 sample points recorded at a sampling rate of 500 MS/s with
a resolution of 8 bits. Due to a very low amplitude of the signal two ×10 AC
amplifiers in series have been employed, resulting in a ×100 gain. Figure 6(a)
depicts a sample trace over the two clock cycles that we are referring to in the
following course of this analysis. The two random and uniform 64-bit masks that
are needed for the initial sharing of the plaintext are generated and delivered by
a PRNG (AES-128 in counter mode) on the control FPGA of the SASEBO-R,
which in turn is seeded by the PC via UART.

Results of Conventional Attacks. To evaluate the effectiveness of the pre-
sented approach on noisy real-world measurements it is necessary to assess the
vulnerability of the underlying hardware masking scheme by means of conven-
tional DPA attacks in a first step. To this end, we performed first-, second- and
third-order Correlation Power Analysis (CPA) attacks [6] using the Hamming
weight (HW) of the S-box output (which is the same as the output of the F
function in Fig. 5). This did not lead to a successful recovery of any key nibble.
Hence, we performed the same attack using the HW of the output of the G
function (i.e., the value of the intermediate register) and obtained the results
which are depicted in Fig. 6. All results are plotted over the two clock cycles
that leak the targeted intermediate value. This is on the one hand the clock
cycle in which the G-boxes are evaluated in parallel and on the other hand the
succeeding clock cycle where the outputs of the F -boxes are computed based
on the G-box outputs. As expected the first-order attack is not successful. The
second-order CPA, on the other hand, reveals the correct key nibble, but only
by a slight margin. The third-order attack does not succeed since the correct key
candidate does not lead to the overall highest correlation during the targeted
two clock cycles. In particular several ghost peaks with a higher correlation can
be identified. For both, the second- and the third-order CPA, we have plotted
the evolution of the correlation for the most leaking time sample (marked by
a cross in Fig. 6(c) and (e)). In this way we obtain a quantitative measure to
express how many traces are required to reveal the higher-order leakages. For the
second-order attack at least 200,000 traces are required, whereas for the third-
order attack even with the entire 5,000,000 measurements the correct candidate
might not be detectable. We observed the same results targeting several other
key nibbles. Indeed, it can be concluded that our measurements are sufficiently
noisy to serve as a suitable data source for our further analysis.

The efficiency of CPA attacks relies on the linear dependency between the
hypothetical power model (here HW of the G-box output) and the actual leakage
of the device. Alternatively, Moments-Correlating DPA (MCDPA) [15] can relax
such a necessity at the price of (usually) requiring more traces compared to a
corresponding CPA with a suitable power model. To examine whether a collision
setting can improve the number of required measurements here, which would
indicate an imperfect choice of the leakage model in the CPA evaluations, we
performed an MCDPA on the same traces. Hereby, the leakage of one S-box is
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(a) sample power trace (b) first-order CPA

(c) second-order CPA (d) correlation trend (2nd-order)

(e) third-order CPA (f) correlation trend (3rd-order)

Fig. 6. Sample power trace and conventional first-, second- and third-order CPA with
5million measurements using the HW of the G-box output.

used to build a model which is then used in an attack on another S-box, leading
to a recovery of the linear difference between the corresponding key nibbles.
In our case the same hardware instance of the S-box is used for both steps,
which ensures a similar leakage model. Figure 7 shows the results indicating that
only the third-order MCDPA is able to reveal the correct key difference with
5 million measurements7. And even this is only true when exclusively the second
leaking clock cycle is considered. Otherwise, there are again ghost peaks with a
higher correlation. Nevertheless, 1.5 million measurements are required to exploit
the third-order leakage. This result enhances our confidence that the Hamming
weight of the output of the G-box is a suitable leakage model for our target.

Results of Our Novel Approach. Hereafter, we concentrate on applying
our novel approach (expressed in Sect. 3) on the same traces. In this regard we
first obtained a histogram for each sample point using all 5,000,000 traces. The
histograms – as given before – have been made by 256 bins, i.e., the full range of
signed 8-bit integers −128 to 127 which reflect the sampled power consumption
7 Only positive correlation values indicate a collision in an MCDPA attack.
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(a) first-order MCDPA (b) second-order MCDPA

(c) third-order MCDPA (d) correlation trend (3rd-order)

Fig. 7. Conventional first-, second- and third-order MCDPA with 5million
measurements.

values unaltered (direct result of the oscilloscope ADC). Therefore, for each given
x% threshold we obtain a threshold trace. This trace contains a threshold value
for each sample point individually in such a way that x% of the traces have a
value smaller than the threshold at that sample point and (100 − x)% have a
higher value. As the next step, we conducted the attacks on a subset of traces
either as “lower x%” or “upper (100 − x)%”. It should be noted that such a
separation of traces as well as the attack is performed on each sample point
separately. In other words, for each sample point it is individually decided which
traces to be considered in the attack.

We have examined the threshold values between 5% and 95% with intervals
of 5%. In Fig. 8 we represent the result of the attacks (CPA with HW of the
G-box output) for the most successful settings, i.e., 20% and 30% thresholds.
Interestingly it can be noted that attacks on subsets with a power consumption
below the threshold, i.e., lower 80% and lower 70%, lead to a positive correlation
for the correct key candidate, and vise versa for the corresponding upper 20%
and upper 30%. This is in fact due to the different biases that are introduced
into the three shares by selecting measurements with a power consumption either
above or below a certain threshold.

Comparison. When comparing our approach to the corresponding conventional
second-order CPA, the value of the highest correlation for the correct key candi-
date is not very meaningful. Due to the fact that a much smaller number of mea-
surements contributes to the results of our approach the correlation values are
usually significantly higher compared to the conventional attacks. Hence we have
to rely on the required number of measurements as well as a visual inspection of
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(a) upper 20% first-order CPA (b) correlation trend

(c) lower 80% first-order CPA (d) correlation trend

(e) upper 30% first-order CPA (f) correlation trend

(g) lower 70% first-order CPA (h) correlation trend

Fig. 8. First-order CPA on different slices of the 5million measurements using the
Hamming weight of the G-box output.

the results as the only available metrics for a comparison. Regarding the required
number of measurements we can refer to Fig. 8(b) and (f) that only 50,000 and
respectively 70,000 measurements are required to reveal the leakage with our app-
roach. It should be noted that these numbers as well as Fig. 8(b) and (f) reflect the
number of traces used to both, find the threshold and perform the attack on. In
other words, when it is shown that 50,000 traces are required for a “upper 20%”
attack, all 50,000 traces are used to find the threshold. Amongst them, around
50,000 × 20% = 10,000 traces are used in the attack. Hence, compared to the con-
ventional second-order attack, the attack with “upper 20%” required 4 times less
traces altogether and, due to the fact that only a subset is considered, includes 20
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times less traces in the actual CPA computations. In accordance to the simulation
results (in Sect. 3) we can see that the attacks on subsets of traces, that include
more than 50% of the measurements, are not able to outperform the conventional
attack. More precisely, the “lower 80%” and “lower 70%” attacks (Fig. 8(d) and
(h)) need respectively around 2,500,000 and 700,000 traces while the conventional
second-order attack requires 200,000 traces.

All of the presented attacks have been repeated for other key nibbles and
therefore on other parts of the power traces as well. These experiments revealed
that concentrating on the “upper 30%” part (for each sample point individually)
was indeed most commonly the best choice, although the particular threshold
values vary slightly between different key nibbles. Another tendency that could
be observed is that the subsets which have been selected from above a threshold
were generally significantly more informative than the subsets below a thresh-
old (independent of being each others counterpart). However, for all targeted
key nibbles our approach was able to outperform the conventional second-order
attack in terms of the required number of measurements for at least one choice
of subset.

5 Conclusions

In this work we have presented and examined an alternative approach to analyze
the higher-order leakages of masked hardware implementations. The proposed
technique is able to turn higher-order leakages with a simple selection procedure
into a setting where they can be exploited by a first-order distinguisher. This
does not only remove the necessity to estimate higher-order statistical moments
when attacking masking schemes, which becomes exponentially more complex
with an increasing statistical order, but it may also be able to relax the sensi-
tivity of higher-order attacks to the noise level. We have presented the theoreti-
cal foundation of our approach by means of simulations and carried out several
experiments on noisy real-world measurements to back up our claims. Our analy-
ses lead to the conclusion that our approach indeed represents an alternative to
conventional higher-order attacks, and even more importantly is able to outper-
form them in specific settings. In our setup for example a standard first-order
CPA on the subset of traces, that contains only the 20% highest power consump-
tion values (individuality at each sample point), is able to exploit the leakage
with 4 times less traces than the conventional second-order CPA attack (i.e.,
by mean-free square). Hence, a significant improvement could be achieved by
simply ignoring a specific part of the traces (at each sample point).

It has been given in literature that masking and hiding countermeasures
should be combined to achieve a high level of security. In works like [16] hard-
ware masking is implemented by power-equalization schemes to practically com-
plicate higher-order attacks. As a future work, we will investigate the feasibility
of the approach introduced here on such implementations. Another interesting
approach to explore is whether it is worthwhile to combine the result of the
attacks after splitting the traces. More precisely, we have shown the result of the



On the Easiness of Turning Higher-Order Leakages into First-Order 169

attacks for “upper 20%” and “lower 80%”. The question is whether combining
these results would lead to a more effective attack.
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Abstract. We revisit the side-channel attacks with Brain-Computer
Interfaces (BCIs) first put forward by Martinovic et al. at the USENIX
2012 Security Symposium. For this purpose, we propose a comprehensive
investigation of concrete adversaries trying to extract a PIN code from
electroencephalogram signals. Overall, our results confirm the possibility
of partial PIN recovery with high probability of success in a more quan-
tified manner (i.e., entropy reductions), and put forward the challenges
of full PIN recovery. They also highlight that the attack complexities
can significantly vary in function of the adversarial capabilities (e.g.,
supervised/profiled vs. unsupervised/non-profiled), hence leading to an
interesting tradeoff between their efficiency and practical relevance. We
then show that similar attack techniques can be used to threat the pri-
vacy of BCI users. We finally use our experiments to discuss the impact
of such attacks for the security and privacy of BCI applications at large,
and the important emerging societal challenges they raise.

1 Introduction

State-of-the-Art. The increasing deployment of Brain Computer Interfaces
(BCIs) allowing to control devices based on cerebral activity has been a per-
manent trend over the last decade. While originally specialized to the medical
domain (e.g., [13,22]), such interfaces can now be found in a variety of applica-
tions. Notorious examples include drowsiness estimation for safety driving [19]
and gaming [9]. Quite naturally, these new capabilities come with new security
and privacy issues, since the signals BCIs exploit can generally be used to extract
various types of sensitive information [7,15]. For example, at the USENIX 2012
Security Symposium, Martinovic et al. showed empirical evidence that electroen-
cephalogram (EEG) signals can be exploited in simple, yet effective attacks to
(partially) extract private information such as credit card numbers, PIN codes,
dates of birth and locations of residence from users [21]. These impressive results
leveraged a broad literature in neuroscience, which established the possibility to
extract such private information (e.g., see [14] for lie detection and [16] for neural
markers of religious convictions). Or less invasively, they can be connected to
linguistic research on the reactions of the brain to semantic associations and
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incongruities (e.g., [6,17,18]). All these threats gain concrete relevance with the
availability of EEG-based gaming devices to the general public [1,2].

Motivation and Goals. Based on this state-of-the-art, the next step is to push
the evaluation of the side-channel threat model in the context of BCI-based appli-
cations further. In this respect, the seminal work of Martinovic et al. clearly puts
forward the existence of an exploitable bias for various types of private informa-
tion extraction. But quantifying the impact of this bias in advanced adversarial
contexts was left as an important challenge. Typical questions include:

– Can we exactly extract private information with high success rate by increas-
ing the number of observations in side-channel attacks exploiting BCIs?

– How does the effectiveness of unsupervised (aka non-profiled) side-channel
attacks exploiting BCIs compare to supervised (aka profiled) ones?

– How efficiently can an adversary build a sufficiently accurate model for super-
vised (aka profiled) side-channel attacks exploiting BCIs?

Interestingly, these are typically questions that have been intensively studied in
the context of side-channel attacks against cryptographic devices (see [20] for
an engineering survey and the proceedings of the CHES conference for regular
advances in the field [3]). In particular, a recurring problem in the analysis of such
implementations is to determine their worst-case security level, in order to bound
the probability of success of any adversary in the most accurate manner [27].
This implies very different challenges than in the standard cryptographic setting,
since the efficiency of such physical attacks highly depends on the adversary’s
understanding and knowledge of his target device. Hence, a variety of tools have
been developed in order to ensure that side-channel security evaluations are
“good enough” (as described next). Our goal in this paper is to investigate the
applicability of such tools in order to answer the previous questions regarding
the efficiency and impact of side-channel attacks against the human brain.

Contributions.For this purpose, we propose an in-depth study of (a variation of)
one of the case studies in [21], namely side-channel PIN code recovery attacks, that
share some similarities with key recovery attacks against embedded devices. In this
respect, our contributions are threefold. After a description of our experimental
settings (Sect. 2), we first describe a methodology allowing us to analyze the infor-
mativeness of EEG signals and their impact on security with confidence (Sect. 3).
While this methodology indeed borrows tools from the field of side-channel attacks
against cryptographic implementations, it also deals with new constraints (e.g.,
the limited amount of observations available for the evaluations, and the less reg-
ular distribution of these observations, for which a very systematic and princi-
pled approach is particularly important). Second, we provide a comprehensive
experimental evaluation of our side-channel attacks against the human brain using
this methodology (Sect. 4). We combine information theoretic and security ana-
lyzes in the supervised/profiled and unsupervised/non-profiled contexts, provide
quantified estimates for the complexity of the attacks, and pay a particular atten-
tion to the stability of and confidence in our results. We conclude by discussing
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consequences the consequences of our work for the security and privacy of BCI-
based applications Sect. 5).

Admittedly, and as will be discussed in detail next, our results can be seen as
positive or negative. That is, we show in the same time that partial information
about PINs can be extracted with confidence, and that full PIN extractions are
challenging because of the high cardinality of the target and risks of false positive.
So they should mostly be viewed as a warning flag that such partial information
is possible and may become critical when the cardinality of the target decreases
and/or large amounts of data are available to the adversary.1

2 Experimental Setting, Threat Model and Limitations

In our experiments, eight people (next denoted as users) agreed to provide the
4-digit PIN code that they consider the most significant to them, meaning the
one they use the most frequently in their daily life. This PIN code was given
by the users before the experiment started, stored during the experiment, and
deleted afterward for confidentiality reasons. Five other random 4-digit codes
were generated for each user (meaning a total of six 4-digit codes per user).

Each (real or random) PIN was then shown on a computer exactly 150 times
to each user (in a random order), meaning a total of 900 events for which we
recorded the EEG signal in sets of 300, together with a tag T ranging from 1 to 6
(with T = 1 the correct PIN and T = 2 to 6 the incorrect ones). We used 32 Ag-
AgCl electrodes for the EEG signals collection. These were placed on the scalp
using a Waveguard cap from Cephalon, using the international 10-10 system. The
Stimulus Onset Asynchrony (SOA) was set to 1,009 s (i.e., slightly more than one
second, to reduce the environmental noise). The time each PIN was shown was
set to 0,5 s. When no PIN was displayed on the screen, a + sign was maintained
in order to keep the focus of the user on the center of the screen. We additionally
ensured that two identical 4-digit codes were always separated by at least two
other 4-digit codes. The split of our experiments in sub-experiments of 300 events
was motivated by a maximum duration of 5 min, during which we assumed the
users to remain focused on the screen. The signals were amplified and sampled at
a 1000 Hz rate with a 32-channel ASA-LAB EEG system from Advanced Neuro
Technologies. Eventually, and in order to identify eye-blinks which potentially
perturb the EEG signal, we added two bipolar surface electrodes on the upper
left and lower right sides of the right eye, and rejected the records for which
such an artifact was observed. This slightly reduced the total number of events
stored for each user (precisely, this number was reduced to 900, 818, 853, 870,
892, 887, 878, 884, for users 1 to 8).

This simplified setting naturally comes with limitations. First and concretely,
the number of possible PIN codes for a typical smart card would of course be much
larger than the 6 ones we investigate (e.g., 10,000 for a 4-digit PIN). In this respect,
1 The experiments described next were approved by the local Research Ethics Commit-

tee and performed in compliance with the Code of Ethics of the World Medical Asso-
ciation (Declaration of Helsinki). All participants gave written informed consent.
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we first insist that the primary goal of the following experiments is to investigate
the information leakages in EEG signals thoroughly, and this limited number of
PIN codes allowed us to draw conclusions with good statistical confidence. Yet,
we also note that this setting could be extended to a reasonable threat model.
For example, one could target ≈1000 different users by repeatedly showing them
≈10 PIN codes among the 10,000 possible ones, and recover one PIN with good
confidence. Second, and since the attacks we carry out essentially test familiar vs.
unfamiliar information, there is also a risk of false positives (e.g., an all zero code or
a close to correct code). This is in fact something we observed in our experiments.
In this respect, our mitigation plan is to exploit statistical tools minimizing the
number of false negatives, therefore potentially allowing enumeration among the
most likely candidates [28].

3 Methodology

In this section, we describe the methodology we used in order to assess and
better quantify the feasibility of side-channel attacks against the human brain.
Concretely, and contrary to the case of embedded devices where the leakage
distributions are supposed to be stable and the number of observations made by
the adversary can be large, we deal with a very different challenge. Namely, we
need to cope with irregular distributions possibly affected by outliers, and can
only assume a limited number of observations.

As a result, the following sections mainly aim to convince the reader that our
treatment of the EEG signals is not biased by dataset-specific overfitting. For
this purpose, our strategy is twofold. First, we apply the same (pre)processing
methods to the measurements of all the users. This means the same selection of
electrodes, the same dimensionality reduction and Probability Density Function
(PDF) estimation tools (with identical parameters), and the same outliers defi-
nition. Second, we systematically verified that our results were in the same time
consistent with neurophysiological expectations, and stable across a sufficient
range of (pre)processing parameters. As a result, our primary focus is on the
confidence in and stability of the results, more than on their optimality (which
is an interesting scope for further research). In other words, we want to guaran-
tee that EEG signals provide exploitable side-channel information for PIN code
recovery, and to evaluate a sufficient number of observations for which such an
attack can be performed with good success probability.

3.1 Notations

We denote the (multivariate) EEG signals of our experiments with a random
variable O, a sample EEG signal as o, and the set of all the observations available
for evaluation as O. These observations depend on (at least) three parameters:
the user under investigation, next denoted with a random variable U such that
u ∈ {1, 2, . . . , 8}; the nature of the 4-digit code observed (i.e., whether it is
correct or a random PIN), next denoted with a random variable P such that
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p ∈ {0, 1}; and a noise random variable N . Each observation is initially made of
32 vectors of 1,000 samples, corresponding to 32 electrodes and ≈ 1 s per event.

3.2 Supervised (aka Profiled) Evaluation

In order to best evaluate the actual informativeness of the EEG signals regard-
ing the PIN displayed in our experiments, and inspired by the worst-case side-
channel security evaluations of cryptographic devices, our work first investigates
so-called profiled attacks, which correspond to a supervised machine learning
context. For this purpose, a part of the observations in O are used to estimate
a (probabilistic) model P̂rmodel[P = p|O = o]. The adversary/evaluator then
uses this model in order to try extracting the PIN from the remaining observa-
tions. Note that our profiling is based on the binary random variable p, where
p = 0 if the PIN is random and p = 1 if the PIN is real, and not based on
the value of the PIN tag itself. This is motivated by the following practical and
neurophysiological reasons:

– From a practical point-of-view, building a model for all the PINs and users
seems impractical in real-world settings: this would require being able to
collect multiple observations for each of the 10,000 possible values of a 4-digit
code. Furthermore, and as discussed in Sect. 3.3, our real vs. random profiling
allowed us to lean towards realistic (non-profiled) attacks.

– From a neurophysiological point-of-view, the information we aim to extract
is based on Event-Related Potentials (ERPs) that have been shown to reflect
semantic associations and incongruities [6,17,18]. In this respect, while we
can expect a user to react differently to real and random 4-digit codes, there
is no reason for him to treat the random codes differently.

A. Evaluation Metrics. Following the general principles put forward in [27],
our evaluations will be based on a combination of information theoretic and secu-
rity analyzes. The first ones aim at evaluating whether exploitable information
is available in the EEG signals; the second ones at evaluating how efficiently this
information can be exploited to mount a side-channel attack. Note that since
we do not assume the users to behave identically, these metrics will always be
evaluated and discussed for each user independently.

Perceived Information. The Perceived Information (PI) was introduced in
the context of side-channel attacks against cryptographic devices, of which the
goal is to recover some secret data (aka key) given some physical leakage [23].
The PI aims at quantifying the amount of information about the secret key,
independent of the adversary who will exploit this information. Informally, we
will use this metric in a similar way, by just considering P as a bit to recover,
and the observations as leakages. Using the previous notations, we define the PI
between the PIN random variable P and the observation random variable O:

PI(P ;O) = H[P ] +
∑

p

Pr[p] ·
∫

o

f(o|p) · log2 Pr
model

[p|o] do,
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where we use the notation Pr[X = x] =: Pr[x] for conciseness, and f(o|p) is
the (continuous) PDF of the observations given the value of p. In the ideal case
where the model is perfect, the PI is identical to Shannon’s mutual information.
In the practical cases where the model differs from the observation’s true distri-
bution, the PI captures the amount of information that is extracted from these
observations, biased by the model (assumption & estimation) errors [11].

Of course, concretely the true distribution f(o|p) is unknown to the adver-
sary/evaluator and can only be sampled. Therefore, the approach in side-channel
analysis, that we repeat here, is to split the set of observations O in k non-
overlapping sets O(i). We then define the profiling sets O(j)

p =
⋃

i�=j O(i) and the

test sets O(j)
t = O \ O(j)

p . The PI is computed in two phases:

1. The observations’ conditional distribution is estimated from a profiling set.
We denote this phase with f̂

(j)
model(o|p) ← O(j)

p . Note that the Prmodel[p|o] factor
involved in the PI definition is directly derived via Bayes’ theorem as:

P̂rmodel[p|o] =
f̂
(j)
model(o|p) · Pr[p]

∑
p∗ f̂

(j)
model(o|p∗) · Pr[p∗]

·

2. The model is then tested by computing the PI estimate:

P̂I
(j)

(P ;O) = H[P ] +
1∑

p=0

Pr[p] ·
∑

o∈O(j)
t |p

1
nj
p

· log2 P̂rmodel[p|o],

where nj
p is the number of observations in the test set O(j)

t |p.
Eventually, the k outputs P̂I

(j)
(P ;O) are averaged to get an unbiased esti-

mate, and their spread characterizes the accuracy of the result (see Para-
graph G). Note that concretely, the maximum size for the profiling set in our
experiments equals ≈ 899, leading to a cross-validation parameter k≈ 900 and
a test set of size 1. In this case, the model building phase is repeated ≈900
times, and each model is tested once against an independent sample. (We use
the ≈ symbol to reflect the fact that these values are approximated, due to the
rejection of eye blinks mentioned in Sect. 2). This “leave one our” strategy has
a large cross-validation parameter compared to current practice (e.g., in side-
channel attacks against cryptographic implementations a value of k = 10 was
selected [11]), leading to computationally intensive evaluations. Yet, it is justified
in our study because of the limited number of samples available in our experi-
ments.

Success Rate and Average Rank. In order to confirm that the estimated
PI indeed leads to concrete attacks, we consider two simple security metrics.
Here, the main challenge is that we only have models for the real and random
PIN codes, while the actual observations in the test set naturally come from six
different events. As a result, we first considered the success rate event per event.
For this purpose, the ≈900 observations are split in 6 sets of ≈150 observations
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that correspond to the six different tag values. Based on these 6 sets, we can
compute the probability that the observations are correctly classified as real or
random in function of the number of observations exploited in the attack, next
denoted as q. This is done by averaging a success function S that is computed
as follows. If q = 1: S(o1) = 1 if P̂rmodel[p|o1] > P̂rmodel[p̄|o1] and S(o1) =
0 otherwise (where p̄ denotes the incorrect event); if q = 2: S(o1,o2) = 1 if
P̂rmodel[p|o1] × P̂rmodel[p|o2] > P̂rmodel[p̄|o1] × P̂rmodel[p̄|o2]; . . . Concretely, this
success rate is an interesting metric to check whether the observations generated
by different incorrect PIN values indeed behave similarly.

Of course, an adversary eventually wants to compare the likelihoods of dif-
ferent PIN values. For this purpose, we also considered the average rank of
the correct PIN in an experiment where we gradually increase the number of
observations per tag q, but this time consider sets of 6 observations at once,
that we classify only according to the model for the real PIN. This leads to
vectors (P̂rmodel[p|o1

1], P̂rmodel[p|o2
1], P̂rmodel[p|o3

1], . . . , P̂rmodel[p|o6
1]) if q = 1,

(P̂rmodel[p|o1
1]× P̂rmodel[p|o1

2], . . . , P̂rmodel[p|o6
1] × P̂rmodel[p|o6

2]) if q = 2, . . . ,
where the superscripts denote the tag from which the observations originate. The
average rank is then obtained by sorting this vector and estimating the sample
mean of the position of the tag 1 in the sorted vector.

Connecting the Metrics (Sanity Check). Note that as discussed in [10],
information theoretic and security metrics can be connected (i.e., a model that
leads to a positive PI should lead to successful attacks).2 We consider both types
of metrics in our experiments because the first ones allow a better assessment of
the confidence in the evaluations (see Paragraph G) while the second ones lead
to simpler intuitions regarding the concrete impact of the attacks.

B. Preprocessing. As a first step, all the observations were preprocessed using
a bandpass filter. We set the low-frequency cut-off to 0.5 Hz to remove the slow
drifts in the EEG signals, and the high-frequency cut-off to 30 Hz to remove
muscle artifacts and 50 Hz environmental noise.

C. Selection of Electrodes. As mentioned in introduction, each original obser-
vation is made of 32 vectors of 1,000 samples, leading to a large amount of data
to process. To simplify our treatments, we started by analyzing the different
electrodes independently. Among the 32 ones of our cap, electrodes P7, P8, Pz,
O1 and O2 gave rise to non-negligible signal (see Fig. 1), which is consistent
with the existing literature where ERPs related to semantic associations and
incongruities were exhibited in the central/parietal zones [6,17,18]. Our follow-
ing analyzes are based on the exploitation of the electrodes P7 and P8 which
provided the most regular information across the different users.

2 More precisely, the PI is an average metric, so what is needed is that each line of
the PI matrix defined in [27] (corresponding to 6 different events in our study) are
positive, which we observed and confirmed with the success rate analysis.
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Fig. 1. Repartition of the electrodes on the scalp.

For illustration, Figs. 2 and 3 represent the mean and standard deviation
traces corresponding to two different users. From these examples, a couple of
relevant observations can already be extracted (and will be useful for the design
and interpretation of our following evaluations). First, we see (on the left parts
of Fig. 2) that the EEG signals may be more or less informative depending on
the users and electrodes. More precisely, we generally noticed informative ERP
components after 300 to 600 ms (known as the P300) for most users and elec-
trodes, which is again consistent with the existing literature [6,17,18]. Yet, our
measurements also put forward user-specific differences in the shape of the mean
traces corresponding to the correct PIN value. (Note that the figure only shows
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Fig. 2. Exemplary mean traces for different tag (left) and PIN (right) values. Top:
User 8, Electrode P7. Bottom: User 6, Electrode P7.
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examples of informative EEG signals, but for some other users and electrodes,
no such clear patterns appear). Second, and quite importantly, the difference
between the left and right parts of the figures illustrates the significant gain
when moving from an unsupervised/unprofiled evaluation context to a super-
vised/profiled one. That is, while in the first case, we need the traces corre-
sponding to the correct PIN value to stand out, in the second case, we only need
it to behave differently than the others.
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Fig. 3. Exemplary standard deviation traces for different tag values corresponding to
User 8, Electrode P7 (left) and User 6, Electrode P7 (right).

Eventually, a look at the standard deviation curves in Fig. 3 suggests that
the measurements are quite noisy, hence non-trivial to exploit with a limited
amount of observations. This will be confirmed in our following PDF estimation
phase, and therefore motivates the dimensionality reduction in the next section
(intuitively because using more dimensions can possibly lead to better signal
extraction, which can mitigate the effect of a large noise level).

D. Dimensionality Reduction. The evaluation of our metrics requires to
build a probabilistic model, which may become data intensive as the number
of dimensions in the observations increases. For example, directly estimating a
2000-dimensional PDF corresponding to our selected electrodes is not possible.
In order to deal with this problem, we follow the standard approach of reducing
dimensionality. More precisely, we use the Principal Component Analysis (PCA)
that was shown to provide excellent results in the context of side-channel attacks
against cryptographic devices [4]. We investigate two options in this direction.

First, and looking at the observations in Fig. 2, it appears that the mean
traces corresponding to the different tags are quite discriminant regarding the
value of p. Hence, and as in [4], a natural option is to compute the projection
vectors of the PCA based on these mean traces. This implies computing average
vectors ōj = E150

i≈1o
j
i , and then to derive the PCA eigenvectors based on the

ōj ’s, which we denote as R1:Nd
← PCA

({ōj}j=1:6

)
, where Nd is the number of

dimensions to extract. Due to the limited number of mean traces (i.e., 6), we can
only compute Nd = 5 eigenvectors, and therefore are limited to 5-dimensional
attacks in this case.3 However, it turned out that in our experiments, this version
3 Because we used the small sample size variant of PCA in [4].
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of the PCA extracts most of the relevant samples in the first dimension. This is
intuitively witnessed by Fig. 4 which represents the first and fifth eigenvectors
corresponding to User 8 and Electrode P7 (i.e., R1 and R5): we indeed observe
that the first dimension corresponds to the points of interest in Fig. 2, while the
fifth one seems to be dominated by noise. In the following, we will denote this
solution as the “average PCA”. Note that such a dimensionality reduction does
not take advantage of any secret information (i.e., it is not a supervised/profiled
one) since it builds the mean traces based on public tags.
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Fig. 4. Examplary eigenvectors for the average PCA, corresponding to User 8, Elec-
trode P7. Left: first dimension. Right: fifth dimension.

Yet, one possible drawback of the previous method is that estimating the
average traces ōj becomes expensive when the number of PIN codes increases. In
order to deal with and quantify the impact of this limitation, we also considered
a “raw PCA”, where we directly reduce the dimensionality based on raw traces,
next denoted as R1:Nd

← PCA
({oi}i≈1:900

)
. While this approach is not expected

to extract the information as effectively, it allows deriving a much larger number
of dimensions than in the previous (average) case. Concretely though, exploit-
ing dimensions 1 to 5 only was a good tradeoff between the informativeness of
the dimensionality reduction, the risk of ovefitting (useless) dataset-dependent
patterns and the risk of outliers in our experiments (see Paragraph F).

As a result of this dimensionality reduction phase, the observation vectors
o(1:2000) (which correspond to the concatenation of the measurements for our
two selected electrodes) are reduced to smaller vectors R1:Nd

× o (i.e., each
dimension o(d) corresponds to the scalar product between the original observa-
tions o and a 2000-element vector Rd). We recall that PCA is not claimed to be
an optimal dimensionality reduction, since it optimizes a criteria (i.e., the vari-
ance between the raw or mean traces) which does not capture all the information
in our measurements. However, it is a natural first step in our investigations, and
we could verify that our following conclusions are not affected by slight varia-
tions of the number of extracted dimensions (i.e., adding one or two dimensions),
which therefore fits our (primary) confidence and stability goal.

E. PDF Estimation. We now describe the main ingredient of our super-
vised/profiled evaluation, namely the PDF estimation for which we exploit the
knowledge of the p values for the observations in the profiling sets.
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In order to build a model f̂model(o1:Nd
|p), we first take advantage of the fact

that the dimensions of the o1:Nd
vectors after PCA are orthogonal. By addi-

tionally considering them as independent, this allows us to reduce the PDF
estimation problem from one Nd-variate one to Nd univariate ones. Based on
this simplification, the standard approach in side-channel analysis is to assume
the observations to be normally distributed, and to build Gaussian templates [8].
Yet, in our experiments no such obvious assumption on the distributions in hand
was a priori available. As a result, we first considered a (non-parametric) ker-
nel density estimation as used in [5], which has slower convergence but avoids
any risk of biased evaluations [11]. Kernel density estimation is a generalization
of histograms. Instead of bundling samples together in bins, it adds (for each
observation) a small kernel centered on the value of the observation to the esti-
mated PDF. The resulting estimation that is a sum of kernels is smoother than
histograms and usually converges faster. Concretely, kernel density estimation
requires selecting a kernel function (we used a Gaussian one) and to set the
bandwidth parameter (which can be seen as a counterpart to the bin size in his-
tograms). The optimal choice of the bandwidth depends on the distribution of
the observations, which is unknown in our case. So we need to rely on a heuristic,
and used Silverman’s rule-of-thumb for this purpose [24].

F. Outliers. As mentioned in Paragraph D, the main drawback of the raw
PCA is that it extracts the useful EEG information less efficiently, which we
mitigate by using more dimensions. Unfortunately, this comes with an additional
caveat. Namely, the less informative information extraction combined with the
addition of more dimensions increases the risk of outliers (i.e., observations that
would classify the correct PIN value very badly for some dimensions, possibly
leading to a negative PI). In this particular case, we considered an additional
post-processing (after the dimensionality reduction and model building phases).
Namely, given the ≈900 probabilities P̂r[p|R1:Nd

×oi], we rejected the ones below
0.001 and beyond 0.999. This choice is admittedly heuristic, yet did consistently
lead to positive results for all the users. It is motivated by limiting the weight
of the log probabilities for the outliers in the PI estimation. We insist that this
treatment of outliers is only needed for the raw PCA. For the average PCA, we
did not reject any observation (other than the ones in Sect. 2).

G. Confidence. By using ≈900-fold cross-validation, we can guarantee that
our PI estimates will be based on 900 observations, leading to 900 values for the
log probabilities log2(P̂r[p|R1:Nd

× oi]). Since this remains a limited amount of
data compared to the case of side-channel attacks against cryptographic imple-
mentations, and the extracted PI values are small, we completed our information
theoretic evaluations by computing a confidence interval for the PI estimates.
To avoid any distribution-specific assumption, we computed a 10% bootstrap
confidence interval [12], by resampling 100 bootstrap samples out of our 900 log
probabilities, computing 100 mean bootstrap samples, sorting them, and using
the 95th and 5th percentiles as the endpoints of the intervals. For simplicity,
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this was only done for the PI metric and not for the success rate and average
rank since (i) successful Bayesian attacks are implied by the information the-
oretic analysis [10], (ii) these metrics are more expensive to sample (e.g., we
have only one evaluation of the success function with q≈ 150 per user), and
(iii) they are only exhibited to provide intuitions regarding the exploitability of
the observations (i.e., the attack complexities).

3.3 Unsupervised (aka Non-profiled) Analysis

While supervised (aka profiled) analyzes are the method of choice to gain
understanding about the information available in a side-channel, their practi-
cal applicability is of course questionable. Indeed, building a model for a target
user may not always be feasible, and this is particularly true in the context
of attacks against the human brain since (as discussed the long version of this
paper), models built for one user are not always (directly) exploitable against
another user. In this section, we therefore propose an unsupervised/non-profiled
extension of the information theoretic evaluation outlined in Sect. 3.2. To the
best of our knowledge, this variation was never described as such in the open
literature (although it shares some similarities with the non-profiled attacks sur-
veyed in [5]). For this purpose, our starting point is the observation from Fig. 2,
that in an unsupervised/non-profiled context, one can take advantage of the fact
that the (e.g., mean) traces of the EEG signals corresponding to the correct PIN
value may stand out. As a result, a natural idea is to compute the PI metric
6 times independently, each time assuming a different (possibly random) tag to
be correct during an “on-the-fly” modeling phase. If the traces corresponding to
the (truly) correct PIN are more singular (comparatively to the others), we can
expect the PI estimated with this PIN to be larger, leading to a successful attack.

Of course, such an attack implies an additional neurophysiological assump-
tion (while in the supervised/profiled setting, we just exploit any information
available). Yet, it nicely fits the intuitions discussed in the rest of this section,
which makes it a good candidate for concrete evaluation. Furthermore, we men-
tion that directly recovering the correct PIN value may not always be necessary:
as in the case of side-channel analysis, reducing the rank of the correct PIN value
down to an enumerable one may be sufficient [28].

4 Experimental Results

4.1 Supervised (aka Profiled) Evaluation

As in the previous section, we start with the results of our supervised/profiled
evaluations, which will be in two (information theoretic and security) parts.
Beforehand, there is one last choice regarding the computation of P̂r[p|R1:Nd

×oi]
via Bayes’ theorem described in Sect. 3.2, Paragraph A. Namely, should we con-
sider maximum likelihood or maximum a posteriori attacks (i.e., should we take
advantage of the a priori knowledge of Pr[p] or consider a uniform a priori).
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Interestingly, in our context ignoring this a priori and performing maximum
likelihood attacks is more relevant, since we mostly want to avoid false negatives
(i.e., correct PINs that would be classified as random ones), which prevent effi-
cient enumeration. Since the a priori on P increases the amount of such errors
(due to the a priori bias of 5/6 towards random PIN values), the rest of this
section reports on the results of maximum likelihood attacks.

A. Perceived Information. As a first step in our evaluations, we estimated
the PI using the methodology described in the previous section. We started
by looking at the evolution of the PI estimation in function of the number of
observations in the profiling set used to build the model. The results of this
analysis are in Fig. 5 from which two quantities must be observed:

– The value of the PI estimate using the maximum profiling set (i.e., the
extreme right values in the graphs). It reflects the informativeness of the
model built in the profiling phases, and is correlated with the success rate
of the online (maximum likelihood) attack using this model [10]. Positive PI
values indicate that the model is sound (up to Footnote 2) and should lead to
successful online attacks if the number of observations (i.e., the q parameter
in our notations of Sect. 3.2) used by the adversary is sufficient.

– The number of traces in the profiling set required to reach a positive PI. It
reflects the (offline) complexity of the model estimation (profiling) phase [26].

In this respect, the results in Fig. 5 show a positive convergence for the two
illustrated users, yet towards different PI values which indicates that the informa-
tiveness of the EEG signals differs between them. Next, and quite interestingly, we
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Fig. 5. Evolution of the PI in function of the size of the profiling set for Users 3 (top)
and 6 (bottom), using average PCA (left) and raw PCA (right).



184 J. Lange et al.

Table 1. Estimated PI values with maximum profiling set.

User P̂I(P ;O) with avg. PCA P̂I(P ;O) with raw PCA

1 0.0739 0.0618

2 0.1643 0.1315

3 0.1494 0.1398

4 0.0920 0.0228

5 ∅ ∅

6 0.0521 0.0214

7 0.0759 0.0568

8 0.1697 0.0458

also see that the difference between average PCA (in the left part of the figure)
and raw PCA (in the right side) confirms the expected intuitions. Namely, the
fact that raw PCA reduces dimensionality based on a less meaningful criteria and
requires more dimensions implies a slower model convergence. Typically, model
convergence was observed in the 100 observations’ range with average PCA and
required up to 400 traces with raw PCA. For completeness, Table 1 contains the
estimated PI values with maximum profiling set, for the different users and types
of PCA. Excepted for one user (User 5) for which we could never reach a positive
PI value,4 this analysis suggests that all the users lead to exploitable information
and confirms the advantage of average PCA.

B. Success Rate and Average Rank. As discussed in Sect. 3.2, our informa-
tion theoretic analysis is a method of choice to determine whether discriminant
information can be extracted from EEG signals with confidence. Yet, it does not
lead to obvious intuitions regarding the actual complexity of an online attack
where an adversary obtains a set of q fresh observations and tries to detect
whether some of them correspond to a real PIN value. Therefore, we now pro-
vide the results of our complementary security analysis, and estimate the suc-
cess rate and average key rank metrics proposed in Paragraph A. As previously
mentioned these evaluations are less confident, since for large q values such as
q = 150 we can have only one evaluation of the success function. Concretely, the
best success rate/average key rank estimates are therefore obtained for q = 1.
We took advantage of re-sampling when estimating them for larger q’s.

Figures 6 and 7 illustrate these metrics are indeed correlated with the value
of the PI estimates using the maximum profiling set, which explains the more
efficient attacks against User 3. Concretely, the average rank figure suggests that
correct PIN value can be exactly extracted in our 6-PIN case study with 5 to
10 observations for the most informative users and 30 to 40 observations for the
least informative ones. The success rate curves also bring meaningful intuitions
4 As mentioned in Sect. 2, this is due to the presence of another familiar event for this

user, which he mentioned to us after the experiments were performed.
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Fig. 6. Success rates per tag value for User 3 (left) and User 6 (right).
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Fig. 7. Avg. rank of the correct PIN for User 3 (left) and User 6 (right).

since they highlight that all (correct and random) PIN values can be correctly
classified with our profiled models (in slightly more traces). This confirms our
neurophysiological assumption from the previous section that the users react
similarly to all random values.5 Besides, Fig. 6 is interesting since it shows how
confidently the correct PIN value is classified independent of the others. Hence,
its results would essentially scale with larger number of PIN values.

4.2 Unsupervised (aka Non-profiled) Analysis

We now move to the more challenging problem of unsupervised/non-profiled
attacks. For this purpose, we first applied the attack sketched in Sect. 3.3 with
the maximum number of traces in the profiling set. That is, we repeated our
evaluation of the PI metric six times, assuming each of the tag values to be the
real one. Furthermore, we computed the confidence intervals for each of the PI
estimates according to Sect. 3.2, Paragraph G. The results of this experiment
are in Fig. 8 for two users and lead to three observations.

First, looking at the first line of the figure, which corresponds to the correct
PIN value, we can now confirm that the PI estimates of Sect. 4.1 are sufficiently
accurate (e.g., the confidence intervals clearly guarantee a positive PI). Second,
the confidence intervals for the random PIN values (i.e., tags 2 to 6) confirm the
observation from our success rate curves (Fig. 6) that the users react similarly
to all random values. Third, the middle and bottom parts of the figure show

5 We may expect more singularities (such as the one of User 5) to appear and launch
false alarms in case studies with more PIN values. Yet, this would not contradict the
trend of a significantly reduced average rank for the correct PIN value.
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Fig. 8. Confidence intervals for the (non-profiled) PI evaluation of Sect. 3.3 with ≈900
observations (top), ≈450 observations (middle) and ≈225 observations (bottom), for
Users 8 (left) and 6 (right).

the results of two (resp. 4) non-profiled attacks where the profiling set was split
in 2 (resp. 4) independent parts (without re-sampling), therefore leading to the
evaluation of 2 (resp. 4) confidence intervals for each tag value. As expected, it
indicates that the information extraction is significantly more challenging in this
unsupervised/non-profiled context. Concretely, the PI estimate for the correct
PIN value consistently started to overlap with the ones of random PINs for all
users, as soon as the number of attack traces q was below 200, and no clear
gain for the correct PIN could be noticed below q = 100. This confirms the
intuition that unsupervised/non-profiled side-channel attacks are generally more
challenging than supervised/profiled ones (here, by an approximate factor 5 to 10
depending on the users).

This conclusion also nicelymatches the one in Sect. 4.1, Fig. 5,wherewe already
observed that the (offline) estimation of an informative model is more expensive
than its (online) exploitation for PIN code recovery as measured by the success rate
and average rank (by similar factors). Indeed, in the unsupervised/non-profiled
context such an estimation has to be performed “on-the-fly”.
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5 Consequences and Conclusions

The results in this paper lead to two important conclusions.
First, and from the security point-of-view, our experiments show that extract-

ing concrete PIN codes from EEG signals, while theoretically feasible, may not
be a very critical threat. PIN extraction attacks using BCIs indeed require sev-
eral observations to succeed with high probability. Furthermore, the difference
between the complexity of successful supervised/profiled attacks (around 10 cor-
rect PIN observations) and unsupervised/non-profiled attacks (more in the hun-
dreds range) is noticeable. Yet, our results generally confirm the existence of
exploitable information in EEG signals, which may become more worrying in
case of targets with smaller cardinalities (e.g., extracting the knowledge of one
relative among a set of unknown people displayed on a screen).

Second, and given the importance of profiling for efficient information extrac-
tion from EEG signals, our experiments underline that privacy issues may be
even more worrying than security ones in BCI-based applications. Indeed, when
it comes to privacy, the adversary trying to identify a user is less limited in
his profiling abilities. In fact, any correlation between his target user and some
feature found in a dataset is potentially exploitable. In this context, the data
minimization principle does not seem to be a sufficient answer: it may be that
the EEG signals collected for one (e.g., gaming) activity can be used to reveal
various other types of (e.g., medical, political, . . . ) correlations. Anonymity is
probably not the right answer either (since correlations with groups of users may
be as discriminant as personal ones). And such issues are naturally amplified in
case of malicious applications (e.g., it seem possible to design a BCI-based game
where situations lead the users to incidentally reveal preferences). So overall,
it appears as an important challenge to design tools that provide evidence of
“fair treatment” when manipulating EEG signals, which can be connected to
emerging challenges related to computations on encrypted data [25].
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Abstract. Chip fabrication technologies evolve at an explosive rate.
Notwithstanding, we analyze that attacks on smartcard chips are almost
not impacted: only the architecture which gets more complex (e.g.,
the devices transition from mono- to multi-core) and the advanced
design solutions (adaptative voltage and frequency scaling, multiple clock
domains, asynchronicity, etc.) somehow make attacks slightly more com-
plex. The situation is different for chips tightly integrated in embedded
devices, such as smartphone chips. Indeed, the chips size and complex-
ity increase drastically, and thus attacks identification phase becomes
extremely hard. In addition, the chip targetted by the attacks is usually
stacked with other chips (like the memory), which makes access to leak-
ages and injection of faults a challenging task. Therefore, we conclude
that there is a clear gain of security in the future to use smartphones as
secure elements. Attacks at printed circuit board level associated with
signal processing and machine learning could question this conclusion.
Also, as a perspective, we notice that new kinds of attacks become pos-
sible on smartphones. Those devices being intrinsically connected, the
new side-channel and fault injection attacks are realized not physically,
but in software (controlled from an external center attack process): such
attacks are called microarchitectural cache timing attacks (regarding
side-channels) and RowHammer attacks (regarding fault injections). We
predict increasing progress in those cyberattack threats.

Keywords: CMOS (Complementary Metal-Oxide-Semiconductor) tech-
nology · Fabrication evolution · Physical attacks · Side-channel attacks
(SCA) · Fault injection attacks (FIA) · Countermeasures · Smartcards ·
Smartphones

1 Introduction

Physical attacks on cryptographic implementations date back to 1996, i.e., more
than twenty years ago. The first side-channel attacks were the timing attack [17]
(1996) and the differential power analysis [18] (1999). Later on, other side-
channels had been exploited, such as the electromagnetic (EM) field, which
c© Springer International Publishing AG 2017
S. Guilley (Ed.): COSADE 2017, LNCS 10348, pp. 190–206, 2017.
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allows to capture leakage non-invasively through the plastic packages, and also to
narrow down the area of the captured signals. The first fault injection attack [4]
(1997) consisted in the perturbation of a Rivest-Shamir-Adleman (RSA) com-
putation using the Chinese Remainder Theorem (CRT).

We notice that the first side-channel attack (timing attack [17]) has been
carried out on a Pentium chip, designed in 350 nm CMOS technology and clocked
at 120 MHz. Today, the state-of-the-art processor of the same brand is the core
i7 7700, designed in 14 nm CMOS technology and running at 4.20 GHz. This
change is truly drastic1. This fantastic rate of innovation has been sustained
accurately for 50 years2. Therefore, a natural question is thus to re-evaluate the
potential of physical attacks given so many changes.

Physical attacks on integrated circuits proceed in two steps. First of all, some
sensitive signals are either measured (case of side-channel attacks) or perturbed
(case of fault injection attacks). Then, the traces and/or the effect of fault is
analyzed, in a view to gain information on the secrets. The first step requires an
access to the device. Clearly, the success of the attack depends on the reliability
of the first phase, which in turns depends on the way the device is fabricated.
As already mentioned, the fabrication technology evolves at a very high pace,
for increased performance, cost, and integrability. Therefore, it is important to
envision how the attacker potential will evolve. We make a difference between
simple chips such as smartcards and integrated chips, such as smartphones.

In the rest of the paper, we first describe in Sect. 2 the various factors which
allow for chip fabrication improvements. Then, in Sect. 3, we analyze how attacks
are affected by these trends; our main result is summarized in Table 5 (c.f.
Sect. 3.2.5). Emerging attacks for secure chips are discussed in Sect. 4. Finally,
conclusions and perspectives are given in Sect. 5.

2 Integrated Circuits: Evolution and Trends

2.1 CMOS Technology Evolution

Gordon Moore is well known as co-founder of Fairchild Semiconductor and Intel
corporation, but also owing to its famous “Moore law” [19]. This law predicts
that the density of chips increases exponentially with time, namely that it dou-
bles every eighteen months. Said differently, the minimum feature size, typically
the transistors gate width, is multiplied by 1/

√
2 ≈ 0.707 every eighteen months.

Remarkably, this law has revealed true for more than 50 years. It is unclear today
whether the law holds per se or whether it is self-realizing. Anyhow, this trend is
a strong driver of the electronic industry, and has permitted many applications.

1 Recall that, among all innovative technologies (health, biology, materials, etc.) devel-
oped worldwide, electronic chips are one where evolution is the largest and fastest:
the number of patents filled every year is the most important (source: WIPO [30,
Appendix B]), and the technology generation changes every eighteen months.

2 Every one and a half year, a new technological node is released, where it is possible
to integrate twice as more logic.
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In practice, Moore law is merely an integration objective. However Dennard
et al. [7] explain how to obtain an efficient scaling of MOSFETs (MOS Field
Effect Transistors) in a view to integrate them in higher performance circuits.

It is all the more interesting as this explosive integration rate can even be
sped up in practice, due to progress of related techniques: for instance, design
methodologies and computer aided design (CAD) tools have allowed a better
usage of the transistors for a given function.

Still, it is worth mentioning some peculiarities which occurred on the way of
Moore/Dennard law. First of all, initially for a scaling 1/κ2 in density, we could
observe an increase of κ of the maximum clock frequency, and a decrease of κ2

of the power consumption (thence a constant power density ratio). However,
starting from 2003 (with the 130 nm technological node), the clock frequency
and the power consumption could not manage to scale at the same speed as that
of density. This is due to the end of the supply (referred to as vdd) and of the
threshold (referred to as vth) voltages shrinking. We recall that:

– vdd determines the power consumption of the chip (it varies as vdd2), and
– vth determines at which voltage the CMOS gates switch; thus, the speed of

the gates slows down when vth increases.

Their evolution with technological nodes is provided in Table 1, where the asymp-
totic limit vdd −→ ≈1 V and vth −→ ≈0.3 V can be clearly seen. Therefore,
some problems arises, such as excessive power density. Second, the static power
consumption started to become non-negligible compared to dynamic power con-
sumption. Third, the feature size being so nanoscopic, variability issues arose.
The reaction to make up for these issues were innovations at the architecture
level:

– Power issues have been compensated by the use of clock gating, sleep modes,
adaptative clock selection, and adaptative power. Indeed, playing with the
vbb, for body bias voltage, it is possible to dynamically trade less speed for
less power, and also to reduce static leakage currents.

– Multiplication of elements (e.g., multi-core circuits) allows to compensate for
frequency limitation (the throughput is kept increasing at constant speed by
increased parallelism).

– Variability due to process variation is mitigated by some redundancy in both
the design redundancy (e.g., using spare resources) and adaptive design solu-
tions.

Table 1. Indicative evolution of vdd and vth over 7 technological nodes

Node 250 nm 180 nm 130 nm 90 nm 65 nm 45 nm 28 nm

vdd 2.5 V 1.8 V 1.2 V 1.1 V 1.0 V 1.0 V 1.0 V

vth 0.5 V 0.4 V 0.3 V 0.3 V 0.3 V 0.3 V 0.3 V
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Besides, even if the operation frequency is reaching a limit, it is not obvious
to keep circuits operate so fast. Therefore, most circuits embed asynchronous
clocks. For example the recent processors feature a main clock whose frequency
is slightly modulated (thanks to a much slower clock), in order to avoid problems
of resonance and electromagnetic compatibility (EMC).

As of today, the next node has a thinness of 7 nm to 5 nm (cf. Fig. 1), which
is almost at the atomic scale. Therefore, it can be noticed another evolution of
CMOS technologies, namely “More than Moore”. This means that a variety of
innovations allow to diversify what is feasible in CMOS logic. Example of such
CMOS helpers are:

– new non-volatile memories (NVM) to make up for FLASH scaling limits and
costs,

– 3D stacking of circuits, for a larger density, and also for the overall application
to take advantage of various nodes at the same time. Indeed, it is expected
an optimization in terms of cost and risk, e.g., due to potential yield issues of
monolithic solutions. It is less risky to devise a system based on several chips
proved to work in a robust way than with advanced heterogeneous technolo-
gies all implemented in a single chip. As a side-effect, the test complexity is
also reduced. Eventually, costs are saved owing to a reuse of silicon-proven
IPs.

Currently, the technologies in production are stacked dies or package on
package. However, tomorrow, the paradigm will shift from 3D IC packaging
to 3D IC integration (which is still at research stage). This can consist in
chips stacking, by exploiting the through silicon vias (TSV) process, or even
in monolithic 3D solutions, where field effect transistors (FET) are stacked
vertically.

Eventually, CMOS process itself might be questioned in a medium term future.
For instance, CMOS might be traded by carbon nanotubes (CNT) or even quan-
tum computing. However, those revolutions, should they occur, are considered
out of the scope of this paper, because they would be so disruptive that it is
hard to make accurate predictions.

2.2 Today and Tomorrow Secure ICs

We can observe that smartcards, which are single chip in a majority of the cases
(since they must be low-cost), face the difficult problem to embed FLASH mem-
ory. Indeed FLASH technology requires the generation of voltages greater than
vdd to write data in it, as it consists in a double gate, in which charges shall be
injected permanently. Thus, charge pumps must be integrated, which is complex
as they are laid out in analogue logic. Besides, there is an issue related to charge
retention: advanced nodes for FLASH are thus less reliable, since data are saved
on tiny floating gates. Eventually, FLASH process requires specific (hence more
costly) manufacturing process, because double gate transistors need two polysil-
icon layers. Therefore, they are lagging about 5 to 7 technological nodes behind
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the state-of-the-art circuits, such as smartphones. This is illustrated in Fig. 1,
where the FLASH and pure logic technological specialties are highlighted in red
ovals. It clearly appears that advanced technological nodes are most targeting
large digital circuits, and not NVM such as FLASH. Indeed, those devices are
characterized by the fact their NVM is off-chip, thereby solving the issue of com-
mon integration of CMOS logic and FLASH (called eFLASH). From a security
point of view, embedded FLASH memories are also vulnerable targets as they
become inoperative as soon as the charge pump is inhibited, which happens for
instance when the attacker manages to illuminate it strongly with a focused
LASER source. So-called bumping attacks are also a real-world threat [24].

Fig. 1. Different nodes for different markets. Source: TSMC (courtesy of Ed Sperling,
Fig. 3 of [25]—with our two “ ” annotations)

Owing to the peculiarity of CMOS technologies evolutions (techniques to
make up for vdd and vth limitation in terms of scaling, and “More than Moore”
options), smartcards and smartphones secure chips do differ a lot. Typically,
smartphone chips implement spacial parallelism (e.g., their architecture is multi-
core) and 3D-stacking, which will have, as we shall see next, a positive impact
on their security vis-à-vis physical attacks.

Still, objects that simple as single chip devices still have a usefulness in prac-
tice. The reason is the enormous growth in terms of internet-of-things (IoT)
devices, for smart applications in retail, building, transportation, energy, health,
etc. And let us mention that despite their apparent simplicity (being single chip),
they remain all the same very powerful. For instance, a current smartcard micro-
controller, such as an STMicroelectronics STM32F4 from 2013, has the same
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Table 2. Comparison between a Pentium from year 1993 and a single-chip processor
in year 2013.

Brand Intel STMicroelectronics

Model Pentium STM32F4

Year 1993 2013

Processing power 239 DMIPS @
133 MHz

255 DMIPS @
180 MHz

Power efficiency (P/MHz) 75 mW/MHz 40µW/MHz

Size 3100 K transistors
(≈775 K-gates)

1246 K-gates

Minimum feature size (technology node) 800 nm 90 nm

vdd 3.0 V 1.2 V

computing capabilities as a former Intel Pentium (top-class personal computer)
processor had twenty years earlier, in 1993, while being much more efficient in
terms of power consumption. Refer to Table 2 for quantitative details; the per-
formance is expressed in terms of Dhrystone millions of instructions processed
per second (DMIPS, or mega-instructions per second), is similar for both chips.
The STM32F4 chip is much more power-efficient than the Pentium, which is
a benefit of CMOS down-scaling. Actually, the STM32F4 chip with its on-chip
eFLASH memory is 7 technological nodes behind state-of-the-art. Therefore,
20−7×1.5 = 12.5 years of electronic fabrication progress separate the Intel Pen-
tium and the STMicroelectronics STM32F4 chip, which coincides with Moore
law:

area(t0)
area(t0 + 12.5)

=
(

size(t0)
size(t0 + 12.5)

)2

=
(

800 nm
90 nm

)2

= 212.5/1.5,

where t0 = 1993 is the origin date of the oldest technology. Notice that nei-
ther Intel Pentium nor STMicroelectronics STM32F4 chips are secure; however,
they are both representative of secure architectures (smartcards can be viewed
as extremely secure microcontrollers). Eventually, we notice a final difference
between smartcard and smartphone types of chips: as of today, a consumer is
ready to spend $1 to buy a smart device to monitor its heart while jogging, but
is less amenable to spend $1000 (i7 Intel cost) for the similar purpose.

A comparison between features of today’s smartcards and smartphones is
given in Table 3. Basically, a smartphone processor consists in the assembly of
several chips, whereas an archetype smartcard consists in general of only one.
A smartphone has several processors, each within its own island, where vdd, vbb
and frequency can be chosen independently, and changed dynamically depending
on the load and/or the power policy. Eventually, the processors of smartphones
are accelerated using cache memory to speed up the access to the main RAM,
which is shared among cores.
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Table 3. Comparison between features of today’s smartcards and smartphones

Features Smartcards Smartphones

Number of chips 1 ≥2 (processing + memory chips+ MEMS,
etc.)

Number of processors 1 with fixed vdd,
vbb and frequency

≥4, each with its own configurable vdd,
vbb and frequency

NVM eFLASH Stacked chips of external memory

Use of cache memory No Yes

3 Physical Attacks and Technology Trends

3.1 Current Practice of Physical Attacks

The environment in which state-of-the-art attacks are performed is described in
Table 4. We notice that most of the secure chips tested, as of today, consist in
single-chip cryptographic modules (as per jargon of [26, Sect. 4.5.2]) of “smart-
card” type (e.g., trusted platform modules, secure ICs, etc.). This is mostly the
result of a strict security regulation on those objects, for which the highest eval-
uation assurance levels are demanded (e.g., in terms of Common Criteria [5]
certification).

Table 4. List of conditions in which physical attacks are performed as of today

Side-channel attacks Fault injection attacks

List of conditions Access to a leaking signal (power

consumption, EM radiation, etc.)

Physical access to the device (laser,

EM fault injection, etc.)

Stability of the leaking signals, in

space and time:

– constant vdd, vbb, frequency,

– constant location of the sensitive

calculi

Stability of the targetted signals, in

space and time:

– constant vdd, vbb, frequency,

– constant location of the sensitive

calculi

Moderated clock frequencies, few number of clock domains, asynchronicity

Moderated IC complexity (≈1 million gates equivalent)

Moderated computational noise

CMOS 90–65 nm technological nodes

Clearly, the state-of-the-art of attacks practice (Table 4) is not meant to be
rigidly interpreted: the attackers are smart, and adapt to new contexts. For
instance, it is demonstrated in [21] an attack on a recent multi-chip system fab-
ricated in 22 nm technology, probably made of hundreds of millions of transistors,
and running at a frequency above the gigahertz.

3.2 Adversary’s Challenges

We analyze here four factors in electronic circuits fabrication progress which
impact the realization of attacks.
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3.2.1 “CMOS Scaling” Factor
The effect of Moore’s law in the reduction of size of transistors (gates) is clearly
in the disadvantage of the attacker. As illustrated in Fig. 2, when the features in
circuits shrink:

– For side-channel attacks:
• the algorithmic noise increases,
• unless the attacker is able to scale down the EM antennæ while con-

ducting local measurements; some minor improvements can be made in
this direction, as the radius of the probe (inductance) shall be at least
5 times the width of the metal (�10µm). Another option to increase
the signal-to-noise ratio (SNR) is merely to collect more traces. Indeed,
when the noise is normal and independent from one trace to the other,
the SNR increases linearly with the number of collected traces. Alterna-
tively, new side-channels, such as photonic analysis [23] or voltage contrast
microscopy [16], can also overcome the decreasing feature size of recent
CMOS technologies.

– For fault injection attacks:
• global faults [12] are less selective, since there are more signals (other

than the sensitive ones) likely to be faulted,
• whereas local faults require a scaling of the EM injection antennæ, or

body bias probe tip [2], or laser spot diameter, etc. However, we reach
here a limit as the section of a laser beam cannot be smaller than its
wavelength, which is equal to ≈1µm for red light. Still, it is known that,
for an attack to succeed, the attacker does not need to have the extremely
strong capability to target one gate or one memory cell alone. Besides, it

Fig. 2. Comparison of scale between a technology node where standard cells are lay-
outed with a height Hstd cell = 12.5µm and a more recent technological node (which
is seven nodes apart) where Hstd cell = 1.2µm
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has been noticed adequately in [1] that the effect of a single bit flip can be
obtained with a large injection area (wider than the gate carrying the bit
to be flipped) all the same. Indeed, assuming a Gaussian profile for the
laser beam, the attacker can reduce its intensity so that it effective area is
not that at 1/e of the power, but at much higher threshold. Furthermore,
if the attacker manages to setup an attack path where the bit to fault is
surrounded by bits which are unused, then it suffices to fault very coarsely
around the intended bit. The collateral effects have no consequence on the
success of the attack.

On the contrary, one can notice that the effect of vdd and vth (recalled in
Table 1) induces marginal changes in the current and voltages inside of the gates.
Therefore, the signal an attacker is able to collect in a side-channel analysis does
not weaken significantly. This means that his advantage is almost preserved. In
a similar way, the propagation time in gates is also little affected, hence critical
paths keep at the same order of magnitude. Thus, global fault attacks (e.g., clock
tampering, underfeeding, etc. [12]) continue to work the same (provided the
attacker manages to find an experimental fault injection procedure as targetted
as possible, e.g., mostly the sensitive application runs, whilst the rest sleeps).

So, to conclude this analysis, one can say that CMOS scaling has either no
impact on the physical attacks, or an impact which can be mitigated, typically
by scaling down measurement and/or injection antennæ (or probe tips, laser
beam focus, etc.).

3.2.2 “Physical Access to Device or Leaking Signals” Factor
Smartcards, by essence, are not concerned by 3D assembly. And even if some
rare models implement this technology, one shall keep in mind that in a smart-
card, attacks can be done both frontside and backside. Therefore, the attacker
has more freedom to place its probe and/or injection tool. This is not the case
for smartphones, since it is hardly possible to desolder the 3D integrated stack of
chips and have them work standalone (because the attacker will have hard time
to figure out how to plug the power supplies, the clocks, etc., but also because
the system boot might be conditioned to the presence of other elements such as
peripherals, which would stop the boot process unless connected). For the same
reason, it is always possible for a side-channel attacker to monitor the current
consumed by a smartcard (because it must be provided externally). However,
this is not an option for smartphones, since it is very difficult to deport parts
of the smartphone and still have them work (for reasons on signal integrity,
in particular, and also because some models might implement anti-tampering
techniques). We nonetheless attract the reader’s attention to some recent tri-
als of community building on this topic, e.g., through the organization of the
http://www.hardwear.io conference. Thus, attention shall be kept on the topic
of invasive attacks on complex smart devices such as smartphones.

Still, despite a 3D assembly, it can be imagined that leaking signals are
conducted [27], hence can be measured even if the sensitive chip is placed in

http://www.hardwear.io
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sandwich between two unrelated chips. Therefore, methodology presented in
ISO draft international standard 20085-1 [13] might apply.

The fault injection attacks will be more sensitive to the way the 3D integra-
tion is done in practice. As mentioned in Sect. 2.1, such integration is getting
tighter and tighter (moving from stacked dies to 3D IC packaging/integration).
Therefore, the disassembly required to access the sensitive parts of the chips
is getting very challenging. We thus rate such attack at maximum level. How-
ever, it shall not be forgotten that novel fault injection on chips assembly might
show up (RowHammer, discussed latter in Sect. 4, is a testimony that innovative
attacks might be revealed out of the blue). One research direction we would like
to point out is the practical study of conducted perturbation fault attack [22].

3.2.3 “Architecture and Advanced Design Solutions” Factor
In a view to save energy and better address the tradeoff between power consump-
tion and efficiency, new design strategies are emerging. They include adaptative
voltage and frequency scaling (abridged AVFS) which can be activated dynam-
ically. This implies independent clock domains to cooperate (some logic is even
fully self-timed, i.e., asynchronous), and charge balance in multicore systems.

The main impact of this trend is that side-channel traces realignment will
become difficult. Moreover, in the case of multicore systems, it will become hard
to attribute such portion of code to that process (including the one under attack).
Maybe side-channel analysis techniques can tolerate these experimental draw-
backs (see for instance [6]). But we expect that more genericity will come with a
price on the efficiency side. Typically, on mono-threaded systems where vdd, vth
and the frequency are fixed, accurate leakage models, namely Hamming weight
and Hamming distance are known to match reliably the reality. Such advantage
might disappear in the more challenging setup of varying signal amplitude and
pace.

Fault attacks can better tolerate asynchronicity. Indeed, a wide array of FIAs
need only one single fault to be conclusive on the part of the secret to recover.
On the contrary, SCAs, both for “simple” [18, Sect. 2] and “differential” [18,
Sect. 4] analyses, need to accumulate many measurements to cancel out as much
noise as possible (and indeed, the noise level is exacerbated in the context of our
adaptative device). For instance, a fault attack which consists in skipping a test,
can be repeated many times, until the test is eventually successfully skipped,
which will statistically happen independently of the AVFS features which ran-
domize the execution pattern of the targetted code. As another example, let us
consider differential fault injection attacks on AES. Here, provided the injection
is lucky enough (it shall attain only one byte in the antepenultimate round), one
fault suffices to recover a full 128-bit key [29]. Obviously, still, FIAs that require
many faults (which are not so widespread) encounter the same difficulties as
SCA attacks. Concluding, FIAs are less threatened than SCAs in the dynamic
environment changes due to smart power-optimizing behaviors of the device.



200 P. Maurine and S. Guilley

3.2.4 “Die Size and Complexity” Factor
Regarding smartcards, we notice that their size has been decreasing over time
(from more than 10 mm2 at their inception, to ≈1 mm2 today). The reason is
that technological design shrink is dominating, while those objects have become
smarter and smarter, hence requiring more logic. From the attacker perspective,
this means that the design is more complex. However, the basic building blocks
of smartcards have not changed over time: for example, there is still the need
for one CPU, however it moved from 8 to 16 bit and then from 16 to 32 bit,
over time. Same situation happens for the eFLASH, RAM, ROM, EEPROM
memories: they are always part and parcel of a smartcard, however over time,
their capacity has been growing, so as to enable more interesting applications.
Thus, the attacker can always identify the parts which he intends to measure or
fault, and thus complexity does not hurt him.

Smartphones represent a different case. As mentioned in Sect. 3.2.2, owing
to 3D stacking of chips, the side-channel measurements and the fault injections
can no longer be made local and accurate, all the more so as the application
itself is mobile within the chip (e.g., moving from one core to another, so as to
balance the load). Therefore, side-channel traces now consist in a patchwork of
execution of various unrelated processes, which is in practice very challenging
if not impossible to unravel. Fault injection attacks suffer the same problem of
sensitive activity “volatility”. Tracking for the manipulation of a sensitive data
or operation can thus be compared to searching a needle in a haystack, thereby
making fault injection attacks almost impossible (though probably all the same
easier than exhaustive key search).

3.2.5 Summary
Interestingly, CMOS evolution does not make the attacks easier. However, some
attack paths are more impacted than others. In order to summarize in one chart
the impact of the four considered factors, we provide a qualitative rating using
this terminology:

– : no impact at all (the attack remains robust despite technological evolu-
tion),

– : small negative impact (the attack is still possible at the price of little
more efforts),

– : strong negative impact (the attack is becoming challenging—probably it
is no longer a valid attack path),

– : huge negative impact (the attacks becomes almost infeasible).

The impacts of the four factors discussed in Sects. 3.2.1, 3.2.2, 3.2.3 and 3.2.4
are summarized in Table 5, which constitutes the main result of this paper.

Besides, it shall be noticed that smartcards favor the attackers, because the
sensitive operations can be directly triggered by APDU (Application Protocol
Data Unit, cf. ISO 7816-4 [28]) commands. This eases the attack, compared
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Table 5. Summary of the effect of four evolutions in CMOS circuits on physical attacks

Factors Smartcard Smartphone

SCA FIA SCA FIA

CMOS scaling (Sect. 3.2.1)

Physical access to device or leaking signals (Sect. 3.2.2)

Architecture & advanced design solutions (Sect. 3.2.3)

Die size and complexity (Sect. 3.2.4)

to smartphones, for which the synchronization is a real challenge. Indeed, on
smartphones, the access to the API (Application Programming Interface) is less
straightforward: there is no direct call from the user, hence it is difficult to
master the manipulated data and to control the time/order of executions (which
are often based on proprietary mechanisms).

The research efforts required by attackers to overcome the difficulties
(denoted by and in Table 5) due to CMOS technologies evolutions are
listed below:

– To make up for difficult access to the leakage or to the device itself, it is
foreseen some advance in terms of conducted leakage analysis and conducted
perturbation;

– Against dynamic behaviour of the chip (AVFS, existence of multiple cores
operating in parallel, asynchronicity), we foresee the need for more advanced
techniques of signal processing and of more flexible side-channel distinguish-
ers;

– Same advances could definitely help advance the power of attacks despite
increase of die size and complexity;

– In complement, investments in reverse-engineering (e.g., of 3D stacking struc-
tures) would clearly increase the success of fault injection attacks.

4 Logical Side-Channel and Fault Injection Attacks

4.1 Logical Attacks

As mentioned in Table 3, smartphone processors feature cache memories, all of
them are shared (to some extend) among the cores. Therefore, microarchitectural
attacks [9] appear to be a nice way to attack the device when other physical
counterparts are made difficult due to the four factors presented in Sects. 3.2.1,
3.2.2, 3.2.3 and 3.2.4.

The advantage of such attacks, is that the attacker is a pure software piece of
code, which is coming over the top (OTT). It will be “dropped”, and then will
“land” directly next to the program to attack (victim) where it will be executed.
Hence, such attacks allow to circumvent the problem of physical identification
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of the localization (in the X−Y plane) where the targetted sensitive application
runs: the operating system will directly install the attacker the most closely as
possible to the victim, since in multitask systems, processors are close one from
each other as they depend on the same cache memory.

In other architectures, the logical side-channel can arise from an abuse of
some monitoring functions. For instance, the integrated sensor in field program-
mable gates array (FPGA) platforms can be diverted from its intended usage in
terms of safety to spy on some IP [20]: it thus behaves as a Trojan horse.

RowHammer attacks [15] are the full cyber counterpart of physical FIA. They
share the same advantage as cache attacks: there is no need for the attacker to
know the physical layout of the chip(s), nor to have any physical access.

Therefore, we expect much research in those directions. This is illustrated
in Fig. 3, regarding the growth of the remote threat and other (less successful)
local/physical analyses.

Complex
cartography
in X − Y
plane to
locate

the victim.

Victim

The Operating System directly
drives Cache & RowHammer
attacks next to the victim.

Attacker

SUCCESS
(logical attacks)

Attacker

(physical
attacks)

FA
IL
U
R
E

Fig. 3. Contented resources in a multiprocessor system, typical to smartphones, which
allows to contrast physical cartography with logical cache attacks (background image
courtesy of Qian Ge et al. [9, Fig. 1, p. 6].)
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4.2 Protections Against Logical Attacks

Cache timing and RowHammer attacks demand further focused studies, as there
is, as of now, no regulatory incentive to avoid them. Indeed, they are explicitly
out of scope of Global Platform TEE Protection Profile [10]. Besides, there is
no systematic way to counter such attacks. As an example, cache timing attacks
can be made more difficult by the application of some heuristics, such as:

– replacing tests (control flow irregularities) such as d=c?a:b by unconditional
code such as m=-(!!c), d=(a&m) (̂b&~ m),

– trading look-ups in a table T such as y=T[x] by address-independent code
such as y=0, for(i=0..#T-1) y^ =(-(x==i))&T[i],

– memory access randomization based on oblivious RAM (also known as
“ORAM”) concept [11],

– obfuscation such as white box cryptography (WBC [3]), etc.

However, even those simple patterns are prone to implementation errors. The
article ironically entitled Make Sure DSA Signing Exponentiations Really are
Constant-Time [8] shows a mistake where the constant-time operations are coded
but not called adequately, hence leaving the possibility for an attacker to exploit
the code. RowHammer attacks also continue to work because it is possible to
access DDR SRAM (Double Data Rate Synchronous Dynamic Random Access
Memory) directly (i.e., bypassing the cache memories) at high rates thanks to
legacy operations, such as prefetch and clflush. Those instructions allow fast
access to the DDR; thereby, paradoxically enough, efficient processors are less
secure. Besides, DDR is sensitive to faults because it is very integrated. Hence
the practically, as of today, of cyber-enabled RowHammer attacks. Notice that
error correcting codes (ECC) do not prevent those attacks because their error
correction capability is very limited. For instance, 2-bit ECC reduces the success
probability only by a factor 22 = 4, hence attacks will require only 4 times more
traces to succeed, which is negligible for a determined attacker.

5 Conclusion and Perspectives

We have analyzed the various factors which allow for chip fabrication improve-
ments. Paradoxically, we derive that Moore’s law (CMOS minimum feature size
decreases over time) does not impact much state-of-the-art attacks. On the con-
trary, factors such as voltage scaling, designs with multicores and asynchronicity
make attacks (slightly) more complex. In the case of smartphones, side-channel
and fault injection attacks are very impeded due to the increase of complexity of
the chip, and stacking makes it more difficult to access signals needed for side-
channel attacks and particularly for fault injection attacks. We conclude that
the security level actually increases over time for devices such as smartphones.

Nevertheless, we believe that the mere technological evolution is not going
to eradicate the problem of physical attacks. The challenge in front of attack-
ers is now to better process side-channel curves, perform horizontal analysis on



204 P. Maurine and S. Guilley

a single (or few) curves, develop side-channel specific pattern matching tech-
niques, improve technology to resynchronize and interpret complex curves, etc.
In particular, for smartphone devices, the resolution of the timing (required for
timing-based side-channel attacks and fault injection triggering) can be enhanced
by physical measurements directly on the printed circuit board. In parallel, new
attack paths (re)appear, such as timing attacks, hence a paradigm shift in terms
of security evaluation.
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Abstract. Localized semi-invasive optical fault attacks are nowadays
considered to be out of reach for attackers with a limited budget. For
this reason, they typically receive lower attention and priority during the
security analysis of low-cost devices. Indeed, an optical fault injection
setup typically requires expensive equipment which includes at least a
laser station, a microscope, and a programmable X-Y table, all of which
can quickly add up to several thousand euros. Additionally, a careful
handling of toxic chemicals in a protected environment is required to
decapsulate the chips under test and gain direct access to the die sur-
face. In this work, we present a low-cost fault injection setup which is
capable of producing localized faults in modern 8-bit and 32-bit micro-
controllers, does not require handling hazardous substances or wearing
protective eyeware, and would set back an attacker only a couple hundred
euros. Finally, we show that the type of faults which are obtained from
such a low-cost setup can be exploited to successfully attack real-world
cryptographic implementations, such that of the NSA’s Speck lightweight
block cipher.

Keywords: Fault injection · Semi-invasive · Optical fault attacks ·
Backside · Microcontrollers · Embedded devices · Speck

1 Introduction

Integrated Circuit (IC) design is a complex and difficult task, which requires
a strict set of conditions to be met. Modern IC’s are designed to work within
specific operating ranges, defined by the type of applications and environments
which they have to endure. Outside of these specification ranges, the correct
functionality of the ICs is no longer guaranteed. Faults arise whenever a devia-
tion from the expected operating conditions occurs. Of particular importance to
security researchers are the errors produced by faults that can be used to com-
promise the security of cryptographic devices. The first theoretical work which
c© Springer International Publishing AG 2017
S. Guilley (Ed.): COSADE 2017, LNCS 10348, pp. 207–222, 2017.
DOI: 10.1007/978-3-319-64647-3 13
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used faults to extract secret information is due to Boneh et al. [4] and was tar-
geted at the RSA public-key cryptosystem. Since then, practical ways to induce
faults in secure devices have been extensively researched. A good introduction
to the different types of fault attacks can be found in [1]. These attacks can be
broadly classified into three categories depending on the type of access that an
attacker has to the chip under attack: (1) non-invasive, (2) semi-invasive, and
(3) invasive. Non-invasive attacks do not require modifications to the device
under attack, i.e. only the chip’s external interfaces are used. The most common
(and cheap) type of attacks in this category are clock glitches and voltage spikes,
e.g. by over- and underfeeding the chip’s power supply. On the other side, invasive
attacks assume that the attacker has complete access to the internal structures
of the chip, thus being able to directly eavesdrop upon buses, set or clear sig-
nals and even modify the physical properties of the chip. These are typically the
most powerful (but expensive) type of fault attacks. Semi-invasive attacks fall
in between these two categories. This latter type of attacks requires the chips to
be processed, i.e. (partially) removing the package to have access to the die, but
without performing any modifications to the chip itself. Semi-invasive attacks
were introduced by Skorobogatov et al. in [15], showing that transient faults
could be induced in cryptographic devices through optical probing using lasers
and flashguns.

State of the Art. Low-cost setups to perform non-invasive attacks already
exist in literature, e.g. the ChipWhisperer [11] and the Generic Implementation
Analysis Toolkit (GIAnT)1. However, until now there were no similar low-cost
setups for semi-invasive fault attack exploration. Although the use of low-cost
flashguns was already presented in [15], the remaining costs of the setup (which
is necessary to perform localized attacks) are still considerably high, e.g. high-end
microscopes. Also, the faults in [15] were injected in today’s obsolete 1300 nm
technology. As for current solutions, in 2011, van Woudenberg et al. [17] reported
a budget range between $50k and $150k for a laser fault injection setup. In 2015,
Breier et al. [5] estimated a price close to e150k for a similar fault injection setup.

Contributions. We present the first low-cost setup for semi-invasive localized
fault attacks that combines a camera flashgun, a motorized X-Y table, and small
ball lens to focus the lightbeam. The complete setup runs for a few hundred euros,
and is capable of inducing localized faults in modern 8-bit and 32-bit micro-
controllers (an ATmega328P AVR and a STM32F030F4P6 ARM Cortex M0)
manufactured in 350 nm and 90 nm processes, respectively. It does not require
handling hazardous substances or wearing protective eyeware, and can be repro-
duced in a home laboratory with little effort. Our work is particularly relevant
when it comes to evaluating the risks of certain type of physical attacks on secu-
rity devices, i.e. when the risk depends on the costs of the equipment needed
to perform such attacks, like for Common Criteria certifications. Furthermore,

1 https://sourceforge.net/projects/giant/.

https://sourceforge.net/projects/giant/
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although a description of the setup used to conduct the attacks is normally
given, exact details are rarely included in literature. Thus comparing different
setups and reproducing the exact conditions presented in these works, to esti-
mate the associated risks, are typically not easy tasks. We aim at providing all
relevant information so that the exact setup and experiments’ conditions can
be easily reproduced for the evaluation of attacks and countermeasures in risk
assessments. The files used for this project are available online under the MIT
license.2

Organization. Section 2 provides background information on optical injection
setups. Section 3 details our proposed low-cost fault injection station. Section 4
provides a guideline towards an evaluation methodology. Experimental results
are discussed in Sects. 5 and 6. Our conclusions are presented in Sect. 7.

2 Background

Fault injection is a class of physical attacks, which aims to modify the behav-
iour of a device in order to bypass security mechanisms, or cause errors that
help to infer secret keys. Integrated circuits are designed to work over a wide
range of values for different parameters, including voltage, temperature, and
clock frequency among others. The extremes of these parameters receive the
name of process corners. ICs created under a specific process are tested to func-
tion correctly within a predefined set of corners, which depend on the intended
application of the circuit. Modifying the environmental parameters to force ICs
to operate outside these corners may cause malfunctions in the circuits, leading
to faults which may be exploited by an attacker to compromise their security. In
practice, fault injection can be performed using different techniques. These can
be classified according to the degree of invasiveness that the attacker operates
with respect to the chip:

– Non-invasive: The attacker has access to the chip’s external interfaces.
– Semi-invasive: The attacker is able to partially or completely remove the

chip’s package and have access to the die’s surface.
– Invasive: The attacker has complete access to the deep metalization layers.

Non-invasive techniques include over- and under-voltage variations on the power
supply (spike attacks), overheating and freezing the chip, and inducing glitches
on the clock lines [1]. The variation of these parameters causes the transistors
within the ICs to switch at a faster or slower rate than expected. The resulting
errors obtained through these attacks can be attributed to setup time violations.
Invasive techniques employ the use of expensive tools, that range from micro-
probing stations to Focused Ion Beam (FIB) machines. A more interesting class
of attacks is known as semi-invasive attacks. This type of attacks allow for more
complex fault models than non-invasive attacks, while keeping the equipment
2 https://github.com/open-fi/fault-injector.

https://github.com/open-fi/fault-injector
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costs lower than those needed for invasive attacks. In particular, they allow for
localized fault injections on the chip’s die, which enables an attacker to carry
out more powerful and specialized fault attacks.

2.1 Semi-invasive EM Attacks

One of the techniques that can be used to inject faults is Electro-Magnetic
(EM) radiation. EM fields can travel through the packaging materials and thus,
removing the package of the chip is not necessarily required. However, doing so
helps the attacker recognize the features in the IC, making it easier to find the
correct point to induce a fault, i.e. by partially removing the encapsulation of the
chip, the attacker is able to identify areas of interest where to inject faults (like
memories or buses). Moreover, removing grounded metal plates used in some
packages may increase the effectiveness of the attacks as they might act as EM
shields. Neve et al. [10] describe their experiments with a low-cost setup, using a
camera flashgun connected to hand-made coils, to generate EM pulses capable of
modifying data values in memories and the address bus. A lower cost alternative
comes from Schmidt et al. [12], who used a spark-gap generator from a gas lighter
to manually create high frequency sparks instead of magnetic fields. Due to the
high charge change caused by the spark gap a strong EM burst is generated,
which can be used to temporarily disrupt the device. They were able to affect
the program flow as well as the memory contents (SRAM and Flash). Dehbaoui
et al. [7] presented a more sophisticated EM fault injection setup, capable of
producing pulses with low jitter, wide voltage ranges and high accuracy timing.
Their setup is composed of a pulse generator, EM coils, and a motorized X-Y-Z
table. However, specific details on the equipment used were not given.

2.2 Semi-invasive Optical Attacks

Optical attacks are a very common type of semi-invasive fault injection attacks.
In fact, light radiation on a semiconductor region of an IC can cause currents to
form, if the semiconductor’s band gap is exceeded. This current is proportional to
the intensity of the incident light. This effect is known as the photovoltaic effect.
In their seminal paper, Skorobogatov et al. [15] introduced optical fault injections
by utilizing lasers and flashguns to produce ionizing radiation to actively control
the behavior of ICs. The first known attacks using light were performed with
ultraviolet (UV) light, to erase EPROM-like memories. An attack on the security
fuses of a microcontroller was described in [14]. Huang [6] later demonstrated
that fuses guarded under a metal shield could be still be erased, while keeping
most of the program memory intact by placing the microcontroller at an angle
and covering the flash memory with a piece of electrical tape. In [13], Schmidt
et al. presented an attack that used UV to modify the memory values of flash
memories, showing a practical attack on AES when a single bit of the S-box table
is modified. In order to erase only the desired bits of information, the parts that
do not need to be exposed can be shielded with the help of an opaque material,
such as duct tape or using a UV resistant marker. Attacks using white light
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were also described in [15], where a precision microscope was used to focus the
light in a precise manner. With this technique it was possible to flip single bits in
SRAM cells. To obtain a more precise beam of light, lasers can be used. Although
they can induce the same type of faults as white light, they are typically more
effective [15]. In order to focus the laser beam into the vulnerable structures, a
precision microscope was used also in this case. To avoid the usage of a costly
microscope, Schmidt et al. [12] attack using a laser pointer and focused the light
beam using a fiber-optics light guide.

Optical attacks on a chip can be performed either on the frontside, through
the metalization layers, or the backside of the die, through the substrate. The
two approaches have both advantages, and disadvantages:

– Frontside attacks: Red and green (808 nm and 532 nm wavelength) lasers
are typically used for attacks from the frontside. Removing the package is
usually done using hazardous chemicals, such as nitric acid (HNO3) and sul-
furic acid (H2SO4). The chips components can be optically inspected with the
aid of a microscope. However, the metalization layers in the chip can reflect
or obstruct the light beams. Optical inspection might not be possible with
newer technologies due to smaller feature sizes.

– Backside attacks: This type of attacks are more successful when conducted
using near infrared (1064 nm) lasers, as silicon becomes transparent at these
wavelengths. Partial removal of the package to access the backside can be done
using mechanical polishing techniques, and is thus safer and easier to perform.
Due to the lack of visibility under normal light, correct positioning becomes
a more difficult task. However, infrared imaging can be used to overcome this
obstacle. Attacking from the backside has the benefit that metalization layers
do not interfere with the light beams.

3 A Low-Cost Optical Fault Injection Station

The main control device in our setup is a standard desktop computer (PC),
on which different control and configuration scripts are executed. The PC is
connected to a motorized X-Y table through the serial port (UART), and controls
the position of the device under test (DUT) beneath the flashgun. The DUT
is programmed (and debugged) using an external debugger through a Serial
Wire Debug (SWD) interface. A STM32F411 Nucleo board is used to reset the
DUT, and adjust the trigger timing of the flashgun, and it is connected to the
PC via UART. Lastly, the DUT is also connected to the PC via UART to
load and retrieve data. Figure 1 shows a block diagram of the proposed setup,
while Fig. 2 its actual deployment. In its current form, our fault injection setup
can be used to asses the security of devices for which a trigger signal can be
output. For devices where this is not possible, our setup could be expanded to
allow pattern-based triggering. Low-cost implementations of Sum of Absolute
Differences (SAD) triggering have been discussed in [8, p. 44] and [11].
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Fig. 1. Block diagram of the fault injection setup.

Fig. 2. Picture of the fault injection station.

3.1 Flashgun

Initial experiments were carried out using a flashgun from the brand Yongnuo,
specifically the YN560 I. To measure the duration and intensity of the light, an
LED was inserted into a hole drilled into a cardboard hood, which was placed on
top of the flashgun to avoid dispersion. A quick trigger analysis clearly exhibited
a jitter in the activation of the flashgun which emitted light at different times
after the trigger. Later experiments were conducted using the YN560 III from the
same brand, which resolved the jitter problem. The YN560 III can be bought new
for e60 through traditional online retailers. The flashgun was connected directly
to an external power supply, building an adapter for this purpose. Figure 3 shows
the voltage at the LED, where trigger was captured at 0µs. The flashgun emits
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Fig. 3. Voltage across the LED after a trigger has been captured.

light after 64µs. This delay is constant, and can be easily accounted for during
fault injections. After roughly 400µs the light emission is fully vanished3.

3.2 Single-Lens Microscope

The idea of using a single ball lens as a microscope was first introduced in the
17th century and is attributed to Anton van Leeuwenhoek, the father of micro-
biology. He realized that looking through small glass beads would produce a
magnification similar to that of a microscope. By improving the quality of his
lenses, he achieved greater magnification than that of the compound microscopes
of the era, while relaying on a much simpler design. Van Leeuwenhoek’s micro-
scopes used a single glass sphere mounted on a brass plate with a small hole.
The analyzed objects would be placed on top of a screw on the other side of the
plate, and focus would be adjusted with another screw that moved the object
closer or farther to the lens. This principle was recently revised in [16], to pro-
vide a low-cost alternative to clinical microscopes. The design uses a ball lens
coupled to a cellphone, to effectively transform it into a 350× microscope. In the
field of physical analysis of ICs a similar technique, called Solid Immersion Lens
microscopy, is used to increase the microscope resolution, as the feature sizes
shrink at each new technology node [3]. We apply this concept to focus light
into the surface of ICs’ dies to perform localized fault injection. If we consider
the thickness of a lens as two spherical refracting surfaces, then the focal length
is given by:

1
f

= (n − 1)
[

1
R1

− 1
R2

+
d(n − 1)
nR1R2

]
, (1)

where f is the focal length, n is the index of refraction, R the radius of curvature
of the concave surface, and d is the lens’s thickness. The focal length f is the
distance between the center of the lens and the point where the light converges

3 This duration accounts also for the discharging effects inside the LED and various
parasitics, i.e. the light is emitted for a much shorter time.
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into a focal point. The index of refraction n represents how much the light is
bent by the material from which the lens is made. The radius of curvature R
is defined as the radius of a sphere’s curvature that matches that of the face of
the lens. The lens thickness d is the distance between the two faces of the lens,
measured at the center. For ball lenses with radius R > 0, R1 = R, R2 = −R,
and R = 1

2d; where d is the diameter of the lens. Thus, Eq. 1 simplifies to:

1
f

=
4(n − 1)

n · d
. (2)

Knowing f , the magnification M of a lens compared to a human eye is given by:

M =
250
f

, (3)

where 250 nm is a standard value and is estimated as the closest distance at
which the human eye can focus. For our experiments, we used a 1.0 mm diameter,
N-BK7 borosilicate-glass ball lens, which was bought online for e25. The index
of refraction of the lens is n = 1.517. For this specific lens we obtain a focal
length4 of 0.73356 mm and a magnification of 340×. Higher magnifications can
be obtained by using lenses with smaller diameters.

3.3 Motorized X-Y Table

A precise positioning table is one of the main components that a localized fault
injection setup must have in order to obtain reproducible results [5]. Below the
price range of a couple thousand dollars, motorized X-Y tables with small step
resolution are hard to find. For this reason, we opted for a low-cost X-Y table
designed for fine machining. Namely, a PROXXON KT 70 micro-coordinate
table with stepper motors. It is a compact table of 200 mm × 70 mm in size,
with 134 mm travel in X and 46 mm in Y direction. To support it, we purchased
a MB 200 drilling stand from the same company. To provide PC-controlled
automation, the motors were driven using DRV8825 stepper motor controllers,
and an Arduino UNO was programmed with Grbl5, an open source Computer
Numerical Control (CNC) controller software. The stepper motors used have a
step angle of 1.8◦ with ±5% accuracy. Given that a complete revolution equals
1 mm displacement, the table’s travel resolution is within 5µm per step, if the
motor drivers are configured to use full steps.

4 Evaluation Methodology

In this section, we describe how the devices under test were prepared to perform
optical attacks from the backside and how fault characterization was performed.

4 The back focal length is 0.73356 − 0.5 = 0.23356 mm .
5 https://github.com/grbl/grbl.

https://github.com/grbl/grbl


Low-Cost Setup for Localized Semi-invasive Optical Fault Injection Attacks 215

4.1 Device Preparation

We opted for using a mechanical polishing technique, similar to the one discussed
in [14]. Figure 4 shows the three steps needed for the preparation of the devices.
(a) Sandpaper was used to thin out the epoxy encapsulation of the package. For
DIP packages the legs of the chip were first bent out to move them out of the
way, other packages such as TSSOP did not require this step. The epoxy was
sanded down, using P150 sandpaper (e4). Latex gloves and a protective mask
were used as a safety precaution (e20). (b) Once the package’s lead frame was
reached, we made use of a sharp object to pry it open. (c) The glue used to
secure to the chip’s die to the lead frame was removed with the use of acetone
and a cotton swab. Acetone can be easily bought in pharmacies as nail polish
remover for less than e2. Note that the mechanical preparation method used to
access the backside of the chip cannot be employed for all type of packages, e.g.
in certain BGA packages, the pins are on the backside of the chip, and thus they
should be accessed from the frontside.

(a) Sanding (b) Removing back plate (c) Cleaning

Fig. 4. Preparation steps to perform backside optical fault injection on a microcon-
troller (STM32F030F4P6).

4.2 Fault Characterization

The prepared chips were placed in hand-made, minimal system boards, that
contain the basic components to supply power and clock to the device, a pro-
gramming interface, and connectivity to the PC through a USB-Serial interface.
The chips were turned and soldered upside down to enable access to the die’s
backside and tested in two different conditions:

– Global attack: Using the flashgun directly on top of the exposed die, without
any means to focus the light beam.

– Local attack: Attaching a ball lens to the end of the flashgun to focus the
light beam, and using the X-Y table to scan over the die’s surface.



216 O.M. Guillen et al.

In order to get information about the faulted behavior, three different types
of tests were applied:

– Memory dump: This test was run to identify changes in the RAM’s content
after the flash was triggered. For this test, the microcontroller was placed in
a reset state before each iteration. After releasing the microcontroller from
reset, a user defined pattern (0xFF/0x00) is written into predefined RAM
locations, then the flash was triggered. The content of the RAM was then
extracted from the microcontroller, through the serial interface, and the down-
loaded values were compared with the reference values on the PC. Further-
more this test was used as an early indicator for register faults, if the length
of the expected ram dump did not match the reference.

– Register dump: This test was performed to identify changes in the CPU
registers after the flash was triggered. To perform the test, the microcontroller
was placed in a reset state before each iteration. After coming out of the reset
state, all the accessible CPU registers were cleared to zero. A test program
was executed to perform a series of NOP operations for the duration of the
flash. The program was stopped once an inline assembly breakpoint at the
end of the program was reached. Afterwards, the content of the CPU registers
(r0-r12, pc, lr, xPSR) was dumped using OpenOCD6 and the values were
compared with the reference values on the PC. Two checks were performed:
1. Check whether the program counter (pc) reached the address of the inline

assembly breakpoint.
2. Check whether CPU registers (r0-r12, lr, xPSR) changed their values.

The reference values to perform this last check were obtained following the
same procedure, but without activating the flash.

– Program execution disturbance: The last test aimed at identifying faults
that caused a disturbance in the program flow (e.g. an instruction skip).
A small program was written to include a set of predefined Boolean oper-
ations. The correct answer to the execution of these instructions was first
recorded. The flashgun was triggered at different time/place instances, to find
out the temporal/spatial points which caused a disturbance in the program
flow.

Our approach was to first check for global behavior in both microcontrollers.
The global tests included, finding disturbances in the program execution, and
identifying differences in the content of the RAM. Local behavior was then ana-
lyzed. For global attacks finding the temporal instance when an induced fault
will give out reproducible results is an easy task, as only the time to inject the
fault needs to be taken into consideration. This is more complicated for localized
attacks, where the position and the temporal instance play a role on the results
obtained. The strategy followed was to first find the spatial location where faults
occurred, then restrict the setup to this area to perform temporal tests. Find-
ing the right temporal instances to inject the fault was analyzed using different
timings in steps of 12 ns, which is the maximum resolution of the control board
running at a frequency of 84 MHz.
6 http://openocd.org/.

http://openocd.org/
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5 Analysis and Discussion

We targeted two different microcontrollers, an 8 bit AVR (ATmega328P) and a
32 bit ARM Cortex M0 (STM32F030F4P6) manufactured in 350 nm and 90 nm
processes. Each clocked at 2 MHz and 8 MHz, respectively. The results of our
evaluation are summarized in Table 1 and detailed in the next paragraphs. To
make sure the lens was responsible for the effects being observed, we also tried
to induce faults through a small aperture. Using only a small aperture made
from aluminum foil, as described in [15], did not result in successful fault injec-
tions on the microcontrollers that we tested. We attribute this behavior to the
substantially smaller fabrication technology of our targeted chips with respect
to those used in [15].

Table 1. Fault characterization table

ATmega328P STM32F030F4P6

Local Global Local Global

Instruction skip ✗ ✓ ✓ ✗

Register change ✗ ✗ ✓ ✗

RAM change ✓ ✗ ✗ ✗

5.1 8-bit AVR ATmega328P

First, we assessed the behavior of the microcontroller using a global attack, i.e.
without magnification lens, and the following setup conditions: The flashgun dis-
charge energy was limited to 1/128 of the maximal energy, while being adjusted
to a focal length of 105 mm. The distance between the backside of the chip and
the flashgun was adjusted to be 5 cm. Using such a setup configuration, instruc-
tion skip faults were observed and could be reproduced with the same outcome
in roughly 80% of the injections. Please note that the clocks of the DUT and
the control board were not synchronized in any manner. We expect that the
accuracy can be further improved by synchronizing the clock signals. Using the
flashgun on a higher discharge energy setting, i.e. exceeding the discharge energy
beyond the aforementioned limit of 1/128, or by reducing the distance between
the flashgun and the die, causes the microcontroller to reset immediately. No
other type of faults were recognized when conducting a global attack. Local-
ized attacks on the AVR were able to modify the contents of a few RAM cells
with 99% accuracy. Note that always the same RAM cells were affected. How-
ever, using different ICs resulted in different modification patterns. We attribute
these differences to the variations in the fabrication process of RAM cells.

5.2 32-bit ARM Cortex M0 STM32F030F4P6

The STM32 microcontroller showed no usable faults during a global attack.
Depending on the intensity of the flash, the microcontroller either worked cor-
rectly or would reset. However, the tests using localized injections resulted in
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much more interesting faults. While the RAM cells could not be disturbed with
this setup, the CPU registers did show changes in their values according to the
position of the flash over the die. During the examination of the register’s fault
susceptibility, it was observed that registers {r4, r5, r6, r7, lr} tend to change
their contents to random values more often than others. This behavior was con-
firmed using different samples of the microcontroller. Faults on register’s content
occurred in roughly 50% of the injections when the spatial and temporal location
were fixed, whereby the injected fault always disturbed the same set of regis-
ters. During the process of injecting faults, and evaluating the outcome using
the register dump test, a spatial dependency was found. This is depicted in the
maps of Figs. 5(a), (b), (c) and (d) for the whole chip and different Region of

(a) Whole Chip, Step: 0.1mm, Size:
3mm × 3mm

(b) ROI-1, Step: 0.05mm, Size:
1.5mm × 1.5 mm

(c) ROI-2, Step: 0.02mm, Size:
0.4mm × 0.4mm

(d) ROI-3, Step: 0.015mm, Size:
0.4mm × 0.4 mm

Reset, No change, Exploitable fault, Non-exploitable fault

Fig. 5. Fault characterization map on STM32F030F4P6. (Color figure online)
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Interests (ROIs). The whole die was scanned using a step size of 0.1 mm inside
a boundary of dimension 3 mm×3 mm as depicted in Fig. 5(a). Blue marks indi-
cate the locations where no change was observed, green marks indicate that
some registers were modified, but the fault was not exploitable (i.e. stuck in
Fault Handler/ Reset Handler), red marks indicate the locations that caused
a reset, and yellow marks indicate the positions where exploitable faults were
found. After performing the first scan, we observed an intermediate area between
the locations where resets occur (top) and the locations where unusable faults
are found (bottom). In this region usable faults tend to appear more often. The
second scan (0.05 mm per step, 1.5 mm × 1.5 mm area) as depicted in Fig. 5(b)
shows the aforementioned area in detail. By performing an even more detailed
scan (0.02 mm per step, 0.4 mm × 0.4 mm area), we were able to observe the
result as depicted in Fig. 5(c). A further decrease in step width to 0.015 mm per
step, as depicted in Fig. 5(d) shows the same behavior as in Fig. 5(c), this step
size was later one used, to perform very precise scanning in areas of usable faults.

Program flow disturbances could also be observed, however, they would influ-
ence more than a single instruction, due to the flashgun’s required time to dis-
charge completely using the specified energy amount.

6 Application to Speck

Back in 2013, the NSA introduced the Simon and Speck families of lightweight
block ciphers [2]. In particular, Speck is a family of block ciphers based on
Feistel-like networks specifically designed for software applications. For the sake
of evaluation, we considered Speck-128-128 which has a block size and a key size
of 128-bit. More details on Speck can be found in the appendix. The attacks
were conducted on a unprotected C implementation of Speck, compiled with
the -Os flag on both 8-bit and 32-bit platforms.

6.1 Instruction Skip Attacks

Both microcontrollers were prone to this kind of attack. To provoke an instruc-
tion skip on the AVR, the global fault injection setup was used. The last key
addition was skipped successfully with the aid of an appropriate timing adjust-
ment, hence leaking the last intermediate secret state entirely. This enables the
attacker to directly calculate the last round key with a simple XOR. We were able
to observe a similar behaviour when the STM32 was used, with the difference
that only some regions of the die can be exposed strong enough to provoke a
instruction skip, while the exposure of other regions led immediately to a reset.
Therefore, it was necessary to use the localized fault injection setup to success-
fully mount this kind of attack on the STM32. The whole attack took less than
a hour using the STM32 and could be carried out even faster, if the attacker has
prior knowledge about the Fault Characterization Map. Provoking an instruc-
tion skip on the AVR is even simpler, as there is no spatial dependency, which
results in the attack carried out in a matter of minutes.
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6.2 Differential Fault Attacks

We tested the Differential Fault Attack (DFA) described in the appendix on
the STM32 using the localized setup. The prerequisite for this attack is the
occurrence of random faults in the word yT−1. To do so, the faults have to
take injected one round earlier, namely in the penultimate round T − 2. One
approach for causing random faults in the word yT−1, is the disturbance of the
XOR operation between xT−2 and yT−2. Similarly, the processing of the circular
left shift of yT−2 can be attacked. All the injections vary in their temporal
location to gain a sufficiently set of faulty pairs. But the local setup must be
adjusted in a manner so that the light beam hits an area which is prone to
flipping registers. We took advantage of the previous analysis to fix the Point
of Interests (PoIs), i.e. place the injection inside a region of usable faults, as
depicted in Fig. 5(d). In total 3×103 injections were performed to find the correct
temporal locations. Once the timing and spatial point was fixed, then 46 different
pairs were collected for a successful attack, some faulty encryptions appeared
more than once. This represents ≈7 more than the theoretical estimations given
in [9]. The whole process took about 1 h, because the injection rate cannot exceed
a maximum rate, which is limited by the flashgun’s thermal protection. We
repeated our attack several times, and were able to recover the entire last round
key successfully in all the cases, once the attack location was fixed.

7 Conclusions

We presented a low-cost setup for optical semi-invasive fault attacks on embed-
ded devices. This setup was used to successfully inject localized faults in modern
MCUs, including an ARM Cortex M0 microcontroller manufactured in a 90nm
process, with high spatial precision and repeatability. The investment for such
a setup is much lower than the needed for a professional laser station, and still
lower than the one typically needed for side-channel analysis lab equipment,
hence making this type of attacks particularly attractive for low-budget attack-
ers. In this regard, semi-invasive fault attacks should have a higher impact during
risk assessments than what was previously considered.

Acknowledgements. We thank the anonymous reviewers for their valuable com-
ments and suggestions. This work was performed while Oscar M. Guillen was a research
assistant at the Chair of Security in Information Technology of the Technische Univer-
sität München.

Appendix: Differential Fault Analysis of Speck

Speck is a family of block ciphers variable by different block and key sizes. The
round function R(x, y) of Speck has a Feistel-like structure and is described by
the following equation:

R(x, y) := ((x ≫ α + y) ⊕ k, y ≪ β ⊕ (x ≫ α + y) ⊕ k),
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where ⊕ denotes a bitwise XOR, + denotes an addition modulo 2n, ≫ α denotes
the right circular shift with α bits, ≪ β denotes the left circular shift with β
bits, x and y are the input n-bit words, and k is the round key.

The last round key kT−1 can be recovered by injecting random faults in the
word yT−1 as proposed by Huo et al. in [9]. The fault propagates through the
last round and the pairs of correct and faulty ciphertexts are collected. Then,
a system of non linear equations on F2 is constructed as a set of Differential
Equations of Additions (DEAs). Finally, the system of DEAs is solved using a
computer algebra system with the aid of Gröbner bases. According to [9], 5–8
pairs are needed on average to solve the system of DEAs, independently of the
block size n.
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Abstract. LS-Designs are a family of SPN-based block ciphers whose
linear layer is based on the so-called interleaved construction. They will
be dedicated to low-end devices with high performance and low-resource
constraints, objects which need to be resistant to physical attacks. In
this paper we describe a complete Differential Fault Analysis against
LS-Designs and also on other families of SPN-based block ciphers. First
we explain how fault attacks can be used against their implementations
depending on fault models. Then, we validate the DFA in a practical
example on a hardware implementation of SCREAM running on an
FPGA. The faults have been injected using electromagnetic pulses dur-
ing the execution of SCREAM and the faulty ciphertexts have been used
to recover the key’s bits. Finally, we discuss some countermeasures that
could be used to thwart such attacks.

Keywords: Lightweight cryptography · DFA · SPN-based block
ciphers · LS-Designs · SCREAM · EM fault attacks

1 Introduction

The advent of the Internet of Things (IoT) has brought the need for new cryp-
tographic primitives to suit the high performance, low power and low resource
constraints of IoT devices. Ciphers like AES, which are good enough for embed-
ded devices like smart cards, do not satisfy the constraints of devices like RFID
tags or nodes in sensor networks. During the past years, several lightweight block
ciphers have been proposed, some are highly efficient software-oriented ciphers
like PRIDE [3] or SPECK [5], and some are rather highly efficient hardware-
oriented ciphers like PRESENT [10], PRINCE [12] or SIMON [5]. In terms
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of security, these ciphers are mainly designed to resist black-box mathemati-
cal attacks. However, since they are used in IoT devices in pervasive environ-
ments, we ought to also look at implementation-related attacks. Indeed, resis-
tance against side channel attacks is now considered as a valuable property which
should be taken in consideration when designing lightweight ciphers as under-
lined by the ciphers FIDES [8], PICARO [31] and Zorro [16]. In that respect,
several physical attacks have been proposed against lightweight ciphers. One of
them is a complete Differential Fault Analysis (DFA) which exploits the design of
the linear layer introduced on PRINCE [37] and on PRIDE [1,25]. DFA is a par-
ticular physical attack, in which we compare the results of a correct computation
to one which has been disturbed at a precise time, in order to infer information
about the key bits used in the cipher. In this paper, we propose to extend the
DFA described in [25,37] to any SPN-based block cipher, by an in-depth analy-
sis of LS-Designs [18], a family of SPN-based block cipher for which the attack
is the most effective. We first present physical attacks and LS-Designs before
describing the theoretical DFA using several fault models. These attacks have
been validated in practice on a software implementation of PRIDE [25], which
follows a construction similar to LS-Designs. In order to validate the practical
feasibility of our attack on a hardware implementation, we used electromagnetic
pulses to inject faults during the execution of SCREAM running on an FPGA
Xilinx Spartan-3E 1600E and we applied our DFA on the obtained corrupted
results. SCREAM is the TAE [28] (Tweakable Authenticated Encryption) mode
of the block cipher Scream which is an instantiation of LS-designs [20]. It should
not be confused with the stream cipher Scream [23]. Then, we detail how to
apply the DFA on other families of SPN-based block ciphers: the CUBE family,
S-bP structures (i.e. SPN having a bit permutation as a linear layer) and AES-
like structures. Finally we discuss countermeasures that can be implemented to
thwart such attacks before concluding the paper.

2 Fault Attacks Against Cryptographic Primitives

Fault attacks consist in disturbing the behaviour of the circuit in order to alter
the correct execution of the cipher. The faults are injected into the device by
various means such as light pulses [36], laser [35], clock glitches [2], spikes on
the voltage supply [9] or electromagnetic (EM) perturbations [15]. Some of those
techniques, like the laser one, are invasive, requiring the “decapsulation” of the
chip using mechanical or chemical means. Laser allows to target one bit in a
given register if well manipulated [14]. However it is an expensive means of
injection. Other techniques are not invasive such as glitches (power, clock, elec-
tromagnetic). Clock and voltage glitches disturb the whole component, and many
injections usually have to be made before getting the specific faults required by
an attack. EM glitches on the other hand allow to have relatively high spa-
tial and temporal precisions using relatively low-cost equipment [15]. One of
the objectives of fault attacks, especially when considering cryptographic primi-
tives, is to perform Differential Fault Analysis (DFA). DFA, originally described
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in [7,11], consists in retrieving a cryptographic key by comparing the correct
ciphertexts with one or more faulty ones. DFA techniques have been described
and successfully applied to most of the publicly known ciphers going from sym-
metric ciphers like the DES [7] or the AES [34] to asymmetric ones like RSA [11]
or even more complex schemes like pairing-based systems [26]. In the particu-
lar field of lightweight cryptography, DFA have been proposed against ciphers
like PRESENT [40], SPECK [39], TRIVIUM [29], PRINCE [37] or PRIDE [25].
DFA techniques are very efficient in retrieving the keys used during a cipher
execution, usually requiring a few executions only. It is also quite complex to
devise countermeasures against such attacks because of the diversity of the pos-
sible injection methods and because the usually deployed countermeasures (like
redundancy, error-correcting codes etc.) have serious impacts on performances
of the targeted cipher. Therefore, in our approach of analyzing the security of
implementations of SPN-based block ciphers, we decided to first focus on their
resistance against fault attacks as to identify possible attack paths and devise
more efficient countermeasures in order to try to keep the performance charac-
teristics of the original ciphers.

3 LS-Designs

In this paper, bits, bytes, rows and columns are numbered from left to right
starting from 1. LS-designs are iterative SPN-based block ciphers composed of r
rounds. They were introduced by Grosso et al. [18] in 2014. An LS-design takes
as input an n-bit block and uses an n-bit key. The inner state of the cipher, as
well as the plaintext, ciphertext, and key, are all represented as ω × c bit arrays,
with ω the number of rows and c the number of columns such that n = ω · c.
The following notation is used for the intermediate values of the state within a
round:

Ii the input of the i-th round
Xi the state after the key addition layer of the i-th round
Yi the state after the substitution layer of the i-th round
Zi the state after the linear layer of the i-th round
Oi the output of the i-th round

A round 1 ≤ i ≤ r is composed of the following steps:

i. Add by an XOR the n-bit key K to the state: Xi = Ii ⊕ K,
ii. Apply an ω-bit S-box S to each column of the state (i.e. apply the substi-

tution layer S layer to the state): Yi = S layer(Xi),
iii. Apply a bijective linear map L, called L-box, operating on c-bit vectors, to

each row (i.e. apply the linear layer Llayer to the state): Zi = Llayer(Yi),
iv. Add by an XOR an n-bit round constant Cti to the state: Oi = Zi ⊕ Cti.

An LS-design is parametrized by the choice of r, ω, c, S, L and the round
constants Cti for 1 ≤ i ≤ r. In order to encrypt a plaintext, the cipher applies
the r rounds as previously described, it then performs an XOR between the state
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Fig. 1. Inner state of an LS-design

and the key. Figure 1 shows the representation of the inner state of an LS-design
with an example framed of the input of S-box and the input of L-box.

Robin and Fantomas are two LS-designs proposed by Grosso et al. [18] in
2014 with ω = 8 and c = 16. Scream and iScream are a modified version of
Robin and Fantomas, referred to as Tweakable LS-Designs, also introduced by
Grosso et al. [20] with the same parameters. Those two ciphers are the core of two
authenticated encryption schemes submitted to the Caesar competition [13]. It
is worth noticing that these block ciphers have been recently broken in the sense
that it has been shown that they have a large number of weak keys [38]. However,
studying the security offered by the ciphers with respect to other attacks is still
of interest. Indeed, the nonlinear-invariant attack can be prevented by changing
the round constants, while such a change won’t affect the resistance to DFA.

The main difference between Tweakable LS-Designs and LS-Designs lies in
the addition of an input parameter, the Tweak, to thwart side-channel attacks
if it is used and protected properly. It is a structural countermeasure which, as
we shall see, also thwart our attack in this case. Finally, PRIDE, proposed by
Albrecht et al. [3] in 2014, has a structure close to the one of an LS-Design with
ω = 4 and c = 16: it uses one additional key for pre- and post-whitening, uses
several L-boxes within the linear layer and has no linear layer on the last round.

4 Applying DFA on LS-Designs

DFA against PRIDE, whose structure is similar to an LS-design, was first intro-
duced in [25]. In this section, we propose a generalisation of fault attacks to any
LS-design. First, we introduce the general principle to exploit fault injections.
Then, we explain the different strategies depending on the fault model.

4.1 General Principle

Despite some similarities, a DFA against a cryptographic algorithm is different
from a classical differential analysis. Indeed, for the latter the differences must be
injected on the input of the cipher while for a DFA it can be injected where the
attacker wants. The DFA that we propose in this paper also differs from many
existing DFA in the sense that, in our attack, the input and output differences
of all active S-boxes are known to the attacker. Therefore, there is no need of
guessing the input difference as in many other DFA. It consists in corrupting
one L-box application (i.e. corrupting a row of the state during the linear layer)
in the penultimate round in order to obtain a known difference on the S-boxes
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inputs in the last round. More precisely, flipping the bit 1 ≤ i ≤ c of the row
1 ≤ j ≤ ω gives a difference equal to 2ω−j (with a one only at position j) on the
input of the i-th S-box in the last round. Moreover, from the knowledge of the
correct and the faulty ciphertexts, we can compute the corresponding difference
on the S-box output. Figure 2 shows for example the state difference obtained
from a flip of the second row before the S-layer.

Fig. 2. State difference obtained from a flip of the second row

In this case, we get a difference equal to 2ω−1 on the input of each S-box.
Thereby, if we denote ΔXr (resp. ΔYr) the difference input (resp. output) of
the last substitution layer, we obtain a known differential (ΔXr[i],ΔYr[i]) on
the i-th S-box. Then, we exploit the difference distribution table of the S-box to
reduce the number of remaining candidates for the secret key.

Indeed, using the notation introduced in Sect. 3, obtaining information on
the key is possible from the following equations:

ΔXr = S layer−1(Llayer−1(C ⊕ K⊕ Ctr)) ⊕ S layer−1(Llayer−1(C∗ ⊕ K ⊕ Ctr))
and

ΔYr = Llayer−1(C ⊕ K ⊕ Ctr)⊕Llayer−1(C∗ ⊕ K ⊕ Ctr) = Llayer−1(ΔC)

where C is the correct ciphertext and C∗ the faulty one. We can use these
equations for each ω-bit word 1 ≤ i ≤ c:

x = Llayer−1(C ⊕ K ⊕ Ctr)[i] and y = Llayer−1(C∗ ⊕ K ⊕ Ctr)[i]
satisfy

x ⊕ y = ΔYr[i] = Llayer−1(ΔC)[i] and S−1(x) ⊕ S−1(y) = ΔXr[i] = 2ω−j .

From the knowledge of a nonzero input difference x⊕y and of an output difference
S−1(x) ⊕ S−1(y) for the inverse S-box S−1, we reduce the number of possible
values for the input x. Moreover, from Proposition 1, we are able to easily find
pairs of differentials for the S-box which are simultaneously satisfied for a single
element. The proof to this proposition is given in AppendixA.

Proposition 1. Let S be an n-bit S-box. Let (a1, b1) and (a2, b2) be two differ-
entials with a1 �= a2 such that the system of two equations



228 B. Lac et al.

S(x ⊕ a1) ⊕ S(x) = b1 (1)

S(x ⊕ a2) ⊕ S(x) = b2 (2)

has at least two solutions. Then, each of the three Eqs. (1), (2) and

S(x ⊕ a1 ⊕ a2) ⊕ S(x) = b1 ⊕ b2

has at least four solutions.

In other words, if we can find two differentials (a1, b1) and (a2, b2) such that one
out of the three entries in the difference distribution table (a1, b1), (a2, b2) and
(a1 ⊕ a2, b1 ⊕ b2) is equal to 2, then we can guarantee that the input satisfying
these two differentials simultaneously is unique. Note that if one of the three
equations has no solution then the system of two Eqs. (1), (2) has no solution.

4.2 Ideal Fault Model

The ideal fault model consists simply in a first step in finding two output dif-
ferences b1 = ΔX1

r = 2ω−i1 and b2 = ΔX2
r = 2ω−i2 with 1 ≤ i1 < i2 ≤ ω

such that (a1, b1) and (a2, b2) are simultaneously satisfied for a single element
for all a1 and a2. After, it is sufficient to flip the row i1 then the row i2 of the
state during the penultimate linear layer with two successive fault injections in
order to retrieve the complete secret key. Table 1 gives as example the pairs of
differentials which are simultaneously satisfied for a single element in the case
of the S-boxes involved in some LS-designs.

Table 1. Exploitable differential pairs

Cipher Pair

PRIDE (a1, 0 × 1), (a2, 0 × 8)

Robin (a1, 0 × 01), (a2, 0 × 40)

Fantomas (a1, 0 × 01), (a2, 0 × 80)

Scream (a1, 0 × 01), (a2, 0 × 02)

iScream (a1, 0 × 02), (a2, 0 × 80)

Note: Applying DFA on Scream and
iScream is possible only if the attacker can
execute encryption (or decryption) twice
consecutively with the same tweak.

4.3 Random Fault Model

We call random fault model one where we have one chance out of two to flip
each bit of a desired word. It is close to what is obtained in practice with elec-
tromagnetic pulses where it is possible to target a precise word (more precisely
a specific instruction) but the injected faults follow a random distribution.
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In order to achieve the attack, we must flip all the bits of two c-bit words
in the ideal fault model used in the preceding part. However, we can see that
flipping one bit provides an active S-box, it is therefore enough to flip all the
bits of the desired c-bit words non simultaneously using as many faults as nec-
essary. Accordingly, as in the ideal model, it consists first in finding two output
differences b1 = ΔX1

r = 2ω−i1 and b2 = ΔX2
r = 2ω−i2 with 1 ≤ i1 < i2 ≤ ω such

that (a1, b1) and (a2, b2) are simultaneously satisfied for a single element for all
a1 and a2. Let A1 (resp. A2) be the average number of remaining candidates for
a key byte from an active S-box obtained from a fault on row i1 (resp. i2). Let
m1 (resp. m2) denote the number of obtained faults on row i1 (resp. i2).

Then, the number of remaining candidates for the key from the faults and
from the knowledge of ΔYr for each fault is

N =

(
2ω

2m1+m2
+

m1∑
i=1

A1

2i+m2
+

m2∑
i=1

A2

2i+m1
+

(
m1∑
i=1

1
2i

) (
m2∑
i=1

1
2i

))c

.

Indeed, when m faults have been injected on one word, the probability to obtain
no difference on a byte is equal to 1/2m and the probability to obtain at least
one is equal to

∑m
i=1 1/2i = 1 − 1/2m = (2m − 1)/2m. Moreover, if we get no

difference with all the faults (on the first and on the second word) then we still
have 2ω candidates for the corresponding byte. On the other hand, if we get only
one difference we obtain A1 or A2 candidates. Finally, if we get two differences
we retrieve the correct value. We then deduce that

N =
(

2ω + A1(2m1 − 1) + A2(2m2 − 1) + (2m1 − 1)(2m2 − 1)
2m1+m2

)c

=
(

2ω − A1 − A2 + 1
2m1+m2

+
A1 − 1
2m2

+
A2 − 1
2m1

+ 1
)c

.

4.4 Properties that Make the Attack Effective

Our attack mainly exploits the following 2 properties of the building-blocks of
most SPN-based block ciphers. It is worth noticing that these two properties
come from the fact that the building-blocks of the cipher have been designed
for maximizing the resistance of the cipher against differential and linear crypt-
analysis.

The Design of the Linear Layer. Indeed, the motivation for LS-Designs, as well
as the more general interleaved construction [3], is to guarantee a large number
of active S-boxes in any differential or linear attack (see e.g. Theorem 1 in [3] and
Page 23 in [18]). Indeed, in LS-Designs, flipping all bits of any row at the input of
the linear layer activates all S-boxes in the next round. Indeed, by construction,
the c bits of any row go to different S-boxes. It follows that flipping one row of
the penultimate round allows the attacker to recover information on the whole
subkey used in the last round. The same situation occurs in the interleaved
construction. In other words, the optimal diffusion offered by those constructions
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enables the attacker to recover the whole last-round subkey. This would not be
the case if the linear layer was weaker with respect to the classical diffusion
criteria.

The Differential Properties of the S-box, Which Avoids the Existence of Differ-
entials of High Probability Over a Large Number of Rounds. The counterpart of
this property required for resistance against classical differential cryptanalysis
is that the number of inputs which satisfy two valid differentials simultaneously
is usually reduced to a single element. In the context of a DFA, this property
enables the attacker to drastically reduce the number of key candidates. In many
cases, two faults are enough to obtain a single candidate for the secret key.

5 Practical Implementation of the DFA on SCREAM

5.1 The TAE Mode SCREAM

The TAE (Tweakable Authenticated Encryption) mode is a mode of operation
introduced by Liskov et al. [27,28]. In order to encrypt a message M , the TAE
mode splits it into m blocks of size n such that the last block is padded if
necessary, and in this case it is added by an XOR to its output. Then, it applies
on each block a tweakable block cipher

E : {0, 1}k × {0, 1}t × {0, 1}n → {0, 1}n

using a key K of size k and a tweak T of size t. It uses the same key K to
encrypt each block and different tweaks produced from the same nonce N (the
recommended size for the nonce in SCREAM is 11 bytes). Finally, a tag is
produced from the checksum of all blocks.

SCREAM optionally proposes to authenticate blocks of associated data with
the message. It uses the tweakable block cipher Scream and the tweaks are
produced from the same nonce concatenated with a block counter. Scream is an
iterative block cipher composed of Ns steps, each of them made of Nr rounds,
denoted Tweakable LS-Design and introduced by Grosso et al. [20] in 2014. The
recommended parameters for a related-key security are Ns = 12 and Nr = 2. It
takes as inputs a 128-bit block, a 128-bit key K and a 128-bit tweak T = t0||t1.
The tweak is used as a “lightweight key schedule”: the output of the step s is
added by an XOR to a subkey equal to

K ⊕ (t0||t1) if s = 3i,
K ⊕ (t0 ⊕ t1||t0) if s = 3i + 1,
K ⊕ (t1||t0 ⊕ t1) if s = 3i + 2.

Each round is composed of the following steps: it applies a nonlinear layer com-
posed of 8-bit S-boxes, then it adds by an XOR a round constant and finally it
applies a 16-bit L-boxes layer. Specifications on these components are given in
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Appendix of [20]. In order to encrypt a plaintext P , Scream adds by an XOR
the first subkey to P (with s = 0), then it applies the Ns steps described before.
The tweak, or the nonce in the case of the TAE mode, is a protocol-level coun-
termeasure against side-channel analysis added directly into the design. It must
be changed at each execution in order to be effective. In this case, we will see it
also protects against our DFA. However, attacking a Tweakable LS-Design using
a fixed tweak is equivalent to attacking an LS-Design, what interests us in our
case to validate our DFA.

5.2 The DFA on SCREAM

Briefly, we recall the general principle of our attack on SCREAM. Firstly, we
consider that the same nonce is used at each execution, i.e. each block uses
the same tweak at each encryption. As mentioned, that provides a structure
equivalent to an LS-Design. Then, flipping one row before the S-box layer in the
last round during one execution of Scream allows to obtain known differentials on
each S-box. The best case is to flip, from two faults, the last and the penultimate
row since in this case the number of inputs which satisfy the obtained differentials
(a1, 0× 01) and (a2, 0× 02) simultaneously is reduced to a single element. It can
be verified by testing all intersections of the obtained sets from each possible pair
of differentials. Thereby, an attacker can use these differentials for retrieving the
key from the following equations, for each byte 1 ≤ i ≤ 16:

x = Llayer−1(C ⊕ K ⊕ T )[i] ⊕ Ct23[i] and y = Llayer−1(C∗ ⊕ K ⊕ T )[i] ⊕ Ct23[i]
satisfy

x ⊕ y = a1 (resp. a2) and S−1(x) ⊕ S−1(y) = 0× 01 (resp. 0× 02).

Finally, in case of the ideal fault model, an attacker can retrieve the complete
secret key from two faults only (flip two complete rows) since she knows C,
T and Ct23 = 50577 (defined in [20]). In case of the random fault model, any
differential (a1, 0× 01) allows to obtain A1 ≈ 2.286 candidates for a key byte and
any differential (a2, 0× 02) allows to obtain A2 ≈ 2.639 candidates. Moreover,
the inner state of Scream is represented as ω × c bit arrays, with ω = 8 the
number of rows and c = 16 the number of columns. Therefore, the average
number of remaining candidates for the key from m1 (resp. m2) random faults
on the last (resp. penultimate) row is approximately:

(
252.075
2m1+m2

+
1.286
2m2

+
1.639
2m1

+ 1
)16

Table 2 gives the average number of remaining candidates for some values of m1

and m2. We note that 6 faults or more are enough to retrieve the key since in
this case the attacker obtain less than 240 remaining candidates.
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Table 2. Number of remaining candidates for K

5.3 Practical Implementation of the DFA

In order to test the feasibility of our attack on a hardware implementation, we
have implemented and run the 128-bit reference VHDL code of SCREAM, given
in [19], on an FPGA Xilinx Spartan-3E 1600E manufactured with advanced
90 nm process technology using a frequency of 50 MHz. The FPGA die was com-
posed of components CRYPTO, UART and FSM. The CRYPTO component
contained the whole reference code of SCREAM, the UART allowed us to send
data from the computer to the chip and the FSM allowed to define all the internal
states. The input parameters used at each encryption was:

i. Nonce (11 bytes): 0× e9e6f9281b86c8470ba120,
ii. Key: 0× 2ff6963dd72462ab67d5da22c0e264ae,
iii. Associated data (2 blocks): 0× 5c0e6a47bc146679d2d64aca577463679782953

401 57eb9d2581bfbb14a0cb39,
iv. Data (3 blocks): 0× 6b36f33ff882e432861448a61183583b0df1f908593481535

b6eb bc6abfc07ae22cd50a331678301fd8535690335dcbe.

The correct ciphertext was 0× c9018ef2804f85e0de4d6519593a3e5ed83c22bdc
8b2db2229e6801071cdea6785856feac83bbe335c6bcb2f5f6d81a6 and the tag was
0× 84670ef3aaba9ee5d7358858c65c41ed. In practice, an attacker can target any
block of data to carry out the attack, she must just target the last linear
layer of the execution of the running Scream. In our case, we injected all
the faults during the last Scream execution. Therefore, we will give only the
value of the last block for each fault, the correct value without fault being
0× 85856feac83bbe335c6bcb2f5f6d81a6. First we performed a simple electro-
magnetic analysis of one SCREAM execution to identify the last round. We
needed actually to only know the total duration of the encryptions in order to
deduce the temporal position of the last round - which is always feasible in prac-
tice, even if there is an added noise. Figure 3 shows the obtained curves from the
simple electromagnetic analysis.

So as to conduct the attack, we used electromagnetic pulses because with
this approach we did not need to decapsulate the chip and we were able to
inject faults at precise enough instants. The set-up we used is quite similar to
the one described in [15]. In our case, the duration of the full encryption was
approximately 1200 ns, i.e. 240 ns for one Scream encryption and 10 ns for each



DFA on LS-Designs with a Practical Implementation on SCREAM 233

Fig. 3. Simple electromagnetic analysis of SCREAM

round. A pulse duration, from our pulses generator, could be 6 ns at minimum,
which is almost half of a round. However, some signals are only used by the linear
layer and the pulse can affect only few of them, which allowed us to obtain the
desired fault model. First, we have done a cartography of the obtained faults on
the full chip of size 19×19 mm. We injected pulses on 100 positions distributed
on a 10×10 grid. On each, we tested 11 different temporal positions, 4 different
voltages and we injected 2 pulses, i.e. a total of 88 shots by spatial position.
On the 8800 total injections, we obtained 465 faults of which at most 88 to
one spatial position. Figure 4 shows the faults distribution on the chip. Then,
we targeted the sensitive area of the chip - which probably corresponds to the
FPGA die - and we injected a total of 69250 pulses. We obtained a total of 2482
faults, among which 937 were different. For each fault, we calculated the value
of the difference output on the last substitution layer and we verified if each
byte could have been obtained by the same difference in input equal to 2j with
0 ≤ j ≤ 7.

A total of 36 different faults complied with this property. The obtained faults
as well as our knowledge about the differences values around the last substitution
layer are given in AppendixB. Finally, we obtained 6144 ≈ 212,6 candidates for
Llayer−1(C ⊕K ⊕T )⊕Ct23 and we retrieve K by testing all from the knowledge
of C, T and Ct23. The obtained number of remaining candidates does not cor-
respond to theoretical analysis because EM pulses not allow to target a chosen
row.
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Fig. 4. Cartography of the obtained faults on the full chip

6 Application on Other SPN-based Block Ciphers

6.1 Application on the CUBE Family

A cipher belonging to the CUBE family (called CUBE) is an iterative SPN-based
block cipher composed of r rounds whose concept was introduced by Berger
et al. [6] in 2015. It takes as input an n-bit block and uses an n-bit or a 2n-bit
key with a key schedule defined in [6]. The inner state of the cipher, as well as
the plaintext, ciphertext, and key, are all represented as a ω × ω × ω cube. The
cube is filled beginning with its least significant bit at position (1, 1, 1) according
the reference (X, Y , Z). A round 1 ≤ i ≤ r is then composed of the following
steps:

i. Add by an XOR an n-bit subkey SKi to the state,
ii. Apply an ω-bit S-box S to each row of X,
iii. Apply a quasi-involutive Feistel-MDS transformation [33], denoted M , on ω

words of size ω bits, for each plane (i, Y, Z), 1 ≤ i ≤ ω,
iv. Rotate the axes (X, Y , Z) as (Z, X, Y ).

An instance is parametrized by the choice of r, ω, S and M . In order to encrypt
a plaintext, the cipher applies the r rounds as previously described, it then
performs an XOR between the state and a last subkey SKr. Figure 5 shows the
representation of the inner state of a CUBE instance with ω = 4 illustrating an
example of the input of S and the input of M .

CUBE proposed in [6] is an example with ω = 4. The decryption process of
PRESENT-80 is also an example with ω = 4 but without the quasi-involutive
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Fig. 5. Inner state of a CUBE

Feistel-MDS transformation. The DFA consists in this case in flipping a ω × ω
plane in X before the axes rotation, i.e. during the quasi-involutive Feistel-MDS
transformation, in order to obtain known differences at the inputs of all the S-
boxes on the last round. Indeed, flipping the plane 1 ≤ k ≤ ω in X before the
axes rotation allows to obtain differences equal to 1 only on the plane k in Z after
it, i.e. differences equal to 2k−1 on each of the S-box inputs. Thereby, an attacker
can run the DFA on the last round to retrieve the last subkey and repeat the
attack on the previous rounds until she recovers enough key information-bits to
retrieve the complete key from the key schedule.

6.2 Application on S-BP Structures

An S-bP structure is an iterative SPN-based block cipher with a bit permutation
layer. It takes as input an n-bit block, uses an n-bit key with a key schedule, a
ω-bit S-box and a bitwise permutation layer which diffuses each S-box output
to different S-boxes input. Such a cipher with r rounds is called an S-bP(n, ω, r)
structure according to these parameters. A round consists of the following steps:

i. Add by an XOR the current n-bit subkey to the state,
ii. Divide the state into n/ω words and apply the ω-bit S-box to each word,
iii. Apply the bitwise permutation layer.

PRESENT-80 is an S-bP(64, 4, 31) structure introduced by Bogdanov
et al. [10] in 2007. PRINTcipher is an S-bP(32, 3, 48) structure proposed by
Knudsen et al. [24] in 2010. The DFA consists in this case in flipping the output
of one S-box in the penultimate round to obtain known differences at input of
several S-boxes on the last round thanks to the design of the bitwise permuta-
tion layer. Figure 6 shows the diffusion of a difference obtained from a flip on
the output of a 4-bit S-box before the permutation layer of an S-bP structure,
which allows to obtain 4 differences equals to 0× 8 at the input of the next
substitution layer. It is the case for a flip of the first S-box output on a round
of PRESENT-80 for example.
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Fig. 6. Propagation of a difference obtained by a flip of a nibble before the permutation
layer of PRESENT-80

In case of PRESENT-80, the differentials (a1,0× 1) and (a2,0× 8) are simul-
taneously satisfied for a single element for all a1 and a2. Using this attack, the
attacker can retrieve the complete key from the key schedule once she gets the
last two subkeys from faults on the nibbles 0, 3, 4, 7, 8, 11, 12 then 15 before the
permutation layer in the last two rounds. Note that the attack on the decryption
needs only two faults to retrieve a subkey: on the first and the last 16-bit word.

6.3 Application on AES-like Structures

An AES-like structure is an iterative SPN-based block cipher composed of r
rounds. It takes as input an n-bit block and uses an n-bit key with a key schedule.
The inner state of the cipher is represented as an l × c ω-bit array, with l the
number of rows and c the number of columns. The size of the input and the key
is n = ω · l · c. A round is composed of the following steps:

i. Add by an XOR an n-bit round constant to the state,
ii. Add by an XOR the current n-bit subkey to the state,
iii. Apply an ω-bit S-box to each cell of the state,
iv. Apply shifts of the cells on each row of the state,
v. Apply a matrix multiplication transformation to each column of the state,

Midori64 is an AES-like structure, introduced by Banik et al. [4] in 2015, with
ω = 4, l = 4 and c = 4. KLEIN-64 is another example, introduced by
Gong et al. [17] in 2012, with ω = 4, l = 8 and c = 2. LED, proposed by
Guo et al. [22] in 2011, is also an example with ω = 4, l = 4 and c = 4. The
DFA consists in this case in flipping a row before the matrices application (step v),
i.e. flipping a c-bit word of the state, in order to obtain known differences at the
input of each S-box. Unlike other families of SPN-based block ciphers, the AES-
like structures do not use a bitwise permutation (which is transparent in the case
of LS-designs but which is however exploitable). The bitwise permutation allows us
to obtain differences equal to 0× 1, 0× 2, 0× 4 or 0× 8 at input of each S-boxwhich
allows a highly efficient exploitation of the obtained faults. In the case of AES-like
structures, the differences obtained mainly depend on the matrices used, making
these designs more resistant to our attack, although it remains relevant. For exam-
ple, flip the first row then the third row of the state after the substitution layer of
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the AES-like structure LED allows to respectively obtain the following state dif-
ferences before the substitution layer in the next round:⎛

⎜⎜⎝
0 × 9 0 × 9 0 × 9 0 × 9
0 × 1 0 × 1 0 × 1 0 × 1
0 × 3 0 × 3 0 × 3 0 × 3
0 × d 0 × d 0 × d 0 × d

⎞
⎟⎟⎠ and

⎛
⎜⎜⎝

0 × d 0 × d 0 × d 0 × d
0 × 6 0 × 6 0 × 6 0 × 6
0 × c 0 × c 0 × c 0 × c
0 × a 0 × a 0 × a 0 × a

⎞
⎟⎟⎠

Moreover, pairs of differentials {(a1, 0× 9), (a2, 0×d)}, {(a1, 0× 1), (a2, 0× 6)},
{(a1, 0× 3), (a2, 0× c)} and {(a1, 0×d), (a2, 0× a)} on the inverse S-box of
LED guarantee that the input satisfying these two simultaneously is unique.
However, if the attacker does not control the value of the fault, it is more difficult
to exploit it because she cannot predict the previous state difference before the
last substitution layer.

7 Countermeasures

An LS-design and more generally a block cipher is always used following a well-
defined mode of operation. We will show that a number of such modes intrin-
sically protect against our attack. Then, we will present and briefly analyze
possible countermeasures to thwart DFA: masking and the so-called Internal
Redundancy Countermeasure (IRC) which we propose as a new kind of coun-
termeasure.

7.1 Modes of Operation

In order to encrypt data, a block cipher is always used with a mode of operation.
It turns out that some well-known modes - standardized and already used in
practice - thwart our DFA. Therefore, in this usage context, it is not necessary
to add a countermeasure to protect the cipher. It is the case for the modes which
use a random initialization vector, denoted IV, to encrypt data, as for example
the OFB mode, which is illustrated in Fig. 7.

This mode applies the cipher EK directly on the IV and thus manipulate
the plaintext only to add it to the obtained output. The IV changes at each
execution and cannot be controlled by the attacker to comply with the correct

Fig. 7. OFB mode encryption
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use of these modes of operation. Therefore, an attacker cannot by construction
have two executions of the cipher with the same input and so she cannot apply a
DFA since it is a necessary condition. It is also the case for the CTR mode which
combines a unique nonce and a counter which is incremented at each execution
of the algorithm, therefore guaranteeing the latter is never run twice on the same
plaintext input. Some modes of operation like the CBC mode add the IV directly
to the plaintext P and apply the cipher on the result. In this case, the IV must
be unpredictable by the attacker in advance, otherwise the attacker can mount
an adaptive plaintext attack by using two pairs of plaintext and IV, (IV1, P1)
and (IV2, P2) such that P1 ⊕ IV1 = P2 ⊕ IV2.

Now, we will provide two countermeasures to thwart DFA when the mode
of operation leaves the cipher unprotected against it, for example when used to
derive a keyed one-way function for authentication.

7.2 Masking

Description: A countermeasure proposed by Guilley et al. in [21] is to add a
random mask to the message to prevent two consecutive executions of the same
plaintext. More precisely, in its original description, it consists in generating a
random mask different at each execution, to XOR it to the plaintext and to
return the corresponding ciphertext with the mask. However, in our case, the
mask generator must be unpredictable, otherwise an attacker can choose an
adaptive plaintext as described in the previous section.

Another technique - which we have already hinted at - is to use a tweakable
cipher. The tweak can be considered like a mask which is added at each step and
must be changed at each execution. This countermeasure, originally proposed
for avoiding side-channel attacks, also protects against DFA since, once again,
an attacker cannot obtain two executions on the same plaintext.

In order to guard only against DFA, we propose to use only one mask (dif-
ferent for each execution of the cipher) which must be added to the state SM in
the middle of the encryption EK . More precisely, if EK is composed of r rounds
and takes an n-bit block as input, the countermeasure consists in computing

E(1)
K (E(0)

K (Plaintext) ⊕ RV)

where RV is an n-bit random value and E(0)
K (resp. E(1)

K ) corresponds to the
first �r/2� rounds (resp. last 	r/2
 rounds) of the cipher. The decryption
DK = D(1)

K ◦ D(0)
K must be synchronized with encryption (like for a tweakable

cipher). In that respect, we can use the same process as a mode of operation
which synchronizes the IV for encryption and decryption and which can there-
fore be expected to be already available in existing systems. Figure 8 illustrates
the countermeasure with the introduced notation. Then, the mask generator can
be public if we assume that the attacker does not have access to the encryption
and decryption functions, both parametrized by the same key and mask. This is
a necessary condition for each masking we have presented, otherwise the attacker
can lead the DFA on the decryption since she knows the correct plaintext.
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Fig. 8. Masking countermeasure

Indeed, to mount a DFA on the encryption, an attacker must obtain a correct
ciphertext C = E(1)

K (E(0)
K (P1)⊕RV1) and a faulty ciphertext C∗ = E(1)

K (E(0)
K (P2)⊕

RV2) such that the inputs of E(1)
K are the same in both computations, i.e.

E(0)
K (P1) ⊕ RV1 = E(0)

K (P2) ⊕ RV2. (3)

Similarly, if the attack is mounted against the decryption function, the inputs
of E(0)

K must be the same in both computations. There are two strategies for
finding two pairs of inputs which satisfy (3). The first one consists in using a
generic algorithm (without exploiting any specific property of the cipher). From
the birthday paradox, this requires 2n/2 encryptions where n is the block size. In
our case, the attacker has then to perform 232 fault injections, which is infeasible
in practice. A second strategy consists in exploiting some differential properties
of E(0)

K . But this is again infeasible if E(0)
K does not have any differential of

probabilty higher than 232. Therefore, the mask generator can be a simple LFSR
implemented in hardware which must not be modifiable by the attacker.

Cost: The cost depends on the choice of the random mask generation. A simple
LFSR implemented in hardware has a low cost with respect to IoT constraints.

7.3 Internal Redundancy Countermeasure

Description: Recently, a countermeasure based on Intra-Instruction Redun-
dancy [30] was proposed to thwart fault attacks. It uses a bit-sliced implementa-
tion of a given cipher applied to 15 blocks of data interleaved with 15 blocks of
redundancy and 2 blocks of references in order to fit with a 32-bit architecture.
The blocks of references are constant plaintexts for which the corresponding
ciphertexts are known. Unfortunately, this countermeasure imposes to use - in
most cases - a less efficient implementation of the cipher due to the Boolean cir-
cuit transformation overhead necessary for bit-slicing [32] and need to encrypt
data blocks 15 by 15 from n encryption for an n-bit input. However, using refer-
ence blocks as part of a countermeasure is very effective against skip instruction.
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Thereby, we investigated the possibility to keep this property, also keep a spa-
tial redundancy, while using a conventional (i.e. non-bitsliced) implementation
of a cipher applied on only one input block. Hence, we propose the Internal
Redundancy Countermeasure (IRC) which exploits efficient 8-bit implementa-
tions - which is usually the preferred option for ciphers used in IoT devices,
even more for LS-Designs - on a 32-bit architecture. IRC consists in using the
original implementation with the same operations but from 32-bit instructions
systematically operating as a whole on the 4 bytes of a 32-bit word.

Fig. 9. IRC process
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Let E denote a cipher which takes as input a b-byte plaintext P = P1 · · · Pb,
uses a b′-byte key K = K1 · · · Kb′ and produces a b-byte ciphertext C =
C1 · · · Cb. IRC uses a b-byte reference plaintext RP = RP1 · · · RPb, a b′-byte
reference key RK = RK1 · · · RKb′ and a b-byte reference ciphertext RC =
RC1 · · · RCb. Figure 9 shows one encryption protected by IRC.

Firstly, for each i ∈ {1, · · · , b}, IRC stores in a 32-bit word the byte Pi

concatenated with RPi, Pi and RPi. IRC also stores, for each i ∈ {1, · · · , b′},
the byte Ki concatenated with RKi, Ki and RKi. Then, it applies the cipher by
means of a single stream of 32-bit instructions to obtain, for each i ∈ {1, · · · , b},
the byte Ci concatenated with RCi, Ci and RCi. Finally, it makes comparisons
between redundant bytes and with the reference ciphertexts.

The resulting structure intrinsically protects against fault attacks. Indeed,
if the fault is an instruction skip, which corresponds to a random fault for our
DFA, the value of the reference ciphertext will be different, so the fault will be
detected and the system trapped. Now, if the fault directly affects the value
contained in a 32-bits word manipulated by the cipher, it must not affect the
first and the third bytes and it must have the same impact on the second and
the last bytes. This last case is extremely difficult to control in practice.

Cost: LS-Designs mainly use bitwise operators like logical AND, OR, exclusive
OR, shift etc. and also nonlinear operators over F8

2 like addition, multiplication,
modulo etc. operating on bytes. Thereby, IRC simply uses bitwise operators on
32-bit - with sometimes minor changes like the shift for which it must use one
mask - and use masks to implement nonlinear operators using few additional
32-bit instructions systematically operating as a whole on the 4 bytes of a 32-bit
word to ensure the unicity of the instruction stream. Finally, IRC can use SIMD
instructions, depending on the targeted device, to replace some nonlinear opera-
tions. Therefore, we obtain performances close to those on an 8-bit architecture
while having a structure that intrinsically protects against DFA.

8 Conclusion

In this paper we propose a general method for differential fault analysis on any
block cipher based on LS-designs and other families of SPN with similar struc-
tures. Such an approach had already been used against a software implementa-
tion of PRIDE [25], whose design is close to the one of an LS-Design. But our
generalisation has allowed us to successfully perform such an attack against a
hardware implementation of SCREAM [20], using the TLS-Design Scream with
a fixed tweak. Faults were injected using electromagnetic pulses, which consti-
tutes a low-cost means of injection. We believe that the resistance against DFA
is important for LS-Designs, which are expected to be largely deployed in low-
resource connected devices. Finally, we propose some countermeasures to thwart
such attacks while keeping the efficiency of the ciphers for IoT devices, especially
the so-called Internal Redundancy Countermeasure which we propose as a new
kind of countermeasure.
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A Differential Properties of S-boxes

A.1 Proof of Proposition 1

Proof (of Proposition 1). Let D(a, b) denote the set of solutions of the equation

S(x ⊕ a) ⊕ S(x) = b.

Let us consider (a1, b1) and (a2, b2) be two differentials with a1 �= a2 such that

#D(a1, b1) ∩ D(a2, b2) ≥ 2.

It is clear that any element x in D(a1, b1) ∩ D(a2, b2) is a solution of

S(x ⊕ a2) ⊕ S(x ⊕ a1) = b1 ⊕ b2,

i.e., x ⊕ a1 ∈ D(a1 ⊕ a2, b1 ⊕ b2) and x ⊕ a2 ∈ D(a1 ⊕ a2, b1 ⊕ b2).
Let {x, x ⊕ a4} ⊆ D(a1, b1) ∩ D(a2, b2) for some a4 �= 0. Then

{x, x ⊕ a1, x ⊕ a4, x ⊕ a1 ⊕ a4} ⊆ D(a1, b1),

{x, x ⊕ a2, x ⊕ a4, x ⊕ a2 ⊕ a4} ⊆ D(a2, b2),

{x ⊕ a1, x ⊕ a2, x ⊕ a1 ⊕ a4, x ⊕ a2 ⊕ a4} ⊆ D(a1 ⊕ a2, b1 ⊕ b2).

Since a1 �= a2, we just must prove that if a4 = a1 or a4 = a2 or a4 = a1 ⊕ a2

then D(a1, b1), D(a2, b2) and D(a1 ⊕ a2, b1 ⊕ b2) have each at least 4 elements.
If a4 = a1 then x ⊕ a1 ∈ D(a2, b2) imply

S(x ⊕ a1 ⊕ a2) ⊕ S(x ⊕ a1) = b2 = S(x ⊕ a2) ⊕ S(x)

implying that

S(x ⊕ a1) ⊕ S(x) = S(x ⊕ a2 ⊕ a1) ⊕ S(x ⊕ a2).

Thus x ⊕ a2 ∈ D(a1, b1) and D(a1, b1), D(a2, b2) and D(a1 ⊕ a2, b1 ⊕ b2) contain
{x, x ⊕ a1, x ⊕ a2, x ⊕ a1 ⊕ a2}. It’s identical if a4 = a2 following the same
reasoning. Now, a4 = a1 ⊕ a2 implies that x ⊕ a2 ⊕ a4 = x ⊕ a1 belongs to
D(a2, b2), i.e., x ⊕ a1 ∈ D(a1, b1) ∩ D(a2, b2). Therefore, x ⊕ a1, x ⊕ a2, x and
x ⊕ a1 ⊕ a2 all belong to D(a1 ⊕ a2, b1 ⊕ b2) and #D(a1 ⊕ a2, b1 ⊕ b2) ≥ 4. ��
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B Different Exploitable Faults Obtained on SCREAM

Table 3 provides the 36 different exploitable faults obtained on the reference
hardware implementation of SCREAM as well as our knowledge about the dif-
ferences values around the last substitution layer for each fault, i.e. the value of
the output difference ΔY24 and the possible values for each input byte difference,
denoted ΔIn (which must be the same for all bytes). Among these faults, only
7 displayed in red gave as much information as all faults.

The faults were sorted according to the value of ΔIn. As we can see, some
faults have several possibilities for the value of ΔIn. However, its correct value
can be retrieve from the others faults. Indeed, the fault 16 for example at the
same difference output on the 9-th byte as the fault 15. Thereby, the correct
value of ΔIn for the fault 16 is 0× 01. Like this, we can retrieve the correct
value of ΔIn for each fault - the last fault can not have been obtained from ΔIn
= 0× 08 since the correct value for the last nibble is this case is 0xe9. Finally, by

Table 3. Exploitable faults obtained on SCREAM
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intersection of the obtained output differences for each value of ΔIn, we obtain
the following exploitable differentials on the inverse S-boxes:

(0 × b83347ca19002ad5d95dfdcc2a548ac2, 0 × 01010101010001010101010101010101),
(0 × 0062004f000000000000820000000000, 0× 00020002000000000000020000000000),
(0 × 00004b54000000000000000000000000, 0× 00000404000000000000000000000000),
(0 × b988003a0000001a0058f9bc1aee46e9, 0× 08080008000000080008080808080808),

(0 × 0000c400000000000000000000008e8c, 0× 00008000000000000000000000008080).

Finally, Table 4 gives for each 1 ≤ i ≤ 16, the value of the output byte
difference ΔY24[i] that the 7 faults which give as much information as all faults
have allowed us to know for each obtained input difference ΔX24[i] = 2j denoted
ΔIn (i.e. the intersection of the obtained output differences). Table 4 also gives
the byte candidates obtained for Llayer−1(C ⊕ K ⊕ T )[i] ⊕ Ct23[i] (equal to
0× 030e2eef32dbfbcbdb3f4859d1e49e97). The symbol ∅ means that the faults
did not provide any information about the byte (i.e. the 256 values are possible).

Table 4. Values of ΔY24[i], 1 ≤ i ≤ 16, for each obtained input difference ΔIn and
bytes candidates obtained for Llayer−1(C ⊕ K ⊕ T )[i] ⊕ Ct23[i]
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Abstract. This paper proposes a new debiasing method for a stable and
efficient extraction of uniform random binary responses from physically
unclonable functions (PUFs). The proposed method handles multiple-
valued (i.e., ternary) responses from PUF responses, including unstable
response bits, and stably extracts uniform random-bit responses from
them. In this paper, we evaluate the stability and effectiveness of the pro-
posed method with two experiments with simulated and actual responses
of latch PUFs implemented on an FPGA. We demonstrate that the pro-
posed method can obtain longer debiased random-bit responses than the
conventional method. In addition, we apply the proposed method to the
construction of a fuzzy extractor (FE), and show the advantages of the
proposed FE in terms of response length and authentication success rate
in an experimental evaluation.

Keywords: PUF · Fuzzy extractors · Latch PUF · Debiasing · Multiple-
valued logic

1 Introduction

Authentication technologies for LSI are now essential for efficient distributions,
traceability, and counterfeit detection. In particular, counterfeiting prevention
is in high demand, as the amount of counterfeit products increases due to
the advancement of analytical and manufacturing technologies on LSI. Physical
unclonable functions (PUFs) are expected to construct a more robust authenti-
cation technology that can prevent the counterfeiting of LSI products [7]. PUFs
usually generate random responses uniquely determined by process variations in
their own LSIs, such as the drive capabilities of two NAND gates and the dif-
ference between their wire lengths. Applications of PUFs include key generation
and storage for secure authentication.

One important feature of PUF responses is their stability, indicated by the
consistency of PUF response bits obtained from multiple observation trials.
However, it is difficult to manufacture a PUF that can always generate stable
responses under a wide variety of circumstances [8] because every PUF exploits
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uncontrollable physical variations in LSIs. A fuzzy extractor (FE) is a possi-
ble solution for stable PUF-based authentication owing to its error correction
scheme [8]. However, a less-stable PUF requires stronger error correction from
the FE, decreasing the amount of values available for authentication [8].

Another important feature of PUF responses is their unpredictability, which
affords them their resistance to counterfeiting. One necessary condition for
unpredictability is the uniformity of responses, which can be quantified by the
bias between the appearance rates of 0 and 1 in a PUF response. The smaller
the bias, the closer to balance the appearance rates are. When the bias of a PUF
response is large, entropy leakage occurs from the helper data in the FE [3].
Ideally, a non-biased PUF should be implemented; however, doing so is often
difficult because the PUF response is dependent on small and uncontrollable
process variations in LSIs. To reduce bias in PUF responses, a debiasing method
based on a deterministic randomness extractor [9] was proposed in [8]. This debi-
asing method enables the suppression of information leakage from the helper
data at the expense of decreasing the resulting response length to extract secret
information.

As described above, lower stability and uniformity decrease the entropy
of PUFs. Even in unstable PUFs, though, we can see two types of locations
(cells), whose values are stable and unstable, respectively, in generating repeated
responses. That is, PUFs commonly include two types of cells: one has a con-
stant output value of 0 or 1 and the other has an output value flipped randomly1.
Using the characteristics of PUFs, [12] took a ternary approach, which assigned
the third “random value” to the inconstant output value in addition to the val-
ues of 0 and 1. PUF stability and unpredictability were successfully enhanced by
the ternary approach; however, application of the ternary (or, more generally,
multiple-valued [12]) responses was limited since there were neither debiasing
methods nor FEs available for such ternary responses.

In order to take full advantage of the ternary approach described above, we
propose a ternary debiasing method that extracts uniform random-bit responses
from ternary PUF responses. With the proposed debiasing method, we also
present an extended FE structure that can handle ternary PUF responses. Since
the proposed debiasing method outputs binary values, we can apply a conven-
tional FE to the latter part of the extended FE. The stability and effectiveness
of the proposed debiasing method are demonstrated with two experiments with
simulations and latch PUFs (L-PUFs) implemented on an FPGA. We demon-
strate that the proposed method can obtain debiased random-bit responses that
are longer than those of conventional debiasing methods. The effectiveness of the
proposed FE is evaluated in terms of response length and authentication success
rate.

1 Note that the information about these locations is secret information.
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2 Related Work

2.1 Latch PUFs and Fuzzy Extractors

This paper focuses on an L-PUF [10,11], because it can be implemented on both
an ASIC and an FPGA, and available for generating ternary responses. Figure 1
shows an overview of an L-PUF consisting of n RS latches, in which the input
is a set signal and the output is an n-bit response. When the set signal changes
from 0 to 1, the RS latch temporarily goes to a metastable state and finally to
a stable state. Depending on the individual physical variation, such as the drive
capabilities of two NAND gates and the wire lengths between them, many RS
latches have a high probability of terminating at one specific state that outputs
0 or 1. As a result, the L-PUF generates unique responses for each LSI device.

Fig. 1. L-PUF block diagram.

However, some RS latches do not terminate at one specific state; their
responses change each time the input signal is received. Accordingly, we can
classify the outputs of RS latches into three types: (i) always 0, (ii) always 1,
and (iii) either 0 or 1 (a random number) for repeated input signals. In this paper,
we call RS latches with output types (i) and (ii) constant and type (iii) random.
Random latches have been considered to be noise. There are two conventional
approaches to suppressing noise in response generation: one is detecting random
latches in advance and removing from responses in authentication and another
is the use of error correction code (ECC) [2,6] to correct inconsistencies caused
by random latches in the response.

In particular, FEs are commonly used for the latter approach. Figure 2 shows
the block diagram of an FE [1] composed of an enrollment unit and a reconstruc-
tion unit. The enrollment unit consists of an ECC encoder and a universal hash
function [4,5], and generates secret information (key) K and helper data W from
an n-bit PUF response X and a m-bit (m < n) random seed S. The reconstruc-
tion unit consists of an ECC decoder and the same universal hash function as the
enrollment unit, and generates secret information (key) K from a regenerated
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Fig. 2. FE block diagram.

(noisy) PUF response X ′ and the helper data W . W is stored in nonvolatile
memory in this authentication scheme. It is known that if a PUF has enough
uniformity, entropy leak does not occur even if an attacker observes W [3].

The drawback of the conventional approaches is that they result in responses
with greatly reduced bit length. To solve this problem, [12] proposed a multiple-
valued approach that assigns the third, random value to the response bit of a
random latch. This method can improve the stability, and therefore increase the
entropy, of PUF responses in comparison with the conventional binary approach.
However, multiple-valued responses have not been combined with FEs until now.

2.2 Debiasing

Debiasing was proposed to increase the uniformity of PUF responses [8]. Note
that when a PUF response has significant bias, entropy leakage from the helper
data can occur even if the PUF response is stable. Here, let p0 and p1 be the
occurrence probability of 0 and 1 in the responses, respectively. p0 = 0.5 for the
case of an ideal unbiased PUF. In [8], a typical FE can generate secret infor-
mation from PUF responses without any leakage from the helper data if the
PUF satisfies the condition 0.418 ≤ p0 ≤ 0.582. The basic idea of debiasing is to
extract unbiased responses from biased PUF responses by a deterministic ran-
domness extractor. The classic deterministic randomness extractor (CDRE) [9]
proposed by von Neumann was used in the conventional work [8]. The CDRE
handles a PUF response with a pair of two consecutive bits. A pair is discarded
if both the bits are equal, whereas the first bit of the pair is retained as a debi-
ased bit if the bits are different. The resulting occurrence probability of 0 and
1 in a debiased result Y are equal, since both occurrence probabilities are p0p1,
respectively.

Figure 3 shows an FE block diagram with debiasing. Debiasing-E generates
a debiased response Y and debiasing data D from a PUF response X with the
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Fig. 3. FE block diagram with debiasing.

CDRE. The debiasing data D has a length of n/2 bits, indicating where bits are
discarded. Debiasing-R generates a debiased response Y ′ from a (noisy) PUF
response X ′ and debiasing data D. Table 1 shows the input-output relations of
debiasing using the CDRE for enrollment and reconstruction, where xi, x′

i, yi,
y′
i, and di are the ith (0 ≤ i ≤ n/2−1) bits of X, X ′, Y , Y ′, and D, respectively2.

Table 1. Debiasing using CDRE

Enrollment Reconstruction

Input Output Input Output

x2ix2i+1 yi di x′
2ix

′
2i+1 di y′

i

0 0 discard 0 0 - 1 0

0 1 0 1 1 - 1 1

1 0 1 1 - - 0 discard

1 1 discard 0

Figure 4 shows an example of debiasing using the CDRE. The method gen-
erates an unbiased response Y and debiasing data D from a biased response X
using the CDRE for enrollment. If two bits in a pair are not equal, the bit of the
2 Y and Y ′ do not have a precisely n/2-bit length. However, when x2i = x2i+1 (or
x′
2i = x′

2i+1), the output yi (or y′
i) is considered to have a “discard” value in order

to simplify the formulation.
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Fig. 4. Example of debiasing using CDRE.

debiasing data is 1; otherwise, it is 0. In reconstruction, the noisy response Y ′

is reconstructed based on D. In Fig. 4, an underlined bit indicates an error bit
compared with the original response bit in the enrollment. The use of debiasing
decreases the resulting response length. The expected entropy of Y (or Y ′) is
limited to np0p1 × (1 − pr), where n and pr are a response length of X (or X ′)
and an occurrence probability of a random latch, respectively. Note here that
the responses of random latches do not contribute to the entropy of Y , since
these responses are considered noise. As the bias of X increases, the resulting
response length decreases, suggesting that the PUF response length should be
increased to generate sufficient length for a biased PUF. If the implementation
cost size to increase the response length is nontrivial, a more efficient debiasing
method with lower overhead is necessary.

3 Multiple-Valued Debiasing

We propose an effective debiasing method applicable to ternary PUF responses.
The proposed debiasing generates a binary output and debiasing data from a
ternary response given by the enrollment method in [12]. It generates a (noisy)
debiased response from a (noisy) ternary response and the debiasing data in
reconstruction. The basic idea of the proposed debiasing method is to handle
an output of random latch r as an erasure bit and apply an ECC based on the
Hamming erasure distance. While the false detection of a random latch causes an
error in the multiple-valued response, the proposed debiasing generates a binary
output from a ternary input with error correction.

Figure 5 shows the error pattern of response bits in reconstruction, where
ps→s′ indicates the probability that a value s at enrollment is changed to s′ at
reconstruction. Note that correct reconstruction with no errors does not appear
in Fig. 5. The main reason for such errors is the false detection of random latches,
and therefore the probabilities p0→r, p1→r, pr→0, and pr→1 are large, whereas
the probabilities p0→1 and p1→0 would be very small. Under this assumption, we
can correct the error by generating y′

i based on minimum distance decoding, that
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Fig. 5. Error patterns of response bits in reconstruction.

the distance between r and 0 and between r and 1 is smaller than the distance
between 0 and 1. One such distance is the Hamming erasure distance, which is
taking account of an erasure channel, used in the proposed method.

Table 2 shows the input-output relations of the proposed debiasing method
in enrollment and reconstruction, where yi is the ith bit of a resulting response
Y , di is the ith bit of debiasing data D, and ti and t′i are the ith bits of a ternary
response in enrollment T and a (noisy) ternary response in reconstruction T ′,
respectively. The proposed method handles ternary responses with a pair of
consecutive digits, and then outputs 0 or 1 or discards it by the value of a pair.

Figure 6 shows an example of debiasing using the proposed method, where 0
and 1 at the ternary response are the outputs of the constant latch, and ternary
response is the output of the random latch. If t2i = t2i+1 the value of D is
di = 0, otherwise di = 1. yi = 0 when (t2i, t2i+1) is (0, 1), (r, 1), or (0, r),
while yi = 1 when (t2i, t2i+1) is (1, 0), (r, 0), or (1, r) according to minimum
distance decoding, assuming that r is an erasure bit in binary code. Let p0,
p1, and pr be the occurrence probabilities of 0, 1, and r, respectively. Here,

Table 2. Proposed debiasing

Enrollment Reconstruction

Input Output Input Output

t2it2i+1 yi di t′2it
′
2i+1 di y′

i

0 0 discard 0 0 - 1 0

1 1 discard 0 1 - 1 1

r r discard 0 r r 1 1

0 1 0 1 r 0 1 1

r 1 0 1 r 1 1 0

0 r 0 1 - - 0 discard

1 0 1 1

r 0 1 1

1 r 1 1
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(b) Reconstruction

Fig. 6. Example of proposed debiasing.

the occurrence probabilities of both 0 and 1 in Y are equal to p1p0 + p1pr +
prp0. In the reconstruction, the proposed method discards bits based on D, and
generates y′

i from (t2i, t′2i+1) based on the same minimum distance decoding as
in the enrollment. Note that the method can detect an error when di = 1 and
t2i = t2i+1, but it assigns the value of 1 to the error, since it cannot correct it
at this stage. The expected value of the resulting response’s bit length in the
proposed method is n × (p0p1 + prp1 + p0pr). Our method can exploit random
latches for increasing the entropy of PUFs, whereas the conventional method
cannot.

4 Performance Evaluation

4.1 Simulation Experiment

We first evaluate the proposed debiasing method with ternary responses ran-
domly generated, assuming L-PUF responses with 1,024 RS latches. In the sim-
ulation, we change the bias of the responses and the number of random latches.

Fig. 7. Average bias of resulting response after debiasing.
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Fig. 8. Worst-case bias of the resulting response after debiasing. (Color figure online)

We then compare the resulting uniformity (i.e., bias value) and output response
length of our method with those of the conventional method in [8].

Figures 7 and 8 show the average and worst bias of the resulting responses,
respectively. Here, the color maps in (a) and (b) indicate the results of the
conventional and proposed methods, respectively. The vertical axis indicates the
initial bias of response p0 (p0 indicates the probability of 0 from all the constant
latches) and the horizontal axis indicates the number of random latches in the
response. If the resulting bias p′

0 after debiasing is close to the ideal value (i.e.,
|p′

0 − 0.5| = 0), the map turns set to deep blue. If not, it is set to deep red. The
reddest point is |p′

0 − 0.5| = 0.1. Note that an FE should meet the condition
that |p′

0 − 0.5| ≤ 0.082 to generate secret information securely. The results of
Figs. 7 and 8 show that while both methods were, on average, satisfied with the
condition of the resulting biases, the conventional method did not satisfy this
condition on the worst-case biases in the experiment. However, we did confirm
that the proposed method satisfied this condition even in the worst case. This is
because the use of ternary response could increases the entropy of PUF response
[12] in comparison with binary response.

Fig. 9. Resulting bit length after debiasing for different original biases.
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Fig. 10. Resulting bit length after debiasing for different numbers of random latches.

Figures 9 and 10 show the bit lengths of the resulting responses generated
by the conventional and proposed debiasing methods for different biases and
numbers of random latches, respectively. In Fig. 9, both methods decreased the
resulting bit length as bias increased. In Fig. 10, our proposed method obtained
the longest bit length when the number of random latches was 300–400, because
the entropy of the ternary response is largest when the number of random latches
is 1/3 of all latches (i.e., 1,024). Note here that the resulting bit length of the
conventional method was unrelated to the number of random latches under the
experimental condition. These results show that the bit length generated by
the proposed method is larger than that of the conventional method for both
evaluations.

4.2 Experiment with FPGA Implementation

The proposed debiasing was then evaluated with actual responses obtained from
L-PUFs implemented on Xilinx Spartan6 FPGAs (XC6SLX150). We imple-
mented 30 L-PUFs, and each of them consisted of 1,024 RS latches. The constant
and random latches were determined using 256 challenges. If the output bits were
always 0 (or 1) for all challenges, the latches were considered to be constant. The
remaining latches were considered to be random.

Figure 11 shows the relation between the bias of the original response (T or X)
and the resulting response Y obtained from (a) the conventional and (b) the pro-
posed method, where the vertical axis indicates the bias of the resulting response
and the horizontal axis indicates the bias of the original (input) response. Note
here that obtained 30-bit positions are plotted in the figure. In this experiment,
both the conventional and proposed methods can reduce the response biases sig-
nificantly, with no significant difference between the two, because the percentage
of random latches is at most 10% of all the latches in this experiment. Figure 12
shows the bit lengths of the output responses by the conventional and proposed
methods.

The results also show that both methods decrease the resulting bit lengths
for large biases, as in the simulation; however, the proposed method can generate
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Fig. 11. Biases of resulting responses.

Fig. 12. Resulting bit length after debiasing for different original biases given from
L-PUFs.

a larger resulting bit length than the conventional method. Note here that the
number of random latches in the L-PUF is dependent on the technology and
physical layout. [12] states that the appropriate percentage of random latches
in an L-PUF is 30%. In such cases, the proposed method would be at a more
significant advantage.

5 FEs Based on the Multiple-Valued PUF

In this section, we present a new FE structure for multiple-valued responses [12]
and the proposed debiasing. We first describe the modeling for ternary PUF
responses to determine the design parameters, and then construct the proposed
FE and evaluate its performance in terms of resulting response lengths and
authentication failure rates.
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5.1 Modeling for Ternary PUF Responses

To design an efficient FE using the proposed method, we first investigated the
incorrect detection and miss rates of random latches. In this paper, for detecting
random latches, we use the detection method as above and in [12], which per-
forms challenges m times to identify the value of a PUF response. If the output
bits are always 0 (or 1) for all challenges, the latches were considered constant;
otherwise, they were considered to be random. If m is sufficiently large, we can
say that the miss rate of a random latch is negligibly small in enrollment. Hence,
we consider incorrect detections and misses of a random latch in reconstruction.
We calculate an incorrect detection and miss probability in reconstruction. We
assume here that a probability of outputting 1 (or 0) every challenge for the i-th
cell (0 ≤ i ≤ n − 1) is equal to Pi. The probability that the ith cell is constant
is Pm

i + (1 − Pm
i ) when challenges are performed m times. Here, if m is large

enough, it is assumed that the smaller of Pm
i and (1 - Pm

i ) is negligibly small
(when Pi = 0.5, it is 0.5m). For simplicity, let P ′

i be |Pi − 0.5| + 0.5, and the
probabilities of a constant and random latch are Pm

i and 1 - Pm
i , respectively.

Hence, if the number of challenges in enrollment is equal to that in reconstruc-
tion, an incorrect detection or miss by a random latch occurs on the ith cell with
probability Pm

i (1 - Pm
i ) in reconstruction. As a result, in the entire L-PUF, the

detection failure rate is 1−{1−(P ′
i )

m{1−(P ′
i )

m}}n. Note here that the detection
failure rate is calculated theoretically and therefore does not consider bit errors
in the PUF response due to noise. With the above calculation, we investigate
the histogram of random latches with a sufficient amount of challenges, and then
determine the most efficient m and ECC in terms of the detection failure rate
of random latches.

In this paper, we implemented an L-PUF with 1,024 RS latches on 3 FPGA
(Xilinx Spartan6 XC6SLX150) boards as an example, and calculated the his-
togram and detection failure rate of a random latch. Figure 13 shows the num-
ber of detected random latches for different numbers of challenges (i.e., m).

Fig. 13. Number of detected random latches for different numbers of challenges.
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The curve first increases and converges at around 10,000. As an example, we
determine P ′

i generated by 10,000 challenges in the experiment. Figure 14 show
a histogram of P ′

i on random latches. In this experiment, 535 random latches
are obtained from 1, 024 × 3 latches. It is clear from Fig. 14 that the number of
random latches whose P ′

i is close to 0.5 is much smaller than that whose P ′
i is

close to 0 or 1. This means that the above assumption that if m is large enough,
the smaller of Pm

i and (1 −Pm
i ) is negligibly small for a simple calculationis

met in most cells.
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Fig. 15. Relation between the detection failure rate of a random latch and the number
of challenges to detect random latches.

Figure 15 shows a detection failure rate calculated by the above histogram
for the L-PUFs. We confirm that the detection failure rate of random latches
exponentially decreases when the number of challenges increases. The detection
failure rate is 1.21 × 10−223 when m is 10,000. Note that the detection failure
rate does not account for noise-related bit errors in the PUF response. Thus, an
ECC in the proposed FE can be selected to cope with the calculated bit errors.
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5.2 FE Using Proposed Method and Its Evaluation

Figure 16 shows the block diagram of the proposed FE consisting of the (a)
enrollment and (b) reconstruction units. In enrollment, the proposed FE gener-
ates secret information K, helper data W , and debiasing data D from random
seed S and PUF response X. In reconstruction, the FE regenerates the secret
information K from a noisy PUF response X ′ and the debiasing data D.

We evaluated the proposed FE with the simulated responses described above
and compared it with those of the conventional FE [8]. The number of challenges
for detecting the three types of RS latches (i.e., m) was 100, and the detection
failure rate of random latches was 0.004. For comparison, we used connected
code for the ECC in the FE, a (24,12)-Golay code for the outer code, and a
(8,1)-repetition code for the inner code, as in [8].

Table 3 shows the authentication results for various biases and random latch
rates, where the bias ranges from 0 to 0.3 and the random latch rate ranges from
0 to 0.4. Here, the length of an original PUF response is |X|, the resulting bit
length after debiasing is |Y |, and the efficiency is |Y |/|X|. The authentication
failure rate is given as Pfail. We confirmed from Table 3 that the authentica-
tion success rate of the proposed method was 100%, even when the number of
random latches increased, while that of the conventional method was less than
20% at the lowest. The major reasons for this success are the higher stabil-
ity and improved error correction capability with the multiple-valued approach
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Fig. 16. FE block diagram with multiple-valued debiasing.
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Table 3. Comparison of debiasing results by conventional and proposed FEs

Bias Random latch Conventional method Proposedmethod

Pfall Efficiency Pfall Efficiency

0 0 0 0.252 0 0.245

0.1 0 0.250 0 0.300

0.2 0 0.246 0 0.320

0.3 0.003 0.250 0 0.331

0.4 0.316 0.248 0 0.330

0.1 0 0 0.240 0 0.240

0.1 0 0.236 0 0.286

0.2 0 0.237 0 0.312

0.3 0.013 0.243 0 0.328

0.4 0.434 0.240 0 0.327

0.2 0 0 0.204 0 0.209

0.1 0 0.212 0 0.259

0.2 0 0.216 0 0.299

0.3 0.010 0.222 0 0.310

0.4 0.327 0.229 0 0.314

0.3 0 0 0.157 0 0.162

0.1 0 0.172 0 0.220

0.2 0.002 0.184 0 0.264

0.3 0.240 0.195 0 0.287

0.4 0.829 0.203 0 0.300

in the proposed FE. While the number of challenges (m) has an impact on
authentification success rate, the results suggest that one hundred is sufficient
for successful authentification in this case. The efficiency |Y |/|X| of the proposed
method is almost always larger than that of the CDRE. If the ratio of random
latches increases (up to 0.3–0.4), the efficiency of the proposed method increases,
whereas the conventional CDRE has little impact on efficiency.

As shown in the above results, the proposed FE can decrease error bits that
should be corrected by ECC, and hence avoid using a costly strong ECC to
achieve a certain authentication success rate. In addition, for extracting a given
entropy, the proposed FE can reduce the number of RS latches in comparison
with conventional ones. Thus, the proposed method is superior to the conven-
tional method [8] in terms of authentication success rate and efficiency, which
leads to cost reduction for authentication and tamper-resistant cryptographic
modules.
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6 Conclusion

We proposed a new debiasing method for a stable and efficient extraction of
uniform binary responses from PUFs. We also showed the stability and effec-
tiveness of the proposed method with two simulation experiments and actual
responses obtained from latch-PUFs implemented on an FPGA. We also applied
the proposed method to the construction of an FE, and showed the advantages
of the proposed FE in terms of response length and authentication success rates
through experimental evaluation. Future work remains for designing a proper
ECC utilizing the capability of the proposed method. Additionally, we will eval-
uate the proposed method for other PUFs in the future.
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Abstract. In this work, we provide a concrete investigation of the gains
that can be obtained by combining good measurement setups and effi-
cient leakage detection tests to speed up evaluation times. For this pur-
pose, we first analyze the quality of various measurement setups. Then,
we highlight the positive impact of a recent proposal for efficient leakage
detection, based on the analysis of a (few) pair(s) of plaintexts. Finally,
we show that the combination of our best setups and detection tools
allows detecting leakages for a noisy threshold implementation of the
block cipher PRESENT after an intensive measurement phase, while
either worse setups or less efficient detection tests would not succeed in
detecting these leakages. Overall, our results show that a combination
of good setups and fast leakage detection can turn security evaluation
times from days to hours (for first-order secure implementations) and
even from weeks to days (for higher-order secure implementations).

1 Introduction

State-of-the-Art. The concrete evaluation of cryptographic hardware and soft-
ware against side-channel analysis (SCA) attacks is a complex and expensive
process. This is especially true in the case of implementations protected with
(combinations of) countermeasures, for which cryptographic engineers aim to
ensure that the leakages are noisy and carry little sensitive information. In this
context, minimizing the evaluation time (which we assume proportional to the
evaluation cost) generally benefits from a combination of three ingredients:

1. Obtaining good measurements, with high signal and minimum noise.
2. Simplifying the evaluation goals, e.g. from key recovery to simpler detections.
3. Optimizing the distinguishers, in particular their data and time complexity.

Despite its practical relevance, the first problem is rarely the primary focus in the
literature. Yet, several recent papers have highlighted the significant impact of
good setups for the evaluation of masked implementations [12], especially when it
comes to devices running at higher frequencies [2] or for the investigation of static
leakages [11]. The second problem typically illustrates the tradeoff between the
evaluation time and the accuracy of the conclusions in SCA. That is, the ultimate
goal of an evaluator is to obtain accurate evaluations of the worst-case security
c© Springer International Publishing AG 2017
S. Guilley (Ed.): COSADE 2017, LNCS 10348, pp. 264–281, 2017.
DOI: 10.1007/978-3-319-64647-3 16
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level of an implementation. Yet, in view of the higher cost of such worst-case
analyzes, an increasingly popular approach in SCA evaluations is to start with
simpler leakage detection tests, i.e., the test vector leakage assessment (TVLA)
methodology introduced by Goodwill et al. [9]. In this case, the goal is not to
estimate a key recovery success rate, but to detect whether the leakages depend
on the data manipulated by the device: an arguably easier task. Following, such
leakage detections can become the sole goal of the evaluation (which is then
limited to qualitative conclusions: see [18] for a recent discussion), or serve as
a preliminary step for more advanced (quantitative) investigations. Eventually,
the last problem has been the daily bread of researchers in SCA for the last
fifteen years, with various proposals of distinguishers optimized for efficiency or
genericity, in profiled or non-profiled attack settings, e.g. [5,6].

Our Contributions. In this paper, we investigate the extent to which a combi-
nation of good measurement setups and state-of-the-art leakage detection tools
can speed up the evaluation time for cryptographic implementations.

For this purpose, we start by comparing various measurement setups with
TVLA, taking advantage of the optimizations by Schneider et al. [17]. Our exper-
iments allow us to exhibit the significant impact of bad measurements (i.e. with
limited signal and a lot of noise), which can lead to incorrectly conclude about the
(in)security of a threshold implementation (TI) of the PRESENT block cipher.

Next, we study the gains that can be obtained by exploiting a more recent
proposal of TVLA, based on a partition of the measurements in two classes cor-
responding to two fixed plaintexts, next denoted as a fixed vs. fixed TVLA [8],
rather than a partition of the measurements in two classes where one class corre-
sponds to a fixed plaintext and the other class to random plaintexts, as originally
proposed in [9] and next denoted as the fixed vs. random TVLA. We show that
the fixed vs. fixed test allows a consistent reduction of the data complexity
needed for successful detections, with different factors depending on the signal
and noise of the target implementation.

Eventually, we pushed the investigation of our first-order TI in a very high
noise regime, typically corresponding to signal-to-noise ratios below 0.01, where
TIs are supposed to lead to high security levels. This experiment allows us to
exhibit a concrete case where 100 million measurements (corresponding to one
day of sampling) were not sufficient to spot any leakage with the fixed vs. random
test, whereas the fixed vs. fixed test leads to clear detections. It also leads to
an interesting change of the most informative statistical moment in the leakage
traces, from the third-order moment in low noise contexts to the second-order
one in high noise contexts, as predicted by theory [7].

Overall, these examples highlight that as the security level of an implemen-
tation increases, the impact of the gains due to a good measurement setup and
selection of optimized statistical tools is magnified. Put very simply, reducing the
evaluation time from 100 s to 1 s is a gain by a much larger factor than reducing
the evaluation time from 5 days to 1 day. Yet the second improvement is much
more relevant for evaluation laboratories for which time and cost are absolute
(rather than relative) metrics. The sound combination of state-of-the-art tools
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in this work therefore contribute to this important goal of minimizing evaluation
time (and cost).

2 Preliminaries

In order to make the paper self-contained, in this section we introduce notations
and provide background information about the statistical tools and measurement
setups considered throughout the paper.

2.1 Notations

We use capital letters for random variables and lower-case letters for their real-
ization. We denote vectors and matrices with bold notations and sets with cal-
ligraphic ones.

We refer to the targeted cryptographic device storing a private key as the
device under test (DUT). In order to assess the vulnerability of the DUT to
(higher-order) SCA attacks, we consider an evaluator with full knowledge of
the implementation and the ability to measure the current across the DUT. We
denote by T the set comprising m so-called SCA traces ti∈{1,...,m}, each of them
made of n time samples t

j∈{1,...,n}
i , collected while the DUT is fed with the

associated plaintexts xi∈{1,...,m}.

2.2 Leakage Assessment Methodology

The two versions of TVLA proposed in [9] (i.e., specific and non-specific) aim
to detect the existence of (possibly) exploitable leakages at a certain statisti-
cal moment on the DUT. Following the guidelines in [17], since our DUT is
equipped with a masking countermeasure (i.e., a first-order TI), we start our
practical investigations by considering the non-specific fixed vs. random TVLA.
Though this tool does not bring information about the hardness of mounting
successful attacks against the DUT, it comes in handy when examining the exis-
tence of leakages at higher-order moments (e.g., during prototyping) where, in
comparison with higher-order attacks, the number of required measurements
can be significantly reduced. To this end, the evaluator records two sets of mea-
surements T0 and T1, respectively associated to fixed and randomly generated
inputs (i.e., fixed vs. random), while keeping the device key constant. The test
does not require any prior knowledge of the DUT or assumption about how it
leaks (i.e., non-specific). More recently, with the aim of speeding up the detection
of leakages, the so-called non-specific fixed vs. fixed TVLA has been proposed by
Durvaux et al. [8] as a tweak of the aforementioned fixed vs. random version.
To that end, T0 and T1 are now associated to two fixed plaintexts (i.e., fixed
vs. fixed), an approach that has been shown to improve the signal, remove the
algorithmic noise intrinsic to the set of SCA traces associated with random plain-
texts, and thereby reduce the measurement complexity of security evaluations.
We should note that in order to guarantee a non-deterministic internal state of
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the DUT at the beginning of a new measurement, and therefore to avoid false-
positives, in both methodologies SCA traces must be collected in a randomly-
interleaved fashion. Then the two sets of traces are compared by computing the
Welch’s (two-tailed) t-test in a univariate fashion (i.e., individually at each time
sample j ∈ {1, . . . , n}):

t =
µ(T0) − µ(T1)√
σ2(T0)

|T0| + σ2(T1)
|T1|

,

where |.| is the sample size. The result determines if the samples have been
drawn from the same population, i.e., the null hypothesis. A typical significance
threshold to reject the null hypothesis in SCA evaluations, and therefore to
pinpoint the existence of first-order leakages in the DUT, is |t| ≥ 4.5. To enable
the detection of leakages at higher orders, SCA traces need to be preprocessed
accordingly (we omit the details but refer an interested reader to [17]).

2.3 Measurement Setups

In the following sections, the platform employed to conduct our practical exper-
iments is a SAKURA-G [1] featuring two Spartan-6 FPGAs (target and control)
built in a 45 nm technology and which has been especially designed for research
on hardware security, e.g., SCA attacks. The board provides three built-in attack
points (i.e., the two heads of a resistor and the output of an embedded amplifier)
to measure the voltage drop over the 1Ω shunt resistor placed in the Vdd path
of the target FPGA that, by means of the corresponding voltage regulator, was
supplied at 1.2 V. Since running the DUT at high frequencies, e.g., 24 MHz, is
known to harden the detection (and exploitation) of SCA leakages (i.e., due to
the intrinsic windowing effect), we clocked the target FPGA at 3 MHz.

In all the experiments, SCA traces were collected by means of a Teledyne
Lecroy HRO66Zi WaveRunner 12-bit digital oscilloscope (DSO) at a sampling
rate of 500 MS/s and a bandwidth limit of 20 MHz to reduce the environmental
noise. Besides, a passive probe (i.e., a SMA-to-BNC coaxial cable) that avoids the
additional noise induced by, e.g., active components in differential probes, was
used in all the experiments as well. Since practical investigations in this work
involved the analysis of millions of SCA leakages, our acquisition framework
was designed following the guidelines in [17], allowing us to perform millions of
measurements per hour by exploiting the sequence mode of the employed DSO.
It should be noted that the UART communication channel between the PC and
the control FPGA also contributes to increase the noise level in the SCA traces.
Therefore, we made sure that before triggering the DSO, the UART channel was
closed and remained in such state until the completion of the measurement.

Typically, when measuring the dynamic power consumption, it is advanta-
geous to remove the DC shift that, from the evaluator’s perspective, can be seen
as an additional source of noise. To this end, the most straightforward way is to
perform current measurements using the AC coupling mode of the DSO (from
now on termed setup 1 ). Further, quantization noise due to a low peak-to-peak
signal amplitude can exacerbate the measurement complexity of TVLA. To cope
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Table 1. Summary of the different setups considered in this work.

Coupling Amplifier Low Pass High Pass Pass Band

setup 1 AC 1 MΩ N/A
setup 2 DC 50 Ω N/A
setup 3 DC 50 Ω 0.1 to 5MHz
setup 4 DC 50 Ω 1.2 to 5MHz

with it, amplifiers, such as the ADI AD8000 embedded on the SAKURA-G board
(in the following called setup 2 ), can be employed to increase the amplitude of
the signal. In fact, security evaluators may use more elaborate setups featuring
a combination of AC amplifiers, DC blockers and/or hardware filters to max-
imize the signal (e.g., when targeting ultra low-power designs) and reduce the
noise (e.g., for masking schemes whose security level relies on having sufficiently
noisy leakages). To assess their benefits (but also the repercussions of capacitive
elements), we considered two more setups. In the so-called setup 3, we employed
an AC amplifier (i.e., ZFL-1000LN+ from Mini-Circuits), a DC to 5 MHz filter
(i.e., SLP-5+ from Mini-Circuits) and a DC blocker (i.e., BLK-89-S+ from Mini-
Circuits), whereas in setup 4 the DC blocker was replaced by a 1.2 to 800 MHz
filter (i.e., ZFHP-1R2+ from Mini-Circuits) that together with the SLP-5+ formed
a band pass filter around 3 MHz (the clock frequency of the DUT). A high-level
overview of all the aforementioned setups is given in Table 1.

3 Case Studies

After describing the tools employed in our analysis, in this section we provide
an overview of the two (hardware-oriented) countermeasures deployed in our
designs. More precisely, we start by describing a fully-serialized architecture of
a first-order TI of PRESENT. Next we detail the Gaussian noise engine that we
implemented on our target FPGA.

3.1 Threshold Implementations

In this work we considered the first-order TI technique introduced in [15], which
was designed to prevent any first-order leakage even in a glitchy hardware imple-
mentation. Following the principles of multi-party computation and secret shar-
ing, the sensitive variables and functions are implemented using at least s ≥ d+1
shares, where d is the algebraic degree of the targeted function. As in any other
(e.g., Boolean) masking scheme, the intermediate value x is represented using
a vector of s shares x = (x1, . . . , xs) such that x =

⊕s
i=1 xi. While a linear

function can be easily applied on each share with s instances in parallel, the
implementation of non-linear functions is not a trivial task. TI implements a
target non-linear function f as a vector of component functions f = (f1, . . . , fs)
such that every component function fi, where i ∈ {1, . . . , s}, is independent of
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at least one input share. Such a property is referred as the non-completeness
property and it is the main contribution of [15]. When the sharing is correct,
so-called correctness property, and the input shares are uniformly distributed, so-
called uniformity property (and which indeed are standard properties in mask-
ing schemes), then the non-completeness property provides probable security
against first-order SCA (even in the presence of glitches). It is noteworthy that,
if the outputs of the component functions are used as inputs in next parts of the
implementation, which is usually the case in symmetric-key algorithms, then the
uniformity of the shared functions and their outputs must be carefully exam-
ined. Whenever this property is not satisfied, different techniques to repair the
problem have already been proposed in the literature (see e.g., [13,16]).

First-Order TI of PRESENT-80. For our practical evaluations, we imple-
mented a serialized architecture of PRESENT-80, and more concretely, profile 2
as given in [16], where the 80-bit key is not represented in a shared form. First,
the plaintext (resp. the secret key) is loaded in parallel mode into the correspond-
ing state (resp. key) register which is made of 16 (resp. 20) 4-bit wide registers,
and that also behaves as a shift register. During the 16 first clock cycles within
a encryption round, the state and key registers provide the shared Sbox with the
corresponding 4-bit chunks (so-called nibbles). Eventually, when the 16 Sbox com-
putations are done, the PLayer and Key Schedule are performed during the last
clock cycle. Following the minimum settings of a first-order TI, the datapath is
represented using a 3-share Boolean masking, so all state (i.e., shift) registers and
PLayer instances have to be tripled.

For the TI representation of the PRESENT Sbox S(x), we exploited the
decomposition proposed by Moradi et al. [14]. In their work, the Sbox is decom-
posed into two quadratic bijections Q294 × Q299 such that S(x) = A3 ◦ Q299 ◦
A2 ◦ Q294 ◦ A1 where A1, A2 and A3 are affine functions. As it can be seen
in Fig. 1, where we provide a graphical representation of the resulting shared
Sbox, three intermediate registers (i.e., one per share) must be placed between
the component functions of the two quadratic bijections. By doing so, it is pos-
sible to disallow the propagation of glitches, which is required to ensure that the

A1 Q294 A2 Q299 A3

y1

y2

y3

z1

z2

z3

Fig. 1. Uniform first-order TI of the PRESENT Sbox in [14]
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non-completeness property is satisfied. As a result, each Sbox lookup now takes
two clock cycles. For more details we refer the interested reader to [14].

We used Xilinx ISE version 14.7 for design synthesis, implementation and
configuration of the board. Following the recommendations in [3] to satisfy the
non-completeness property, we used the KEEP HIERARCHY constraint when gen-
erating the bitstream of the crypto module. Note that this is needed to make
sure that the assumption of component functions leaking independently is not
violated (which might lead to undesired first-order leakages).

3.2 Gaussian Noise Engine

In [10], the authors investigated different FPGA-dedicated techniques to achieve
maximum levels of noise in SCA traces (i.e., to hide data-dependent leakages)
by configuring unused available logic. Xilinx FPGAs contain n-to-m Look-Up
Tables (LUTs) that, besides being used as a Boolean function generators, can
also be configured as 16-bit shift registers. This so-called Shift Register LUT
(SRL) mode is exploited by the authors of [10] to create r cycling registers
made of s LUTs in SRL mode that are initialized with the pattern 01...0101.
The enable signal of each cycling register is driven by a PRNG, in our case, a
LFSR with enough period to record up to 100 million traces. Only when both the
clock and enable signals are high, the power consumption will increase due to
the additional bit flips in the registers. The r and s parameters are used by the
designer to set respectively the variance and amplitude of the noise. Concretely,
we implemented a noise engine made up of r = 16 cycling registers, each of
them consisting of s = 100 LUTs in SRL mode. Since this module did not
have an output, we prevented the synthesizer from removing this unconnected
component by using SAVE NET FLAG and KEEP constraints. Further, in order to
not introduce algorithmic noise in the measurements, the PRNG (needed for
mask generation and TVLA) was implemented on the control FPGA as the
realization of AES-128 in CTR mode.

4 Comparing Setups with CRI’s Fixed vs. Random
TVLA

In this section we evaluate the ability of the aforementioned measurement setups
(see Sect. 2.3) to ease the detection of (higher-order) SCA leakages.

In the last years, the non-specific fixed vs. random TVLA has emerged as a
very popular technique for the SCA evaluation of cryptographic devices. For this
reason, and because recent academic works had used it to assess the security level
of higher-order TIs [4], we based our preliminary investigations on this technique.

As explained in the previous section, our DUT features a fully-serialized
architecture with small combinatorial circuits, and so with negligible algorithmic
noise. Therefore a relatively small number of measurements was expected to
suffice for our purposes, so we performed the analysis up to third-orders using
a set of 1 million SCA traces collected with fixed and random plaintexts in
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Fig. 2. Setup 1, fixed vs. random TVLA using 1 million traces

arbitrarily interleaved order. Note that, because we controlled the PRNG, we
systematically repeated this process for each setup.

A sample power trace (comprising the first encryption round of the targeted
design) recorded with setup 1 is shown by Fig. 2(a). In this setting, even lim-
iting the bandwidth of the DSO to 20 MHz and using its maximum vertical
accuracy (i.e., 1 mV/div), the traces were very noisy due to the small amplitude
of the signal. First, in order to verify the correct behavior of the measurement
framework and the DUT, we turned the PRNGs (in charge of mask generation)
off. As illustrated by Fig. 15(a) in AppendixA, TVLA reported clear first-order
leakages using 10 000 traces. As expected, when masks were enabled there was
no easy to detect first-order leakage using up to 1 million traces, see Fig. 2(b).
Further, extending the analysis to second- (security in combinational logic) and
third-orders (security in the memory elements) showed that such a number of
measurements was not high enough to detect second- (Fig. 2(c)) and third-order
leakages (Fig. 2(d)). By using traces collected from the amplified output pro-
vided by the SAKURA-G board (i.e., setup 2 ), and so with less quantization
noise due to the higher peak-to-peak signal (see Fig. 3(a)), made the detection
of third-order leakages feasible (Fig. 3(d)). Yet, second-order ones still remained
undetectable (Fig. 3(c)). Despite leading to a greater signal amplitude, similar
results were obtained by considering setup 3 (see Fig. 4). The strong windowing
effect induced by such setup is obvious. This is due to the DC blocker and the AC
amplifier that, according to the authors of [12], makes consecutive power peaks
overlap. Hence, such a behavior was expected for setup 4 as well. As we can
see in Fig. 5(a), the inclusion of the high pass filter changed the polarity of the
signal. Interestingly, in this case the existence of third-order leakages was pin-



272 S. Merino del Pozo and F.-X. Standaert

0 2.5 5 7.5 10

−4

−2

0

2

Time [µs]

V
ol

ta
ge

 [m
V

]

(a) Sample trace

0 2.5 5 7.5 10

−4

−2

0

2

4

Time [µs]

t

(b) 1st-order

0 2.5 5 7.5 10

−4

−2

0

2

4

Time [µs]

t

(c) 2nd-order

0 2.5 5 7.5 10
−5

0

5

10

Time [µs]
t

(d) 3rd-order

Fig. 3. Setup 2, fixed vs. random test TVLA using 1 million traces
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Fig. 4. Setup 3, fixed vs. random TVLA using 1million traces

pointed with a greater level of confidence than before (see Fig. 5(d)). Moreover,
and despite being featuring and AC amplifier, the aforementioned windowing
effect became negligible, as shown by Fig. 15(d) in AppendixA.

Figure 6 summarizes the results of these experiments. Figure 6(a) shows that,
due to the register-oriented architecture of the DUT, the non-specific fixed vs.
random TVLA cannot spot second-order leakages with up to 1 million SCA traces
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Fig. 5. Setup 4, fixed vs. random TVLA using 1 million traces
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Fig. 6. Fixed vs. random TVLA in function of the number of traces (absolute values)

with any of the setups. On the other hand, Fig. 6(b) highlights the importance
of having signals with enough peak-to-peak amplitude, as shown by the results
of setup 1 where the quantization noise led to unsuccessful results. To conclude
with this section, we should note that in comparison with setup 2 and 3, setup 4
reduced by a factor of ≈3 the measurement complexity for detecting third-order
leakages.

As a side-note, we finally mention that preprocessing the traces with digital
filters can be used to get rid of (a part of) the noise in the measurements.
By contrast, it cannot be used to improve the signal as enabled by the analog
amplifiers in our setups. Furthermore, in our experiments such a preprocessing
turned out to be only marginally useful for the best setups, confirming that good
measurements significantly simplify the statistical evaluation of leaking devices.
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5 Faster Leakage Detection with Fixed vs. Fixed TVLA

In the last section, we have shown the impact of choosing fine-tuned setup. Now,
we focus on the recently proposed non-specific fixed vs. fixed TVLA to evaluate
the extent to which it can improve the speed of convergence of the original non
specific fixed vs. random TVLA.

Following the same approach as in previous section, we collected 1 million
measurements with each setup. The only difference with previous experiments
is the partitioning, now based on two fixed classes. In order to get the best of
both TVLAs, we carefully selected the plaintexts such that they led to an optimal
signal. For the fixed vs. fixed TVLA, this amounts to select inputs that maximize
the Hamming distance (HD) between each two consecutive values in the register
(that we both control). For the fixed vs. random case, we only control one of the
values, and therefore can only guarantee a halved HD on average. Of course, such
an approach assumes a strong adversary with full knowledge and control over the
DUT. However, we should note that this is a natural assumption for, e.g., secure
hardware designers assessing the security level of a cryptographic device they
have engineered. At this point we should also note that, even in the case where
the two fixed plaintexts cannot be carefully selected (e.g., if the evaluator uses
two randomly selected plaintexts), the fixed vs. fixed TVLA (on average) allows
to double the signal in comparison with the fixed vs. random partitioning [8]. So
our careful selection of plaintext indeed helps to fasten the evaluations (i.e., the
goal of this paper) but does not affect the comparison between the two tests.

The results of the fixed vs. fixed TVLA at second- and third-orders are shown
in Figs. 7, 8, 9 and 10. For completeness, the corresponding results at first-orders
are provided by Figs. 16, 17, 18 and 19 in AppendixA. It is noteworthy that the
fixed vs. fixed approach not only exhibited third-order leakages with a higher
level of confidence (even with setup 1, which turned out to be unsuccessful in the
previous section), but it also enabled the detection of second-order leakages by
means of setup 2, setup 3 and setup 4. Hence, these results further confirm the
negative impact of having signals with limited peak-to-peak amplitude, which
can be mitigated thanks to the fixed vs. fixed TVLA.
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Fig. 7. Setup 1, fixed vs. fixed TVLA using 1million traces
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Fig. 8. Setup 2, fixed vs. fixed TVLA using 1million traces
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Fig. 9. Setup 3, fixed vs. fixed TVLA using 1million traces
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Fig. 10. Setup 4, fixed vs. fixed TVLA using 1 million traces

Finally, in order to compare the speed of convergence of both tests, we sum-
marize the aforementioned results in Fig. 11 as a function of the number of
traces. As clear from Fig. 11(a), the improvements at second-orders are signifi-
cant, and they also serve to reaffirm setup 4 as the best candidate among the
different setups considered in this work. Besides, we should also highlight the
results obtained for the third-order moments in Fig. 11(b), where we can notice
a reduction by a factor ≈4 on the number of required leakages for detections
with setup 2 and setup 3.
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Fig. 11. Fixed vs. fixed TVLA in function of the number of traces (absolute values)

6 Noisy Implementations and Intensive Evaluations

The last empirical results have shown the significant gains that we can obtain
by relying on the non-specific fixed vs. fixed TVLA. Yet, it remains largely
unclear whether such gains are due to increasing the signal or reducing the noise.
Motivated by this question, in this section we move towards a more challenging
scenario featuring a combination of masking and noise. In this new context the
noise is synchronous with the crypto core, and so filtering it out looks a hard
engineering task. All in all, in this setting all the gains coming from using the
fixed vs. fixed TVLA will be due to the improved signal.

Since we expected the combination of masking and noise to exacerbate the
required number of SCA traces to observe data dependencies at higher orders,
we only considered setup 4. Indeed, preliminary results with the PRNG disabled
already showed a reduction by a factor of ≈10 in the confidence to detect first-
order leakages (see Fig. 20 in AppendixA). Hence, when the PRNG was enabled,
we decided to collect up to 100 million measurements following both leakage
assessment techniques. As exemplified by the results in Fig. 12, the fixed vs.
random approach was not able to spot any sort of leakage. In order to make sure
that our results were not biased by a poor choice of the fixed class, we tested
different plaintexts that also led to analogous results. By contrast, Fig. 13 shows
that relying on the fixed vs. fixed TVLA, such amount of measurements suffices
to detect second-order leakages. Indeed, results in Fig. 14 reveal that ≈60 million
SCA traces can spot second-order leakages.

These results are well in line with theoretical expectations, which state that
lower-order moments become more informative when the level of noise is suffi-
ciently high [7]. They also confirm the effectiveness of generating additive noise
on top of a masked implementation to harden the detection of higher-order leak-
ages. More importantly, they show that even when the noise cannot be canceled
out, by increasing the signal (i.e., with the fixed vs. fixed TVLA) the number
of traces required to spot a higher-order leakage can be significantly reduced.
In such a context, where millions of traces must be acquired, even small gain
factors can save a lot of time and storage requirements to security evaluators.
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Fig. 12. Setup 4, fixed vs. random TVLA using 100million traces effected by noise
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Fig. 13. Setup 4, fixed vs. fixed TVLA using 100million traces effected by noise
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7 Conclusion and Open Problems

In this work we have investigated up to which extent the time required to per-
form SCA evaluations can be reduced by means of enhanced measurement setups
and statistical tools. Our preliminary investigations based on the popular fixed
vs. random TVLA have highlighted the necessity of using well-designed setups.
Besides, we have presented a fair comparison between it and its more recent coun-
terpart, the so-called fixed vs. fixed TVLA. Our results have shown the benefits
of the latter technique for reducing the measurement complexity of TVLA and
therefore its time and storage requirements. In this regard, we refer to our last
case study where a first-order TI was combined with a noise engine to harden the
detection of higher-order leakages. In such a scenario, where millions of traces are
first collected and analyzed afterwards, even small gain factors can save critical
measurement time. In our concrete case, we were able to collect up to 100 million
traces in 20 h. So, a multiplication by a factor 4 (that we would expect if a suc-
cessful detection had to be based on the fixed vs. random TVLA) would already
correspond to several days of computation. This impact will be further amplified
for higher-order masked implementations, e.g., multiplying the evaluation time
respectively by 8 and 16 for third- and fourth-order secure implementations,
and so turning it from days to weeks. In this respect we finally note that if the
evaluator is able to control the masks during the acquisition, he can average the
samples before raising them to the some power and therefore mitigate the noise
amplification due to masking, as detailed in [18].
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Fig. 15. (PRNG OFF) fixed vs. random TVLA using 10k traces
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Fig. 16. Setup 1, first-order fixed vs. fixed TVLA using 1 million traces
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Fig. 17. Setup 2, first-order fixed vs. fixed TVLA using 1 million traces
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Fig. 19. Setup 4, first-order fixed vs. fixed TVLA using 1 million traces
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Abstract. Cryptographic implementations are vulnerable to side-
channel analysis. Implementors often opt for masking countermeasures
to protect against these types of attacks. Masking countermeasures can
ensure theoretical protection against value-based leakages. However, the
practical effectiveness of masking is often halted by physical effects such
as glitches and distance-based leakages, which violate the independent
leakage assumption (ILA) and result in security order reductions. This
paper aims to address this gap between masking theory and practice in
the following threefold manner. First, we perform an in-depth investiga-
tion of the device-specific effects that invalidate ILA in the AVR micro-
controller ATMega163. Second, we provide an automated tool, capable
of detecting ILA violations in AVR assembly code. Last, we craft the
first (to our knowledge) “hardened” 1st-order ISW-based, masked Sbox
implementation, which is capable of resisting 1st-order, univariate side-
channel attacks. Enforcing the ILA in the masked RECTANGLE Sbox
requires 1319 clock cycles, i.e. a 15-fold increase compared to a naive
1st-order ISW-based implementation.

Keywords: Masking · AVR · Verification tool · Simulator · Indepen-
dent leakage assumption · Distance-based leakage · RECTANGLE · SCA

1 Introduction

Nowadays, the explosive growth of the “Internet of Things” (IoT) is reshaping
modern society, pervading its infrastructure and communications. The rapid
price drop in IoT components has transformed everyday products, enhancing
them with network connectivity and information exchange capabilities. Amidst
this new status quo, devices, ranging from cheap sensors to expensive vehicles,
are required to maintain a heightened level of theoretical and physical security.
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For instance, side-channel attacks (SCA) allow adversaries to recover sensi-
tive data, by observing and analyzing the physical characteristics and emanations
of a cryptographic implementation [19]. Such physical attacks motivated research
towards countermeasures that perform noise amplification, thus hindering the
adversary’s recovery capabilities. A common choice for provably secure, noise-
amplifying software countermeasure is masking [9,18]. Masking employs secret-
sharing techniques that establish theoretical security against the value-based
leakage model. Rephrasing, masking secures implementations against adversaries
that can only extract information about the value being processed at a given
time. This underlying assumption is often referred to as the independent leakage
assumption (ILA) [24]. Unfortunately, the exact values under manipulation are
not always visible at a given layer of abstraction, e.g. at assembly code and such
a limited adversarial model is not applicable in many practical, software-based
scenarios. For instance, devices often exhibit distance-based leakages, which can
reduce the security of the masking countermeasure [1,14]. Likewise, coupling
effects [24] and glitches [20] can pose similar security hazards.

This work attempts to bridge the gap between theory and practice in the
masking countermeasure with the following threefold contribution. First, we
investigate several effects that violate ILA in an ATMega163 microcontroller
and subsequently, we establish solutions that mitigate these issues. Second, we
use this knowledge in order to build an assembly-oriented tool that is capa-
ble of detecting ILA violations in AVR-based masked implementations. Third,
assisted by the developed tool, we craft the first (to our knowledge) 1st-order
masked implementation in ATMega163 that is capable of resisting 1st-order,
univariate attacks. In other words, we enforce the ILA in order to severely
limit the informativeness of 1st-order leakages, forcing the adversary to resort to
2nd-order attacks. As a proof of concept, we develop a “hardened” 1st-order,
ISW-based [18], bitsliced Sbox for the RECTANGLE cipher [35]. The “hard-
ened” implementation requires 1319 clock cycles, a 15-fold increase compared to
a “naive” 1st-order, ISW-based, bitsliced Sbox of the same cipher.

The rest of this paper is organized as follows. In Sect. 2, we provide prelimi-
naries w.r.t. masking, the experimental setup and the evaluation techniques we
employ. In Sect. 3 we offer a detailed description of all the ILA-breaching effects
that we have identified in ATMega163. Section 4 discusses the development of
the assembly verification tool. Section 5 details the construction of a “hardened”
RECTANGLE, 1st-order masked Sbox for ATMega163. We conclude and discuss
future work in Sect. 6.

2 Background

2.1 Boolean Masking and Order Reduction

Chari et al., Goubin et al. and Messerges [9,15,21] were among the first to suggest
splitting intermediate values with a secret sharing scheme, in order to force attack-
ers to analyze higher-order statistical moments. Analytically, a dth-order Boolean
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masking scheme splits a sensitive value x into d+1 shares (x0, x1, . . . , xd), as shown
below.

x = x0 ⊕ x1 ⊕ · · · ⊕ xd (1)

The shares (x0, x1, . . . , xd) are also referred to as the (d + 1)-family of shares
corresponding to x [26]. Given that the ILA holds and assuming sufficient noise,
it has been shown that the number of traces required for a successful attack
grows exponentially w.r.t. the order d [9,23]. Several implementation options
have been suggested for the masking countermeasure, ranging from lookup-table
techniques [11,32] to GF -based circuits [8,16,18,26].

In parallel with the development of masked implementations, side-channel
research focused on the practical evaluation of the countermeasure. Balasch
et al. [1] put forward the concepts of value-based and distance-based leakages, as
well as the notion of order reduction. We briefly restate their definitions below.

Value/Distance-Based Leakage Function. A leakage function L(.) consists
of a deterministic part Ld(.) and random additive noise N . The leakage function
is value-based if Ld(.) can only take arguments from the set of intermediate
values produced by the masking scheme. The leakage is distance-based if Ld(.)
can take arguments from the set that contains all possible pairwise combinations
of intermediate values. The combination can imply operations such as XOR,
concatenation, etc.

Order-Reduction Theorem. A dth-order secure masking scheme under value-
based leakages is �d

2�th-order secure under distance-based leakages.
The applicability of the order-reduction theorem has been verified experi-

mentally by Balasch et al. [1] for orders d = 1, 2 in AVR-based and 8051-based
devices. De Groot et al. [14] have verified experimentally the theorem’s applica-
bility for orders d = 1, 2 in the ARM Cortex-M4.

2.2 Experimental Setup and Evaluation

The implementation and SCA evaluation is performed on a smartcard equipped
with an 8-bit, AVR-based ATMega163 microcontroller1. The device features a
4.4 MHz clock, 1024 bytes of SRAM and 17 Kbytes of Flash memory. The acqui-
sition of power traces is carried out using the Riscure PowerTracer2 and the
Picoscope 5203 oscilloscope. The sampling rate is set at 31.5 MSamples/sec and
the only post-processing applied is signal alignment.

The evaluation of the actual security order of a masking scheme is, in gen-
eral, an open problem. We often face the limited attack scope, i.e. a given attack
may not be able to exploit the available leakage due to e.g. an unsuitable choice
of intermediate values or an incorrect power model. To address this problem,
generic side-channel distinguishers and extensive profiling techniques have been
developed [3,28,33]. In this work, we opt for the leakage detection methodol-
ogy [10] which prioritizes leakage detection over leakage exploitation, speeding
1 http://www.atmel.com/images/doc1142.pdf.
2 https://www.riscure.com/security-tools/hardware/power-tracer.

http://www.atmel.com/images/doc1142.pdf
https://www.riscure.com/security-tools/hardware/power-tracer
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up certain evaluation aspects. In detail, we employ the random vs. fixed, non-
specific, 1st-order t-test. We perform a random vs. fixed acquisition and obtain
two distinct tracesets Sfixed and Srandom, under the same encryption key. The
input plaintext for Sfixed is set to a fixed value, while for Srandom, the input
is uniformly random. The implementation receives the fixed or random plain-
text in a non-deterministic and randomly-interleaved way (as recommended by
Schneider et al. [27]). Following the data acquisition, the 1st-order t-test will
assess whether the two sets Sfixed, Srandom stem from the same population,
using the following statistical test.

Hnull : μfixed = μrandom

Halt : μfixed �= μrandom (2)

w =
μfixed − μrandom√

σ2
fixed

n + σ2
random

m

υ =
(σ2

fixed

n + σ2
random

m )2

σ4
fixed

n2(n−1) + σ4
random

m2(m−1)

(3)

Parameters μx and σ2
x are the estimated mean and variance of set x; n and m

denote sizes of sets Sfixed and Srandom respectively. The null hypothesis Hnull

is rejected at a given level of significance α (often set to 0.99999), if |w|> tα/2,υ,
where tα/2,υ is the value of the Student t distribution with υ degrees of freedom.
In the evaluation context, rejecting Hnull implies leakage detection, i.e. potential
evidence of an ineffective masking scheme.

In this paper, we will use the t-test as a detection tool w.r.t. ILA-breaching
effects and their solutions (see Sect. 3). Still, we will also employ 1st-order CPA
methods [7] in order to demonstrate the exploitability of such effects. In order to
reduce the computational cost of the evaluation, we use the memoryless formulas
suggested by Schneider et al. [27] and the incremental approach for CPA by
Botinelli et al. [6].

3 ILA-Breaching Effects

In this section, we present three effects identified in the ATMega163 microcon-
troller that breach ILA and pose a hazard to any masking scheme’s security.
Analytically, the effects below demonstrate that independent computations do
not necessarily lead to independent leakages and thus, the order-reduction the-
orem can become applicable.

Every effect (Sects. 3.1, 3.2 and 3.3) is described as a standalone, assembly-
based scenario that manipulates two 4-bit shares x0, x1 originating from the
sensitive, key-dependent, 4-bit value x, such that x = x0 ⊕ x1. The shares x0,
x1 are always manipulated in a theoretically sound manner, adhering to the
masking scheme’s requirements, i.e. we never combine the shares directly (e.g.
via an exclusive-or instruction eor x0, x1).

For all the described scenarios, that are theoretically sound, we show experi-
mentally that ILA is not fulfilled by employing 1st-order, univariate techniques.
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Namely, we perform correlation-based analysis [7], computing the correlation
coefficient ρ between the Hamming weight of the sensitive, key-dependent value
x and the experimentally acquired traceset. To maintain a wide attack scope, we
also use the leakage detection methodology [10,27] and compute the 1st-order,
random vs. fixed t-test. We conclude every scenario by suggesting possible solu-
tions that enforce ILA. Restating Balasch et al. [1], as we are always limited by
the traces at hand, we cannot rule out the existence of 1st-order leakages, yet we
establish that their informativeness is limited compared to 2nd-order leakages
in the target device. Note that extra care is taken in order to assess all effects
independently, i.e. we use the suggested solutions so as to isolate the effect under
discussion from the rest.

The analyzed effects can manifest in several data storage units (e.g. regis-
ters, SRAM/Flash memory cells, I/O buffers, etc.) and may relate to different
instructions of the AVR ISA3, leading to a very large number of potential sce-
narios. In order to maintain a feasible scope, we limit our discussion to storage
units and instructions that are often encountered in the context of cryptographic
implementations, i.e. SRAM memory accesses and logical instructions.

3.1 Overwrite Effect

The overwrite effect is observable when a share gets overwritten by a different
share from the same family. For instance, if share x0 in a data storage unit (regis-
ter, memory cell, etc.) gets overwritten by share x1, then the power consumption
correlates with the number of bits switched i.e. x0 ⊕x1. This effect was observed
by Daemen et al. [30] and later revisited by Coron et al. [12].

Below, we address the most common situations in which overwriting arises dur-
inga cryptographic implementation.Weperformtwoexperiments: a register-based
overwrite via the instruction mov x0, x1, and a memory-based overwrite via the
instruction st SRAM x0, x1. The experiments are described in Listings 1.1 and 1.2.
Their analysis follow in Fig. 1.

We confirm that overwriting is indeed an ILA-breaching effect, manifesting
both in registers and SRAM memory. Note that the exploitability of the effect
varies according to the data storage unit: in ATMega163, register-based over-
writing can be exploited with roughly 500 traces (Fig. 1a), while memory-based
requires at least 40k traces (Fig. 1c). Preventing register and memory-based over-
writes is straightforward: the corresponding register (or memory cell) needs to
be cleared in advance.
1 ; s h a r e x0 i n r17
2 ; s h a r e x1 i n r23
3 mov r17 , r23
4 ;
5 ;

Listing 1.1. Register overwrite
experiment.

1 ; s h a r e x0 i n SRAM 0x0080
2 ; s h a r e x1 i n r17
3 l d i r27 , 0 x00
4 l d i r26 , 0 x80
5 s t X, r17

Listing 1.2. Memory overwrite
experiment.

3 http://www.atmel.com/images/Atmel-0856-AVR-Instruction-Set-Manual.pdf.

http://www.atmel.com/images/Atmel-0856-AVR-Instruction-Set-Manual.pdf
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(a) Register overwrite, 1st-order CPA, HW
model, 500 traces.

(b) Register overwrite, 1st-order t-test, 5k
random vs. 5k fixed.

(c) Memory overwrite, 1st-order CPA, HW
model, 65k traces.

(d) Memory overwrite, 1st order t-test, 50k
random vs. 50k fixed.

Fig. 1. Register/memory-based overwrite effects

3.2 Memory Remnant Effect

The memory remnant effect is a leakage originating from consecutive SRAM
accesses to shares of the same family. Assume that shares x0, x1 are stored in
SRAM cells and get accessed sequentially. Naturally, the first access leaks share
x0 (value-based leakage), yet it also creates a “remnant” of x0. The second access
will leak the transition of the share x1 and the remnant x0, reducing the security.

1 ; s h a r e x0 i n 0 x0080
2 ; s h a r e x1 i n 0 x0090
3 l d i r27 , 0 x00
4 l d i r26 , 0 x80
5 l d r17 , X
6 l d i r27 , 0 x00
7 l d i r26 , 0 x90
8 l d r20 , X
9 ;

10 ;

Listing 1.3. Memory remnant
experiment.

1 ; s h a r e x0 i n 0 x0080
2 ; s h a r e x1 i n 0 x0090
3 l d i r27 , 0 x00
4 l d i r26 , 0 x80
5 l d r17 , X
6 l d i r17 , 0 x00
7 l d i r26 , 0 x85
8 l d r17 , X
9 l d i r26 , 0 x90

10 l d r20 , X

Listing 1.4. Clearing remnant
experiment.
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We address the remnant scenario with two experiments. Listing 1.3 demon-
strates how two consecutive SRAM accesses ld rA, SRAM x0, followed by ld
rB, SRAM x1 produce the remnant effect. Second, in Listing 1.4, we show how
clearing the register and accessing an unrelated SRAM address (0x0085) can
remove the remnant.

As shown in Figs. 2a and b, consecutive SRAM accesses can potentially lead
to ILA violations. Exploiting (in a univariate manner) the memory remnant
effect in ATMega163 needs less than 500 traces with our setup. Preventing the
effect requires the clearing of the register and the insertion of a dummy SRAM
access. Alternatively, the implementor could ensure that same-family shares are
not accessed sequentially. Note also that the st instruction produces a similar
effect. We speculate that the memory remnant effect is caused by the structure
of the memory access mechanism and potentially, the pipelining stages.

(a) Memory remnant effect,1st-order CPA,
HW model, 500 traces.

(b) Memory remnant effect, 1st-order t-test,
5k random vs. 5k fixed.

(c) Clearing remnant effect,1st-order CPA,
HW model, 100k traces.

(d) Clearing remnant effect, 1st-order t-test,
100k random vs. 100k fixed.

Fig. 2. Memory-based remnant effect

3.3 Neighbour Leakage Effect

The neighbour leakage effect implies that accessing or processing the contents
of a data storage unit will cause leakage in another unit as well. For example,
assume that share x0 is stored in register rB and share x1 is being processed in
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register rA. Assume also that the registers rA, rB are subject to the neighbour
leakage effect. Processing rB will produce a value-based leakage of x0. At the
same time, the neighbouring leakage effect will cause rA to leak the value of
x1, resulting in transition between shares and the recovery of sensitive value x.
The following two experiments (Listing 1.5) verify the neighbour leakage effect
between registers r2, r3, i.e. a share stored in r2 leaks when manipulating r3
and vice-versa.

1 ; c l e a r a l l r e g i s t e r s
2 ; s e n s i t i v e ’ x ’ i s i n the s e l e c t e d r e g i s t e r ( r2 OR r3 )
3 mov r0 , r0
4 nop ; 5 t imes
5 mov r1 , r1
6 nop ; 5 t imes
7 mov r2 , r2
8 nop ; 5 t imes
9 mov r3 , r3

10 nop ; 5 t imes
11 . . .
12 mov r31 , r31

Listing 1.5. Neighbour leakage experiment for r2 and r3.

(a) Correlation ρ(HW (x0), traceset), r2-r3,
5k traces.

(b) Correlation ρ(HW (x0), traceset), r3-r2,
5k traces.

Fig. 3. Neighbour-based leakage effect

As shown above, we use the same code from Listing 1.5, but in the first
time we put the sensitive variable x into register r2 (only line7 should result
in leakage). In the second time, we put the sensitive value into the register r3
(only line 9 should leak). However, Fig. 3 shows that both register accesses leak.
As a result, we have identified a pair of data storage units (r2,r3) that exhibit
the neighbour leakage effect. Note that in this case the effect is symmetrical,
i.e., r2 triggers r3 and vice-versa (Figs. 3a and b). We also observed that the
effect is persistent, i.e. the mov instructions will trigger the same behavior, even
if performed later (not necessairly in order as in Listing 1.5). We run the same
experiment in order to identify all possible neighbour leakages in the register
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file (all pairs in set {r0,...,r31}). The results are available in the Appendix,
matrix R. The issue mostly affects consecutive registers, although exceptions
exist, e.g. register r0. We did not identify a similar effect in SRAM memory, yet
our experiments were limited to a small region of cells. Neighbour-like effects
have been observed in consecutive instructions, yet it remains open whether
they are cause by proximity or they stem from other effects. We speculate that
they relate to the structure of the register file and likely involve the storage and
multiplexing mechanism of the registers. Given the pairwise manifestation of the
effect, we speculate a pair-based organization of the register file. Still, note that
it is hard to link architectural options at the hardware layer directly to side-
channel effects. As a solution to the neighbour effect, the developer can opt to
avoid storing shares in hazardous registers and keep a safety distance between
consecutive instructions. Alternatively, he can store all shares in SRAM, except
for the ones currently in use.

Summing up, we stress the following focal points regarding the ILA-breaching
effects and their solutions:

– All identified effects are device-dependent, i.e. there is no hard guarantee that
they are observable and reproducible in different AVR-based microcontrollers,
let alone different architectures such as ARM, TI, PIC etc. Both intra-AVR
and inter-architectural observability of the effects remains open.

– The effects are often counter-intuitive when viewed in the assembly layer of
abstraction. They originate from the hardware and/or the physical layer, thus
can only be detected via experimental evaluation. Linking the assembly ILA-
breaching effects to a particular hardware component or physical phenomenon
is non-trivial [24,29], especially without knowledge of the underlying chip
architecture and properties.

– Since the effect’s detection requires experimental evaluation, different instruc-
tions or code arrangements can potentially lead to additional, unidentified
ILA-breaching effects. Still, we maintain that it is possible to construct “hard-
ened” masked operations in ATMega163 by removing the identified effects
(see Sect. 5). It remains open whether the suggested solutions are computa-
tionally optimal or more efficient clearing techniques can be identified.

The takeaway message of this section is that assembly-level soundness cannot
enforce ILA and hence 1st-order security, due to the nature of the breaching
effects. However, it is possible to acquire sufficient knowledge about effects and
solutions in a particular device. These non-intuitive checks discussed above can
be subsequently integrated into a code-checking tool which can identify such
effects in assembly code.

4 Leakage Detection Tool

Several tools that can help designers of cryptographic systems were already
suggested and discussed in literature.
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SILK4 presented in 2014 [31] can be used to generate simulated traces based
on C++ code. Thus, it allows to generate tracesets during the early stages of
development, in order to test an implementation against any attack. However,
SILK works only with high level, C++ source code and can not take into account
reordering or replacement (even removal) of instructions that is often used by
compilers during optimization. Also, this tool does not detect flaws in imple-
mentations, it only allows to easily generate simulated traces.

A tool based on formal verification was presented at EUROCRYPT in
2015 [2], capable of detecting design flaws in masking schemes. This tool can
analyze programs written using the EasyCrypt framework and its language and
it requires the designer to transform the original implementation (e.g. assembly
or C code) to EasyCrypt. Unfortunately, errors could potentially be introduced
during this process and there is no guarantee that the program written using
EasyCrypt will be equivalent to the program in the original programming lan-
guage. To the best of our knowledge, free automated tools that can transform
C or assembly (or other languages that are often used for development of cryp-
tographic software in embedded systems) programs to EasyCrypt do not exist.
Moreover, this tool is not opensource and thus can not be used by the developer
community.

A simulation-based tool that can be used to analyze masking implemen-
tations was presented at FSE in 2016 [25]. It can be used with software and
hardware implementations and it requires only high-level implementation source
code, such as C language. Due to this fact it can also be blind to re-arrangements
of operations (which can lead to side-channel leakage) created by the compiler.
Until today, the source code of this tool also remains unavailable5.

4.1 ASCOLD

In order to assess the security of implementations at the assembly level, we
developed a tool called ASCOLD, standing for Assembly Code Leakage Detec-
tion tool. The tool is written in python and the source code is available on our
website6. ASCOLD uses assembly code as its input in order to run a simulation
while checking for potential issues that can cause side-channel information leak-
age. The tool is compatible only with assembly code (which can be used as is
during the development or extracted from the compiled binary file). Thus it is
possible to be sure that the executed code will be exactly the same as the code
which is analyzed. Otherwise, it becomes impossible to provide any guarantees
on the quality of the analysis, i.e. be sure that no additional issues are introduced
during compilation.

The simulation run by the tool does not use an instance of an execution
i.e., we do not use specific values in order to run the program. ASCOLD starts
a program in an initial state and propagates all changes such as combinations

4 http://www.ulb.ac.be/di/dpalab/download/SILK v0.1.zip.
5 We have contacted the author, there is intention to eventually publish the code.
6 https://github.com/nikita-veshchikov/ascold.

http://www.ulb.ac.be/di/dpalab/download/SILK_v0.1.zip
https://github.com/nikita-veshchikov/ascold
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of values, their modifications and replacements of one value by another. More
precisely, it keeps track of which shares or combinations of shares are stored
in each register (or memory cell). During any arithmetic or logical operation,
shares stored in different operands are verified, specifically we check whether we
combine different shares of the same family without randomizing beforehand.
Note that not all combinations are hazardous, yet we opt for such a conservative
approach in order to speed-up the verification process.

In the same way, we verify the implementation for the device-specific
distance-based leakages for every arithmetic/logical operation, SRAM store or
load instruction that is executed. Analytically, we verify whether the previously
stored value and the new value cause the overwrite effect Sect. 3.1. Similarly, our
tool checks the load/store instructions for remnant effects discussed in Sect. 3.2.
In addition, it features the matrix R of neighbours, which represents registers
that can leak while another register is used (neighbour leakage effect, Sect. 3.2).
In order to bootstrap the whole simulation, the developer needs to provide a
configuration file. The configuration file is a simple text file that contains infor-
mation about the initial state of the system i.e., it describes which registers or
addresses in memory contain different secret shares of sensitive values. As the
result of the simulation, ASCOLD prints out a line number and the rule that
was violated by the program.

ASCOLD works with the AVR family of microcontrollers, it implements the
most common memory instructions such as load and store as well as a set of com-
monly used (in cryptography) instructions such as arithmetic operations (add,
mul, . . . ) and logical operations (and, eor, or, . . . ). The same core principles
can be applied in order to build a similar tool for a different instruction set or
to add new AVR instructions supported by newer microcontrollers.

Limitations. The current version of our tool incorporates our findings which are
based on the ATMega163, other models of microcontrollers might have slightly
different (even additional) issues that cause unintentional information leakage.
Among other things, leakage described in Sect. 3.2 is more likely to be different
(affecting different sets of registers) in other models of AVR microcontrollers.
ASCOLD does not take into account the effects of pipelining which might be
an issue in case of a microcontroller which can potentially handle two different
shares of the same sensitive value (at different stages of the pipeline) during the
same clock cycle. We did not implement all AVR instructions, most importantly
the current version of ASCOLD does not support loops. However, we imple-
mented the most commonly used instructions and new instructions/rules can be
added due to the tool’s extensibility. The lack of jump instructions (loops) can
be disregarded via loop-unrolled implementations.

5 Hardened 1st-Order Masked Sbox for RECTANGLE

We have discussed the ILA-breaching effects in Sect. 3 and integrated these obser-
vations in the ASCOLD tool, described in Sect. 4. The current Section builds up
on these advances by putting forward a “hardened”, 1st-order masked, ISW-based
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RECTANGLE Sbox. The desired aim is to produce an assembly-based, lightweight
Sbox implementation that is secure against 1st-order, univariate attacks, hence
forcing the attacker to resort to 2nd-order and/or multivariate techniques.

Our implementation opts for a bitsliced [5,13] representation, due to both
the bitsliced structure of RECTANGLE and to the GF (2)-oriented nature of the
ISW countermeasure. We employ a bitslicing factor of 2, i.e. we exploit the 8-bit
AVR architecture in order to process two 4-bit Sboxes in parallel (nibble-slicing).
The Sbox is decomposed into GF (2) operations which can be accelerated by via
SIMD-like, 8-bit assembly instructions. The decomposition suggested by Zhang
et al. [35] is optimal w.r.t. GF (2) multiplicative complexity, since Grosso et al. [17]
established that the minimum number of non-linear operations required by 4× 4
Sboxes is 4.

In order to “harden” the Sbox, we use the solutions suggested in Sect. 3 and
follow two approaches: efficient and conservative. In the efficient approach, after
processing any share, we clear the registers on a need-to basis and insert dummy
ld instructions to avoid overwrite and remnant effects. We avoid neighbouring
leakage effects by always storing the shares in SRAM, i.e. the register file contains
only the shares used by the current instruction. In the conservative approach,
we perform all the afore-mentioned clearing techniques. In addition, we insert
dummy st instructions and perform thorough register/memory clearing. Both
efficient and conservative approaches are applied to every single instruction of
the implementation, i.e. the cost is linear w.r.t. the number of instructions that
manipulate masked shares. The resulting computational overhead is significant:
the efficient “hardened” Sbox implementation runs in 993 clock cycles, i.e. almost
12 times slower compared to the “naive” 1st-order, ISW-based RECTANGLE
Sbox, which runs in 87 clock cycles. The conservative “hardened” Sbox imple-
mentation requires 1319 clock cycles, i.e. it is 15 times slower. Table 1 contains a
comparison between “naive” 1st-order, “naive” 2nd-order and efficient/conserv-
ative “hardened” 1st-order bitsliced implementations of the RECTANGLE Sbox
in AVR assembly.

Using the random vs. fixed t-test, we evaluate the efficient and conservative
“hardened” 1st-order Sboxes, as well as the “naive” 1st-order Sbox. Using a 25k
random vs. 25k fixed t-test does not yield any statistically significant leakage in
the efficient “hardened” version (Fig. 4a). However, we note that a 50k random
vs. 50k fixed t-test is able to detect leakage, i.e. trying to reduce the cost of

Table 1. Masked Sbox comparison in ATMega163

Order d Hardened Latency cycles Throughput bits/cycle × 10−3 RNG bytes

Unprotected No 32 250 0

1st order No 87 91 4

Yes (eff.) 993 8 4

Yes (cons.) 1319 6 4

2nd order No 775 10 12
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(a) Efficient hardened Sbox, 1st-order t-test,
25k random vs. 25k fixed.

(b) Conservative hardened Sbox, 1st-order t-
test, 100k random vs. 100k fixed.

(c) Consevative hardened Sbox, 2nd-order t-
test, 25k random vs. 25k fixed.

(d)
Naive Sbox, 1st-order t-test, 1k random

vs. 1k fixed.

Fig. 4. Hardened and naive Sbox evaluations

enforcing ILA can have a detrimental effect on security. For the conservative
“hardened” Sbox, a 100k random vs. 100k fixed t-test does not detect any leakage
(Fig. 4b). Note that a 2nd-order 25k random vs. 25k fixed t-test on a chosen
sample window is able to detect leakage. Therefore, we conclude that for the
given device, the informativeness of 1st-order attacks is substantially limited and
a 2nd-order attack is the preferable adversarial strategy (Fig. 4c). Naturally, the
“naive” 1st-order version rejects the null hypothesis (Fig. 4d) due to the ILA-
breaching effects and the 1st-order leakage can be easily exploited.

So far, the only way to guarantee the actual security order of a real-world
implementation was to increase the scheme’s theoretical order d, in order to
ensure that the implementation attains anactual order of �d

2� [1,14]. Clearing
the ILA-breaching effects requires a significant overhead and is device-dependent,
yet it is the only technique known to us that can enforce 1st-order, univariate
security. In addition, hardening does not increase the scheme order d, thus the
random number generation (RNG) cost is not increased. The previous sugges-
tions require a higher scheme order, hence a significant overhead, since both
the implementation cost and the RNG cost are quadratic w.r.t. the order. We
compare the “hardened” 1st-order and “naive” 2nd-order implementation costs
(in clock cycles) and we observe that hardening the 1st-order Sbox is slower
than increasing the scheme’s order from 1 to 2 (both in the efficient and in the
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conservative case). Still, the solution requires no extra RNG and we maintain
that removing these effects can also be beneficial to higher-order implementa-
tions, i.e. it is complimentary to masking. The extent to which higher-order
implementations can benefit from removing such effects remains an open prob-
lem.

6 Conclusions

This work investigated the hazards in software masking, suggested a verification
tool and established a secure, 1st-order masked Sbox implementation against
1st-order, univariate attacks. Still, several important questions for future work
arise. We demonstrated that removing the ILA-breaching effects is feasible, yet
identifying the best clearing mechanism and minimizing the overhead is a topic
for further exploration. Similarly, the current work is limited to AVR ATMega163
and needs to be extended to different devices and platforms. It could be done
by using ASCOLD tool as a base for this kind of work. Moreover, higher-order
evaluation techniques are still nascent and in this work we did not focus on
1st-order, yet multivariate attacks such as those that exploit horizontality [4]. In
addition, note that the ILA effects are observable throughout an implementation.
Not only the cipher-related operations but any manipulation of shares during
I/O, RNG routines etc. can create hazards. Thus, there is need for effort towards
a fully hardened implementation. Last but not least, we stress that the effects
identified depend on the architecture and the physical layer, thus preventing
them in the assembly layer is, in principle, less efficient and prone to errors.
Future work can strive towards custom-made microcontrollers that enforce ILA
in hardware. Ideally, such a microcontroller should be able to guarantee ILA
without additional countermeasures such as threshold implementations [22].

A Appendix

Below, we include the 32 × 32 matrix R that is generated experimentally, while
investigating all possible neighbouring leakage effects in the ATMega163 register
file (by performing 32 experiments similar to Listing 1.5). Value ‘1’ denotes the
presence of leakage and ‘0’ the absence. The tool ASCOLD uses R in order to
detect neighbour-based ILA violations.
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