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Preface

It is real pleasure to declare that the research activities around holonic and multi-agent
systems for industrial applications have continued and even increased their importance
during the past 15 years. The number of both the scientific topics and the achievements
in the subject field is growing steadily, especially because of their direct relevance to
the German Industry 4.0 initiative and similar initiatives worldwide. The influence
of the multi-agent and holonic system philosophy on the Industry 4.0 visions is more
than clear.

HoloMAS has been the pioneering event in this field, but we can see that there are
multiple conferences like the IEEE SMC annual conference, ETFA, INDIN, or INCOM
that aim their attention at advanced industrial solutions based on intelligent agents.
However, the HoloMAS conference keeps its orientation, character, and flavor. It
remains strongly industry oriented.

This year’s conference was the 11th in the sequence of HoloMAS events. The first
three (HoloMAS 2000 in Greenwich, HoloMAS 2001 in Munich, and HoloMAS 2002
in Aix-en-Provence) were organized as workshops under the umbrella of DEXA.
Starting in 2003, HoloMAS achieved the status of an independent conference orga-
nized bi-yearly on even years, still under the DEXA patronage (HoloMAS 2003 in
Prague, HoloMAS 2005 in Copenhagen, HoloMAS 2007 in Regensburg, HoloMAS
2009 in Linz, HoloMAS 2011 in Toulouse, HoloMAS 2013 in Prague, HoloMAS 2015
in Valencia). The HoloMAS line of scientific events created a community of
researchers who are active in the subject field. They have started to cooperate on large
EU projects, e.g., on the IP project ARUM in 2012 or DIGICOR in 2016, and they
have jointly submitted several new project proposals since the last HoloMAS event.

The research of holonic and agent-based systems attracts the very strong interest of
industry and receives increasing support from both the public sector and private
institutions. We can see increased interest from the IEEE System, Man, and Cyber-
netics Society, namely, from its Technical Committees on Distributed Intelligent
Systems and on Cybernetics for Intelligent Industrial Systems. Another IEEE body –

Industrial Electronics Society – supports the related R&D field through its Technical
Committee on Industrial Agents (http://tcia.ieee-ies.org/). Its mission is to provide a
base for researchers and application practitioners for sharing their experiences with
application of holonic and agent technologies in the industrial sector, especially in
assembly and process control, planning and scheduling, and supply chain management.
There are a number of impacted journals that provide space for articles dealing with
industrial agents like IEEE Transactions on SMC: Systems, IEEE Transactions on
Industrial Informatics, Journal of Production Research, Journal of Intelligent Manu-
facturing or JAAMAS.

It is our pleasure to inform you that for HoloMAS 2017 there were 27 papers
submitted, from which the Program Committee selected 19 papers to be included in this
volume. The papers are organized into five sections. Issues of scheduling are the focus

http://tcia.ieee-ies.org/


of the first section (three papers). The next one is aimed at knowledge engineering
approaches exploring holonic and multi-agent principles (four papers). There is also
one specific section aimed at results from simulation, modeling, and reconfiguration
(four papers). The fourth section is dedicated to the very hot field of energy systems
and smart grids leveraging the MAS approach (four papers). This application area
seems to be growing in importance in the past few years, because some of the results
could be easily applied to industrial practice. The last section is dedicated to appli-
cations in various fields, e.g., smart cities, sensor networks, environmental protection,
and gas turbines.

In general, we are very pleased that the papers accepted for publication follow the
main innovation trends in the field of holonic and multi-agent systems and display the
current state of the art keeping the industrial orientation of the research in mind. Thus,
HoloMAS 2017 reflected the progress in the field, but retained its original character and
focus.

The MAS technology represents an excellent and promising theoretical background
for developing an Industry 4.0 solution. The MAS theory can be used with advantage
to support research activities and to bring new features to these solution explorations,
e.g., AI principles, machine learning, data mining, and data analytics in general. But the
implementations explore – as a rule – the SOA (service-oriented architecture) approaches
on an ever broader scale. These are critically simplifying real-life solutions.

This volume of the HoloMAS 2017 proceedings presents the current trends in
intelligent manufacturing. It confirms that additional techniques, like ontology
knowledge structures, machine learning, etc. represent very important and promising
topics for further research. These are expected to enrich the current solutions and to
help bring the Industry 4.0 visions to industrial practice.

The HoloMAS 2017 conference represented another successful scientific event in
the HoloMAS history and created a highly motivating environment, challenging future
research and fostering the integration of efforts in the subject field. This conference
offered – as usual - information about the state of the art in the MAS industrial
application field with a focus on Industry 4.0 needs to specialists in neighboring
research fields covered by the DEXA multi-conference event.

We are very grateful to the DEXA Association for providing us with this excellent
opportunity to organize the HoloMAS 2017 conference as part of the DEXA event. We
would like to express many thanks to Gabriela Wagner and Lucie Budinová for all their
organizational efforts, which were of key importance for the success of our conference.

June 2017 Vladimír Mařík
Wolfgang Wahlster

Thomas Strasser
Petr Kadera
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Method of Adaptive Cargo Flow Scheduling
for ISS RS Based on Multi-agent Technology

P.O. Skobelev1,2(&), O.I. Lakhin2,3, and I.V. Mayorov2,3

1 Samara National Research University,
Moskovskoye shosse, 34, Samara 443086, Russian Federation

petr.skobelev@gmail.com
2 Samara State Technical University,

Molodogvardeyskaya str., 244, Samara 443100, Russian Federation
lakhin@smartsolutions-123.ru

3 Smart Solutions, Ltd., Business center “Vertical”, office 1201,
Moskovskoye shosse 17, Samara 443013, Russian Federation

Abstract. Problem statement: The problem of real-time cargo flow scheduling
for the Russian Segment of the International Space Station (ISS RS) is con-
sidered. Strategic and tactical scheduling of flight plans, delivery, return, dis-
posal and allocation of RS ISS cargo flow, including more than 3500 entities, is
a very complex and time-consuming task. To solve this problem one has to
consider numerous factors, constraints and preferences, such as changing
demand in fuel, water and supplies, ballistics and solar activity, peculiarities of
spaceship types and docking modules. Changes in dates of launch, landing,
docking and undocking, number of crew members and other parameters influ-
ence the flight program and cargo flow. These changes require dynamic
re-scheduling in the chain of changes of interconnected parameters that should
be specified, recalculated and coordinated. The problem is represented as a
dynamical balance of interests between demands and resources. Methods: A
method of adaptive ISS RS cargo flow scheduling in real-time is suggested,
considering cargo priorities. The method is based on multi-agent technology for
solving conflicts through negotiations of agents. This method is capable of
flexible and efficient adaptation of ISS RS cargo flow schedule depending on
events in real-time. Results: The developed method is used in the interactive
multi-agent system for scheduling of flight program, cargo flow and resources of
ISS RS. Practical relevance: The developed system has been implemented in
industrial operation and is used for cargo flow scheduling of ISS RS resources.
The system provides the following advantages: ISS cargo flow scheduling
similar to the schedules created by the experienced operators; flexible and quick
reaction to the events that cause cargo flow re-scheduling; reduction of manual
labor and increased decision-making efficiency by 2–3 times; real-time moni-
toring and control of the schedule implementation.

Keywords: Decision-making support � Adaptive planning � Multi-agent
technology � Cargo flow scheduling � Events

© Springer International Publishing AG 2017
V. Mařík et al. (Eds.): HoloMAS 2017, LNAI 10444, pp. 3–10, 2017.
DOI: 10.1007/978-3-319-64635-0_1



1 Introduction

Providing life support and scientific research at the Russian Segment of the Interna-
tional Space Station (ISS RS) requires continuous planning of cargo delivery, return or
disposal, including scientific equipment for space experiments, spare units, repair
materials, and instruments as well as fuel, air, water and food for astronauts, and results
of space experiments. Strategic and tactical scheduling of flight plans as well as
delivery, return, disposal and allocation of ISS RS cargo flow, including more than
3500 entities, is a very complex and time-consuming task. When solving this task one
has to consider numerous factors, constraints and preferences, such as changing
demand in fuel, water and supplies, ballistics and solar activity, peculiarities of
spaceship types and docking modules, etc. At that, any event can influence the flight
program and cargo flow schedule. For example, changes in dates of launch and landing,
docking and undocking, crew members, etc., require dynamic re-scheduling in the
chain of changes of interconnected parameters that should be specified, recalculated
and coordinated in a proper way.

In order to solve complex and dynamic tasks of this class, the multi-agent approach
[1, 2] is being widely used. It is one of the most perspective directions in the field of
artificial intelligence, according to which solution of a complex task can be searched in
a distributed way with the use of principles of self-organization and evolution of living
creatures [3–5]. In the suggested approach the concept of Demand and Resource
networks (DRN) is used, where plan is built as a flexible network of links between
demand and resource agents [6, 7].

The paper studies the method of adaptive planning of ISS RS cargo flow, which
elaborates previously proposed method of conjugate interactions in DRN due to use of
cargo priorities. The paper also demonstrates advantages of the developed solution for
adaptive processing of events, which does not require either stop or restart of the
system, as well as its future development.

2 The Problem of Cargo Flow Scheduling of ISS RS

To formulate mathematical problem statement of planning transportation vehicle
resources, it is assumed that each of the demands (orders) for resources and each
resource can have their own criteria of decision-making (e.g. time limits, prime cost,
risk, etc.), and their significance can change in the course of task execution.

To unify the criteria, preferences and constraints for demands and resources, a
concept “satisfaction” of corresponding agents is introduced.

The structure of ISS RS cargo flow schedules can be described through a set of
resource and demand plans for cargo delivery, return or disposal, where bottom level
resources are presented as certain places in the transportation vehicle. The larger plans
are containers for equipment and tanks for fuel, water and gas, etc.

Each plan of level h (transportation vehicle flight, cargo containers, fuel tanks, etc.)
has the corresponding aims of resources and orders, the state of which is described
through satisfaction functions ures hj depending on criteria i from the set of xhi

� �
with

4 P.O. Skobelev et al.



weight ares hij , which show, how much criteria deviate from expected values xid hij for the
resource j according to plan h. Satisfaction functions are defined as piecewise linear
ones depending on arguments. Values of satisfaction functions lie in the segment from
0 to 1. Criteria are brought additively to one satisfaction function. In this model
resource target satisfaction function (res) at the plan h depends on deviation of criteria
xhi , on values of criteria at the preceding level h−1, and values of resource and task
satisfaction at the selected level of the plan. Similarly, satisfaction function of orders
(tasks) utask hn with weight btask hmn at the level h of the plan; as criteria, a set yhn

� �
is

considered. At the level of such plans priorities wres h
j

n o
and wtask h

n

� �
are introduced

for resources and tasks, correspondingly. Then the task of cargo delivery plan opti-
mization comes to maximization of resource and demand satisfaction for plans of the
level h−1… H:

uh ¼ ures h þ utask h

¼
X

j
wres h
j ures hj

þ
X

n
wtask h
n utask hn

¼
X

j
wresh
j

X
i
ares hij f res hij ðxhi � xidij ; x

h�1
i ; f res h�1

ij Þ
þ

X
n
wtask h
n

X
m
btask hmn f task hmn ðyhm � yidmn; y

h�1
n ; f task h�1

mn Þ
xres h� ¼ maxxhi ures h

� �

ytask h� ¼ maxyhm ytask h
� �

;

ð1Þ

where xres h* and yres h* are optimal values of criteria of resource and task variables for
plans of level h. For plan of bottom level 1 functions of satisfaction components fij with
h = 1 depend only on deviations of arguments,

xi 2 DI ; ym 2 DM 8i; j; I ¼ Dim DI
� �

; M ¼ Dim DM
� �

Variables x and y lie in the area of criteria of resources DI and demands DM, I and
M are dimensions of the corresponding spaces.

Therefore, the planning task is formulated in the system as the task of satisfaction
maximization of all the participants. Recursiveness of the task (1) of plan levels and
non-linearity of dependence on decisions at the preceding level allow for iterative
decision with the help of “attached” network multi-agent schedulers, that is proved by
results of experimental implementation in various applications.

In the result, the solution (“good schedule”) should be found as a balance of
interests of orders and resources. It can be achieved by discovering and solving con-
flicts through negotiations and coordinated decision-making by those participants, the
state of which can be influenced by a new event.

Method of Adaptive Cargo Flow Scheduling for ISS RS 5



3 Approach to Problem Solution

In the suggested approach solution of any complex task of allocation, planning and
optimization of resources is considered as a search for balance of interests of all
participants. The balance is achieved by successive approach: from the most rough,
simple, but quick solution to more complex and better ones. This is important for quick
and flexible adaptation of plans depending on events in real time.

For this purpose a set of basic software agents is proposed, which try to achieve the
assigned targets (ideal values of indicators) and continue improving them even after
achieving maximum.

For example, during planning, cargo “wants” to be delivered in time and with
minimal expenses. Transportation vehicle “wants” to be used most efficiently, that is
not to be under- or over-loaded. Cargo gets activated and quickly finds a free space in
the vehicle. Further, the vehicle itself can be activated, which will evaluate its state and
try to improve it by attracting the cargoes it needs.

Benefits in efficiency when using multi-agent technology are achieved due to the
switch to situational decision-making in real time, when user (and the system itself in
the future) will be able to manage criteria significance.

The developed approach is based on the “holon” concept, proposed for designing
multi-agent systems in the paper [8]. According to it, multiplicity and cohesion of
multi-level plans are assumed. Besides, special classes of agents were first introduced,
namely orders (cargoes), products (here, flights), and resources (transportation vehi-
cles) as well as master-agent for coordination of all decisions.

This approach is applied for solving the task of multicriterial planning or allocation
of orders to resources. Priorities of cargoes, volumes, types, risks, etc. are traditionally
considered as criteria for the task. Implementation of multi-agent approach for solving
the task of adaptive cargo flow scheduling is based on the previously developed
concept of demand and resource networks and the method of conjugate interactions to
manage resources at the virtual market in real time [5, 9].

Requirement of “real time” is directly connected with ensuring efficient resource
use, because delays in decision-making of resource allocation can lead to loss of
ISS RS support quality or complete failure in delivering cargo in time. In these con-
ditions, when neither the number of orders nor the number of resources is known in
advance, traditional methods of allocation, planning and optimization of resources
appear to be practically useless.

We suggest using a method which develops the previously elaborated method of
conjugate interactions through the use of priorities. It gives the opportunity to solve
tasks of managing heterogeneous ISS RS resource allocation in real time.

4 Modification of the Method of Conjugate Interactions

The suggested approach considers peculiarities of cargo flow scheduling at ISS RS and
cargo priorities of various purposes. The modified method consists of two stages:
primary initialization of cargo allocation on flights and proactive improvement of states
of orders and cargoes.

6 P.O. Skobelev et al.



It is assumed that demands in cargo flow are given initially, and there is the initial
flight program. All cargoes have their weights, types, virtual costs, and time span of
delivery assigned.

When a new demand for cargo occurs, the following actions take place:

1. Creation of a new cargo agent is initiated.
2. New cargo agent interviews flight agents of transportation vehicles included in the

ISS RS flight plan, about principle possibility of delivery planning within the flight,
and receives answers.

3. New cargo agent analyzes and ranges possible variants depending on their prof-
itability. Evaluation is based on how much the variant corresponds with the
requirements of a new cargo, which are ranged according to priority.

4. If there is enough space for cargo placement at the selected flight of transportation
vehicle (cargo fits by weight and size), delivery of this cargo will be included in the
cargo flow schedule.

5. Negotiations about conflict analysis and search of its resolution begin by replacing
conflicting cargoes on flights as well as those who are involved in the conflict
further. Protocols of conflict resolution are used which are connected with shifts
within the resource, displacement to another resource and change between
resources.

6. Order of agent activation depends on priorities of cargo groups and situation in the
DRN.

7. Each agent at the stage of proactive plan improvement tries to improve its position
to increase satisfaction function.

8. Work of the method is over when none of the agents can improve the situation,
planning time is up, or decision is slightly improved within the given boundaries.

In the result, the DRN represents an example of self-organizing system, forming
and changing schedules of resources as well as adapting its behavior under events
occurring in real time.

5 Efficiency Evaluation of the Method of ISS RS Cargo Flow
Adaptive Scheduling

To evaluate the efficiency of the developed method of ISS RS cargo flow adaptive
scheduling, an experimental study has been carried out, analyzing dependence of time
of event processing and new cargo plan formation on the load of transportation vehicle
by cargoes.

The stated problem was solved with the use of one of solution methods, namely
branch and bound method and modified method of conjugate interactions.

In the set of conducted experiments, from 100 to 1000 cargoes were assigned.
Results of experiments at the same determined set of input data (Fig. 1) showed:

– The modified method of conjugate interactions finds possible solutions in less time
than the exact branch and bound method;

– Values of target functions evaluated by the modified method of conjugate inter-
actions deviate from the global extremum is approximately 5%.

Method of Adaptive Cargo Flow Scheduling for ISS RS 7



According to the results of the study, one can conclude that the modified method of
conjugate interactions appears to be more efficient for practical solving of the con-
sidered problem.

In the second set of experiments (1000 cargoes) conflict-free planning stage and
pro-active planning stage of the modified method of conjugate interactions were
compared. Adaptive planning algorithm demonstrated an almost 15% benefit over the
non-adaptive one, which uses conflict-free cargo flow scheduling as they occur.

In the third set of experiments productivity of the system was evaluated. Experi-
mental studies in load testing were carried out, which showed that time for processing
of events coming into the system is acceptable when 150 users simultaneously work
with it. Moreover, the system has no degradation when the number of users increases
regularly.
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Fig. 1. Results of experimental studies of a new plan formation rate depending on event
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Experiments showed that use of the method for adaptive cargo flow planning of
ISS RS based on multi-agent technology, which is grounded on principles of
self-organization, and evolution, demonstrated its advantage. Besides, it proved its
working capacity and efficiency for solving the task of ISS RS cargo flow scheduling as
well as responsiveness and flexibility in rescheduling of ISS RS cargo flow in real time.

6 Conclusions

The paper considered problem statement and method of cargo flow adaptive
scheduling, which is applied in designing an intelligent system for management of
ISS RS cargo flow based on multi-agent technology.

In this implementation of the system for cargo flow planning, multi-agent tech-
nology provides the following benefits:

– scheduling of ISS RS cargo flow similar by its parameters to those created by
experienced dispatchers;

– possibility of coordination of plans by all participants of the planning process;
– reduction of manual labor in cargo flow scheduling as well as complexity and labor

intensity of calculations;
– increase in decision-making efficiency by 2–3 times;
– possibility of monitoring and control of plan execution in real time;
– decrease in dependence on human factor, including errors.

“The developed system has been implemented for Rocket and Space Corporation
“Energia” and now is used for ISS RS cargo flow scheduling in every day operations”.
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Abstract. The research presented in this paper is focused on the
scheduling problem with alternative process plans where the goal is to
minimise the sum of all the performed setup times in the schedule. The
setup times play an important role in scheduling problems, yet they are,
in most cases, considered only as an additional constraint, not as a part
of the objective function. We propose a model, based on the resource
constrained project scheduling problem with alternative process plans,
release times and deadlines, that includes the setup times in the schedul-
ing criterion. Both the exact mathematical model and the new heuristic
algorithm are proposed to solve the problem. The effectiveness of the
proposed two-phase heuristic algorithm, designed with the intention to
solve the large instances of the problem, is evaluated on a wide set of
instances.

1 Introduction

This article is dedicated to the resource constrained project scheduling problem
with alternative process plans while the total setup time is minimised. Up to our
knowledge, there is no existing solution approach for such a problem and there-
fore, a new model and a new heuristic algorithm is proposed for the considered
problem with the intention to solve large instances with up to 1000 activities.

Sequence dependent setup times (also called changeovers) are crucial for the
problems where the resources are very expensive in terms of wasting their time
by unnecessary setups. Setup times represent the time necessary to reconfigure
the resource or to change its functionality. During this time period, no work on
the resources can be performed, which can cause the entire process flow to be
inefficient. The problem in minimisation of the total setup time is a part of many
manufacturing processes (we “sell the machinery time”) as well as it is often a
crucial constraint in the optimisation of algorithms for the field-programmable
gate arrays (FPGAs) where the reconfiguration of the available resources is very
time consuming. In other words, the minimisation of the time and the costs
related to setting up the resources is a natural demand that can be applied in

c© Springer International Publishing AG 2017
V. Mař́ık et al. (Eds.): HoloMAS 2017, LNAI 10444, pp. 11–23, 2017.
DOI: 10.1007/978-3-319-64635-0 2



12 Z. Hanzálek et al.

many different optimisation problems. Yet the setup times are almost always
considered only as a problem constraint, not as a part of the criterion. One of
the main goals of this research is to fill the gap in this area, i.e. to propose a
generic approach to deal with the minimisation of the total setup time.

In this article, we consider shared resources and precedence constraints
among activities. The classification of the resource constraint project scheduling
problem (RCPSP) is used for the problem representation. Furthermore, alterna-
tive process plans are considered in the scheduling model to cover the flexibility
of the studied processes. The alternative process plans allow one to define more
possible ways how to finish the process, differing in the required resources, time
constraints or even in the number of activities and precedence relations among
them. As a result, not all of the given activities will be present in the final
schedule. The considered problem can be classified as the resource constrained
project scheduling problem with alternative process plans (RCPSP-APP) where
the goal is to minimise the total setup time (TST), equal to the sum of the
overall performed setup time (TST) in the schedule.

2 Literature Review

The resource constrained project scheduling problem (RCPSP), which is used
in this article, is a well-known problem with many applications. According to
[18], RCPSP can be defined as a set of activities with specific requirements
that have to be processed on a particular work centre with limited capacity.
[5,7] proposed a formal notation and categorisation for the RCPSP problems
as well as for their extensions. Other reviews of the models and the solution
methods can be found e.g. in [6,8,9,13,15,16,20,21,25]. The multi-mode resource
constrained project scheduling problem (MRCPSP), which is an extension of
RCPSP with more execution modes for each activity, has been studied in [12,25,
26,28,29]. Apart from the non-renewable resources, each MRCPSP problem can
be represented as the RCPSP-APP problem: each activity with multiple modes
is to be transformed into the appropriate number of single-mode activities while
only one is always selected in the schedule.

Therefore, the formalism of the alternative process plans is a generalisation
of the multi-mode behaviour of activities in the MRCPS problem. It allows
us to model how to complete projects more than one way, while not only the
resource demands, but also the number of activities, the precedence relations,
etc. can differ among the alternative process plans. [2,3] defined a structure
called Nested temporal network with alternatives (NTNA) to model alternative
process plans. [4] formulated a constraint-based representation of the alternative
activities. [11] dealt with the RCPSP extended by the alternative process plans
and the sequence dependent setup times. The authors presented a mixed integer
linear programming (MILP) model for the exact solution of small instances and a
heuristic called iterative resource scheduling with alternatives (IRSA) for larger
ones. [19] proposed three algorithms for the jobshop problem with processing
alternatives. [22,23] focused on RCPSP with alternatives that is close to the
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jobshop problem and proposed agent based metaheuristic algorithms to min-
imise the makespan. [27] presented an integration model of process planning and
scheduling problems which are carried out simultaneously. The authors devel-
oped a genetic algorithm to minimise the schedule length.

Allahverdi et al. [1] dealt with the setup times in general and published a sur-
vey in which many different problems related to the setup times are summarised.
The authors also reported on solution approaches and proposed a notation for all
of these problems. [31] published a study for a metal casting company concerning
the minimisation of the total setup costs in which the authors demonstrate the
importance of setup times by calculating the savings to the company. [14] dealt
with the general shop problem with the sequence dependent setup times. The
authors proposed a two phase Pareto heuristic to minimise the makespan and
the total setup costs. In the first phase, the makespan is minimised and, in the
second phase, the total setup costs are minimised, while the makespan is not
allowed to get worse. [30] focused on a single machine earliness tardiness prob-
lem with sequence dependent setup times. The objective function is to minimise
the total setup time, earliness and tardiness. [24] proposed a hybrid simulated
annealing algorithm for the single machine problem with sequence dependent
setup times. The objective function is given by the sum of the setup costs, delay
costs and holding costs.

3 Paper Contribution and Outline

The main contribution of this paper is the formulation of novel problem, incor-
porating the alternative process plans and a criterion based on the performed
setup times into the area of the resource constrained project scheduling prob-
lems. The strength of the proposed model, formulated using the mixed integer
linear programming, is in the combination of the well known RCPSP formalism
with the additional flexibility gained by the alternative process plans and the
total setup time minimisation. Such a problem has not been studied before in
this range. There were only a few attempts to deal with the scheduling problems
where the criterion reflects the setup times. The closest problem that can be
found in the literature, when compared to the approach studied in this article,
was published by [14] who focused on the job shop problem with the alternative
machines while the makespan and the total setup time is minimised. Compared
to the problem studied in [14], the model proposed in this paper is developed for
more general problems, namely for non-unary resources, deadlines of activities
and more complex precedence rules including alternative process plans.

The second contribution lies in the newly developed algorithm able to solve
the instances of the RCPSP-APP problem with up to 1000 activities. The effec-
tiveness of the algorithm is evaluated using the datasets published in [10] while
the proposed algorithm outperforms the results presented in [14]. Moreover, the
algorithm presented in this paper is able to solve instances with 1000 activities
within dozens of seconds.

The rest of the paper is organised as follows: Sect. 4 provides a definition of
the considered problem for which the mathematical model is presented in Sect. 5.
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A new heuristic algorithm is proposed in Sect. 6. Section 7 presents the results
of the performance evaluation of the developed algorithm and Sect. 8 concludes
the work.

4 Problem Statement

The problem considered in this paper is defined by a set of activities, a set of
resources, a set of constraints and an optimality criterion. Let A = {1 . . . n} be
the set of n activities representing the project to be scheduled. Furthermore, let
AE = A ∪ {0, n + 1} be the extended set of activities, where dummy activities
0 and n + 1 with zero processing time restrict the whole project. Activity 0
represents the start and activity n+1 the end of the project. There are m resource
types R = {R1 . . . Rm} where each resource type Rq ∈ R has a discrete capacity
θq ≥ 1, i.e. there are θq resource units available for resource type Rq. Each
activity i ∈ AE has the following parameters: processing time pi ≥ 0, release time
ri ≥ 0, deadline d̃i ≥ 0 and the resource demand rk

i > 0 for one resource type
Rk ∈ R. In this article, only mono-resource activities are considered, meaning
that each activity demands for only one resource type. Additional constraints of
the problem are defined by the alternative process plans, the non-negative start
to start time-lags and the sequence dependent setup times.

The alternative process plans are defined using the nested temporal network
with alternatives (NTNA) presented by [3]. NTNA is a directed acyclic graph
G = (V,E) where each node i ∈ V corresponds to activity i ∈ AE and each edge
e = (i, j) ∈ E represents one temporal constraint in the form of a non-negative
start to start time-lag si + lij ≤ sj (where lij ∈ R

+
0 ), i.e. a minimal amount

of time between the start times of activities i and j. Furthermore, each node i
of the graph has an input label ini ∈ {0, 1} and an output label outi ∈ {0, 1},
denoting the type of input and output branching, which can be either parallel
or alternative. Based on the NTNA instance, some of the activities, called the
selected activities, will be present in the schedule and the rest, called the rejected
activities, will not be. When there is a parallel branching at the input/output of
the selected activity i (ini = 0/outi = 0), all its direct predecessors/successors
have to be selected. If activity i is rejected, all its direct predecessors/successors
have to be rejected as well. On the contrary, when there is an alternative branch-
ing at the input/output of the selected activity i (ini = 1/outi = 1), exactly one
of its direct predecessors/successors has to be selected. If activity i is rejected,
all its direct predecessors/successors have to be rejected.

Both parallel and alternative branchings can be further nested one in another.
An example of the NTNA instance is shown in Fig. 1 where the parallel branch-
ings are denoted as PAR and the alternative branchings are denoted as ALT.
Several time-lags are used to demonstrate how the temporal constraints are
defined, see e.g. time-lag l17 = 8 that forces activity 7 to start at least 8 time
units after the start time of activity 1. All the parameters related to the activi-
ties are also included; res determines the resource type required by each activity.
The setup times are depicted for each resource separately.
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Fig. 1. Nested temporal network with alternatives - example

The sequence dependent setup times stij ≥ 0 are given for all pairs of
the activities assigned to the same resource type, i.e. for all (i, j) ∈ A2 :(∃k : rk

i > 0 ∧ rk
j > 0

)
. The term setup time (in our case sequence dependent

setup time) stij denotes the minimal time between the completion time of activ-
ity i and the start time of activity j, if activities i and j are scheduled subse-
quently on the same resource type and they share at least one resource unit.
The setup time can be different for each pair of the activities and therefore the
actual values are determined based on the sequence of the activities. For more
details, the reader is referred to [6].

The goal of the scheduling process is to select one process plan and to schedule
the corresponding activities to the available resources with respect to both the
temporal and the resource constraints. A process plan is a subset of all activities
such that the constraints for the selection defined for the corresponding NTNA
instance are satisfied. The objective function is the minimisation of the total
setup time (TST), given by the sum of all setup times performed in the schedule.
To represent a schedule, the following variables are used: si ∈ R

+
0 , vi ∈ {0, 1}

and zivk ∈ {0, 1}. Variable si denotes the start time of activity i ∈ AE , vi

determines whether activity i is selected (vi = 1) or rejected (vi = 0). Finally,
if zivk = 1 then activity i is scheduled on resource unit v of resource type
k; zivk = 0 otherwise. For the purpose of the objective function evaluation,
variable fij ∈ {0, 1} is defined as follows: If activities i and j are scheduled
subsequently on the same resource type and they share at least one unit of its
resource capacity, then fij = 1; fij = 0 otherwise. The objective function is then
formulated as TST =

∑

∀i∈A

∑

∀j∈A
fij · stij .



16 Z. Hanzálek et al.

The setup time from activity i to activity j is always considered only once in
the objective function, regardless the actual number of the resource units which
are shared by both activities. Lets assume that activity i requires three units
of a certain resource type and activity j also requires three units of the same
resource types. Furthermore, lets assume that activity i is assigned to resource
units {1, 2, 4} and activity j is assigned to resource units {2, 3, 4}. Although the
activities share two resource units, the setup time from i to j will be added to
the value of the objective function only once.

Our problem can be classified as PS|nestedAlt, lmin
ij , STSD, rj , d̃j |TST using

the extended notation of [7] or as m1|nestedAlt,min, STSD, rj , d̃j |TST using
the extended notation proposed by [17]. Both notations are extended by terms
nestedAlt to denote the alternative process plans (see [11]), STSD to denote
the sequence dependent setup times and TST to define the total setup time
as the objective function according to [1]. The term PS stands for the project
scheduling, m1 for m renewable resources, lmin

ij and min for the minimal start
to start time-lags, rj for the release times and finally d̃j for the deadlines.

5 Mathematical Formulation

The mathematical formulation using the mixed integer linear programming
(MILP) for the problem defined in the previous section is formulated below.
For a higher efficiency of the model, variable zivk is substituted by variable ziu,
i.e. only one index u is used to reference the assigned resource units of a certain
resource type. The mutual conversion between (v, k) and u is given as follows:

u =
k−1∑

q=1
θq + v and k = arg min

k

{
k∑

q=1
θq ≥ u

}

; v = u −
k−1∑

q=1
θq.

In addition to variables si, vi, fij and zivk (ziu) defined in the previous
section, auxiliary binary variables gijk, xijk and yijk are used. Variable gijk

determines whether activities i and j are selected and assigned to the same
resource unit k such that i is a direct predecessor of j on such resource unit.
Similarly, variable xijk determines whether activities i and j are selected and
assigned to the same resource unit k such that i is an arbitrary (direct or prop-
agated) predecessor of j on such resource unit. Finally, variable yijk determines
whether both activities i and j are assigned to resource unit k.

min
∑

∀i∈A

∑

∀j∈A
fij · stij

subject to:

vi =
∑

∀j:(i,j)∈E

vj ∀i ∈ AE : outi = 1 (1)

vi =
∑

∀j:(j,i)∈E

vj ∀i ∈ AE : ini = 1 (2)
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vi = vj ∀ (i, j) ∈ E : outi = 0 ∧ inj = 0 (3)
∑

i∈AE

vi ≥ 1 (4)

si ≥ ri − (1 − vi) · UB ∀i ∈ AE (5)

si + pi ≤ d̃i + (1 − vi) · UB ∀i ∈ AE (6)
si + lij ≤ sj + UB · (2 − vi − vj) ∀ (i, j) ∈ E (7)

sj + pj + stji ≤ si + UB · (xiju + 1 − yiju) + UB · (2 − vi − vj)

∀(i, j) ∈ A2 : i 	= j;∀u ∈ {1 . . . K} (8)
si + pi + stij ≤ sj + UB · (2 − xiju − yiju) + UB · (2 − vi − vj)

∀(i, j) ∈ A2 : i 	= j;∀u ∈ {1 . . . K} (9)
C+θq∑

u=C+1

ziu = rq
i · vi ∀i ∈ A;∀q ∈ {1 . . . m};C =

q−1∑

j=1

θj (10)

z0u = 1 ∀u ∈ {1 . . . K} (11)
zn+1u = 1 ∀u ∈ {1 . . . K} (12)

yiju ≥ ziu + zju − 1∀(i, j) ∈ A2
E : i 	= j;∀u ∈ {1 . . . K} (13)

yiju ≤ ziu ∀(i, j) ∈ A2
E : i 	= j;∀u ∈ {1 . . . K} (14)

xiju ≤ yiju ∀(i, j) ∈ A2
E : i 	= j;∀u ∈ {1 . . . K} (15)

n+1∑

j=1

giju = ziu ∀i ∈ A;∀u ∈ {1 . . . K} (16)

n∑

i=0

giju = zju ∀j ∈ A;∀u ∈ {1 . . . K} (17)

giju ≤ xiju ∀(i, j) ∈ A2
E ;∀u ∈ {1 . . . K} (18)

fij · UB ≥
∑

∀u∈{1...K}
giju ∀(i, j) ∈ A2

E (19)

where:

si ∈ R
+
0 ; vi, fij , ziu, giju, xiju, yiju ∈ {0, 1}; (20)

K =
m∑

q=1

θq;UB >
∑

∀i∈AE

max
(

pi + max
∀j∈AE

stij , max
∀j∈AE

lij

)

There are three types of constraints in the model - constraints for the selec-
tion of activities, temporal constraints and resource constraints. The goal is to
minimise the sum of all the performed setup times in the schedule, i.e. the total
setup time.

First, the constraints for the selection of the activities are stated. Equation (1)
and (2) define the rules for the selection of activities in alternative branchings,
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Eq. (3) defines the rule for the selection of the activities in parallel branchings
and Eq. (4) forces the schedule to have at least one selected activity (empty
schedule has no relevant significance).

Second, the temporal constraints are given in three formulas. The start time
of each activity is constrained by the release time and the deadline - (5) and (6).
Both constraints are applied for the selected activities only. The non-negative
start to start time-lags are defined in Formula (7).

The rest of the formulas then serve to define the resource constraints, includ-
ing the determination of the performed setup times in the schedule. Formulas (8)
and (9) prevent more activities (from overlapping) on one resource unit in one
moment. Equation (10) ensures that the number of the assigned resource units is
equal to the resource demand for each activity. Equations (11) and (12) are used
to assign dummy activities 0 and n + 1 to each resource unit of each resource
type, which then ease the definition of the constraints related to the setup times.
Formulas (13) and (14) constrain the value of variable yijk - if both activities are
scheduled on the same resource unit, then yijk is equal to 1; 0 otherwise. Formula
(15) determines the value of variable xijk - if both activities i and j are assigned
to the same resource unit k, they must be scheduled sequentially. Equation (16)
forces each activity to have only one direct successor on each assigned resource
unit. Similarly, Eq. (17) forces each activity to have only one direct predecessor
on each resource unit. Formula (18) prevents the cycles in values of variable
gijk for each resource unit. Finally, Formula (19) determines whether a particu-
lar setup time has to be taken into consideration in the objective function, i.e.
whether activities i and j are scheduled subsequently on the same resource unit.

6 Heuristic Algorithm

This section is dedicated to the description of the heuristic algorithm designed
to solve the large instances of the problem defined in Sect. 4. The goal is to find a
schedule determined by the selection of activities (variable vi), their start times
(variable si) and their assignment to resources (variable zivk) such that all the
constraints are satisfied and the total setup time (TST) value is minimised.

The basic scheme of the proposed heuristic algorithm, called STOAL (Setup
Time Optimization ALgorithm), consists of two phases - the initial phase to find
any feasible solution and the local search for the improvement of the objective
value. The initial phase is inspired by the IRSA algorithm published in [11] and
the local search, based on a time separation technique, is inspired by the work
of [14]. If a feasible solution is not found (due to the presence of deadlines)
in the initial phase, the local search is not started at all and the algorithm is
terminated. Detailed description of the STOAL algorithm is available from the
authors upon request.

7 Performance Evaluation

Two sources of instances have been used for the performance evaluation of the
algorithm proposed in Sect. 6, designed to solve the problems with alternative
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process plans. First, the STOAL algorithm is evaluated on randomly generated
instances and compared with the IRSA algorithm proposed by [11]. Second, the
standard benchmarks of [10] are used and the results of the STOAL algorithm
are compared with the results reported in [14]. Furthermore, various settings
of the STOAL algorithm are discussed and tested on large instances of the
problem (up to 1000 activities). The STOAL algorithm was implemented in the
C# language and the experiments were performed on a PC with an Intel Core 2
Quad CPU at 2.83 GHz with 8 GB of RAM.

7.1 Comparison with IRSA Algorithm on Random Instances

Random instances of the problem defined in Sect. 4 are generated to compare
the STOAL algorithm with the existing IRSA algorithm, designed for the min-
imisation of the schedule length for the RCPSP with alternative process plans
and positive and negative time-lags. As reported in [11], the IRSA algorithm was
originally implemented in the Matlab environment, but for the purpose of this
article, we have re-implemented the algorithm in the C# language to get a fair
comparison. Since IRSA does not consider resources with non-unary capacities,
all the instances contain only unary resources and all activities have resource
demand equal to 1. There are three different sets of generated instances: loose,
medium and tight which differ in the specification of release times and deadlines.
Each set further contains 100 instances for each of 20, 50, 100 and 200 activities
per instance.

The instances were generated with the following settings: the parameters
for each activity i were randomly selected from the intervals pi ∈ 〈2, 10〉, ri ∈
〈0, k1 · n〉, d̃i ∈ 〈k1 · n

2 , k2 · n〉 where n is the number of activities in a particular
instance and k1 and k2 are constants depending on the type of the instance
(loose/medium/tight); namely k1 = 5 and k2 = 15 for the loose instances,
k1 = 7 and k2 = 13 for the medium instances and k1 = 10 and k2 = 10 for
the tight instances. For each instance, the release times and deadlines are sorted
in non-decreasing order and assigned to the activities based on the precedence
relations from activity 0 towards activity n + 1. Each activity has the resource
demand equal to one, i.e. rq

i = 1, for one resource type q. The number of resource
types m is randomly chosen from interval 〈1, 2〉 for 20 and 50 activities per
instance and from interval 〈1, 5〉 for 100 and 200 activities per instance. The
setup times stij are generated in the interval 〈5, 10〉 and the non-negative start
to start time-lags lij in the interval 〈0, 20〉. The structural properties of the
generated NTNA instances are as follows: If node i starts the parallel branching,
the number of successive nodes lies in interval 〈5, 10〉. Similarly, if node i starts
the alternative branching, the number of direct successors lies in interval 〈2, 4〉.

Table 1 shows the comparison of the results obtained by the IRSA algorithm
and by the STOAL algorithm. Column feas determines the percentage ratio of
feasible solutions found by each algorithm. Column TST contains an arithmetic
average value of the objective function for instances that were successfully solved
by both algorithms. Column time determines the average computational time
(in milliseconds) to solve a single instance regardless of whether a solution was
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found or not. Finally, column TST impr states the improvement of the STOAL
algorithm over the IRSA algorithm in terms of the TST value.

Table 1. Comparison with IRSA algorithm using new random instances

IRSA STOAL

n Type Feas [%] TST T ime [ms] Feas [%] TST T ime [ms] TST impr [%]

20 Loose 100 102 5 100 76 3 25.50

50 Loose 100 254 36 100 215 12 15.35

100 Loose 100 494 112 100 427 77 13.56

200 Loose 94 942 322 100 824 141 12.53

20 Medium 62 77 4 69 76 2 1.01

50 Medium 58 226 29 60 221 14 2.10

100 Medium 69 386 98 64 371 57 3.92

200 Medium 72 707 293 68 662 112 6.37

20 Tight 44 65 4 41 63 2 1.03

50 Tight 31 183 25 32 183 15 0.00

100 Tight 26 302 86 33 295 48 2.30

200 Tight 37 597 266 42 592 119 0.92

The number of feasible solutions found is almost the same for both tested
algorithms, but the STOAL algorithm outperforms the IRSA algorithm in both
the TST value and the solution time. The fact that the success rate in finding
feasible solutions is equal proves that the STOAL algorithm is very effective for
the considered temporal constraints, since the IRSA algorithm was developed
with the main aim to find any feasible solution. The most significant difference
in terms of the objective value can be observed for the loose instances where
the flexibility of the activities is higher and, therefore, the optimisation can be
performed in a wider scope.

7.2 Comparison with Algorithm of Focacci [14]

For a further evaluation of the STOAL algorithm, the instances of the general
job shop problem proposed by [10] are used. As a reference, the results for such
instances reported in [14] are considered. The problem studied in [10] is a sub-
problem of the problem defined in Sect. 4 since there are no release times or
deadlines, no alternative process plans and the resources are considered to be
unary. The objective function reported in [14] is twofold, first the makespan in
minimised and then the total setup time is being minimised without a deterio-
ration of the makespan value.

Focacci Table 2 shows the comparison of the STOAL algorithm with the one
published by [14]. Compared with the algorithm described by [14], the STOAL
algorithm improved the value of the total setup time by more than 16% in
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average. The price for the better value of the TST is the higher value of the
makespan, by almost 19% in average. Such a trade-off between the makespan
and the total setup time shows the good efficiency of the STOAL algorithm
proposed in terms of the total setup time criterion.

The big trade-off between TST and makespan is probably incurred by the
alternative process plans. The two criteria should be more linked in the classical
problems without alternatives. The makespan criterion probably makes more
sense, since it includes the setup time as well. On the other hand the sole TST
criterion may be useful when the setup is costly (e.g. including the waste of the
material).

Table 2. Comparison with [14] using instances of [10]

Focacci STOAL

Set TST Cmax TST Cmax TST impr [%] Cdet
max [%]

t2-ps12 1 530 1 445 1 010 1 920 33.99 32.87

t2-ps13 1 430 1 658 1 330 1 872 7.00 18.93

t2-pss12 1 220 1 362 950 1 599 22.13 17.4

t2-pss13 1 140 1 522 1 140 1 610 0 5.78

Average 1 330 1 497 1 110 1 825 16.54 18.74

8 Conclusion

This paper fills the gap in the literature, where only very few pieces of work have
been dedicated to scheduling problems with setup times as a part of the crite-
rion. The setup times are usually considered only as a constraint. The proposed
innovative model combines the RCPSP problem with the alternative process
plans and the criterion to minimise the total setup time in the schedule. Fur-
thermore, the model includes the release time and deadline for each activity and
the non-negative start to start time-lags for precedence constrained activities.
For such a model, of the studied problem, the mathematical formulation, using
the mixed integer linear programming (MILP), is proposed.

The two-phase heuristic algorithm is then developed to solve the large
instances of the considered problem. The goal of the algorithm first phase is
to find any feasible solution and the second phase, based on the time separation
of the schedule, is dedicated to improve the existing schedule in terms of the total
setup time. The STOAL algorithm is compared with two reference algorithms.
The experiments show a very good performance of the STOAL algorithm in both
the quality of the solutions and the running time.

In the future research, we want to concentrate on situations where tasks are
owned by agents representing, e.g. departments of a company. In this case, the
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resources are shared by the agents, and the problem becomes a multiobjective
optimization problem. This extension requires a realistic definition of a fair use
of resources with respect to the objective of the individual agents.
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Abstract. Shop floor scheduling problem is known for a long time and is
considered an academic exercise for solving by constraint solvers or for linear
solvers. In a small production scale it can be solved easily. For a large scale
production, the problem becomes too large and we need major heuristics to
solve it. We introduce a way to decompose the major problem into smaller
sub-problems and to quickly find a satisfying solution using human thinking
inspired heuristics. The results combines scalable agent based solution and
multiple constraint solver instances running in parallel.

Keywords: Shop floor scheduling � Agents � Distributed computing �
Constraint solver

1 Introduction

Shop-floor scheduling of operations is known for a long time as classical NP-hard
problem [2, 5, 6]. Constraint programming is a classical way of solving the problem
[3]. For small scale production, where only a few operations should be scheduled and
where there is only a few production operators/workers involved, the problem is easy to
solve in a reasonable time. As the production grows, the time to find a solution is
growing to an extreme. In this article we introduce a method to deal with large scale
production and we demonstrate it on a use-case of Airbus A350 fuselage assembly. In
the introduced solution we first decompose the global problem of scheduling of all
operations that are to be done in the shop into multiple localized smaller problems. The
problem is to some degree similar to [7]. There are other attempts to involve agent
distributed logic into a optimization problem [8]. The localization of a problem is made
on a time-space principle and is highly inspired by the work organization on the
production line. Each small problem is solved separately by an autonomous unit. Agent
technology is an ideal match for solution of multiple problems in parallel. Agent can
autonomously validate input data, solve the given problem using various strategies,
analyse quality of solution, and negotiate with other agents to consider eventual
changes in the solution. All these operations may run in most cases in parallel on one or
multiple machines.
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2 Airbus Use Case

The agent-based shop floor scheduling is inspired by the work organization at the
Airbus assembly line. An instance of an agent is in this case reflecting some of the
physical objects in the factory. To understand the concepts, we first have to describe the
processes in the production line, decision making criteria, responsibilities and infor-
mation flows.

There are multiple assembly lines in Airbus factory, each is specialized to a ded-
icated product. The products are for example fuselages for A350 airplane, wings for
A350, fuselages for A380, etc. All these production lines are running in parallel, each
working on several products (e.g. fuselages) in different stages of production. The
production is “tacted”. Every tact, typically lasting for two days, a new fuselage is
started to be assembled while one is finished.

One production line is only a small part of a larger system – numerous lines form a
production hall, factory, factory cluster, etc. A holonic principle is apparent in such a
complex system. For example factories (Hamburg, Toulouse, Getafe, Filton) need to
coordinate their production in a similar manner as their individual production lines, see
Fig. 1.

Logistics from external suppliers and in-factory logistics is organized on just in
time principle minimising the need for storages and warehouses.

In our scheduling solutions, we are focussing primarily on one assembly line, but
the solution can be generalized on multiple lines, or in more aggregated sense to several
cooperating factories.

Figure 1 demonstrates the organization of production on three levels: the factory,
the assembly line and the station level, it demonstrates the holonic principle of
production.

Assembly line
A350 fuselage front 

and rear

Assembly line
A350 fuselage 

middle

Assembly line
le� wing

Assembly line
right wing

A330, A380, ….

Final Assembly

Sta�on 88 Sta�on 86 Sta�on 78…

Assembly line detail

Fig. 1. Factories, assembly lines, stations in Airbus use-case
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On the factory level each factory is producing specific parts of the airplane and
serves as a source of products to another factory (in this case the Final Assembly).
Internally, each factory is composed of one or more assembly lines, each assembly line
is composed of multiple stations. In Fig. 1 a detail of an assembly line for A350 middle
and rear fuselage parts is displayed in the upper right corner. This particular assembly
line is composed of 6 assembly stations. The fuselages flow between the individual
stations similarly to the flow of products between factories. Stations are numbered in a
decreasing order by numbers meaning the planned number of days until take-off.

Each station is equipped with its specific tooling corresponding to the planned set
of operation. Each station has a number of workers assigned with a distribution of
qualifications that corresponds to the planned operations. Each worker has at least one
qualification.

Individual operations are described in a technological documentation. Multiple
different job dependences exist as expressed in Table 1.

More dependences may be defined considering both start and end times of jobs.
Such job dependences are constrains that must be obeyed to achieve a valid scheduling
solution. Multiple other dependences do exist, for example the material required for a
given job must be available in the needed amount when the jobs start, similarly the
workers, tools, and location constrains must be fulfilled. In the Airbus scenario, mul-
tiple jobs are grouped to so called Work Orders (WO). One work order is typically
assigned to just one worker representing a set of operation he/she should do during one
shift. A worker may have multiple WO assigned for one shift and multiple workers
may cooperate on a single WO.

3 Basic Scheduler Tasks

The operative scheduler has multiple tasks to accomplish. These tasks are similar to a
well-known shop-floor scheduling problem. The tasks are the following:

• Assign particular jobs, resp. WOs to individual workers.
• Assign proper starting and ending times to the jobs (WOs).

Table 1. Most frequent job dependence type examples

# Dependence type Description

1 J2 starts after J1 ends Job J2 must not start before J1 has finished. This is the
most frequent type of dependence used

2 J2 starts after J1 starts Job J2 must not start before J1 has started
3 J2 starts within T time

units after J1 ends
Job J2 must start in a given time frame after job J1 has
finished. This is a typical dependence for gluing operations
when the glue has been applied and two components must
be attached

4 J2 starts after T time units
after J1 starts

Job J2 must not start in time window from J2 end to J2
end + T. This is a typical situation for gluing or welding.
After welding, the components must cool down in T time
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• Assign tools to jobs (WOs).
• Assign work place to jobs (WOs).

The assignment must be valid, e.g. compliant with all given constraints:

• Flow of jobs must follow constrains of the technological process given by job
dependences, see Table 1.

• Conflicts in resource usage must be eliminated. There are sharable resources that are
assigned to individual jobs and that may be utilized by just one job at a time. These
resources are workers and tools. Both workers and tools are released after the job is
finished.

• Workers must be assigned to individual jobs considering their skills. Every job
requires typically just one skill, but in general multiple skills may be required. Only
those workers, who have the required combination of skill, may be assigned to a
particular job. Skills are recorded in a Skill Matrix table, see Table 2.

• Worker’s availability is limited to one shift per day. Vacations, holidays, end
eventual sicknesses are recorded as non-availabilities and are given as an input to
the scheduler. Ad-hoc non-availabilities of workers are considered as disruptive
events and are a reason for operative re-scheduling. In specific cases an overtime
can be applied, in such a case the workers may stay at work beyond the regular
shift end.

• Tool availability is known similarly to the worker’s availability. Major tools have
planned maintenance intervals, minor tools like screw drivers are not considered in
the scheduling at all. Planning of maintenance operations is not a subject of shop
floor scheduling.

• Material availability. Material is a consumable resource and therefore cannot be
reused after the job is done. In the scheduling the material is considered as a binary
condition available/non-available. When non-available, jobs requiring a particular
material are blocked, resp. postponed until the material is available.

• Shifts and work hand-over. The scheduler should minimize the risk of work
interruption due to end of shift. Work hand-over is a non-recommended practise. If
possible, a particular job should be finished in the same shift it begun. Close to the
end of shift (minutes to the end) no new jobs should be started (unless an overtime
is considered).

Table 2. Skill matrix

Worker Skills

ID Name Mechanical
assembly

Electrical
assembly

Hytraulics Inspection
MI1

Inspection
EI1

Inspectioin
HI1

2456 John brown X
7345 Marian

green
X X

9427 Peter red X X

5813 Simon blue X X X
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3.1 Advanced Scheduler Tasks

The above mentioned shop-floor scheduling is well described in literature and is
considered as technically solved. In the Airbus case, there are nevertheless some
special requirements and internal processes that need a special attention. First of all, the
number of jobs, WOs, workers, other resources and consequently the size of Skill
Matrix is very large. Classical scheduling techniques like constraint programming do
fail here due to the non-polynomial nature of the problem.

The Airbus case brings some specific aspects of scheduling that influence the global
solution and make it possible to use some decomposition of the problem, parallel
computing and take advantage of the agent approach.

The advanced tasks are related to balancing work between stations and factories
(the holonic principle). The advanced tasks are:

• Moving a job (multiple jobs) from one station to another. Depending on chosen
production strategy, moving jobs from one station to another may be allowed. If this
is the case, the stations and their schedule are no longer independent, they influence
each other in multiple aspects – the space occupancy, tool sharing, and depending
on the chosen strategy, on the human resources sharing. The everyday practice
confirms that moving jobs (in this context such a practise is called Traveling Work
Strategy - TWS) is very beneficial. A consequence of TWS is that cycle time
changes may be introduced, shortage of resources may propagate across the stations
or exactly the opposite – extra resources may become available. Enabling TWS is a
subject of managerial decision. Typically TWS is enabled after a short ramp-up
phase. During the ramp-up phase a strategy called Stop&Fix is typically used – no
traveling work is enabled, all jobs planned to be performed at a given station have to
be finished there. The Stop&Fix strategy results in major cycle time prolongation,
nevertheless it is beneficial for initial education period at the beginning of
production.

• Changing the cycle time. A cycle time may be adjusted most typically due to job
working time extension, e.g. if a given job was not finished in the planned time.
A cycle time may be changed to a later one or, under some specific conditions to an
earlier one. When the TWS is enabled, jobs may be postponed for a later station in
the production line making it possible to shorten the production tact. Figure 2
shows a schematic situation of three stations in a production line, each currently
performing several jobs. End of the last job denotes the possible earliest cycle time
for a given station (t1 for Station 86, t2 for Station 90, and t3 for Station 88). The
originally planned cycle time is marked as tp. It is obvious, that Station 88 is
blocking other stations in proceeding with the cycle, the time t3 is therefore the valid
end of cycle. If we accept the t3 as end of cycle, Station 90 and Station 86 may
benefit from this situation by either proceeding with new jobs, or by gaining dis-
turbance event robustness (an eventual disturbance event is likely to be resolved in
the extra time at the end of the cycle). In the same way, the Station 90 and Station
86 may waste resources by leaving them unutilized at the cycle end. The scheduler
should propose optimal utilization of resources whenever possible, for example
offering unutilized people from stations 90 and 86 to the problematic station 88.
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A combination of moving job and adjusting cycle time is a typical real-live situ-
ation. In our example in Fig. 3, the scheduler may propose to move the last task in
Station 88 to the next cycle and let it finish at Station 86. This will result to shortening
the cycle to time t2 or to the planned time tp, depending on the chosen strategy.

Sta�on 90

Sta�on 88

Sta�on 86

�met1 t2 t3tp

Fig. 2. Station duration and cycle times

�met1 t2 t3tp

to Sta�on 86

Sta�on 90

Sta�on 88

Sta�on 86

t3

Fig. 3. Traveling work enabled
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• Introducing overtime. Besides the TWS, it is sometimes advantageous to use over
time. The praxes in our modelled use case gives the station manager a certain
amount of available overtime hours per month to deal with work delays. The over
time, if allowed, is computed in two steps: In step 1, the schedule for each station is
solved in a “condensed” time, see Fig. 4. The solver in this case does not consider
any extra time that exists between individual shifts. Such time does exist in reality
but the scheduler does not consider it for two reasons: 1/shortening the solving
domain greatly speeds up the solving, 2/under normal conditions no work should be
placed into these work breaks. The result of solution in step 1 is analysed and
overtime may be proposed. Figure 4 shows candidate tasks for overtime in red.

In step 2, when overtime is proposed, the time domain is extended by time breaks
between shifts and availability of workers on the shift is extended, see Fig. 5. The
availability of workers may be extended even beyond the duration of the break. For
example, let’s consider a break between shifts being 1 h plus yet one hour for working
shifts overlapping. In the overlapping period, all the workers from previous and the
current shift are available at the shop floor and they compete for resources like space
and tools. When proposing schedule with extended time domain, human resource
utilization will be included into the criterial function in order to minimize the number
of workers who have to stay at the shop floor during the over time.

• Introducing extra shift. An extra shift (third shift in the day) may be introduced
when the optimized production is running bellow expected performance. Intro-
ducing a shift is nevertheless beyond the operative nature of the scheduler, it is
going into the area of capacity planning. The scheduler is evaluating several KPIs of
the production wherefrom the expected expedition of a product (MSN) is the key
one. When the deadline is not met beyond given threshold, the scheduler indicates a

Sta�on 90

Shi� 
break

Worker availability

W1

W2

W3

W4

Shi� A Shi� B

Fig. 4. Scheduling with condensed time domain (Color figure online)
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need to introduce a new shift. Since the new shift needs a well prepared set of data
like human resources and material delivery times, the scene can be recalculated
when this data is given.

3.2 Scheduling Algorithm in General

Our solution is based on a holonic principle stemming from the fact, that every unit
(station, production line, factory) is a self-sufficient unit that under ideal conditions
should be able to produce products as planned without any external help. It should not
propagate its internal problems to the outer world. Propagating problems to other
entities, such as neighbouring stations is costly and not welcomed. Anyway, when
necessary, problems may be propagated and should be resolved as close to their source
as possible (next station in the line at best). The scheduling is therefore aligned along
the following principles.

1. Compute local optima for every station.
2. Use local resources only.
3. Propagate problems when no other solution found.
4. Negotiate with other stations when absolutely necessary.

The formed principles are very native to human thinking, forming a simple to
understand heuristic. They result in problem resolution that minimizes the need to
reorganize production (remember there are many people involved, who must be
instructed to change their assignments). Scheduling may not find a global optima,
rather it will find a feasible sub-optimal schedule.

Every station is represented by an independent software unit – an agent. Each such
an agent has its own internal scheduling engine that optimizes its own schedule. The
agent continuously evaluates the quality of the schedule and if necessary, it starts to
negotiate problems with other agents. The need to negotiate may be twofold: either the
agent itself is getting into troubles (not able to keep up with deadlines), or the agent is
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doing exactly the opposite – has unused (human) resources that can be given at dis-
posal to other stations. Both the cases may result in re-adjusting the schedules of other
stations.

An important principle is a difference between re-adjusting a schedule and
scheduling from the scratch. Scheduling from the scratch is suitable for those stations
that did not start yet. Such scheduling does not care about the current (corrupted)
schedule and may reassign work and people in an arbitrary way.

Re-adjusting a schedule takes place in any situation when the current (corrupted)
schedule has already been applied, the production has started and it would be very
cumbersome to greatly reorganize the assignments. In such cases the scheduler follows
a strategy of “Minimal change”.

3.3 Station to Station Problem Resolution

Stations in our model are independent entities that have their own set of resources to
perform their tasks. In an ideal world with no disturbances, they are fully self-sufficient
and there is not cross station problem resolution needed. Unfortunately, such situation
does not correspond to the everyday reality. Due to disturbances in the production,
many jobs are delayed, halted due to non-conformity and many jobs are newly added as
a result of a non-conformity resolution activities of the engineering department. The
Stations are therefore no longer independent and they do influence each other. An
example of mutual influence is traveling work (when TWS is enabled) and change of
cycle time. Let’s have a look how the changes propagate and how they can be resolved.

The stations can be displayed in a matrix where on the horizontal axes there is the
time and on the vertical axes there is the position of the station and the product
(fuselage) being produced in the station, see Fig. 6. The individual cells represent
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stations at one cycle, denoted by letters C1 to C6. Marked Current cycle displays the
situation as it is now, C2 to C6 are future cycles. The matrix could continue as long as
the production is planned to run. The six cycles are the minimal scheduling horizon that
lets all products produced in the Current cycle to finish. At any next cycle a new
product is started at station S1 while one is finished and transported away from station
S6. The traversing of a particular product in the matrix is marked by orange arrows.
These arrows also denote the possible traveling work trajectory, for example any work
that could not be done on product P6 in cycle C1 will be rescheduled for the next cycle
C2 in the subsequent station S2. If this fails due to insufficient resources, the work will
be placed to C3 at S3, and so on.

The above matrix also nicely shows the mutual influence of stations in different
situations. Some of the situations has been described when the traveling work and cycle
time was introduced. We will inspect the influence deeper and show some examples.

Figure 7 shows a situation when product P6 located at Station S4 has caused cycle
prolongation request. Such a prolongation will affect all products in the given Cycle, in
this case C13, as marked by orange arrows. P7 and P5 (and all other products in C13) are
to end earlier than P6, therefore in the extra time Dt there is nothing to do and the
workers would stay idle. This can render resource utilization suboptimal solution,
nevertheless, there is a chance to accept more traveling work by all station in C13.
Green arrows show this kind of propagation potentially shortening the duration of
Cycle C14.

In the next example a situation in Cycle C13 is shown when an event occurred on
product P6 resulting in lack of resources needed to handle already accepted traveling
work from Cycle C12. Since cycle C13 is still in the future, it is possible to recalculate
the schedule and to offer a new solution. Already accepted jobs sourcing from P6 S3C12

are returned back to cell S3C12 and the process of scheduling is repeated from C12.
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Since it is no more possible to let the job travel to C13, a cycle time extension is needed
(or overtime may be used). See Fig. 8 for details.

3.4 Finding a Solution

We have shown the major principles of agent based scheduling using a combination of
constraint programming and agent negotiation. So far we have for the sake of sim-
plicity considered only one solution for every agent. Let’s imagine a situation when
every agent has enough time to search the whole solution space and to find a locally
optimal solution. Locally optimal means the best solution a particular agent can find for
itself. We can use for example a lead time criterial function – the sooner to do all the
jobs, the better. In the real situation nevertheless, even the local solution space is too
big to be investigated completely in a reasonable time. Therefore we need to consider
all good enough solutions we can find in a given time frame. As a result of this we are
dealing with a twofold problem: either an agent is not able to find any solution in a
given time, or the agent can find too many solutions. The first situation is simpler – no
solution found is a valid end of computation and a clear message to the user. The
second situation need more attention.

Let’s consider a situation when an agent finds 100 different solutions that are
equally good, e.g. their criterial function gives the same value. The agent could take
them all and start branching the solution by negotiating all of the solutions with the
neighbouring agents who may also find big number of their local solutions and thus
branch the solution even more. We will see that many of the branches will at one point
reach a dead end – no valid solution found by one of the agents, but the rest may
succeed and finally we may end up by an avalanche of solutions. Too many solutions
are for the management of the production line as useless as none.
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The way to solve the problem of too many solutions is definition of groups of
equivalent solutions. We define several categories of equally good solutions that will be
represented by just one, typically randomly chosen. Defining a group of equivalent
solutions is a subject for the management – we introduce this way new type of
heuristics. An example of such a groups is: all solutions where the timespan is equal
(criterial function) and where the assignment of human resources to individual jobs is
the same. In other words the same people are doing the same work, possibly in different
times are considered to be the same. Every agent is given a constant amount of time in
which it will find a number of solutions and group them according the classes of
equivalence. In praxes it results in a handful of different solutions that are further
branched. The management of the factory is interested in about 5 (max 10) significantly
different solutions to choose from.

4 Implementation and Practical Results

The scheduler was tested on real production data from Airbus Hamburg factory pro-
ducing A350 fuselages. The implementation of the scheduler is based on Jade agent
platform, Fig. 9 shows the internal structure of agents. SchedulerMainAgent is
responsible for communicating with external data sources. SolvingAgent creates
structure of StationAgents corresponding to production line, e.g. every instance of
StationAgent corresponds to a product-cycle. Each StationAgent holds its own instance
of a Choco constraint solver [9]. Individual StationAgents run in parallel (on different
machines) and communication their solutions found to the SolutionAgent, that is
combining their solutions into a global one. SolutionAgent evaluates the quality of the
global solutions and groups it into classes of equivalence as described in Sect. 3.4. It is
also responsible for stopping further computations, pausing and resuming StationA-
gents. The solution agent may create new station setup (tasks to be solved, their
dependency, resources, resource availability, time offset) for every StationAgent and
command it to re-schedule with new conditions. In case multiple different strategies
should be computed in the same time, multiple instances of all StationAgents can be
created and one instance of SolutionAgent per strategy.
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Fig. 9. Agents and communication
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In praxes the first valid solution is found within several seconds on a 4 core Intel i7
machine. The solution outperforms the existing scheduler, which is part of Airbus
Visual Line 2 solution for up to 30% in the work efficiency KPI. The lead time of a
product based on a real data testing has been improved by 28% using the traveling
work strategy. Utilization of workers has risen from 62% to 88%.
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Abstract. Manufacturing faces increasing requirements from customers
which causes the need of exploiting emerging technologies and trends for
preserving competitive advantages. The apriori announced fourth indus-
trial revolution (also known as Industry 4.0) is represented mainly by an
employment of Internet technologies into industry. The essential require-
ment is the proper understanding of given CPS (one of the key compo-
nent of Industry 4.0) data models together with a utilization of knowl-
edge coming from various systems across a factory as well as an external
data sources. The suitable solution for data integration problem is an
employment of Semantic Web Technologies and the model description in
ontologies. However, one of the obstacles to the wider use of the Semantic
Web technologies including the use in the industrial automation domain
is mainly insufficient performance of available triplestores. Thus, on so
called Semantic Big Data Historian use case we are proposing the usage
of state of the art distributed data storage. We discuss the approach
to data storing and describe our proposed hybrid data model which is
suitable for representing time series (sensor measurements) with added
semantics. Our results demonstrate a possible way to allow higher per-
formance distributed analysis of data from industrial domain.

Keywords: Industry 4.0 · Ontology · Triplestore · Big data · Distrib-
uted data processing · Historian

1 Introduction

Manufacturing companies have been facing increasing requirements from their
customers, and therefore they should begin with exploiting emerging technolo-
gies and trends for preserving their competitive advantages. The manufactur-
ing domain went through many milestones, and the most significant were the
three preceding industrial revolutions—the introduction of mechanical produc-
tion facilities (the first revolution); the electrification and the first assembly line
(the second revolution); the first computer in industrial domain together with
automation (the third revolution).

c© Springer International Publishing AG 2017
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Nowadays, we are witnessing the expansion of new technologies which are
going to form the new industrial revolution. The fourth industrial revolution
differs from the previous revolutions because it was announced apriori [9]. The
fourth era of manufacturing (also known as Industry 4.0) is represented mainly
by the employment of (advanced) Internet technologies into industry. We may
observe various marketing announcement of released Industry 4.0 solutions how-
ever real realizations are still in the future [9]. Nevertheless, many of correspond-
ing technologies are already available, but they are applied in different areas, e.g.
the consumer industry.

A good way of describing Industry 4.0 may be by the means of its main
components—Cyber-Physical System (CPS), Internet of Things (IoT), Smart
Factory, and Internet of Sevices (IoS). Cyber-Physical Systems (the cornerstone
for achieving the new industrial paradigm) are integrated structures involving
communications, computation, control, and sensing. The aiming of CPSs is a
tight integration among controlled physical processes and controlling digital com-
puting systems [6]. CPSs are building blocks of advanced systems which form
Industry 4.0 as described in [19]—Smart Grids, Smart Cities, Smart Factories,
Smart Buildings, and Smart Homes.

Next, the integration of the Internet of Things and the Internet of Ser-
vices within manufacturing process has initiated the fourth industrial revolution
according to [12]. The IoT represents cooperation of “smart components” (pri-
marily CPSs), e.g., RFID, sensors, actuators, mobile phones. The objective of
the IoT is to ensure achievement of common goals by means of previously men-
tioned cooperation. The common goals are also achieved with the help of IoS.
The IoS enables service vendors to offer their services via the Internet within the
scope of a factory. The next step is the transfer of the IoS concept from a single
factory to entire factory networks (Connected Enterprises [4]) so that factories
can offer special production technologies instead of just a production types.

Furthermore, the last key term used to describe Industry 4.0 is so called
Smart Factory. Based on the given CPS and IoT definitions, the Smart Factory
is a factory where CPS communicate over the IoT and assist people and machines
in the execution of their tasks [14].

In the context of smart factories as well as connected enterprises, an imple-
mentation and an operation of CPSs together with a management of the cor-
responding automation infrastructure is one of the requirements for enabling
Industry 4.0. The management of CPSs concerning IoT leads to the problem of
the collaborative automation paradigm [7]. The promising solutions are based
on the use of Multi-Agent Systems (MAS) and Service-Oriented Architectures
(SOA) [18].

The essential requirement is the proper understanding of given CPS data
models together with a utilization of knowledge coming from various systems
across a factory as well as an external data sources. This problem may be
expressed as integration problem and the suitable solution is the employment of
Semantic Web technologies and model description in ontologies. The Semantic
Web technologies include RDF (Resource Description Framework) for describing
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data in the form of triples subject-predicate-object and OWL (Web Ontology
Language) for describing ontologies, i.e., describing the model of the data. An
application of Semantic Web technologies should facilitate the semantic hetero-
geneity reduction [16]. Furthermore, the exploiting of ontologies is also necessary
due to a virtualization of the different phases of the manufacturing process. The
virtual factory (virtual twin) is ideal for factory and production planning, virtual
commissioning, production monitoring as well as training.

The use of ontologies for expressing required knowledge and data brings
many competitive advantages [16]. On the other hand, this approach has several
drawbacks. The biggest obstacle to the expansion of the use of the Semantic
Web technologies in the industrial automation domain is a mainly insufficient
performance of available triplestores1. The poor performance of triplestores is
very evident for example in the case of handling sensor measurements (i.e., time
series). Thus, we are introducing our proposed data model which is suitable
for storing RDF triples representing time series (sensor measurements) in this
paper. It is needed to have an efficient infrastructure for RDF triples processing
as well.

The paper is organized as follows: first, we provide a general overview of
triplestores and their features regarding their utilization in industrial domain.
Next, we present possible data models for RDF triples storage. Then, the triple
data storage corresponding to the proposed data model is illustrated on the
Semantic Big Data Historian system. Finally, the approach is demonstrated on
data from the hydro-electric power station.

2 Enabling Semantics within Industry 4.0

For automated integration of disparate data sources it is needed to bring seman-
tic description of the data. Semantics adds meaning to data so that it is known
what the data mean, what we they represent, what are the constraints, what can
be the consequences etc. For computing, the semantics is described in the form
of ontologies. An ontology defines “explicit specification of conceptualization”—
it describes the conceptual view of the modelled real world (e.g., sensors) and
specifies it explicitly. In other words, ontology defines data model so that data
can be understood and integrated.

The way of representing data and ontologies described in this paper is based
on Semantic Web technologies. These technologies were designed to enable inte-
gration of data from heterogenous and changing World Wide Web. For describ-
ing data, the RDF (Resource Description Framework) uses the form of triples
subject-predicate-object, such as my temperature sensor-measures-temperature.
The triples then form a graph of data that can be integrated via common rela-
tionships so that previously unconnected data can be related together. For the
storage of such data, so called triple stores are used. The data can be queried,

1 A triplestore is a database for the storage and retrieval of triples through semantic
queries.
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usually using the SPARQL language which provides means for expressing triples
patterns to be matched in the data.

On top of RDF, the Web Ontology Language (OWL) is built to provide
primitives for modelling ontologies. The OWL provides primitives for descrip-
tion of classes, properties that can have object or data values, individuals and
constraints. These modelling primitives are then used to describe the model of
the data and the constrains then define the semantics, i.e., how data can or
cannot be related, what consequences can be derived etc. The ontology in OWL
language is expressed using RDF and thus can be stored in triplestores together
with data.

As already mentioned above, our aim is to use triplestores to store, query and
retrieve the data, such as time series of measured sensor data. For processing of
huge amounts of data, including their analysis, a scalable approach is needed. Let
us discuss the solutions for our use case, so called Semantic Big Data Historian
(SBDH).

2.1 Related Work

There are many various already existing triplestores which offer mainly “data-
base” for RDF triples (based on different technologies) and subsequently different
support of data querying, inferring, etc.

The important triplestores characteristics include triplestore performace
(required time for query processing) and the capability to store as many triples
as possible. Widespread and well-known RDF triplestores [5,13,17,23] are based
on a centralized approach. These solutions have become unsatisfactory in current
trend of increasing data production due to their limited scalability.

In addition to those centralized approach solutions there are several promis-
ing distributed solutions. Apache Accumulo [2] is an open-source, distributed,
column-oriented store. It offers automatic load balancing and partitioning, data
compression, and security labels. Next, HadoopRDF [10] combines Hadoop and
Sesame2 triplestore. Sesame is installed on each node of Hadoop cluster. Data
querying is done by SPARQL language—queries are decomposed and spread
across the Hadoop cluster. Retrieved data are subsequently joined using MapRe-
duce algorithm.

The available triplestores optimize the triple storage for general data models.
On the other hand, when we consider deployment within industrial automation
domain we know that the prevalent amount of data are sensor measurements.
Thus, we are introducing the possible solutions of how to optimize RDF triple
storage model for the time series data in the following paragraphs.

2.2 Data Models for Triple Store

We identified three different approaches for storing RDF data in a distributed
way according to the method of data model handling:

2 http://www.openrdf.org.

http://www.openrdf.org
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– Single file model: preserves the triple construct of classical RDF.
– Vertical partitioning model: splits RDF triples according to their

properties.
– Entity class-based model: utilizes high-level entity class graph to create

RDF partitions [21]. First, similar entities (subjects) are grouped (according
to similarity measure) into an entity class. Corresponding entity class graph
is then partitioned. This model is not discussed in detail in the following
sections because it is not used in our Semantic Big Data Historian.

Single File Model. The single file model preserves the RDF triples in the form
(subject, predicate, object). In other words, data are stored within a database
system in one file/table. The database system is then responsible for splitting
the file into blocks, replicating the blocks, etc.

The system based on this approach and HDFS (Hadoop Distributed File Sys-
tem) is for example PigSPARQL [21]. Furthermore, SHARD [20] uses a variation
of the single file model where triples with the same subject are merged into a
one line of a file/table.

:CO2ds048 rdf:type :CO2ObsValue :hasQuantityValue 355.0

:hasQuantityUnitOfMeasurement :parts -per -million

Vertical Partitioning Model. The previously described single file model is
easy to implement but has some disadvantages. The main obstacle is the I/O
cost during query processing. A more suitable model is represented by vertical
partitioning model. In this model, triples are partitioned with the respect to
their property and stored in files named according the corresponding property
name. The vertical partitioning model is employed for example in [15]. In the
case of SBDH, the file hasQuantityUnitOfMeasurement contains the following
data:

:CO2ds048 :parts -per -million

:THSds075 :percentage

:THSds075 :degreeCelsius

:PRSds032 :hectopascal

This model overcomes deficiencies of the single file model but data are not
homogenously distributed in files in some cases (e.g., the type file is usually very
big file). In the case of SBDH, the biggest file would be hasQuantityValue as
this relation is the most used one.

Further file splitting can be performed for ensuring homogeneous data distri-
bution among files. HadoopRDF creates partitions according to data property
and object as well. For example, the triple (:THSds075
:hasQuantityUnitOfMeasurement :percentage) would be stored in a file
named hasQuantityUnitOfMeasurement#percentage.
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Hybrid SBDH Model. Our current realization of the SBDH storage architec-
ture is based on combining single file model and vertical partitioning-like model.
This hybrid model replaced previously used single file model which had insuffi-
cient performance due to the high I/O costs during query processing. The single
file model is unsuitable for time-series data storage. Especially for queries with
range filter expressions and order constraints the acceptance was not acceptable.

The vertical partitioning is used for all sensors measurements where the par-
titions are created with the respect to subject and property accompanied by
timestamp. For example, the file CO2ds048#hasQuantityValue contains the fol-
lowing data:

2012 -04 -29 T00 :00:10 355.0

2012 -04 -29 T00 :00:40 355.1

2012 -04 -29 T00 :01:10 355.0

Other triples are stored according to the single file model. The different data
handling of sensors measurements reflects the fact that an amount of measure-
ments is significantly bigger than the rest of data.

3 Architecture

The system utilizing processing of RDF triples for subsequent advanced data
analysis is described in this section. The realization of the data storage layer is
presented after the description of the whole system architecture.

3.1 Semantic Big Data Historian

We introduce the architecture of Semantic Big Data Historian (SBDH) in the
following paragraphs. Generally, a historian software is used in the industrial
automation to gather data and then to provide an access to the data and possibly
also analytics of them. The historian software is usually optimized to allow fast
and compressed storage of data, but not much attention is paid to analytics or to
heterogeneous data integration. We propose this solution to overcome common
deficiencies of available solutions in case of handling (i.e., storing, processing
and querying) of RDF triples. The architecture of the implemented SBDH is
illustrated in the Fig. 1.

The historian architecture is divided into four main layers—data acquisition
layer, transformation layer, data storage layer, and analytic layer.

– Data acquisition layer—collects data from (smart) sensors, other systems
related to a given application (for example from MES/ERP systems—
information about shifts, supply chain, ...), and relevant external data sources
(e.g., weather forecast, traffic information). Various data sources are gathered
and connected mainly via OPC UA [11]. The platform heterogeneity (various
developers and manufacturers) has to be resolved by this layer.
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Fig. 1. Architecture overview of Semantic Big Data Historian

– Transformation Layer—transforms data to the unified semantic form accord-
ing to SHS ontology. This layer is responsible for data pre-processing (cor-
rections of damaged data, etc.) if needed. Created triples are subsequently
stored in the corresponding storage system. The semantic heterogeneity is
solved by this layer.

– Data storage layer—we have evaluated several triple stores during SBDH
development. The most promising solutions were 4Store3, CumulusRDF4,
and Hadoop5 together with Jena Elephas6. Every mentioned solution has
a certain limitation (performance issues, limitations caused by design) and
thus we implemented the Data storage layer by means of Apache Spark7 and
Apache Cassandra8. The data storage layer is described in the Sect. 3.2 in
detail.

– Analytic layer—this layer provides access to directly connected storage layer
for custom analytic programs or custom user queries.

3 http://4store.org.
4 https://code.google.com/p/cumulusrdf/.
5 http://hadoop.apache.org.
6 https://jena.apache.org.
7 http://spark.apache.org.
8 http://cassandra.apache.org.

http://4store.org
https://code.google.com/p/cumulusrdf/
http://hadoop.apache.org
https://jena.apache.org
http://spark.apache.org
http://cassandra.apache.org
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3.2 Data Storage Layer

We have identified several prerequisites for enabling proper utilization of RDF
data form in industrial automation domain especially concerning Industry 4.0.
The most important prerequisites are as follows:

– A suitable and correct ontology for representing required knowledge. Appar-
ently, this is the cornerstone of the overall proposed solution and this approach
has more drawbacks than benefits without properly captured knowledge in
the ontology.

– Modular and scalable way how to interconnect system parts. There are sev-
eral suitable ways for an interconnection of all parts of distributed system.
A suitable way/standard/model is strongly dependent on a given application
domain. Nowadays, some promising and versatile standards are coming to
the fore—for example, OPC UA [8]. This standard offers versatile approach
how to design information model as well as a way how to communicate across
various operating systems and from a shop floor to highest enterprise levels
(e.g. ERP9).

– Realization of the data storage layer. The right selection of the technology
which will be used together with proper data model definition according to
a given application should ensure efficient and faultless system operation. In
this section, we discuss and present the possible solution in detail.

– Analytical and querying tools. An appropriately operating system is valueless
without any reasonable tool which is able to access information stored in the
system. It means the way how to query data by a user or another system via
a proper API as well as the basic/advanced tools for conducting analytical
tasks.

In this section, we focus on the realization of the data storage layer of the
SBDH. It is the essential component (together with a corresponding ontology)
of the system which is intended for handling and storing RDF data. The real-
ization of the data storage layer influence an efficiency of data management and
processing itself as well as a scalability of possible applications.

We have tested many different systems for the storage layer implementation
during years of the SBDH development. Solutions based on available triplestores
have several drawbacks but the main insufficiency is their performance. Thus,
we decided to build up our prototype upon some Big Data framework.

The First Version of SBDH Storage Layer. The first version of SBDH pro-
totype has the storage layer based on Apache Hadoop together with Jena Ele-
phas. This solution has many advantages, for example, it offers very robust envi-
ronment for massive distributed parallel data processing; very efficient cluster
management with the help of YARN10—providing the computational resources

9 ERP—Enterprise resource planning system.
10 YARN—Yet Another Resource Negotiator.
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(e.g., CPUs, memory, etc.) needed for application executions; and there are avail-
able many additional tools for extending data processing and conducting various
analytical tasks—Hive11, HBase12, Mahout13, KNIME14 connected by means of
Hive connector, etc.

The Hadoop Distributed File System (HDFS) is designed to work with
sequence files [1]. The SequenceFile is a flat file consisting of binary key/value
pairs and is used in MapReduce [3] as input/output formats. This input/output
format has many benefits—more compact than text files, offers support for data
compression (particular records or whole blocks of records), are designed for par-
allel processing, etc. Unfortunately, SequenceFiles have one main disadvantage—
they are append only [22]. The “append only” mode helps maintain easy data
consistency. On the other hand, it is not sufficient for our realization of the
SBDH storage layer. We have encountered fundamental problems during inte-
grating (storing and processing) various data compared to simple storing of sen-
sor data. Thus, the architecture of the SBDH storage layer has been changed and
re-implemented with the help of Apache Spark together with Apache Cassandra.

Data Storage Layer Based on Apache Spark and Apache Cassandra.
More suitable solution for the data storage layer for SBDH seems to be combi-
nation of Apache Spark together with Apache Cassandra.

Apache Spark is a fast and general-purpose computing system which pro-
vides high-level APIs in Java, Scala, Python, and R. It also provides a set of
additional tools including SparkSQL for SQL and Structured data processing,
MLib for machine learning, GraphX for graph processing, and Spark Streaming.
Spark may be deployed in three different modes depending on the used clus-
ter manager—Standalone, Apache Mesos, and Hadoop YARN. The standalone
deployment mode uses a simple cluster manager included with Spark which is
sufficient for clusters that are not big. On the other hand, Mesos and YARN
cluster managers should be utilized for huge clusters for improving the cluster
performance.

Apache Cassandra is a NoSQL database project which originated at Face-
book and is maintained by Apache Software Foundation. It is built on Amazon
DynamoDB15 and Google Big Table16. Cassandra was designed as distributed
database for managing large amounts of structured data across many commodity
servers and for offering high availability. In comparison to the common NoSQL
databases, the Cassandra uses a hybrid model between key-value and column
oriented database—based on defining super-columns and column-families. The
topology of a Cassandra cluster is “masterless ring” due to overcome a legacy
master-slave architectures. The advantages of the Cassandra database could be

11 https://hive.apache.org.
12 https://hbase.apache.org.
13 http://mahout.apache.org.
14 https://www.knime.org.
15 https://aws.amazon.com/dynamodb/.
16 https://cloud.google.com/bigtable/.

https://hive.apache.org
https://hbase.apache.org
http://mahout.apache.org
https://www.knime.org
https://aws.amazon.com/dynamodb/
https://cloud.google.com/bigtable/
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summarized as follows—continuous availability, linear scale performance, oper-
ational simplicity and easy data distribution across multiple data centers.

In the proposed data storage layer, Spark and Cassandra clusters are deployed
to the same set of machines. Cassandra serves as data storage and Spark worker
nodes are co-located with Cassandra and perform the data processing tasks.
When a job is created, the Spark workers load data into memory and perform
the required data processing. Very important fact of such a processing is that
there is no overhead with superfluous network traffic. Finally, the results are
written back to the Cassandra tables or propagated to another systems. The
architecture of the SBDH data storage layer is illustrated in the Fig. 2.
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Fig. 2. Example of data storage layer architecture combining Apache Spark and Apache
Cassandra

Data are stored in Cassandra tables by means of the Hybrid SBDH Model.
The Hybrid SBDH Model is adapted according to given data nature, i.e., data
corresponding to general entities are vertically partitioned by a predicate (e.g.,
the table named hasQuantityUnitOfMeasurement contains corresponding sub-
jects and objects—:CO2ds048 :parts-per-million, etc.) and time-related data
are stored according to the hybrid SBDH model (e.g., the table with compos-
ite name (subject#object) CO2ds048#hasQuantityValue contains objects rep-
resenting measurements together with their timestamp—2012-04-29T00:00:10
355.0, etc.). The emerging problem is how to automatically recognize the right
model for given entities in this approach. We handle this problem as follows—if
the concept is connected with some object with the type timestamp then we
store the data in hybrid SBDH model.



Enabling Semantics within Industry 4.0 49

4 Use Case and Results

Let us describe briefly one of the applications of the ontology model utilization
for representation and handling data from a hydroelectric power plant. This
scenario is used for verifying the concept of CPSs integration by means of SHS
ontology and the SBDH and verifying the possibility of handling a huge amount
of RDF triples by a suitable triplestore. In our application, we process data
measured by 38 sensors in the power plant including for example measurement
of fall of water, frequency, power factor, and real power. All data from power
plant sensors are read with 5 s sampling rate. These data sources are connected
via implemented adapters to comply with the SHS ontology.

The significant problem is the performance issue in the context of CPS data
processing—especially in the case when data are stored as RDF triples. Our
sensors produce 656,640 samples per day. If we transform these data into triples,
then the volume of data is equal to 5,253,120 triples per day and it corresponds
to 1,917 mil. triples per year (Fig. 3).

Fig. 3. Example of hydroelectric data model described in SHS ontology

We conducted several tests for demonstrating the suitability of the proposed
hybrid SBDH model. The hardware for these tests was the computer with two
hard disks (SSD + magnetic HDD), 32 gigabytes of memory and CPU was Intel
Core i7-7700T.

The cluster of Spark and Cassandra nodes was deployed using Docker con-
tainers. First, we conducted tests with two Spark workers and two Cassandra
nodes. The importance of two separated hard disk resides in ensuring indepen-
dent data storage for each cluster node. Shared data storage affects the speed of
reading/writing operations. The objective of this test was the performance com-
parison of single file model, vertical partitioning model, and hybrid SBDH model.
The test was focused on writing and reading sensor measurement sequence.
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Table 1. Comparison of different data models - writing data

Single file Vertical partitioning Hybrid SBDH

Write 1000 sensor samples 36.522 s 29.612 s 13.027 s

Write 10000 sensor samples 94.428 s 70.298 s 34.412 s

Write 100000 sensor samples 299.647 s 296.767 s 149.293 s

Table 2. Comparison of different data models - reading data

Single file Vertical partitioning Hybrid SBDH

Read 3000 sensor samples 60.022 s 20.012 s 9.716 s

Read 10000 sensor samples 113.428 s 22.298 s 10.231 s

The performance comparison of the different data models during writing
sensor samples is presented in Table 1. Next, the performance comparison during
reading sensor samples is presented in Table 2.

The measured times of experiments are mainly influenced by a different
number of tables which are required to be accessed during the reading/writ-
ing operations. Different tables accesses according to the particular data model
are summarized in the following list:

– Single file model—it is needed to access only one table but filtering is very
demanding operation. Whole records have to be parsed during filtering.

– Vertical partitioning model—two tables have to be accessed.
– Hybrid SBDH model—only one table has to be accessed.

The important feature of Cassandra is that it does not allow table joins by
design. The idea for the best Cassandra operation is to adjust table schema for
every application. On the other hand, it is not possible in the case of general and
automatic data schema handling, i.e., no other effort is needed while adding new
table corresponding to the new sensor, etc. Thus, a subsequent post-processing
is needed within the higher level of the system (using Apache Spark in our case),
and it is also very time demanding operation. Therefore, the outcomes of vertical
partitioning model experiments show that this solution is not as usable as other
ones.

Furthermore, it is important to be aware that the single file and vertical
partitioning models store data from more sensors into one table. Therefore, next
experiments were conducted to find out how the number of sensors stored in a
table affects reading performance.

The experiment demonstrating dependency between the number of sensors
and the reading time is described in Table 3. It is apparent that the reading time
is not increasing together with the sensor number in linear way according to our
experiments.
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Table 3. Vertical partitioning various number of sensors stored in one table—reading
of 10,000 sensor samples

# of sensors Vertical partitioning

1 sensor 22.298 s

2 sensors 24.321 s

3 sensors 28.982 s

4 sensors 30.842 s

5 Summary and Conclusions

The needs to improve the performance of triplestores are pervading many
domains including the industrial automation domain. The task of ensuring effi-
cient RDF data processing is essential for the way towards the usage of the
Semantic Web technologies for data linking and analysis within Industry 4.0. The
semantic description of data from industrial automation domain using ontologies
brings many advantages—easy understanding of a given data model, easy data
integration, and better consistency maintenance.

In this paper, we have introduced hybrid SBDH data model which is focused
mainly on storage of sensor data. Next, we introduced Semantic Big Data His-
torian architecture—the system which utilizes semantic data description. Then
we discussed the realization of SBDH storage layer to overcome performance
issues. Finally we demonstrated the advantages of semantic data description on
the hybrid SBDH layer.

The performance of hybrid SBDH model was the best compared to the single
file and vertical partitioning model concerning the case of time series process-
ing. The conclusion is that the proposed approach should enable and facilitate
expanded use of Semantic Web technologies within Industry 4.0, at least for the
use case described in this paper. Our future work includes using the SBDH with
improved performance for advanced data analysis.
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Abstract. All manufacturing companies need to be able to closely mon-
itor the processes, labor, tooling, parts and throughput on the assembly
plant floor. This might be a challenging task because of a large num-
ber of plant floor applications that operate using different hardware and
software tools. In many cases, there are a large number of devices that
need to be monitored and from which critical data must be extracted and
analyzed. This situation calls for the use of an architecture that can sup-
port data from heterogeneous sources and support the analysis of data
and communication with these devices. Ontologies can be developed to
facilitate a proper understanding of the problem domain, and subse-
quently, knowledge from external sources can be shared through linked
open data or directly integrated (mapped) using an ontology matching
approach. In this paper, we demonstrate how ontological data description
may facilitate interoperability between a company data model and new
data sources as well as an update of stored data via ontology matching.
The MAPSOM system (system for semi-automatic ontology matching)
is introduced and described in this paper, and subsequently, an exam-
ple of new data model integration is demonstrated using the MAPSOM
system.

Keywords: Heterogeneity · Ontology · Ontology matching · Self-
organizing map · Active learning

1 Introduction

All manufacturing companies need to be able to closely monitor the processes,
labor, tooling, parts and throughput on the assembly plant floor. This is often
complicated because of a large number of plant floor applications that operate
using different hardware and software tools. In many cases, there are a large
number of devices that need to be monitored and from which critical data must
be extracted and analyzed. This situation calls for the use of an architecture
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that can support data from heterogeneous sources and support the analysis of
data and communication with these devices. Another factor to consider are the
significant differences between the hardware/software at different manufacturing
facilities even though they may be building the same product. This can be due
to a variety of reasons including the availability of tooling at different locations
around the world, local differences and the need to support different versions of
hardware and software at many plants. In many cases, the data also needs to
be localized to support a plant and textual data may require translation using
either machine or human translation. Other issues that need to be addressed
include different units of measurement between locations (imperial vs. metric)
and even different formats for dates between plants around the world. All of
these factors contribute to the difficulty of the problem in developing a solution
for integrating manufacturing data on the plant floor.

There are a number of different solutions that can be currently applied to
this data heterogeneity problem. A data warehouse can be built to include the
various data sources that are present, but this will require the development
of a data model that will represent all of the different data sources. This is
a difficult process because the different variations and inconsistencies between
disparate data sources need to be correctly represented in the common data
model. In many cases, the same data element has different names and formats
in separate databases which then need to be merged into a single data model.
The data model needs to be maintained and modified as new data sources are
incorporated into the production system. Commercial vendor solutions can also
be applied but often require the use of proprietary data representation models
that cannot be easily integrated with external systems.

An ideal solution would allow for the usage of a simplified data representation
model that can support various data sources and uses an open standard that
can exchange information easily between systems. This solution should also allow
for easy maintainability as there will be frequent additions and modifications to
the data model. It would also consolidate manufacturing data using a global
open standard and would be able to represent and communicate with these
different data sources. It is also important that the proposed solution supports
knowledge expressiveness and reasoning as well as the ability to keep track of
the source of each data item. These requirements led us to select the use of
semantic technologies to develop a common architecture for the manufacturing
data model.

Semantic technologies are built around common XML-based representation
standards such as RDF/OWL and provide a framework for building applica-
tions that support heterogeneous data sources. Ontologies can be developed
to facilitate a proper understanding of the problem domain, and subsequently,
knowledge from external sources can be shared through linked open data or
directly integrated (mapped) using an ontology matching approach. Within the
framework of this work we utilized our previous experiences with the develop-
ment of manufacturing ontologies and will be building upon those ontologies in
this work [15,16]. Other advantages for semantic technologies include flexibility,
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standardization, expressiveness, provenance and a reasoning/inferencing capa-
bility. There are many vendors who have built tools to support these semantic
web standards which can support manufacturing data integration and analysis.

The goal of this paper is to demonstrate how ontological data description
may facilitate interoperability between a company data model and new data
sources as well as an update of stored data via ontology matching. Furthermore,
a user involvement in the ontology matching process is a very important fea-
ture within the automotive industry. Knowledge management and a matching
of new data models are very important not only within automotive but also in
every distributed environment including agent-based and SOA-based industrial
systems.

This paper is organized as follows: first we provide a general overview of
the heterogeneity problem. Then, we introduce the ontology matching problem
including similarity measures aggregation and user involvement possibilities in
the ontology matching problem. Next, we demonstrate an integration of the Ford
supply chain ontology and MS Excel spreadsheet representing a list of spare
parts together with many important details on MAPSOM system which utilize
a self-organizing map, visualization methods, and active learning for ontology
matching.

2 Heterogeneity

An essential prerequisite for an accurate integration is to reduce heterogeneity
between data models—the shared ontology and a data source for integration in
our case. Many different types of heterogeneity have been defined and discussed
e.g. in [1,4,5]. The most obvious types of heterogeneity are as follows [6]:

– Syntactic heterogeneity represents the situation when two data sources
are expressed in different representational language. In the case of ontologies,
this situation happens when ontologies are modeled in different representation
formalisms, e.g., OWL1 and KIF2.

– Terminological heterogeneity stands for different names of the same
entity in different data models. An example may be a usage of different nat-
ural language—Wing vs. Kř́ıdlo (Czech term); or usage of synonyms—Wing
vs. Fender.

– Semantic heterogeneity (a.k.a. logical mismatch) represents differences in
modeling the same domain of interest. This logical mismatch arises due to
a utilization of different axioms for defining the same elements from data
sources. Two different mismatches may be distinguished: 1. the conceptual-
ization mismatch—differences between modeled concepts; 2. the explicitation
mismatch—differences how the concepts are expressed as discussed in [19].
Moreover, [2] identifies and describes three essential reasons for conceptual
differences:

1 Web Ontology Language - https://www.w3.org/OWL.
2 Knowledge Interchange Format - http://www-ksl.stanford.edu/knowledge-sharing/

kif.

https://www.w3.org/OWL
http://www-ksl.stanford.edu/knowledge-sharing/kif
http://www-ksl.stanford.edu/knowledge-sharing/kif
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• Difference in coverage—two data models describe different (possibly over-
lapping) parts of the world at the same level of detail and from the same
perspective.

• Difference in granularity—two data models describe the same part of the
world from the same perspective but with different levels of detail.

• Difference in scope—two data models describe the same part of the world
with the same level of detail but from a different perspective.

– Semiotic heterogeneity stands for a different interpretation of entities
by various people. In other words, entities from two different data models
with the same semantic interpretation may be interpreted by an interpreter
(human, expert system, etc.) with regard to the context. The semiotic het-
erogeneity is difficult to detect and solve by computer and often by a human
as well.

In general, more than one type of heterogeneity occurs at once. It is caused for
example because of various ad-hoc tailored system integration, etc.

3 Ontology Matching

In this section, we introduce the ontology matching problem [6]. The term ontol-
ogy is defined as an explicit specification of a conceptualization [7] sometimes
extended with the requirement for a shared conceptualization. In other words,
an ontology represents a conceptualization of some particular domain which is
shared among users (if everybody has his unique ontology they cannot commu-
nicate to each other) and is expressed by using a particular explicit means.

The goal of ontology matching is to find correspondent entities expressed in
different ontologies. The simplest possible relation between elements is a one-to-
one relation, e.g., Person maps to Human. Furthermore, there are more complex
types of a semantic relationship, e.g., Student maps to Undergrad-Student and
Postgrad-Student as well.

Ontology matching systems are widely used especially in the Semantic Web
domain where the systems are responsible for the integration of a lot of large
ontologies. Thus, the techniques for finding relations have to be fully auto-
matic. However, even though many researchers have been trying to develop fully
automatic and faultless matching systems, there are many cases where faultless
matching could be achieved only by means of a skilled user supervision.

The goal of this paper is to introduce a hybrid matching system prototype
which is responsible for matching elements from an MS Excel3 file (XLS) to
an ontology. We assume an XLS is a general spreadsheet file, i.e., we are not
limited for example to Parcelized Ontology Model [9]—the approach how to
store an ontology in an XLS. This approach has several differences comparing
to a matching of two ontologies. The first difference is the way of elements
extraction for matching. Naturally, ontology elements to be matched are clearly
given (strings representing concepts, object properties, etc.). On the other hand,

3 Microsoft Excel https://products.office.com/en-us/excel.

https://products.office.com/en-us/excel


Semi-automatic Ontology Matching in Automotive 57

we must consider what should be the element for matching within an XLS.
Should it be a content of cells, column names, sheet names, or the name of
the XLS file? The second difference is the process of the subsequent XLS and
ontology mapping. In this case, it is more difficult to decide what is a concept,
an instance (an individual), a property (data or object) in the source XLS and
more in merged ontology as an outcome of ontology mapping. For example, an
XLS could be in many cases decomposed as a table name—a concept name; table
columns—concept properties; table rows—individuals belonging to the concept.

A problem of the ontology matching (i.e., find out related entities) may be
expressed as a problem of finding the most similar entities. There are many
various already implemented similarity measures for computing a similarity of
entities. In the following paragraphs, essential types of similarity measures are
shortly introduced.

3.1 Basic Similarity Measures

String-Based Techniques. These methods are based on comparing strings as
the name indicates. They compare a name, labels or comments of entities (e.g., a
concept represented specific cultivar of apple could be characterized by following
strings: name—anton; label—Antonovka apple?; comment (1)—A popular small
green culinary apple variety from Russia; comment (2)—It has ability to tolerate
extreme cold). A prefix or suffix similarity measure tests if one string is a prefix
or suffix of another. Next, very widely used similarity measure is n-gram. This
method computes the number of common n-grams (sequences of n characters)
between two strings.

Language-Based Techniques. This group of similarity measures rely on using
Natural Language Processing (NLP) methods. NLP is used for facilitating an
extraction of meaningful terms. NLP methods can by divided into intrinsic meth-
ods (i.e., linguistic normalization) and extrinsic. Extrinsic methods utilize exter-
nal resources, e.g., WordNet [14]. WordNet is an electronic lexical database for
English, based on the notion of synsets or sets of synonyms. Furthermore, Word-
Net provides hypernyms and meronyms as well.

Structure-Based Techniques. These techniques aim to compare a structure
of entities that can be found in ontologies. Structure-based techniques can be
divided into comparison of an internal structure of an entity or the compari-
son of the entity together with surrounding entities. An example of a structure
based similarity measure is the structural topological dissimilarity on a given
hierarchy [18]. Extensional Techniques. This approach is applicable when con-
cept individuals are available. The idea is based on the fact that if two concepts
have the same individuals then they should represent identical concept.

Semantic-Based Techniques. Semantic-based methods belongs to the deduc-
tive methods. These methods alone do not perform well when they are utilized for
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an inductive task like the ontology matching. Thus, semantic based techniques
are suitable for verification or amplification of pre-alignments (i.e., entities which
are presupposed to be equivalent). Examples of semantic-based techniques are
propositional satisfiability, modal satisfiability techniques, or description logic
based techniques.

3.2 Similarity Aggregation

The basic similarity measures are suitable for different dissimilarity kinds. There-
fore, the basic measures may be utilized as building blocks of some complex solu-
tion. There are several techniques how to use these blocks together for ontology
matching. The most widely used method is to aggregate them.

There are several proposed and implemented methods for the similarity mea-
sures aggregation. We will provide short overview of these methods in the fol-
lowing paragraphs.

Weighted Product and Weighted Sum. Triangular norms are well-known as
conjunction operators in the uncertain calculi and weighted product (belonging
to the triangular norms) may be used for ontology matching. The weighted
product between two objects x, x′ from set of objects O is as follows:

sim(x, x′) =
n∏

i=1

simi(x, x′)wi ,

where simi(x, x′) is the ith similarity measure of objects x, x′. Analogously, the
weighted sum can be considered for example as a generalization of the Manhattan
distance with weighted dimensions.

Multidimensional Distances. This aggregation is suitable for indepen-
dent basic similarity measures. An example of multidimensional distances is
Minkowski distance:

sim(x, x′) = p

√√√√
n∑

i=1

simi(x, x′)p,

where simi(x, x′) is the ith similarity measure of objects x, x′.

Machine Learning Approaches. There are several proposed approaches for
utilizing machine learning methods for the ontology matching problem. A simi-
larity measures aggregation may be converted into a supervised machine learn-
ing problem with the help of training data containing a set of similarity measure
values corresponding to every matching pair together with a value representing
positive or negative mapping as described in [8]. Thus, general machine learning
methods can be utilized for ontology matching problems, e.g., support vector
machines (SVM), decision trees and neural networks.
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3.3 Semi-automatic Ontology Matching

A fully automatic ontology matching systems are not suitable for all applica-
tion domains. A system with the highest possible precision and recall is needed
for communication among experts and systems from different domains, e.g. in
manufacturing or in medicine. One of the possible examples for such a prob-
lem is described in [11]. Semi-automatic or manual ontology matching solutions
overcome previously mentioned deficiencies. However, these solutions are usually
more time consuming.

In other words, semi-automatic solutions are based on a user involvement in
ontology matching process. There are three areas in which users can be involved
in a matching solution: (i) by providing initial alignments (and parameters) to
the matchers, (ii) by dynamically combining matchers, and (iii) by providing
feedback to the matchers in order for them to adapt their results [6].

Furthermore, historical records of the prior matching may be used for improv-
ing a precision and a recall of an ontology matching. Existing matches posi-
tive/negative and a user action history can enhance a matching process to be
more interactive and personalized [3].

4 Validation Study

In this section, we introduce our solution of the hybrid ontology matching prob-
lem. This solution is based on semi-automatic ontology matching system named
MAPSOM and its corresponding extension for processing MS Excel files. Next,
the approach is demonstrated on the integration of the Ford supply chain ontol-
ogy and MS Excel file containing spare part information.

4.1 MAPSOM

We have extended our previously proposed and developed semi-automatic ontol-
ogy matching system MAPSOM [10] to be able to compute possible matching
pairs between the Ford supply chain ontology and MS Excel file containing spare
parts items. This system combines a machine learning approach for a similar-
ity measures aggregation and a user involvement into the ontology matching
problem.

The similarity measure aggregation is based on a self-organizing map also
known as Kohonen self-organizing maps (SOM/KSOM) [13]. In general, self-
organizing maps are a type of neural networks with unsupervised training algo-
rithm. The basic functionality of a SOM is an ability to assign similar input
vectors to the same neuron of a SOM output layer.

The user involvement is represented by verification of computed matching
values—by means of SOM visualization (see Fig. 4); and next by the active learn-
ing process—used for tuning of classified data.

The overall matching process consists of following steps:
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1. Compute desired similarity measures for element pairs
2. Train SOM
3. Compute clusters by means of a hierarchical clustering
4. Compute initial classification (positive or negative) of all neurons as well as

of clusters.
5. A user may verify classified neurons and clusters in this step.
6. Conduct active learning process—the most probably badly classified neurons

of each cluster are put forward a user.

After these steps, a user has a set of corresponding entities from the both
data models (ontology and XLS file) and is ready for subsequent mapping.

4.2 Data Models Matching

Data Models for Subsequent Matching. The Ford supply chain ontology
captures the risk management in the Ford global supply chain. Every car model
depends on many different suppliers, and important capability is to be able
to determine which vehicles at which plants would be impacted by a potential
shortage, e.g., a limited supplier plant operation, a disaster (e.g. tsunami), etc.
The Ford ontology captures all needed knowledge about vehicles, manufactures,
and processes, and therefore the ontology can infer required information. Fur-
thermore, the ontology would be able also to identify if Ford is dependent on
one supplier plant for multiple vehicles.

The second source of items for matching is an Excel file (XLS) containing
Ford spare part records. The XLS file has about 62 various columns identifying
particular parts. A predominant number of columns contain specific numerical
codes or strings composed of abbreviated labels. Obviously, a manual integration
of such a data would be very time consuming and because of big volume of
records probably impossible. Furthermore, a data preprocessing is needed for
enabling an automatic model matching. The data preprocessing is described in
the following paragraphs. An example of spare part records is illustrated in the
Fig. 1.

Fig. 1. A segment of Ford spare parts MS Excel file
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Data Preprocessing. The essential step preceding matching of models is data
preprocessing. Data for matching could be enriched with additional and valuable
information during this step.

Part numbers conceal a lot of important information which may make the
matching more precise. Thus, we need to parse and decode these items. Part
numbers are divided into three categories—regular parts (e.g., a cylindrical
block); hardware and utility parts (e.g., machine screws); special service tools.
Furthermore, two different part coding notations may be distinguished—before
and after 1998.

In this paragraph, we provide a detail description of regular parts. Regular
parts consist of tree part—prefix, base, and suffix. The prefix is represented by
a four-digit alphanumeric character and denotes year, model, and engineering
office of a given part. The base part has four or five digits and indicates a part.
For example, base part number series 2000–2874 represent brakes. The suffix
indicates change level, i.e., A: original design; B: changed once, etc. An example
of spare part number decoding is illustrated in Fig. 2.

Fig. 2. An example of a spare part decoding

Next, every spare part has a description. This description is formed from
abbreviations and therefore it could be hardly utilized for data models match-
ing. We used Ford Speak for decoding a part description. The Ford Speak is
database of acronyms, definitions, and terms originally designed for facilitating
data exchange between manufacturers. Items from the Ford Speak may have
more than one value, and we cannot decide which is the correct one. This fact
decreases accuracy and increases complexity of a matching but a utilization of
a part description is probably impossible without this preprocessing step. The
decoding of a spare part description is illustrated in Fig. 3.

Fig. 3. An example of the part description decoding
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Models Matching. After preprocessing, the data models matching by means of
MAPSOM system may be conducted. Steps of the matching task and their order
are stated in the Sect. 4.1. A SOM had a hexagonal topology and 25 neurons in
both dimensions in our experiments. A training algorithm had following parame-
ters [12]—a neighborhood function: Gaussian (parameter: 0.5); a neighborhood
size: 5; an adaptation of learning rate: linear; an initial value of learning rate:
0.4. First, we trained self-organizing map. Training data were pairs composed of
ontology elements from Ford supply chain ontology and preprocessed elements
from MS Excel spare part list. A number of iteration was set to 1000 but after
300 iterations there were no evident changes of the output layer neuron weights.
Thus, we could stop the learning algorithm after 300 iterations. The trained
SOM within MAPSOM system is illustrated in Fig. 4. Next, we have to conduct
initial classification of neurons. We used a Boolean conjunctive classifier [8] for
an initial neuron classification as well as for a subsequent cluster classification.

Fig. 4. The trained SOM visualization by means of U-Matrix together with demon-
stration of data pairs represented by a particular neuron

Subsequently, pairs with the help of SOM visualization could be analyzed.
We have several ways how to process it:

– Clusters and their classification—a cluster classification is computed
according to its center of gravity. Clearly, the cluster classification is depen-
dent on a count of clusters (centroids are translating). Therefore, MAPSOM
system offers an option for varying different numbers of clusters according to
a given data.
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– U-Matrix visualization—important neurons as well as neuron clusters
may be recognized by means of U-Matrix (unified distance matrix) visualiza-
tion [17]. U-Matrix displays distances between neurons (blue color - a short
distance; red color - a long distance), and thus we can recognize an important
neuron in the middle of trained SOM in Fig. 4. In general, neurons with decid-
edly positive and negative classification have a longer distance to remaining
neurons in many cases. It enables a recognition of positive matching even
without initial classification.

– Hit histogram—this additional information denotes how many pairs are
represented by a particular neuron. Hit histogram may be combined with
U-Matrix visualization as well as with visualization of clusters.

The last step of models matching is an active learning process. A utilization
of this process has several benefits. First, the found positive matching pairs may
be improved during this step (the least probable matchings are presented for
verification and user can change a classification of a corresponding neuron or
a cluster). In other words, a user should be capable of verifying correctness of
discovered neuron classifications. We used active learning mainly for verification
of a given matching in our case.

5 Discussion

The knowledge management task is a difficult task even in the case of one data
model. Furthermore, an integration of various data models together with a main-
tenance of their consistency is very complex task which is essential in many
applications and domains including agent-based and SOA-based industrial sys-
tems. Semantic Web technologies may offer solution for these tasks. There are
many already proposed and implemented systems for ontology matching which
could be used for integration of various data sources.

In many cases, manual matching could be very time consuming or even impos-
sible due to huge number of matching entities. Thus, many researchers and
developers try to develop fully-automatic matching systems. These systems are
capable to process very big number of entities. On the other hand, the precision
of the matching has to be taken into account in many domains, i.e., healthcare,
industrial domain, etc. A user involvement in semi-automatic matching system
is the best solution how to process huge data amount and ensure a satisfactory
precision of matching.

A user should be involved not only within the matching process itself. A user
may provide additional valuable information for the matching—mainly in the
preprocessing phase. In this paper, we have shown that the preprocessing phase
could be essential for enabling matching in many applications. Here, available
information in XLS file are not sufficient for any reasonable matching. Thus, a
user is able to extend knowledge about matching items by decoding part numbers
and abbreviated part description. Apparently, a user is not involved for example
in converting all part numbers manually but in providing a definition for the
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system how to convert part numbers and corresponding descriptions. A blind
automatic matching approach cannot achieve such outcomes.

A user-friendly visualization of matching data during the matching process is
essential for proper understanding of data as well as a matching process itself. A
suitable visualization method is strongly dependent on methods and technologies
which are used for the matching. However, visualization methods have to reflect
several assumptions because of ensuring usable and efficient user interaction, i.e.,
offer a capability to manipulate with a whole set of similar entities (for example
change a classification of the proposed matching), provide a mechanism which
recommends suitable data for user verification, etc.

6 Conclusions and Future Work

In this paper, we introduced the approach how to utilize ontology matching for
semi-automatic various data model integration and how important is the user
involvement in this process together with the preprocessing phase. The approach
is demonstrated on the matching task where spare parts are matched to the Ford
supply chain ontology.

In this article, we focused on spare part matching to the ontology elements.
In future work, we will be aimed at a utilization of preprocessed (extended)
XLS data for a derivation of new concepts, properties, and relationships and
how to conduct the most precise mapping between the original ontology and
the new derived ontology segments. This extension of the ontology should offer
a better interoperability as well as efficiency for supply chain management. We
would like to automate the process of ontology management (e.g., adding new
concept into an existing ontology) by means of a utilization of ontology learning
methods and cover a creation of following ontology parts step by step—terms,
concepts, concepts hierarchy, relations, relations hierarchy, axioms. We especially
will emphasize a user involvement in previously mentioned research directions
for achieving the best outcomes required within the automation domain.
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Abstract. The paper describes the research on cooperation of cyber-human
resources in a cyber-physical social system. An ontology for a cyber-physical
social system is proposed and specialized for the robotics assembly domain.
A task from this domain is used to demonstrate scenarios of robot-robot
cooperation and robot-human cooperation. Communications that support the
cooperation processes are performed through online communities by messaging.
Examples of messages and their format are given when the scenarios have been
described.

Keywords: Cyber-physical social systems � Ontology � Robot cooperation �
Robot-human cooperation � Online community

1 Introduction

Cyber-Physical Social Systems (CPSSs) are a new generation of networked systems,
wherein human resources are an integral part. In these systems, humans are not only
service consumers, but “collaborators” as well. Collaboration of humans and cyber
resources provide great benefits. For instance, cyber resources can learn from humans
in the process of their collaboration and then, if it is possible, to substitute the humans.
Humans and cyber resources can jointly do a job that cyber resources themselves are
not able to do. Distribution of a task assuming combination of routing work and
intelligence between cyber resources and humans may facilitate task execution or even
lead to new task solutions. Many other examples of beneficial cyber- and human
collaboration can be found. The CPSSs unite cyber- and social worlds naturally and in
this way provide a great opportunity to take advantages from collaboration.

A building block for collaboration is cooperation [1]. Cooperative working is
tightly coupled with information exchange. Appropriate communication mechanisms
are useful for partners to maintain a set of shared beliefs and to coordinate their actions
towards the shared goal [2]. If communication between cyber resources, which are
kinds of machines, can be formalized, effectively producing types of inter-human
communication (shared visual information, gests, speech) on cyber resources is not
currently feasible [3].
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Cooperation of humans and cyber entities is the focus of the present research. In
this direction, a core ontology of a CPSS is proposed. The ontology defines the basic
concepts that are needed to organize cooperation of cyber- and social worlds. The core
ontology is specialized for the robotics and automation domain. A product assembly
task from this domain is used to demonstrate scenarios of robot-robot cooperation and
robot-human cooperation. Robots and humans use the specialized (domain) ontology
for the communication. The research proposes the cooperative partners to communicate
through online communities by messaging. The advantages of this are (1) an explicit
form of knowledge being communicated; (2) the common way of communication;
(3) no need to recognize different communication modalities.

The rest of the paper is structured as follows. Section 2 provides an overview of the
related research. Ontology of a cyber-physical social system is proposed in Sect. 3. In
Sect. 4 two cooperation scenarios in the robotics assembly domain are discussed. Some
concluding remarks and the research limitations are summarized in the Conclusion.

2 Related Research

Cooperation in cyber-physical social systems is tightly related to the research on col-
laborative networks and cooperation & collaboration in cyber-human environments
supported by communication mechanisms. Some of such studies are considered below.

Collaborative network is a network consisting of a variety of autonomous entities
(e.g., organizations, robots, people, etc.) that are geographically distributed and
heterogeneous in terms of their operating environment, culture, social capital and goals,
but that collaborate to better achieve common or compatible goals, and whose inter-
actions are supported by computer network [1]. Different forms of collaborative net-
works are distinguished. Virtual organizations, virtual communities, dynamic supply
chains, etc. are among them. CPSSs have not been explicitly listed as one of the forms.
Nevertheless, when it comes to collaboration supported by computer mediated com-
munication, these systems manifest themselves as a kind of collaborative network.

In collaborative networks, ontologies are given the role of a knowledge source that
facilitates the mutual understanding among the network members [4]. For instance, in
the CoBASA architecture, cooperation of manufacturing agents is regulated by con-
tracts [5]. The ontology validates the definitions and concepts of these contracts. The
socio-technical aspect of collaboration in a community is the basis for the ontology
proposed in the framework of virtual enterprises [6]. A collaboration ontology pur-
posed to describe the social collaboration processes from an external point of view is
suggested to capture and share knowledge about collaboration [7]. This ontology builds
a common vocabulary for the key concepts of collaboration and the relations and
dependencies between them. ColOnto (Collaborative networks Ontology) [8] is the
result of elaboration of the approach to modelling collaborative networked organiza-
tions by four dimensions (structural, componential, functional, and behavioral) [4]. The
main concepts organizing the general level of the mentioned ontologies are actor,
objective (goal), policy, task, service, process, resource; actor can be company, orga-
nization, or person. Some of these concepts have formed the basis for the core ontology
proposed in this paper.
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The base for cooperation and collaboration in cyber-human environments is
communication acts. In this direction, a number of approaches treat different com-
munication modalities (explicit like verbal, deictic or based on gaze, gestures, facial
expressions, or implicit like postures) [2, 9–11]. Some approaches contend with
problems of speech communication in natural language. An ontological semantic
technology [12] is widely used in these approaches. The technology relies upon
repositories of world and linguistic knowledge. The repositories consist of the ontol-
ogy, containing language independent concepts and relationships between them; one
lexicon per supported language; and the Proper Name Dictionary (PND), which con-
tains names of people, countries, organizations, etc. [13]. This technology is used, for
instance, for robotic reasoning [14], for communication between a firefighting-robot
and a human [15], and for human-robot collaboration in CHARMS – an environment
of hybrid human-robot-agent-collaboration [16].

Just like the collaborative networks, the cyber-human environments use ontologies
to provide the partners with the domain semantics that is in the centre of communi-
cation acts. Besides the semantics, ontologies in the collaborative networks and
cyber-human environments serve as knowledge repositories. These repositories can
provide with different kinds of knowledge, e.g. a task structure, a classification of gests,
a description of partner skills and competencies, etc.

An analysis of ontologies used in different approaches has shown that most
approaches tend to develop own ontologies. Some of these approaches take a general
ontology as the basis for domain-specific ontologies. For instance, DOLCE1 ontology is
used in the manufacturing control area for communication between autonomous and
cooperative holons (physical resources and logic entities) [17]. UFO (Unified Foun-
dational Ontology)2 is proposed to be used for business modeling [18] and to integrate
several collaborative software applications aiming at effectively collaboration support
within organizations [19]. UFO and SUMO (Suggested Upper Merged Ontology)3 were
investigated as the upper-level ontologies to build the foundation of an IEEE standard
ontology for robotics and automation [20]. The standard is indented to provide a unified
way of representing knowledge and to provide a common set of terms and definitions,
allowing for unambiguous knowledge transfer among any group of humans, robots, and
other artificial systems. Today, the core ontology for robotics and automation (CORA) is
grounded in SUMO. The CORA ontology has been extended in the collaborative CORA
by introducing concepts related to human-robot collaboration [21].

OpenCyC4 and UFO ontologies seem to be the most popular to model enterprises
and particularly CPSSs (e.g., [11, 22]). The popularity of OpenCyC is due to the
presence of common sense knowledge. Such knowledge can be naturally used to
organize communication between cyber components (e.g., robots) and humans. UFO
ontology was constructed with the primary goal of developing foundations for con-
ceptual modelling. The engaging quality of this ontology is a detailed account of

1 http://www.loa.istc.cnr.it/old/DOLCE.html.
2 https://oxygen.informatik.tu-cottbus.de/drupal7/ufo/?q=node/1.
3 http://www.adampease.org/OP/.
4 http://www.opencyc.org.

68 A. Smirnov et al.

http://www.loa.istc.cnr.it/old/DOLCE.html
https://oxygen.informatik.tu-cottbus.de/drupal7/ufo/%3fq%3dnode/1
http://www.adampease.org/OP/
http://www.opencyc.org


universals such as unary or binary relations [23]. A core ontology suitable to model
CPSSs is expected as a result of the NIST project “Reference Architecture for
Cyber-Physical Systems” [24]. The project addresses the development of a
cyber-physical system framework with common vocabulary, analysis methodology,
reference architecture concepts and use cases to serve as the basis for shared devel-
opment, information exchange, and new formal methods applicable across domains.
This project is in progress so far.

The ontology proposed in the paper is a core ontology of CPSS. It offers concepts
and relationships to model structural, componential, and partly functional dimensions
of a CPSS. A specialization of this ontology in domains serves as a means to organize
cooperation of partners from cyber and social worlds in these domains. The ontology
provides the partners with the domain semantics for the communication. In the paper,
communication through online communities by messaging is suggested. The main
advantage of this approach is explicit form of knowledge being communicated, which
facilitates communication between the two worlds.

So far, the proposed ontology has not been grounded in any general ontology. The
authors are in favourof UFO as a candidate to provide the ontology with the upper
level.

3 Ontology of Cyber-Physical Social System

The ontology of CPSS (Fig. 1) comprises the main concepts and relationships that have
been identified as relevant to model such systems. This ontology is inspired by the
ontology for resource self-organization in cyber-physical-social systems [25]. The
structure dimension of a CPSS provides the main concepts around which the ontology
is built.

A CPSS consists of cyber space, physical space, and mental space [26]. These
spaces are represented by sets of resources. The physical space consists of various
physical devices. These devices are supplied with computing components. Such
components allow the devices to perform computations, process data, information and
knowledge, communicate, and as a consequence be interoperable. The physical devices
united on the communication basis organize the cyber space. This space in the
ontology is represented by cyber resources. Inherence of computing components in
cyber resources is modelled by the equivalence axiom: (is-a Physical device) and
(embeds some Computation) � Cyber resource. The mental space is represented by
humans with their knowledge, mental capabilities, and sociocultural elements.

In terms of collaborative networks, actors are participants of cooperative & com-
municative activities [4]. In this research, the CPSS’ resources form the category of
Actors. The actors perform Roles. A role defines services that an actor provides in a
given context. In the figure, this idea is modelled as the actors perform roles and roles,
in turn, provide services. The ontology represents concept role at the very abstract
level. A corresponding specialization of this concept is required to denote specific roles
that resources perform in the CPSS, the communication network, or the application
domain. The resources may change their roles in the process of scenarios executions.
Services provided by one role are consumed by other ones.
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Sorts of the services depend on the domain in which the CPSS is used. They may
be computational functions, actions, communication services, etc. Services can be a
simple service that a certain resource provides or a complex service requiring coop-
eration or collaboration of several resources. The paper does not treat the complex
notion of services in corpore. Perspectives to this notion vary. The reference ontology
[23] for services provides means to elaborate this notion minutely. The perspective on
services accepted in this paper is that the services carry out processes.

Services expected in the current situation are determined by context. Information
systems use various inferences, procedures, rules, etc. to analyze context and determine
what services are expected. A widely adopted in ubiquitous and pervasive environ-
ments definition of context is any information that can be used to characterize the
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Fig. 1. Ontology of cyber-physical social system
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situation of an entity [27]. Such context is characterized by categories of individuality,
activity, location, time, and relations [28]. On the other hand, context is a situation,
which could be seen as a course of events; this situation evolves organizing new
relationships between the entities involved in it [29]. Uniting the two perspectives, the
ontology proposes to characterize context by categories of unit, activity, location, time,
and event. The unit category describes the entity itself. The name unit is introduced
instead of individual in order not to be confused with individuals in Web Ontology
Language OWL5. Location and time provide the spatio-temporal coordinates of the
entity. Activity is a process of performance of the task the entity is involved in. Event is
occurrence happening at a determinable time and place; event can be produced by
either some entity or some factors. Events are instantaneous whereas activities last in
time [30]. The relations category is omitted since it is not a contextual category. It is a
standard category used to characterize ontology concepts and comprises all the rela-
tionships specified in the ontology.

Interoperability of the CPSS’ resources is supported by communication mecha-
nisms. Communication network is an association of resources interconnected to
information exchange. The resources joint this network with communication roles
defined for this network.

The presented ontology is considered as a core ontology [31]. In domains of
ontology usage, the ontology concepts are supposed to be extended and specialized.

4 Cooperation

The ontology (Fig. 1) is specialized to organize cooperation in the robotics and
automation domain. This domain implies communicating knowledge between robots
and humans and therefore is a good application domain for a CPSS. A product
assembly task is used to demonstrate cooperation activities. The focus of this section is
robot-robot cooperation and robot-human cooperation.

The CPSS ontology specialized to the domain in question is presented in Fig. 2.
Robots are a kind of cyber resources in this domain. The assembly scenario supposes
that either one robot participates in the assembly process or several robots cooperate to
perform the assembly task. In the former case, assembly task is accomplished by one
instance of the concept Robot, in the latter case, by a set of instances. The assembly
task is defined as a task to assemble a product from components.

In the paper, robots and humans are proposed to use the technology of online
communities to communicate, i.e. in the ontology, online community is a kind of
community network. Online community is a virtual community whose members interact
with each other via the Internet. As opposed to social networks, an online community
unites its members (cyber- and social resources here) based on a common interest or
goal. The common objective is one of the prerequisites for cooperation. The special-
ization of the core ontology for resource communication through online community is
represented in the ontology slice (Fig. 3).

5 https://www.w3.org/TR/owl-features/.
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The ontology (Fig. 2) distinguishes two categories of resources’ roles: role in the
CPSS and role in the communication network (not shown in the figure for its sim-
plicity). For the CPSS, the role of executives for robots and the role of consultants for
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Fig. 2. Ontology for robotics assembly
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humans are provided for. In the online community, robots may fulfill the roles of
knowledge recipient and knowledge providers; the humans’ role is knowledge provider.

In the exemplified scenarios, robots have a task to assemble the word “ITMO” from
mosaic Russian 3D characters (Fig. 4). The characters are scattered along the robots’
ways. Each character is of a unique color because of the robots cannot identify types of
the characters (letters), but they can recognize colors. The word “ITMO” is specified as
an instance of the concept Product in the ontology; the characters are instances of the
concept Component (Fig. 5). The robots are capable to search for, pick up, and relocate
characters.

The robots’ knowledge is represented in their own ontologies. The assembly task in
these ontologies is specified as a sequence of actions (services in terms of the CPSS
ontology). Each action is characterized by preconditions (inputs) for the start of the
action and effects (outputs) the action results in. The sequence of action for the con-
sidered task is “Search for a characters ! Character recognition ! Character relo-
cation”. The action of characters recognition assumes recognition of the type of the

Fig. 4. Robots assemble “ITMO” word
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Fig. 5. Specialization of robotics assemble ontology
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found character and determination if this character belongs to the word being assem-
bled. If the word does not include the character, the following action is “Search for a
characters” again.

In the scenarios, robots and humans are participants of a special organized online
community. They are jointed the community automatically with roles of knowledge
providers for humans and knowledge recipients for robots.

4.1 Robot-Robot Cooperation

Two robots with the same functionality participate in the scenario of robots coopera-
tion. Initially, the assembly task does not imply cooperation. The process of assembling
is distributed between the robots as follows. Each robot knows the character which it
should search for and relocate, and the spot for this character in the word being
assembled.

When a robot puts a found character in its place, it communicates with the other
robot to inform it about which character (to be more precise, the character of which
color) and in which position is placed. The mutual communications provides the both
robots with knowledge about all the characters comprising the word and their positions.
As a result the robots become capable of cooperating.

The communication process through the online community is organized as follows.
The robot that has fulfilled a part of the task sends an informing message into the
community. This robot performs the role of knowledge provider. The ontology
vocabulary is used in the message. The message format is

\Type; Resource Send; Resource Recip; Product; Component; Service;Content; Status[ ;

where Type is a message type, Resource_Send is a resource name (an instance of the
concept Resource) sending the message, Resource_Recip is a name of the resource or
to that the message is intended for (if this name is omitted, the message has no specific
recipient and sent into the community as a public message), Product is a name of the
product being assembled (an instance of the concept Product), Component is a name of
the component the resource deals with (an instance of the concept Component), Service
is a service, procedure, function, or action that the resource has been performing,
Content is specific information relating to the task, Status is a status of the task
execution (status can be one of Ready, Failed, or Suspended). Resource_Recip may be
represented by a role name, which means that the message is addressed to a set of
resources fulfilling the given role.

For the scenario under consideration, a robot informs the online community that it
has relocated the character “T” into the position with coordinates XYZ: <Notify,
Robot1, ITMO, T, Character relocation, T, x1, y1, z1, Ready>. The content of this
message (T, x1, y1, z1) represents inputs (T) and outputs (x1, y1, z1) for the action of
character relocation. Robots carrying out the task on assembly of the ITMO product
read this message and, if the knowledge containing in the message is new for them,
they supplement their ontologies with it. When the word has been assembled, all the
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robots participating in the process (two robots in the given scenario) know the whole
procedure of task execution.

In the paper, implicit and explicit forms of robot cooperation scenarios are pro-
posed. The both forms suppose that initially robots are not aware if they have any
partners to cooperate.

In the implicit form of the scenario the online community plays a role of black box.
A robot moves along its way, finds a character and checks if this character belongs to
the assembled word. If the word comprises the found character then the robot picks it
up, informs the community that it is going to carry the character to the position
designated for it, and does this. The other robot fulfilling the same task becomes aware
of the character that has been found and relocated. Going along its way, it selects any
character lacking in the word currently and follows the scenario with informing the
community appropriately.

In the explicit form, a robot that found an appropriate character, informs the online
community about this. If there is a robot that is fulfilling the same task then this robot
sends a notification message directly to the first robot. The message contains infor-
mation which robot is ready to cooperate. Namely, which robot is fulfilling the same
task and what it has been doing. Further communications are made between the two
robots.

4.2 Human-Robot Cooperation

The scenario of robot-human cooperation supposes that humans support robots in their
actions. In this scenario, robots are not aware of characters positions in the word.
Humans control the locations of the characters in order to these characters would form
the word. When a robot finds a character it recognizes it and asks humans about the
character position. If the word being assembled comprises the found character then a
human consultant informs the robot about the coordinates where it should put the
character. Otherwise, the robot receives a message to go on its way. As soon as the
word has been assembled, the robots stop acting.

The communication process through the online community in this scenario is as
follows. The robot has the role of knowledge recipient in the online community. It
sends a message in the form

\Request; Robot1; Consultant; ITMO; T ; Character relocation;

T ; ?; ?; ?; Suspended[ ;

where Request is the message type, Robot1 is the name of the robot sending the
message, Consultant is the resource role (the message is addressed to anyone who
fulfils the role of consultant), ITMO is the product, T is the product component,
Character relocation is the action being performed, Suspended status means that the
action is stopped for some period. The content in the form T, ?, ?, ? informs that
component T is the input for the action and that values for outputs (coordinates) are the
subject of the request.
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Using the robotics assembly ontology (Figs. 4 and 5) the message above is
transformed into human-readable view as follows. To any consultant from Robot1:
Robot1 is assembling the word ITMO. Robot1 is dealing with the character T. Robot1
is ready to start the action “Character relocation”. Robot1 asks coordinates x, y, z for
the character “T”.

According to the scenario, a human consultant (generally, the consultant is not
mandatory human) should reply to the robot with coordinate values. In order to the
human messages would be understandable by robots, humans are provided with
templates. The template is produced based on the robot request. For the request of
Robot1 the consultant replies in the following form:

coordinate x for character T is value,
coordinate y for character T is value,
coordinate z for character T is value,

where value is the value provided by the consultant. It is assumed here that the
consultant is trained for the task in question. He/she uses a special procedure to
determine the coordinated. The consultant judges the value of the coordinate y. This
value assigns the line along which the word is assembled. The values vx of the coor-
dinate x are calculated as follows:

vx ¼ x0 þ i� 1ð Þw;

where x0– the value of the coordinate x corresponding to the location of the first
character of the word, i – the position of the character in the word, w – constant
(w ¼ 2wl, where wl� the average width of the characters).

The scenario of the robot-human cooperation was used for ontology validation [32].
The open source Smart-M3 platform [33] served to provide information exchange
infrastructure between the user and robots. The messages were formatted as
RDF-triples. The form of the messages proposed in this paper can be considered as an
RDF-graph decomposable in triples.

5 Conclusion

The paper describes the research on ontology-based cooperation of cyber and human
resources in a cyber-physical social system. Although cooperation and collaboration of
heterogeneous entities is a focus of many studies, the issue of cooperation of different
worlds in a CPSS has not been sufficiently investigated. The distinguishing feature here
is equitable cooperation of humans and cyber-physical components. That is, the roles
of CPSS’ components are not attached to the types of these components. For instance,
the human activity can be delegated to cyber resources.

The present research proposes a core ontology for a cyber-physical social system.
The ontology models cyber-physical social systems through a set of resources com-
prising such systems. Three types of resources are distinguished: physical, cyber, and
social. The resources act and communicate depending on the roles they have in the
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current situation. Concept Role introduced in the ontology enables to redistribute the
resource activities.

The ontology is supposed to be extended and specialized in real-world application
domains. One more contribution of the research is a specialization of the proposed
ontology for the robotics and automation domain. A product assembly task from this
domain is used to demonstrate scenarios of robot-robot cooperation and robot-human
cooperation. In the scenarios, the ontology is used for resource communication.
A scenario of robot-human cooperation allows ones to make a conclusion about
ontology validity.

So far, the proposed ontology has not been grounded in any upper ontology.
Grounding this ontology in a foundational ontology, such as SUMO, DOLCE, or UFO,
will enable to achieve a good quality ontology [18, 34]. It is a possible future research
direction.

Finally, the research contributes to involvement of the technology of online com-
munities in information exchange. The research proposes the resources to communicate
through online communities by messaging. The main advantage of this is explicit form
of knowledge being communicated. At present, online communications become
common human practice. Adaptation of this form of communication to cyber resources
allows the resources from different worlds share the common way of communication
and enables to avoid recognition of different communication modalities.

Concluding, it should be mention that the common ontology imposes some limi-
tations. The resources have to use the vocabulary of this ontology to be understood by
each other. If a resource is new regarding a CPSS, the vocabulary of this resource needs
to be matched against the ontology vocabulary. Matching is a time consuming process
that requires additional efforts.
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Abstract. In this paper we demonstrate how some features of product lines
related to the product assembly plan can be modelled in a formal way using
finite state machines. Then we introduce a method for automatic generation of
automation software that is empowering the production systems to produce the
required range of products based on availability of components. We illustrate the
concept on a very simple example, where products are limited to ordered tuples
of components. The products can have different complexity which is reflected in
the variable number of elements in the tuples. Benefits of automatic generation
include reduced implementation cycle, along with assurance in abilities of
manufacturing lines to produce exactly specified product descriptions.

Keywords: Sorting � Selection � Workpieces sequence � Specification � Finite
state machine � Selecting automaton � Token transfer � Graphs inference �
Prolog language � Function blocks � Control system � Standard IEC 61499 � Ball
sorting system � NxtStudio

1 Introduction

Future manufacturing systems shall be capable to change quickly from production of
one product to another. It is often the case that the same manufacturing line is used to
assemble a family of products sharing some common features, a.k.a. product line. To
handle the complexity of possible feature combinations in the product line by the
automation system, a formal method of generating control software from a product line
description is required.

In this paper, we investigate a class of product lines where product’s assembly plan
can be represented as a sequence of symbols, and the entire product line as a finite state
machine (FSM) [1] generating all such sequences. As an illustrative example we use a
workpiece sorting system, whose product is understood to be a certain sequence of
workpieces in an output tray. We demonstrate how the FSM description of the product
line can be translated into distributed control logic of the sorting system, represented as
a collection of interacting automata, each of which is focused on the selection of “own”
specified workpiece sequences.

© Springer International Publishing AG 2017
V. Mařík et al. (Eds.): HoloMAS 2017, LNAI 10444, pp. 80–91, 2017.
DOI: 10.1007/978-3-319-64635-0_7



A separate problem is the generation of an implementation model on the basis of
the description of a source specification. In this case, the modern Model Driven
Engineering (MDE) approach to software design and its extension for domain specific
languages called Model-Integrated Computing (MIC) can be used [2]. The starting
point of the design is a source model of the system, and the final result is a target model
of the system. The basis of these technologies is the models transformation.

For the design and implementation of distributed industrial automation control
systems the international standard IEC 61499 is increasingly used [3]. This standard is
of great importance in the building of new generation low-level control systems. At
that, the basic design artifacts are function blocks (FBs).

The goal of this paper is to develop methods and tools for the description and
synthesis of IEC 61499 FBs-based control systems for workpieces sorting on the basis
of specified sequences selection. This paper is structured as follows. Section 2 defines
finite automata used for the selection of specified workpiece sequences. In Sect. 3, an
approach to implementation of the selecting automata on the basis of IEC 61499
function blocks using a token passing mechanism is considered. Section 4 is devoted to
the automatic transformation of automata-based specifications to the structures of
FB-based implementation. Graph inference rules and their representation in Prolog are
under consideration here as well. In Sect. 5, a ball sorting system on the basis of the
selection of specified workpiece sequences is proposed as a running demo. In Sect. 6, a
method of translating automata-based specifications to ball sequences sorting system’s
control on the basis of IEC 61499 function blocks is developed. The Sect. 7 concludes
the paper. Here the results are listed and directions of future work are outlined.

2 The Use of Finite Automata for the Specification
and Selection of Workpieces Sequences

Finite state machines can be used both to specify the automata languages, and to
recognize the input sequences of these languages. The traditional field of application of
these recognizers is lexical analysis in compilers [1].

In this paper, finite automaton is suggested to be used to specify and to select
sequences of workpieces according to their type (color). Hereinafter, we call such a
finite automaton as a selecting finite automaton. Unlike the recognizer the selecting
automaton may ignore incoming input symbols if they do not trigger any of its
transitions.

We define a selecting finite automaton A (hereinafter, for sake of brevity an
automaton A) as the following tuple:

A ¼ ðQ; T ;C; d;u;Q0;FÞ;

where Q is a finite set of states;

T �Q � Q is a finite set of transitions;
C ¼ c1; c2; . . .; cmf g is a finite set of types (colors) of workpieces;
d : T ! C is a function which assigns colors to transitions;

Auto-Generation of Distributed Automation Software 81



u : T 0 ! N þ is a function which assigns the maximum number of allowable
workpieces to self-loops from T 0�T . The self-loop does not permit to accept more
than uðtÞ workpieces of dðtÞ color;
Q0 is a set of initial states;
F� T is a set of final transitions.

Firing a final transition of the automaton means that the previous workpieces
sequence is accepted and assembling a new workpieces sequence begins. As a rule,
final transitions of an automaton end in the initial state. It simulates the reset of the
automaton to its initial state. At the same time, the alternative target states are of
interest. In this case, we can assume that a dynamic change of the initial state of the
automaton when building a new workpieces sequence is performed. This property can
be classified as self-modification property of the formal model. It should also be noted
that the above formal definition of the selecting automaton can be extended for a certain
class of sorting problems to be solved.

Selecting finite automata can be divided into deterministic and non-deterministic
ones. If the condition 8ðqa; qbÞ; ðqa; qcÞ 2 T ½ðqb 6¼ qcÞ ! dðqa; qbÞ 6¼ dðqa; qcÞ� holds
the automaton is deterministic, otherwise it is non-deterministic. In a deterministic
automaton there is only one initial state, | Q0 | = 1, while in a non-deterministic
automaton there may exist several initial states.

A selecting deterministic finite automaton (SDFA) example is shown in Fig. 1,
where O (orange), G (grey) и B (blue) are colors of workpieces. The final transition is
indicated by a dotted line.

The automaton from Fig. 1 can select, for example, the following sequence of
workpieces: BB, BGB, OOBGB, OOOBBBBGGB. If the input chains of workpieces
are BG, OOGGGG, or OOOBGG, then the automaton would not select any specified
sequence of workpieces from the input chains.

An example of a selecting non-deterministic finite automaton (SNDFA) is shown in
Fig. 2(a). An advantage of a SNDFA over the corresponding SDFA is a compact
description, and a disadvantage is more complicated implementation.

For description and processing of selecting automata the Prolog language [4] is used.
Below is the description of the automaton shown in Fig. 1 in the form of Prolog facts.

state(s0).
state(s1).
transition(t1,s0,s1,black,_,ordinary).
transition(t2,s0,s0,orange,999,ordinary).
transition(t3,s1,s1,gray,2,ordinary).

O
G(2)

B

B

s0 s1

Fig. 1. Example of a selecting deterministic finite automaton
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transition(t4,s1,s0,black,_,final).
initial_state(s0).

In the above description, the following predicates are used:

state is an unary predicate for representing states of the automaton;
transition is a 6-ary predicate to represent the automatons transitions with the
following arguments: the first argument is a transitions identifier; second argument is
an identifier of an source state; third argument is an identifier of an destination state; the
fourth argument is the color of a workpiece; fifth argument is the maximum number of
allowable workpieces (for self-loops); sixth argument is the transitions type (ordinary
or final);
initial_state is an unary predicate denoting the initial state.

3 Approaches to the Implementation of Selecting Automata
on the Basis of Function Blocks

Below approaches to the implementation of selecting automata on the basis of function
blocks of the international standard IEC 61499 is considered. In turn, the function
block – based implementation of the selecting automata can be easily integrated into
general control of a workpieces sorting system based on the same standard.

SDFA can be directly implemented using the Execution Control Chart (ECC) of
basic FB. However, the implementation of SNDFA requires more sophisticated
approaches. In [5] non-deterministic automata (so-called, “NDA”) is treated as a
self-contained parallel model with its own rules of functioning. On the other hand, the
NDA functioning from [5] can be represented as simulation steps of determinization of
a non-deterministic finite automaton in real time. In this case, states of the deterministic
finite automaton are implicitly obtained during the NDA functioning as a combination
of its active states. The essential point here is the synchronous nature of the NDA
functioning. Below we take this approach as a basis.

We can distinguish the following approaches to implement SNDFA on the basis of
FB: when (a) transitions, or (b) states of SNDFA are represented as FB. These

s0

B B

G

GO

O
s1 s2

{s0} BB
G

G

O
{s1,s2}

{s0,s1}

O

{s0,s2}

B
O

G

O

G

{s2}

{s1}
O

G
a)

b)

Fig. 2. Example of a selecting non-deterministic finite automaton (a) and the corresponding
equivalent selecting deterministic finite automaton (b)
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approaches are inherently equivalent but orientation to transitions is more convenient to
represent loops. Moreover, it reduces the number of basic FB types to the number of
workpiece colors in the implementation. Therefore, we will use this approach. Due to
the synchronous nature of SNDFA functioning a common problem of these two
approaches is the problem of conflicts when simultaneously setting/resetting active
states. This situation occurs when a state has ingoing and outcoming arcs labeled by the

same symbol, for example, S1 �!x
t1

S2 �!x
t2

S3. At the active state fS1; S2g the right

sequence of transition firing is (t2, t1) which leads to the following change of states:

fS1; S2g�!x
t2;t1

fS2; S3g. Otherwise, a wrong resulting state is obtained: fS1; S2g�!x
t1;t2

fS3g.
For the sake of brevity, conflicts are not considered hereinafter. It can be only noted
that in FB-based implementation the daisy chains can be used for setting an explicit
order of transition firing for the priority-based conflict resolution. Further, for the sake
of simplicity, we consider mainly the implementation of SDFA. Nuances of SNDFA
implementation will be marked separately.

For the simulation of selecting finite automaton’s behavior a token passing
mechanism is proposed to use. It is a unified approach in relation to both SDFA and
SNDFA. The token is a dynamic entity that may be transferred from one FB to another
FB. If a FB has a token, it can actively monitor the incoming workpieces, and in the
case when a workpiece and the FB itself have the same color, then the FB initiates
action to capture the workpiece.

There may be a few tokens in the same time in the different FBs. From the totality
of FBs with tokens only FBs, which are configured to receive the workpieces of this
type, may accept the current observed workpiece.

Figure 3 shows the structure of a FB-based implementation of the automaton
shown in Fig. 1. It is assumed that the information is passed from workpieces color
sensor to the FB system via service interface function block (SIFB). The output signal
of the FB system is a signal EOS “End of the (selected) sequence”.

Fig. 3. Structure of FB-based implementation of the automaton shown in Fig. 1
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The following elements are used to represent the structure of the FB-based
implementation of selecting automata.

– arc set for the transfer of a token from the source FB to the target FB;
– arc reset for the removal of a token from the target FB;
– hanging input arcs for the setting of the initial values of the following parameters:

C is the color of a workpiece to be accepted by the FB. In other words, it is a “color
of FB”. This parameter may not be changed during functioning of the system and
installed initially;
T is a flag of the presence of a token in the FB;
R is a flag of the iteration. If R = true then the FB performs iteratively gathering of a
workpieces chain of the given color. If R = false then the FB is a “transient” one.
After the acceptance of one workpiece it moves the token to another FB(s);
M is the maximum number of workpieces of the given color which may be accepted
by this FB before the transfer of the token to another FB(s). This parameter is valid
only for FB with R = true.

4 Automatic Transformation of Automata-Based
Specifications to the Structures of Function Block Networks

For the automatic translation of a selecting automaton to the structure of a FB-based
implementation the use of the mechanism of graph transformations is proposed [6]. The
advantage of this approach is the visualization, the formality and the availability of
tools for transformation. Furthermore, in some cases, direct derivation of elements of a
target FB system from elements of a specification is possible. Some rules from the rule
set to infer elements of a target FB system from elements of a source selecting
automaton is shown in Figs. 4, 5, 6 and 7 below. It should be noted that the restriction
in this case is the class of the used automata models which are SDFA and SNDFA
without conflicts. For the last class the rule from Fig. 7 should be slightly modified,
bearing in mind that FB-transitions with a color which is equal to the current color of
workpiece should not be reset.

As can be seen from Figs. 4, 5 and 6, the parameters C and M for the being
generated FBs are inferred from the labelling of automaton’s transition. The above
rules are given for the case of ordinary automaton’s transitions and must be slightly
modified in the case of final automaton’s transitions. The modifications will generally
relate to adding the output signal EOS to the generated FB.

Fig. 4. Rule of inferring FB which has the initial token and does not have the iteration
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For the inference of the implementing FB system structure a program in the logic
programming language Prolog was developed [4]. This language has a powerful
built-in inference mechanism. In fact, each rule from the Figures above is represented
by a rule in Prolog. In the Prolog program FBs are represented by a 6-arity predicate
function_block, with the following parameters: FB identifier, the color, the
presence of the iteration, the presence of the token, the maximum number of allowable
workpieces, the presence of EOS output. For the representation of FB connections a
3-arity predicate connection is used which has the following arguments: the
identifier of source FB; the identifier of destination FB; the type of a connection arc.
Two inference rules in Prolog are given below as an example.

Fig. 5. Rule of inferring FB which does not have the initial token and has the iteration

Fig. 6. Rule of inferring set arc

Fig. 7. General rule for transformation of “Choice” automata construction
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The rule encoding graphical rule from Fig. 5:
function_block(Id,Color,true,false,NRep,false):-
transition(Id,State,State,Color,NRep,ordinary),
not(initial_state(State)).

The rule encoding upper graphical rule from Fig. 6:

connection(T1,T2,set):-
transition(T1,S1,S2,_,_,_),
S1\==S2,
transition(T2,S2,S3,_,_,_),
function_block(T1,_,_,_,_,_),
function_block(T2,_,_,_,_,_).

5 Example. Ball Sequences Sorting System

A ball sorting system (BSS) on the basis of the selection of specified workpiece
sequences is proposed as a running demo. The system consists of a pusher, three
sensors for detecting the type of balls (capacitive, inductive, and optical sensors), two
sensors to determine the position of the pusher, a sensor for detecting whether a ball is
in the gravity chute; two piston valves for catching balls from the gravity chute to a
buffer channel (a storage).

Human Machine Interface (HMI) includes basic static elements of sorting systems,
dynamic objects (balls), as well as LEDs for imaging of sensor values and EOS signal
(Fig. 8). The HMI of EasyVEEP simulator (www.easyveep.com) for a ball sorting
system is used as a prototype for our example.

Fig. 8. Ball sequences sorting system.
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The sorting system works as follows. Ball sequences determined by the SNDFA
from Fig. 2 fall into the first storage while ball sequences selected by the SDFA from
Fig. 1 get to the second storage. The balls which do not fall to the first two storages fall
into the third storage (for the rejected workpieces).

6 Method of Translating Automata-Based Specifications
to Ball Sequences Sorting System’s Control

The structures of FB-based implementation used in Sect. 4 do not include all the details
of implementation, so there is a need for further refinement theirs in terms of the
standard IEC 61499. The FBs used in these structures have the same but adjustable
functionality, and differ only in the values of the input parameters. Using them the FB
configuration for specific contextual conditions is set. Thus, the same type (of basic)
FB (Fig. 9) can be used to represent these FBs.

The interface of the basic FB consists of the following groups of parameters:
Input signals:

– Set is a signal for setting a token in the FB;
– Reset is a signal for removal of a token from the FB;
– WP is a signal of coming in a workpiece to the sorting system;
– Setup is a signal of setting (resetting) the FB initial parameters.

Output signals:

– OutSet is a signal setting tokens in other FBs;
– OutReset is a signal resetting tokens in other FBs;
– Out is a signal indicating that the FB has processed an incoming workpiece.

The input variables correspond to input FB parameters described in Sect. 4.
The execution control chart (ECC) (Fig. 10) of the basic FB consists of six states:

– Reset is a state in which the token is reset;
– Setup is a state in which the initial values of the internal variables are set;
– Set is a state in which the token is set;

Fig. 9. Interface of basic FB for modelling of the automaton transitions.
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– WP is a state to which the automaton goes under the following condition: WP &
(T1 = TRUE) & (Color = C1). The transition to this state occurs when the
incoming workpiece has the color of the FB and the FB has a token;

– WP1 is a state in which the counter of processed workpieces is incremented.
Only FB with R = true may go to this state. Furthermore, in this state, the output
signal Out is issued;

– WP2 is a state in which the removal of the token and issuing all the needed output
signals are performed. Only the FB with R = false or the FB already accepted
M workpieces of the given color may get to this state.

Using the basic FBs a composite FB, which represents an entire automaton
selecting ball sequences, is constructed. An example of the composite FB corre-
sponding to the structure from Fig. 3 is shown in Fig. 11. This composite FB is then
tested in a closed loop with simulation model and visualization. The scenario is as
follows:

First, a ball of a certain color is generated which is detected by sensors and get to
the first selecting automaton for analysis. If the ball is suitable then the signal “extend
the first gate cylinder (of piston valve)” is transmitted to the model of equipment, and
thus the ball falls into the first storage. Otherwise, the signal is transmitted to the second
selecting automaton and checked them. As can be seen, the first storage is a higher
priority than the second one.

If the ball fits the second selecting automaton then the signal “extend the second
gate cylinder” is transmitted to the model of equipment. If the ball does not fit the
second selecting automaton then it falls to the third storage for unused balls. When one
of the two gate cylinders has been extended but the ball does not fit then it is retracted
and lets the ball fall down the gravity chute.

It should be noted that an automatic translator of Prolog-based description of
selecting automata to XML-based project of nxtStudio [7] is developed which repre-
sents the ball sequences sorting system closed-loop simulation model.

Fig. 10. Execution control chart of the basic FB for modelling of the automaton transitions.
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7 Conclusion

The developed are as follows: (1) a formal model of selecting finite automata for
specification and selection of workpieces sequences in industrial sorting systems; (2) an
approach to the implementation of selecting automata on the basis of FB using tokens
transfer mechanism; (3) a graphs inference system defining the process of generating
structures of IEC 61499 FB systems from finite state machine – based specifications of
selectable workpieces sequences; (4) a method of automatic translation of specifica-
tions of selectable workpieces sequences to sorting system’s control based on IEC
61499 FB.

The proposed approach to the building of workpieces sequences sorting systems is
new and has not been used yet in industrial practice. The developed methods and tools
for describing and synthesis of FB-based control for workpieces sequences sorting
systems are convenient and effective as evidenced by the experience of development
and exploitation of appropriate software tools.

The direction of future research are building a class of sorting systems based on
selecting pushdown automata and selecting Petri nets as well as the integration and
synthesis of selective automata on the basis of the supervisory control theory.

Acknowledgement. The authors are grateful to Andrei Sandru from Aalto University for
developing and providing the visual simulation model of the ball sorting system’s equipment and
the HMI based on FBs.
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Abstract. This work discusses theoretical models of decentralized large-scale
cyber-physical and other types of multi-agent systems (MAS). Arguably, various
types of Boolean Networks are among the simplest such models enabling rig-
orous mathematical and computational analysis of the emerging behavior of
such systems and their collective dynamics. This paper investigates determining
possible asymptotic dynamics of several classes of Boolean Networks
(BNs) such as Discrete Hopfield Networks, Sequential and Synchronous
Dynamical Systems, and (finite, Boolean-valued) Cellular Automata. Viewing
BNs as an abstraction for a broad variety of decentralized cyber-physical,
computational, biological, social and socio-technical systems, similarities and
differences between open and closed such systems are rigorously analyzed.
Specifically, this paper addresses the problem of enumerating all possible
dynamical evolutions of large-scale decentralized cyber-physical, cyber-secure
and holonic systems abstracted as Boolean Networks. We establish that, in
general, the problem of enumerating possible dynamics is provably computa-
tionally hard for both “open” and “closed” variants of BNs, even when all of the
following restrictions simultaneously hold: (i) the local behaviors (node update
rules) are very simple, monotone Boolean-valued functions; (ii) the network
topology is sparse; and (iii) either there is no external environment impact on the
system, or the model of the environment is of a rather simple, deterministic
nature. Our results provide lower bounds on the complexity of possible
behaviors of “real-world” large-scale cyber-physical, socio-technical, social and
other distributed systems and infrastructures, with some far-reaching implica-
tions insofar as (un)predictability of such systems’ collective dynamics.

Keywords: Cyber-physical systems � Multi-agent systems � Boolean
Networks � Cellular & network automata � Network dynamics � Systems science

1 Introduction

Network Science and Agent-Based Modeling (ABM) have provided useful abstrac-
tions, research methodology, as well as mathematical and computational tools for
investigating fundamental behavioral properties of a broad variety of physically and
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logically decentralized, “networked” systems and infrastructures in engineering, phy-
sics, biological sciences and social sciences (see, e.g., [1, 7, 16, 19, 25, 26]). In
particular, investigating possible dynamics of discrete, agent-based models has been of
a considerable research interest among those studying, designing and/or analyzing
various distributed computing infrastructures, as well as various cyber-physical and
cyber-secure systems. Both analytical and computational (i.e., simulation-based)
studies have been undertaken, often providing valuable insights that would be much
harder, or even impossible, to obtain using the “traditional” mathematical and com-
putational methods based on solving appropriate systems of ordinary or partial dif-
ferential equations analytically whenever possible, or via numerical simulations
otherwise.

One important distinction that is often made about such complex distributed sys-
tems is, whether a given system is open or closed. In an open system, there is in general
influence of an “environment” external to the explicitly modeled, designed and/or
controlled “agents”; and the system designer, who is in charge of controlling or
“programing” the behavior of the agents, in general does not exercise control over that
environment, how the environment may impact the agents, or indeed how will that
environment respond to the agents’ actions. In contrast, in a closed system, there is no
(relevant) “environment” or other uncontrollable and/or unpredictable sources of
impact on the agents in the system, outside of those agents themselves.

Everything else being equal, in general it is easier to design, analyze, and predict or
control behavior of agents in a closed environment than in an open environment.
Needless to say, however, most if not all “real-world” cyber-physical, socio-technical,
biological and physical systems are in reality open, in the sense that it is rather rare that
the system designer or the organization deploying a particular engineered multi-agent
system has the full control of all relevant entities, interactions within and influences on
that system. However, depending on what properties of the system behavior one is
interested in, as well as whether and to what extent the actual external factors impact
those properties of interest, when modeling cyber-physical, socio-technical and other
decentralized multi-agent systems, assuming the system to be (approximately) closed in
order to simplify analysis and/or design may still be justifiable.

Distributed computing and distributed AI researchers have extensively studied
interactions, emerging behavior, coordination, resource and task sharing, and other
important problems formulated in both open and closed system settings. In some
circumstances, it may be appropriate to model a particular multi-agent or
cyber-physical system as a closed system – for example, when it’s justifiable to assume
that no “external” aspects of the environment would have any relevant impact on the
agents, their resources, decisions, goals or tasks. On the other hand, designing proto-
cols, algorithms, and other techniques for autonomous software or robotic agents in
open environments is, as a rule of thumb, both more realistic and more challenging,
esp. when possible impact of the environment on agents, their actions and their goals is
complex, nondeterministic and/or only partially observable (see, e.g., [14, 17]).

Communicating Finite State Machines (CFSMs) and Boolean (or other discrete-
valued) Networks are among the most popular mathematical formalisms for a broad
range of biological, physical, computational, cyber-physical, socio-technical and other
decentralized systems and architectures [2, 3, 15–18, 20, 21]. These models allow for
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crisp formalizations of many properties of such systems’ collective and emerging
behavior, especially with regards to long-term or asymptotic dynamics [16, 17, 22, 23].
One typical example is formalizing the fairness, liveness, deadlock avoidance and
similar properties of interest when it comes to modeling and verification of distributed
computing infrastructures, in terms of the fundamental configuration space properties
of a formal discrete dynamical system based on CFSMs or Boolean Networks.

The rest of this paper is organized as follows. In Sect. 2 we introduce open and
closed distributed multi-agent and cyber-physical systems, as well as how they can be
formalized in terms of Boolean Networks (BNs). We also outline some MAS appli-
cations that could benefit from our theoretical analysis of differences in possible
emerging behaviors between open and closed systems. In Sect. 3 we formally define
the key configuration space properties of BNs that capture the most important aspects
of asymptotic dynamics of those networks. We then focus on the computational
complexity of characterizing network dynamics, i.e., answering fundamental questions
about those Boolean Networks’ configuration spaces. We characterize those problems
in both open and closed system settings, and summarize key results for a broad range of
sparse BNs with simple local interactions. To the best of our knowledge, no prior work
has addressed such comparative analysis of open vs. closed discrete dynamical systems
in a formal Boolean Network setting. Last but not least, we summarize the key insights
and outline some directions for future research.

2 On the Collective Dynamics of Open and Closed Systems

Our goals in this paper are to, first, mathematically formalize open and closed
decentralized information processing systems, and, second, establish some key prop-
erties of such systems from a unified standpoint of dynamical system theory and
computational complexity/(un)predictability. We would like our framework to be
sufficiently abstract yet versatile, so that it provides meaningful insights on a broad
variety of decentralized information processing systems and distributed infrastructures,
ranging from the classical distributed computing environments and cyber-physical
systems to social networks and socio-technical systems to biological systems.

In case of the main results in this paper, these insights will for the most part be in
the form of lower bounds on complexity of an agent ensemble’s collective dynamics.
By a unified dynamical systems and computational complexity viewpoint, we mean
that we want to understand the dynamics of these complex networks (as our abstraction
of the real-world cyber-physical, socio-technical, biological and other systems), and in
particular to address the computational complexity (that is, relative hardness or easi-
ness) of characterizing that dynamics.

Our choices of mathematical abstractions for the open and closed distributed
multi-agent systems are driven by our interests in agent-based modeling and distributed
AI on one hand, and network science, on the other – and esp. the cross-fertilization
between these two research areas. In particular, the networks we study are characterized
by the following properties: time is discrete (and there is an implicit assumption of the
existence of a global clock, an important premise discussed in detail, e.g., in [16, 19]).
Likewise, the states of the individual agents are discrete. For simplicity, we will assume
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each agent is binary-valued, i.e., it can, at any discrete time step t, be in one of two
possible states: 0 or 1. The graph or network structure captures, which (pairs of) agents
can potentially directly influence each other. Under these ontological commitments,
Boolean Networks of interconnected Finite State Machines are a natural modeling
framework [2, 16, 20]. (Of course, other modeling choices are possible – for example,
those in which either time, or states of agents, or both, are continuous as opposed to
discrete. Closer to our adopted modeling framework, individual agents or nodes are
often allowed to be more general finite state machines, so that, in particular, each node
may have more than two states. We prefer the Boolean, i.e., binary-valued model for
two reasons: (i) it’s the simplest non-trivial model w.r.t. the states of individual nodes
or agents, and (ii) binary-valued nodes allow for direct comparisons with the rich
existing literature on discrete Hopfield networks, cellular automata and other types of
binary-valued Network Automata.)

How do we differentiate between open and closed multi-agent systems in this
modeling framework provided by Communicating Finite State Machines (CFSMs) in
general, and Boolean Networks as a restricted class of CFSMs, in particular? A closed
system can be captured by a Boolean Network in which each node is an agent, whose
individual behavior is defined, controlled, or at the very least, well-understood by us. In
contrast, in an open system abstracted as a CFSM or a Boolean Network, some nodes
correspond to agents, whereas other nodes capture the “environment” that influences
the agents, and that we do not have control over. The novelty in the present paper is the
explicit differentiation between “open” and “closed” CFSMs and BNA, and how the
openness (that is, the presence of an “uncontrollable” environment external to the
network of agents) impacts some of these fundamental properties of discrete network’s
dynamics and their configuration spaces.

An alternative approach, studied by researchers working at the intersection of
multi-agent systems and statistical physics, is based on a network of agents operating in
an external potential field akin to external electric or magnetic or other force fields
studied in physics. We will not discuss this latter class of models; for us, every relevant
aspect of the world is a node (finite state machine) in the network, but while we have
control over the behavior of certain nodes (namely, those representing our “agents”),
we do not have control over others (capturing various relevant aspects of “the envi-
ronment”). We note that the explicit distinction between open and closed multi-agent
systems, and some implications of that distinction, has been studied by the
Distributed AI researchers (see, e.g., [1]), although, as far as we are aware, not within
our formal modeling framework based on Boolean Networks.

2.1 Some Examples of Open and Closed Cyber-Physical Multi-agent
Systems

To provide some real-world “grounding” of the theoretical models of MAS studied in
the rest of the paper, we outline some decentralized cyber-physical and/or multi-agent
applications in which one can readily differentiate between open and closed systems.
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Team Robotics. One popular example is robotic soccer: two teams of robots, each
belonging to a different designer, playing soccer against each other. Within a single
team, we have a purely cooperative multi-agent system engaging in distributed coor-
dination (see, e.g., [25, 27]). However, from a Distributed AI standpoint, the coordi-
nation of robots within the same team is more complex than that in purely
collaborative, distributed problem-solving settings, as it is done in presence of an
adversary – namely, the other team of robots. Importantly, however, the entire “en-
vironment” in this application is made of the agents from the two teams of robots (plus
the ball, goal posts, and other relevant aspects of the environment that, however, in
general do not act deliberately or unpredictably); in particular, there is no “external
control” nor an unknown external “environment node” that may unpredictably influ-
ence the multi-agent interactions among the robots within a team, or indeed between
the two robotic teams. Hence, the robotic soccer is an example of a closed
cyber-physical system.

This can be contrasted with, for example, ensembles of autonomous unmanned
aerial, underwater or ground vehicles used in a surveillance, search-and-rescue or other
type of military or law-enforcement deployment [14, 16, 24]. The physical environ-
ments in which such autonomous vehicles operate are, in general, complex and
unpredictable; in particular, they often contain other goal-driven agents, possibly
including adversarial ones. Unlike with robotic soccer, the behavior of the adversarial
and other deliberative and goal-oriented agents is typically not a priori known; like-
wise, possible impact of external agents and other aspects of the environment on “our”
autonomous vehicle agents also in general is not known to the designer of unmanned
autonomous vehicles or the organization deploying those vehicles. The natural mod-
eling framework for such ensembles of autonomous unmanned vehicles, therefore, is
that of open (cyber-physical, multi-agent) systems.

Traffic Systems. If one considers just the “core infrastructure” such as the signaling
system (where it is known, for example, where the traffic lights and other components
of a city’s traffic signaling system are located, and how all those components function),
that would be an example of a closed cyber-physical system. However, when modeling
and simulating such traffic systems, the “overall” traffic system is usually considered to
also include vehicles, pedestrians and possibly other “agents” whose behaviors, in
general, are not a priori known. While one may have a model of possible behaviors,
and/or constraints on possible speeds of motion and other relevant aspects of those
agents’ behaviors, in general, these vehicle and pedestrian agents are more complex
and less predictable than say the traffic lights alone. So, in many traffic modeling
contexts, the broader traffic system should be considered to be an open system. This is
particularly significant when the new agents such as vehicles may unpredictably enter
and/or leave the modeled system, thus also making such traffic system open also in the
usual distributed computing sense. (We note that the first author’s original exposure to
the world of agent-based modeling and multi-agent systems, back in the early 2000’s,
was precisely in the context of defining and analyzing mathematical and computational
models for fairly large-scale – ranging from tens to hundreds of thousands of agents –
urban/metropolitan area traffic simulations [2].)
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Epidemics Propagation. Consider spreading of an epidemic, for example, a flu virus,
in a community. Accurate models of epidemics propagation are important in public
health domain, as well as for designing the best response when faced with outbreak of
massive epidemics or a biological warfare attack. Over the past 20+ years, the classical,
continuous mathematics based models (specifically, those based on solving differential
equations) have been increasingly being replaced by discrete, agent-based models. For
a recent work on agent-based modeling of epidemics, that also provides a good survey
of the state of the art and methodology, see, e.g., [28].

Many agent-based models of epidemics propagation assume closed systems (for
example, a town or city with a “fixed” population). More realistically, however, on
practically any scale larger than that of an individual family, the population(s) that may
be affected by the epidemics should be viewed as open systems, since new individuals
may enter into the population, some of the existing members may leave it, etc.
Depending on the particular aspects of epidemics propagation one wishes to model,
however, it may still be justifiable to “treat” the affected population as a closed
multi-agent system (with an understanding that, at non-trivial scales, this strictly
speaking is hardly ever the case). Therefore, when modeling propagation of epidemics
(or opinions, political or social influences, etc.) in a population, sometimes it may be
suitable to treat the population in question as a closed system, whereas in other sce-
narios it is of essence to explicitly take into account the intrinsically open nature of
population dynamics problems in most practical scenarios and for all but the smallest of
scales (cf. in terms of population sizes).

3 Preliminaries and Definitions

We formulate and then characterize some fundamental properties of asymptotic
dynamics of open and closed distributed multi-agent systems in the formal setting of
Boolean Networks and, as their prominent special case, Discrete Hopfield Networks [8,
9]. We define those two classes of discrete dynamical systems next.

Definition 1: A Boolean Network (also called Boolean Network Automaton, or BNA)
is a directed or undirected graph so that each node in the graph has a state, 0 or 1; and
each node periodically updates its state, as a function of the current states of (some or
all of) its neighboring nodes (possibly, but not necessarily, including itself). A BNA
dynamically evolves in discrete time steps. If the node vi has k neighbors denoted vi1,
…, vik (where this list may or may not include vi itself), then the next state of vi is
determined by evaluating a Boolean-valued function fi(vi1, … vik) of k Boolean vari-
ables; fi is called the local update function or transition rule (for the node vi).

Several comments are in order. First, in general, different nodes vi may use different
local update functions fi. This applies to Discrete Hopfield Nets [4, 5, 8, 9], as well as
many other classes of Boolean Networks including those originally introduced by S.
Kauffman in the context of systems biology [6, 10], and also several related models
proposed in the context of modeling large-scale distributed computing and other
decentralized cyber-physical infrastructures [2, 3, 11, 18]. Classical Cellular Automata
(CA) can then be viewed as a special case of BNA, where all the nodes use the same
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local update rule fi [20]. (We note that the underlying graphs in BNA are almost always
assumed to be finite, whereas Cellular Automata have been extensively studied in both
finite and infinite settings.)

The individual node updates can be done either synchronously in parallel, or
sequentially, one at a time (and if so, either according to the fixed update ordering, or in
a random order). While other communication models are worth considering [19, 21],
the above three possibilities have been studied the most. In this paper, we will focus
entirely on the parallel, perfectly synchronous node updates. This means, the next state
of the node vi is determined according to

vtþ 1
i  fi vti1; . . .; vtik

� � ð1Þ

The tuple of all fi’s put together, F = (f1, …, fn), denotes the global map that acts on
(global) configurations of a BNA. When all fi are the same, the notation in the literature
is often abused so that no differentiation is made between the local transition function,
acting on a state of a single node, and the global map F, acting on entire configurations
of a cellular or network automaton (that is, on all the nodes). In classical CA, all nodes
update according to the same local update rule. In most other Boolean Network models,
different nodes in general update according to different rules.

Definition 2: A Discrete Hopfield Network (DHN) is made of n binary-valued nodes.
Associated to each pair of nodes (vi, vj) is (in general, real-valued) their weight, wij.
The weight matrix of a DHN is defined as W = [wij]i,j=1..n. Each node also has a fixed
real-valued threshold, hi. A node vi updates its state xi from time step t to step t + 1
according to a (binary-valued) linear threshold function of the form

xtþ 1
i  sgn

X
wij � xtj - hi

� �
ð2Þ

where the summation is over j = 1, …, n; the term hi is the threshold that the weighted
sum needs to reach or exceed in order for the node’s state to update to +1; to break ties,
we define sgn(0) = +1.

The default notation in most of the literature on Hopfield networks is that the binary
states of an individual node are {−1, +1}. In this paper, however, we adopt the Boolean
values {0, 1} for the states of our nodes, in order to be able to discuss DHNs and our
results about them in the broader context of arbitrary types of Boolean Networks (see,
e.g., [6, 10, 19]) without the need for cumbersome “translations”. Furthermore, in most
of the existing literature on DHNs (e.g., [5, 8, 9, 12, 13]), two additional assumptions
are usually made, namely, that (i) the diagonal elements of weight matrix W are all
zeros: wii = 0; and (ii) the weight matrix is symmetric, wij = wji for all pairs of nodes i,
j. We will adopt (ii) throughout (we note, this does not affect the main results and
insights from them discussed in the next section). As for (i), we will consider two
possibilities on the nodes’ “memory” (of their own current state, as a part of the local
transition rule): either wii = 0 for all nodes vi, or else wii = 1 for all vi. The main results
in the next section hold under either the memoryless (wii = 0) or with memory (wii = 1)
assumption. Moreover, in the memory case, our results can be readily extended to more
general weighing wii of how is a node’s state at time t + 1 affected by its own state at
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time t; these variations will be discussed in an expanded, journal version but are left out
of this paper due to space constraints.

We study a variety of Boolean Network models and their asymptotic dynamics.
Several of our main results are formulated in the DHN context [22]; some of our prior
work was formulated in the context of two other types of Network or Graph Automata
(whose nodes’ states can but need not necessarily be Boolean-valued), called Sequential
and Synchronous Dynamical Systems [2, 15]. Hopfield Networks were originally
inspired by biology and especially computational neuroscience (in particular, they were
introduced as a model of associative memory [8]). Subsequently, in addition to theo-
retical models in computational biology and neuroscience, Hopfield Networks (both
discrete and continuous) were used for as a connectionist, self-organizing map model for
“learning” and “searching for a solution”, i.e., as a powerful tool for various search and
optimization problems in computer science, operations research and beyond [9].

We note that some of the earliest Boolean Network models were also originally
introduced in the context of theoretical and systems biology, albeit not specifically
neuroscience. Indeed, the very name Boolean Networks comes from the seminal work
in theoretical biology by S. Kauffman [10]. In contrast, Sequential and Synchronous
Dynamical Systems (SDS and SyDS, resp.) were specifically introduced in the context
of agent-based simulation of complex cyber-physical, socio-technical and engineering
systems [3, 11, 15–17]. For clarity and space constraints reasons, we will not formally
introduce S(y)DS models here, but rather refer the reader to relevant references. We
emphasize that our results in this paper apply to all of the above models (DHNs, SDSs
and SyDSs), and indeed most other discrete-time Boolean (or other finite-domain)
Networks or BNA found in the existing literature.

Since BNA and DHN are deterministic discrete-time dynamical systems, for any
given current configuration Ct at time t, there is a unique next-step configuration Ct+1.
We can therefore define the BNA or DHN configuration or phase spaces, and also
various types of global configurations (i.e., tuples capturing the states of all nodes in a
network) of interest:

Definition 3: A (global) configuration of a cellular or network automaton or a discrete
Hopfield Network is a vector (x1, …, xn) e {0,1}n, where xi denotes the state of the ith

node. A global configuration can also be thought of as a function c: V ! {0,1}, where
V denotes the set of nodes in the underlying graph of a CA, BNA or DHN.

Definition 4: A fixed point (FP) is a configuration such that, once a BNA or DHN
reaches that configuration, it stays there forever. A cycle configuration (CC) is a global
state that, once reached, will be revisited infinitely often with a fixed, finite temporal
period of 2 or greater. A transient configuration (TC) is a global configuration that,
once reached, is never going to be revisited again.

Definition 5: Given two configurations C and C’ of a CA, BNA or DHN, if F(C) = C’
then C’ is the successor of C (and C is a predecessor of C’). That is, configuration C’ is
reached from configuration C by a single application of the global map.

If the dynamics of a BNA or DHN is deterministic (which we shall assume
throughout this paper), then each configuration has a unique successor. However, a
configuration may have 0, 1 or more predecessors. By the “pigeonhole principle”, it
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then follows that the global dynamics of a (deterministic) BNA or DHN is invertible iff
each configuration has exactly one predecessor.

Definition 6: A configuration with no predecessors is called Garden of Eden. Lastly,
configuration A is an ancestor of configuration C, if starting from A, the dynamics
reaches configuration C after finitely many time steps (equivalently, if there exists
t � 1 such that Ft(A) = C).

In particular, a predecessor is a special type of an ancestor. Further, “fixed points”
are the only type of configurations such that each is its own predecessor. Similarly,
each cycle configuration is its own ancestor. In contrast, due to determinism, a TC can
never be its own ancestor.

A BNA is called dense if the underlying graph on which it is defined is dense.
Similarly, a DHN is dense if its weight matrix W is dense, i.e., if W contains many
non-zero entries [22, 23]. The natural interpretation of a zero weight wij = 0 in a DHN
is that the corresponding nodes i and j do not directly affect each other. (That is, change
of state of the ith node does not immediately affect the state of the jth node, and vice
versa; of course, they can still indirectly affect each other, via connected paths in the
underlying graph whose edge weight products are nonzero). In contrast, we say that a
BNA is sparse if the underlying network topology (that is, the graph structure) is sparse
which, for us, will mean |E| = O(|V|). That is, for our purposes, sparseness means O(1)
neighbors per node (alternatively, only O(1) non-zero weights per row of the weight
matrix W), on average; equivalently, the total number of edges in the underlying graph
(equivalently, the total number of non-zero entries in W) is of the order O(n) where n is
the number of nodes.

Further, we call a Boolean Network or a Hopfield Network uniformly sparse if
every node is required to have only O(1) neighbors (that is, every row/column in W has
only O(1) non-zero entries). So, for example, a star or a wheel graph on n nodes would
be sparse (the average node degree being O(1) in each case), but neither of those types
of networks would be uniformly sparse, as the center of a star or a wheel has
H(n) neighbors.

What is the relationship between configuration space properties of a formal BNA,
DHN or CA model, and behaviors of real-world cyber-physical and multi-agent sys-
tems? Consider, for instance, Gardens of Eden (GEs): these configurations can only
occur as initial states of the system. Hence, if one can show that all undesirable or
dangerous configurations of, for example, a real-world cyber-secure system are GEs,
then, as long as one can ensure that the system does not start in one of those dangerous
states, it is safe to assert that the system will never reach any of those “bad” states.
Similarly, knowing that all configurations, or more commonly in practice all members
of an appropriately defined subset of global configurations satisfying certain
pre-specified properties, are actually all recurrent states, would imply that certain
fairness and liveness properties for that (sub)set of configurations must hold.

Reachability properties (whether certain types of configurations are reachable from
a subset of initial configurations of interest) have been connected to fairness in the
distributed computing sense. What is also often of interest, is the speed of convergence
of a system to its stationary behavior (be it of a temporal cycle or fixed point variety);
that speed or rate of convergence can be formally related to the depth of “the basin of

Boolean Network Models of Collective Dynamics 103



attraction” of a fixed point of temporal cycle in question, thus establishing a formal
connection between the system dynamics and the distributed computing perspectives.
Likewise, enumerating exactly or approximately all “initial states” leading to a given
FP or temporal cycle captures the overall size of the basin of attraction.

Last but not least, being able to enumerate the total number of (non-trivial) tem-
poral cycles and stable (“fixed point”) configurations of a deterministically behaving
system is in essence equivalent to knowing in how many ways that system can evolve,
for all possible initial configurations. It has been known since the 1990s that certain
types of DHNs and CA cannot have non-trivial temporal cycles, implying that the only
recurrent states are fixed points. For such systems, enumerating the FPs is therefore
synonymous with determining the total number of possible asymptotic behaviors.

4 Configuration Space Properties and Asymptotic Dynamics
of Open and Closed Cyber-Physical and Holonic MAS

We now summarize some of the key insights about several fundamental problems
about Discrete Hopfield Networks and other types of Boolean Network Automata.
Most of these results describe the worst-case computational complexity of determining
key configuration space properties of various classes of such networks. Examples of
such configuration space properties include: (i) determining the existence of funda-
mental types of configurations such as stable or fixed-point states (FPs), Cycle Con-
figurations (CCs) or Gardens of Eden (GEs); (ii) determining the exact or approximate
number of fundamental types of configurations such as FPs, CCs or GEs; (iii) an-
swering questions about reachability of FPs or of a particular configuration, from a
specific initial state or a set of initial states; (iv) answering questions about whether a
given DHN’s or other BNA’s dynamics is invertible. These and related questions about
CFSM and BNA dynamics have been studied (by one of the authors as well as other
researchers) since at least 2001; we summarize and interpret some of the main results,
applied to closed cyber-physical and multi-agent systems, in the next subsection.

4.1 Dynamics and Configuration Spaces of Boolean Networks Modeling
Closed Distributed Multi-agent Systems

All models of BNA, DHNs and CFSMs we have been studying are deterministic,
implying that, regardless of the details of the local update rules, the “underlying
topology” (that is, the graph structure), and the particular choice of starting configu-
ration, asymptotically the system will either eventually reach a fixed point or a temporal
cycle of length 2 or greater. But can we in general tell which of these two ultimate
outcomes will take place? It turns out, differentiating between these scenarios is in
general computationally intractable:

Theorem 1: Determining whether an arbitrary Boolean Network or Boolean-valued
CFSM, starting from an arbitrary initial configuration, will eventually evolve to a FP or
a non-trivial temporal cycle is in general PSPACE-complete.
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More generally, most non-trivial Reachability problems for the sufficiently general
classes of BNA (such as the aforementioned SDSs and SyDSs, and other similar classes
of Boolean-valued, as well as more general, CFSMs), for sufficiently general local
update rules and underlying graphs, are in the worst-case PSPACE-complete. The
original motivation, formulations and proofs of these reachability results, in the context
of (Boolean-valued) Sequential and Synchronous Dynamical Systems as two special
subclasses of BNA, can be found in [3] and references there.

Corollary 1: Determining the “ultimate destiny” of a deterministic closed discrete
dynamical multi-agent system in which each agent is a 2-state FSM (in terms of
differentiating whether that destiny will be stability or oscillation with a fixed peri-
odicity) is PSPACE-complete.

Moreover, even answering the basic questions about the existence of FPs and other
fundamental types of configurations is, in the worst case, computationally intractable,
although these existence problems lie much lower in the computational complexity
hierarchy than the related reachability problems:

Theorem 2: Given the description of an arbitrary BNA or CFSM, determining whe-
ther it has any FP configurations is NP-complete. Similarly, in general, determining if a
BNA or CFSM has any non-trivial temporal cycles is NP-hard.

Analogous results hold about the fundamental problems about the BNA inverse
dynamics – that is, about hardness of characterizing dynamical behavior when the
direction of time is reversed, as summarized in the next theorem:

Theorem 3: Given the description of an arbitrary BNA or Boolean-valued CFSM,
determining whether it has any TC or GE configurations is NP-complete. Given such a
BNA or CFSM and an arbitrary configuration, determining whether that configuration
is a GE is coNP-complete.

For proofs of the original formulations of results summarized in Theorems 2–3, see
[2] and references therein. Note that in the first part of Theorem 3, the problems about
(arbitrary) Transient Configurations (TCs) on one hand, and Gardens of Eden (GEs) on
the other, are fundamentally equivalent: a BNA or CFSM or DHN has a TC if and only
if it has a GE [2]. On the other hand, validating whether a configuration is a GE is
readily seen to be in class coNP (since the complementary problem, viz. whether a
given configuration has a predecessor, is clearly in NP), whereas determining whether a
given configuration is an a TC (but not necessarily GE) is less obvious; however, this
problem is certainly coNP-hard in the worst-case.

There are, however, important subclasses of both local update rules and underlying
graphs, for which the fundamental problems about FPs, CCs, TCs and GEs are actually
computationally tractable. In particular, if all nodes of a BNA or a CFSM update
according to monotone Boolean-valued update rules, then the existence of fixed points
is guaranteed:

Theorem 4: If every local update rule in a BNA or CFSM is a monotone Boolean-
valued function, then the problem of FP existence is computationally easy: such a BNA
or CFSM is guaranteed to have at least one FP.
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Corollary 2: Discrete Hopfield Networks all of whose edge weights are non-negative
are guaranteed to have FPs.

Computational problems about BNA and CFSM configuration spaces that we have
investigated in greatest detail pertain to the computational complexity of counting. That
counting all FPs or all CCs or all GEs of an arbitrary Boolean Network would turn out
#P-hard, is to be expected. What is more interesting, however, is that this hardness of
counting remains to hold even for severely restricted classed of BNs and CFSMs, with
restrictions applying simultaneously to both the graph structures and the local update
rules. In particular, we have the following results:

Theorem 5: Exactly enumerating all FPs of a Boolean Network Automaton (such as
Boolean-valued SDSs, SyDSs and DHNs) is #P-complete, even when all local node
update rules are symmetric Boolean functions, and the underlying graph is sparse (as
in, sparse on average, or even uniformly).

Theorem 6: Exactly enumerating all FPs of a BNA (such as SDSs, SyDSs and DHNs)
is #P-complete, even when all local node update rules are monotone functions, and the
underlying graph is sparse (on average or uniformly).

For details on various types of BNA with symmetric and/or monotone update rules,
and various classes of either sparse-on-average or uniformly sparse underlying network
topologies, we refer the reader to [15, 18, 20]. Among the sparse-on-average graphs,
we particularly focus on the star and wheel graphs, cf. because of their implications to
open systems, that is, BNA embedded in and interacting with an external environment.

Theorem 7: The following enumeration problems are all #P-complete, even when the
underlying graphs of a BNA or DHN are restricted to star-graphs (or wheel-graphs),
and all local update rules are monotone Boolean functions:

• Determining the exact number of all FPs;
• Determining the exact number of all TCs;
• Determining the exact number of only those TCs that are Gardens-of-Eden;
• Determining the total number of predecessors of an arbitrary configuration.

Detailed discussion and full formal proof of Theorem 7 can be found in [18]. Those
results have been further refined and strengthened in [20].

4.2 Dynamics of Boolean Networks Modeling Open Multi-agent Systems

To the extent that cyber-physical systems, multi-agent systems and other decentralized
infrastructures can be adequately modeled by these BN and CFSM models, all results
in the previous subsection pertain to closed such systems or infrastructures: the ones
whose behavior isn’t affected by anything other than the individual behaviors of agents
themselves (i.e., individual nodes’ local update rules) and the interaction patterns (i.e.,
how are these agents interconnected with each other). In contrast, an open system is
one in which there’s an environment, external to the agents, that in general may also
impact the agents’ behaviors. From a control theory standpoint, this openness of the
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system, i.e., a potential impact of an external environment on the agents and their
individual and collective dynamics, can be modeled by adding to a BN or CFSM an
additional, “environment node” that (in general) is connected to, and therefore may
influence, the behavior of all (individual) agent nodes. Assuming “everything else
[being] equal”, all hardness results about the closed dynamical multi-agent systems in
the previous subsection imply similar hardness results for open multi-agent systems. In
particular, we have the following results:

Theorem 8: Determining whether an open deterministic multi-agent system will
eventually reach stability or non-trivial oscillatory behavior is, in general, PSPACE-
hard. Moreover, this problem is PSPACE-complete if the external control (the “en-
vironment node”) is behaving according to a deterministic, Boolean-valued function.

Theorem 9: Computational problems of deciding whether an open deterministic
multi-agent system’s dynamics has any FPs, any unreachable (GE) configurations, or
any transient configurations, are in general NP-hard. If the environment’s behavior is
known and can be represented as a deterministic Boolean-valued function, these
problems are in the class, NP and are therefore NP-complete in the worst-case.

Arguably the most interesting consequences of previous complexity hardness
results “translated” from closed to open discrete dynamical systems, are those in the
context of counting. That is, complexity of counting FPs and other types of configu-
rations in closed discrete dynamical systems, as established in [17, 18, 20], have direct
implications for the open distributed multi-agent systems, even those have very
restricted agent interaction patterns, such as when the underlying graph is a simple path
or ring (i.e., cycle in the graph-theoretic sense). Concretely, the following results hold:

Theorem 10: The following counting problems are all #P-complete, even when the
underlying topologies of a discrete dynamical system are restricted to simple paths and
rings, all agents behave according to monotone Boolean update rules, and additionally,
the environment is known to dynamically evolve according to a monotone Boolean
function (that, in general, may depend on current states of all individual agents):

• Determining the exact number of all FPs;
• Determining the exact number of all TCs;
• Determining the exact number of only those TCs that are Gardens-of-Eden;
• Determining the total number of predecessors of an arbitrary configuration.

These results are immediate consequences of Theorem 7, when the center of the
wheel graph corresponds to the external control (that is, the environment), whereas the
peripheral nodes correspond to the agents interconnected with each other into a ring (or
path), and so that each agent locally updates according to a monotone Boolean-valued
function. The only allowable inputs to each agent’s local update rule are the states of
the neighboring nodes, possibly the current state of the node in question itself, and the
“environment node”.
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5 Conclusions

In summary, it follows from our results that characterizing most non-trivial properties
about possible dynamics of open distributed multi-agent systems is computationally
intractable, even for the simplest interaction patterns among the agents, as well as very
simple, deterministic local behaviors of individual agents. While intractability holds for
many closed systems, as well, in case of the open systems it appears hard to find a
non-trivial such system so that its dynamics is tractable, even under considerable
restrictions on how can the “environment” influence the agents. The only such systems
for which tractability of dynamics has be proven to hold are the CA with restricted
types of update rules (such as the simple threshold functions); importantly, in classical
(finite) CA, all nodes update according to the same rule. It turns out that adding even a
rather modest amount of heterogeneity to local agent interactions (such as, considering
BNA whose nodes use two different update rules from the same restricted class of
Boolean-valued functions), essentially immediately results in systems whose asymp-
totic dynamics are in general computationally intractable (see [23] for details).

Moreover, our recent research, and in particular results on the computational
complexity of counting fixed points of Discrete Hopfield Networks and related Boolean
Network models (see, e.g., [22]), immediately imply that determining the exact or even
approximate number of possible asymptotic behaviors of complex networks abstracting
various multi-agent, holonic and cyber-physical systems, is in general intractable even
when the individual agent behaviors and their interactions are severely restricted –

including the allowable models of the environment and its impact on the agents. We
suspect most of other fundamental questions about dynamics of open distributed
systems are also intractable in the worst-case, likely including some interesting sce-
narios where those questions are tractable for closed systems.

In particular, we have some evidence to believe that the restricted classes of
underlying network topologies studied in [18] provide a good candidate starting point
for identifying some of the scenarios that are likely to exhibit a stark contrast in the
behavioral complexity between closed and open systems. The networks studied in that
paper include star and wheel graphs, as well as other types of network topologies that
are sparse-on-average, and based on bipartite and/or planar graphs. Validating this
intuition for the non-trivial classes of Boolean Network models whose dynamics in the
closed system case are actually tractable (for some examples of closed systems whose
practically all interesting aspects of dynamics can be characterized computationally
efficiently, see e.g. [19, 21]), yet becomes unpredictable in the open system setting even
under very restricted models of the “external environment”, is the subject of our
ongoing and future work.
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Abstract. The emerging generation of large-scale cyber-physical pro-
duction systems, which represents a backbone of a trend denoted as
Industrie 4.0, broadly adopts fundamentals laid by the multi-agent sys-
tem paradigm. The joint roots of these concepts bring not only advan-
tages such as flexibility, resilience or self-organization, but also severe
issues such as difficult validation and verification of their behavior. Sim-
ulations are a well proven strategy facilitating these issues. Although
simulations as virtual copies of real system behavior are useful test-beds
for various experiments and optimizations along the entire industrial
plant life-cycle, their design and integration are time-consuming and dif-
ficult. This paper proposes a new method to facilitate slicing of a mono-
lithic simulation into a co-simulation, which is a simulation consisting
of multiple inter-linked simulation units. The proposed method aims at
specifying interfaces of the simulation units as well as routing signals for
integrating the simulation units. The method improves engineering and
re-design of co-simulations in terms of saving time and effort for creating
and integrating complex co-simulations.

Keywords: Simulation modeling · Modularization and slicing · Holonic
principles for process simulation · Multi-agent systems

1 Introduction

Industrie 4.0 brings a new generation of production systems that are becom-
ing more software-intensive. They are of a cyber-physical nature [6] frequently,
i.e., these systems consist of coupled software and hardware parts. Such cyber-
physical production systems (CPPS) are becoming very complex and their engi-
neering and testing are very complicated and time-consuming tasks, because
the verification cannot be conducted component by component, but the whole
ecosystem of interacting components has to be tested at once. Only such holistic
approach can reveal unintended side effects caused by emergent behavioral pat-
terns. Thus, shifting testing and tuning of industrial plants and their automation
c© Springer International Publishing AG 2017
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systems from the real world to simulated environments is a part of a “virtual-
ization”, which is one of the key movements in emerging areas of Industrie 4.0
and factories of the future.

Each industrial system should be enhanced with its own virtual copy (a.k.a.
virtual twin) for simulating its behavior, testing, optimizing, and virtual com-
missioning. The vision is that each vendor in the manufacturing value chain
produces not only the machinery or the hardware itself, but each semi-product
should be accompanied by a virtual twin to simulate it. It can be technically
represented for example as a Functional Mockup Unit [1]. Within this vision,
simulations should be created by combining and integrating these units in a
similar way how products are manufactured along work break down structures.

Although simulation models can significantly ease a detection of weak points
in design of CPPS as well as in their control algorithms, the use of simulations is
still limited. One reason of their minor penetration into engineering practice is
their limited applicability for verification of controllers of large and complex sys-
tems. Since one of the common requirements to be verified is the computational
power readiness of controllers, real-time simulations of the controlled system
have to be used. Because the computational performance of a single CPU is lim-
ited by technological limits, slicing a monolithic simulation model into a bunch
of co-simulations running in parallel is an enabler of the simulation-based verifi-
cation method for large systems. This paper contributes to improving the design
of co-simulations, which are simulations consisting of multiple inter-linked simu-
lation units. The proposed method can be used for different types of simulations.
It is the most advantageous for the continuous-time simulations, because they
balance energy distribution in the system transmitting power between system
components, which constitutes relatively complicated interfaces and signal rela-
tionships between model components. Subsequently, this leads to complicated
signal routing in case of continuous-time simulations.

This paper is aimed at improving the engineering of co-simulations for CPPS
by facilitating the way how interfaces of individual simulation units are defined
and how these emerging units are integrated. The proposed paradigm distin-
guishes slicing of large-scale simulation models on a junction level and on a
connection level. The simulation units themselves can be designed manually or
automatically, depending on decisions of simulation project leaders. The benefit
of the proposed method is that interfaces of simulation units and their inter-
connections can be set up first, thus misunderstandings of independent teams or
engineers during simulation projects are mitigated. The proposed method solves
the problem of simulation unit integration from the structural point of view and
timing and synchronization issues are not in scope of this approach.

The remainder of the paper is structured as follows. Section 2 summarizes
the state of the art. Section 3 aligns the method within a broader context of co-
simulation design and implementation. Section 4 describes how a CPPS simula-
tion can be split into a co-simulation consisting of a set of interlinked simulation
units and how the interfaces look like. Section 5 illustrates the method on an
example from practice. Finally, Sect. 6 concludes and suggests future work.
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2 Related Work

Co-simulation for power systems in terms of technological background and
challenges is addressed in [7]. It describes two general-purpose standard-
ized approaches applicable in other domains as well: (i) High-Level Architec-
ture and (ii) Functional Mockup Interface. Beyond these technologies, pro-
prietary approaches can be used as well, but it limits interoperability and
maintainability.

On the technical integration level of co-simulation, the High-Level Archi-
tecture (HLA) [3] is widely cited. The framework addresses the composition of
simulations from sub-models, but it does not address how to get input simulation
data and how to store the results. In addition to such an absence of data source
management, the shortcoming of this framework is the absence of semantics.
The extension of HLA with semantics is proposed in [4].

Functional Mockup Interface1 (FMI) is a technical solution for composition
of simulation models from simulation modules called Functional Mockup Units
(FMUs). It targets similar types of problems that are addressed with the older
HLA standard, but FMI is more product-oriented in comparison to HLA. The
basic idea of FMI is to facilitate co-simulation and model exchange as FMUs are
compiled into an executable platform-independent code. Technically, FMUs are
ZIP files. Each ZIP file includes the simulation unit itself (i.e., the simulation
module), which has an interface in the C language. In addition, each FMU is
accompanied with an XML model description annotating the interface of the
unit.

The benefits of FMI/FMU are that (i) it enables bridging diverse simulation
languages and platforms, as well as (ii) it hinders revealing details how simu-
lation units are implemented. The former aspect is important when integrating
units implemented for example in MATLAB-Simulink and Modelica language.
The latter aspect is important in simulation projects including several stake-
holders in industrial consortium, where intellectual property protection plays a
significant role. This situation is frequent for example in automotive industry,
where subcontractors deliver products to various competing car manufactures.
The FMI technology is well tested, partly adopted by industrial companies, and
considered as promising. On the other hand, the FMI does not provide means
how to define the size of units, into which a specific large-scale simulation should
be split, or how to specify interfaces of these units. Such issues are in the scope
of research, see for example [1].

In the area of simulation engineering, bond graphs [2] still play a crucial
role. Although they were introduced several decades ago, they provide both
generalized and engineering-oriented description of system components that is
valid universally across system types and that has not been overcome by another
paradigm or method yet. Bond graphs can be considered as a domain-specific
language for power flow description in mechatronic systems. Although they were

1 https://www.fmi-standard.org.

https://www.fmi-standard.org
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introduced for continuous-time physical systems, they can oblige other types of
systems as well [11].

In the context of this paper, especially effort e(t) and flow f(t) variables
defined by the bond graph theory are important. These variables are called
“power variables” as their product is power. They were introduced as abstrac-
tions for a unified approach to describe diverse types of systems. For example,
the effort variable generalizes voltage in electrical systems, pressure in hydraulic
systems, force in mechanical translation system, or concentration in chemical sys-
tems. The flow variable generalizes current in electrical systems, flow in hydraulic
systems, velocity in mechanical translation systems and molar flows in chemi-
cal systems. Another important concept defined by the bond graph theory are
0-junctions for approximating connections with shared effort and 1-junctions
approximating connections with the same flow. All these abstractions and corre-
spondences in behavior descriptions across different system types and topologies
enable to simplify and to unify mathematical-physical description of various sys-
tems in terms of signals and component topologies. Further details are included
in the remainder of the paper, but the entire overview can be found in [2].

3 Context of the Proposed Approach

In order to increase the modularity, computational performance, and maintain-
ability of simulations, simulation models have to be split into several simulation
units. These units are relatively independent, but can be dynamically coupled.
Slicing of complex simulations into a set of coupled simulation units brings the
following benefits:

1. Better parallelization of simulation execution
2. Easier maintenance and (re-)design of simulations for complex systems
3. Encapsulation and concealing of intellectual property and business logic
4. Simplified testing of simulation units.

To justify the proposed method into a broader context, the basic scenario
of co-simulation design is depicted in Fig. 1. The entry point of the proposed
method is a system model, which represents the topology of the real system,
signals and variables, connections to the control and automation system, and
arbitrarily other pieces of information. In principle, it can be represented in any
unambiguous data format, nevertheless, the tested and preferred ones are the
XML-based data formats AutomationML [5] or SysML [10]. The system model
can be also represented as an ontology, in particular, the authors have proposed
the Automation Ontology [8].

The system model is enhanced with a marking of simulation cuts by sim-
ulation experts in step 2 of the proposed method depicted in Fig. 1. Although
assisted approaches for advising where the real plant topology should be cut can
be found in literature, this issue oversizes the scope of this paper and thus it is
assumed that the number of cuts and their types are decided by experts.
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System model

Marking of simulation cuts

Bond graph generation

Specification of simulation unit interfaces

Selection of existing simulation units Creation of new simulation units
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Fig. 1. Context of the method proposed in this paper.

For the given system topology, a bond graph as an abstraction for power flow
description can be generated automatically in step 3. The markings of simulation
cuts are propagated to the resulting bond graph in order to be consequently used
for descriptions of interfaces between simulation units.

Having the selected simulation cuts in the bond graph, this joint informa-
tion is used for automated generation of simulation unit interfaces and their
integration with signals. This is step 4 in Fig. 1. In special cases discussed in
details later, an external simulation unit has to be additionally created to effi-
ciently integrate other simulation units. This paper is mainly focused on this
step and it proposes a method for designing interfaces of simulation units and
their integration. The integration can be solved with adding extra junctions on
the simulation unit level and the description of these integration junctions is
addressed in this paper as well.

Based on the obtained interface descriptions, either the already existing sim-
ulation units are selected, or new simulation units are created in steps 5 and 6. A
simulation expert can realize, that the selected cuts lead to an over-complicated
co-simulation, therefore, Fig. 1 includes a loop back to the selection of cuts and
their types that can be redefined.

From the technical perspective, the proposed approach targets mainly the
Functional Mockup Interface (FMI), where co-simulations consist of Functional
Mockup Units (FMUs). However, the proposed approach tries to abstract from
a specific infrastructure or solution and thus the term co-simulation is used on
the level of FMI and the term (simulation) unit is used on the level of FMU.

4 Design of Interfaces for Co-simulation of CPPS

This section addresses step 4 from Fig. 1 in details. It describes how a monolithic
simulation can be sliced into a set of simulation units. It specifies emerging
interfaces caused by slicing of a monolithic simulation and signal routing between
these interfaces, which are the core contributions of this paper.
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Fig. 2. An illustrative hydraulic CPPS and its slicing into a set of three simulation
units given by two simulation cuts specified by human experts.

Two types of cuts can be used for slicing a system topology:

– Cut on the junction level (such as cut α in Fig. 2)
– Cut on the connection level (such as cut β in Fig. 2)

The positions and types of cuts are considered to be specified by human
simulation experts in this paper. To illustrate the simulation slicing in prac-
tice, an exemplary system of systems is symbolically depicted in the upper part
of Fig. 2. The figure shows components within a piping and instrumentation
diagram, which is a domain-specific language for describing hydraulic systems.
The figure also includes requirements on the decomposition into three simula-
tion units, which is specified by simulation experts according to the simulation
project size and requirements. The problems to be solved are the definitions of
interfaces of these units and their integration into a co-simulation.

To solve the problem how the interfaces of simulation units created by slic-
ing a monolithic simulation, the well-proven bond graph theory is used. It was
selected as a suitable domain-specific language for describing power flows within
technical systems. Bond graphs address both of the following aspects system-
atically: (i) solving which of the energy variables flow and effort is the input
one (i.e., an independent variable) and which is the output one (i.e., a calcu-
lated/dependent variable); and (ii) assigning positive directions of power.

Although for equation-oriented simulations the signal interfaces need not to
be specified in case of monolithic simulations, the situation is different in case of
co-simulations. When several equation-based engines have to share data, signal
variables have to be assigned a priori. For this reason, the method is suitable
not only for signal-oriented simulations such as MATLAB-Simulink, but also for
equation-based simulations such as Modelica tools or MapleSim.

Bond graphs are utilized for specifying simulation unit interfaces and their
integration in the following way. The positions of given plant cuts are replicated
into the bond graph as it is later shown in Fig. 3 on the use-case level. The split-
ting process depends on the type of each cut, i.e., whether a cut is on a junction
or connection level. Both cases are discussed in the following subsections.
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4.1 Cuts on the Junction Level

Cuts on the junction level pose a more complex situation, where signals between
the sliced units should be added or subtracted according to a considered direction
of positive power flows. This case frequently occurs when legacy simulation units
or simulation units that cannot be edited easily are used and should be integrated
within one co-simulation, such as in the case of locked FMUs. Cutting on the
junction level leads to an emergence of a new unit/junction, whose mathematical-
physical description is proposed in this section.

As prerequisites for a formal description of bond-graph-based simulation
splitting on the junction level, the three predicates are defined:

– hasStrokeProximity(b,N)
– hasPowerIn(b,N)
– hasPowerOut(b,N)

The variable b represents the power bond; the second variable N represents one
of the two bond graph nodes that are connected together by this specific power
bond b. The predicate hasStrokeProximity(b,N) expresses that the causality
stroke at the power bond b is located on the side of the node N . The bond graph
theory defines that this predicate holds either for exactly one power bond in
case of N is a 0-junction, or for exactly n − 1 power bonds in case of N is a
1-junction, where n is number of power bonds bi, i = 1, . . . , n connected to this
specific node N . The predicate hasPowerIn(b,N) means that the positive value
of power represents the direction into the bond graph node N . The predicate
hasPowerOut(b,N) is dual, i.e., it holds for positive flow of power outside from
the bond graph node N . The bond-graph theory assumes that especially in case
of 0-junctions at least one is outgoing and in particular, it is the strong bond
(i.e., for the 0-junctions the strong bond is such a bond that has a causality
stroke on the side nearby the 0-junction).

Mathematical expressions for specification of the integration of resulting sim-
ulation units is based on surrounding bonds, their causality assignments, and
utilized power directions. It also differs for cases of 0-junction and 1-junctions.
The 0-junctions express parallel connections in non-mechanical systems such as
hydraulic, electrical, or mechanical systems. They model serial connections in
mechanical systems, but the proposed method brings the main advantage from
the user perspective when the slicing is done on a parallel connection level. In case
of mechanical systems, the parallel connection is abstracted with 1-junctions.

To remind the basics of the bond-graph theory, the 0-junction is a junction
having the same value of effort e(t) on all connected power bonds and the sum
of the directed flows f(t) is zero:

e1(t) = e2(t) = . . . = en(t) (1)
f1(t) + f2(t) + . . . + fn(t) = 0 (2)

The indices of the e(t) and f(t) variables are indices of the power bonds
considered relatively from the perspective of a specific bond graph junction.
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Considering the aforementioned equations, the slicing and integration on the
0-junction level is expressed as:

∃!j(hasStrokeProximity(bj , N))

⎛
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(3)

where σk = hasPowerOut(bk, N) + hasPowerIn(bj , N), k = 1, . . . , n − 1.
The “+” operator sums Boolean values of both predicates in the algebraic

sense; hence, its value set is 0, 1, 2 in this context. The variables have the following
meaning. To the 0-junction N , n power bonds are connected; bj(n) is a j-th power
bond connected to N . The port numbering in the equation respects source plans,
but for simplicity reasons, the signal numbering in the junctions realizing this
equation is called eo1 . . . eon−1, fon, respectively fi1 . . . fin−1, eon.

In case of 1-junctions as integrating junctions on the level of simulation units,
the situation is dual. The 1-junction is a junction having the sum of effort e(t)
equal to zero and having the same flow f(t) for all connected power bonds:

e1(t) + e2(t) + . . . + en(t) = 0 (4)

f1(t) = f2(t) = . . . = fn(t) (5)

Considering that 1-junctions add/subtract efforts and set the same flows
to the connected power bonds according to the aforementioned equations, the
following expressions characterize the slicing on the 1-junction level:

∃!j(¬hasStrokeProximity(bj , N))
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(6)

where σk = hasPowerOut(bk, N) + hasPowerIn(bj , N), k = 1, . . . , n − 1.
The “+” operator sums Boolean values of both predicates in the algebraic

sense. The variables have the following meaning. To the 1-junction N , n power
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bonds is connected; bj(n) is a j-th power bond connected to the junction N .
The port numbering in the equation respects the source plans, but for simplicity
reasons, the signal numbering in the junctions realizing this equation is called
fo1. . . fon−1, eon, respectively ei1. . . ein−1, fin.

Summarizing both cases of junction-level cuts, the slicing leads to an addi-
tional junction where signals are subtracted, added, and propagated through. It
is beneficial to use this kind of cut when (i) one needs to abstract the descrip-
tion of individual components from the topology of the rest of the system, (ii)
considered simulation units are legacy and provided, for example, by a ven-
dor of a sub-product, and (iii) the co-simulation topology is easier and better
maintainable.

4.2 Cuts on the Connection Level

Cutting on the connection level can be also called cutting on the power-bond
level, as it was used in [9]. However, a power bond is an artifact that does
not exist in the domain of real system descriptions. The authors tend to shift
the approach towards the industrial practice as much as possible, hence the
term connection level is used in this paper in order to emphasize the principle
on the entity existing in a real industrial plan. For the cuts on the connection
level, the effort/flow assignment depends on the relative position of the causality
stroke only. The direction of the power is not considered as it has been already
taken into account when constructing the entire bond graph and specifying sign
conventions of signals at junctions located nearby the unit cut.

Whereas in the case of cuts on the junction level, the utilized predicates are
useful or even needed for implementation of the extended bond graph method;
in case of cuts on the connection level, two further predicates have to be defined:

– strokeUnitX(b)
– strokeUnitY (b)

Each cut on the connection level separates a simulation model into two units,
denoted in general as units X and Y . Since the position of the causality stroke
is crucial for cuts on the connection level, these predicates express the position
of such a stroke in the relationship to the designated simulation units for each
power bond b. The former predicate strokeUnitX(b) holds if and only if the
stroke belongs to the unit X, whereas the predicate strokeUnitY (b) holds for
those bonds b that have causality stroke as a part of the second unit Y .

To specify the interfaces of the resulting units X and Y as well as their signal
mapping, the positions of causality strokes is aggregated into vectors according
to the following equations:

ξ =
{
j : strokeUnitX(bj)

}
(7)

υ =
{
j : strokeUnitY (bj)

}
(8)
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The interfaces of the units X and Y sliced on the connection level with the
cut c can be described by the following equations, expressing how each signals
are mapped/integrated to each other:

⎛
⎜⎜⎝

(
X.foξ,c → Y.fiξ,c

Y.eoξ,c → X.eiξ,c

)

(
X.eoυ,c → Y.eiυ,c

Y.foυ,c → X.fiυ,c

)

⎞
⎟⎟⎠ (9)

Since both ξ and υ are vectors, the number of items in the matrices can
vary according to the specific topology of the system respectively on the given
bond graph. The number of rows in the entire signal mapping matrix is twice
the number of power bonds that are cut. This is because each power bond is at
the end represented by two signals, i.e., one effort and one flow. The operator
“→” expresses a signal flow between the interface ports. In an ideal case, both
signals affected by this operator should be equal. However, the synchronization
of both simulation units causes that the signals can be shifted in time due to
the transport delays caused by the communication infrastructure, they can be
re-sampled, they can be smoothed or interpolated. All these factors cause that
the equality operator cannot be used because of both intended and unintended
changes in both signals. The quality of the synchronization can be in layman’s
words expressed as a distance between the operator “→” and “=”. However, the
metric and manners how to measure and evaluate this distance oversizes this
paper and they are a promising issue for future work.

Considering the example depicted in Fig. 2, we can see the case of the con-
nection level as the junction β. The power flows into the 0-junction via a bond
from the left 1-junction. Effort is an input of the 0-junction and the junction
calculates output flows as the sum of the two flows to the rest of the system on
the right-hand side. We can see that the inner implementation of the glue unit
depends on neighboring bonds only. However, it is necessary to create the bond
graph for the whole system in order to be able to assign causality and power
flows correctly.

Cuts on the connection level are suitable when a complex co-simulation is
created from scratch, all units of the co-simulation can be edited arbitrarily, and
only a limited rate of re-design or re-use of utilized simulation units is expected.

4.3 Mechatronic Components

A mechatronic nature of systems means that various system types interact in
the system, such as hydraulic systems are coupled with mechanical ones. When a
system is of a mechatronic nature, the energy transformations have to be accom-
panied with additional signals across these affected system types. For example,
a transportation system speed and momentum are influenced by the level of
liquid in a transported bottle, because it determines a mass of the entire bot-
tle. By means of bond graphs, the power bonds addressing power flows have to
be accompanied with signal bonds modeling additional information needed for
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proper simulation modeling. Since it is meaningful to slice a simulation exactly
at the borderlines between system types, this issue has to be supported by the
proposed method. Transformers of the energy types can be modeled according
to two basic paradigms:

– A complex mechatronic device in one of the simulation units.
This choice is characterized by an easier topology, but limited re-use and test-
ing. It is a simulation engineer who tackles the complexity and the proposed
approach cannot help him/her significantly.

– Two standard components located in simulation units according to their sys-
tem types and coupled with one or more signal bonds.
This leads to a more complex co-simulation topology with a higher number
of signals, but it reaches a significantly higher level of re-use and testing.
The proposed approach facilitates this choice on the integration level.

The latter case poses a desired solution for industrial practice. Typically
it implies that one or more additional signal bonds have to be added to the
co-simulation topology for each energy transformation point on the level of sim-
ulation unit interfaces.

5 Hydraulic System Use-Case

To illustrate the proposed approach in practice, the utilized system is the
hydraulic system with two tanks that is depicted in Fig. 2. The figure includes
the positions of cuts as they were selected as an example by a simulation expert.
The task is to find the input and output interfaces of simulation units and to
configure the data exchange.

As the first step, the bond graph for this system has to be generated. The
entire bond-graph is depicted in the upper part of Fig. 3, which stresses the
positions of cuts for slicing the simulation considered as a human expert entry.
We can see that the cut α is of a junction level type and in particular in a
0-junction, whereas the cut β is on the connection level.

Applying the equations proposed in the previous section and considering that
the predicate ∃!j(hasStrokeProximity(bj , N)) holds for the power bond on the
left-hand side of the cut α, we get the following description for the external
0-junction representation of the cut α:⎛

⎝
eo2
eo3
fo1

⎞
⎠ =

⎛
⎝

0 0 1
0 0 1
1 1 0

⎞
⎠

⎛
⎝

fi2
fi3
ei1

⎞
⎠ (10)

The signal inter-connection between units A and B implied by the Junction α
can be summarized as: ⎛

⎜⎜⎜⎜⎜⎜⎝

A.eo1,α → α.ei1,α

α.fo1,α → A.fi1,α

α.eo1,α → B.ei1,α

B.fo1,α → α.fi1,α

α.eo2,α → B.ei2,α

B.fo2,α → α.fi2,α

⎞
⎟⎟⎟⎟⎟⎟⎠

(11)
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Fig. 3. Bond graph for the hydraulic system including the cuts at the upper part of
the figure; and co-simulation with integrated units at the bottom part. In case of unit
B, the signals are conditioned by both cuts, but they are handled independently.

In case of the cut β, the situation is easier. Both power bonds have the same
positions of causality strokes so that they belong to Unit B on the left-hand side.
It means that this cut implies two values of efforts (i.e., hydrostatic pressures of
tank T2) are inputs and two flows are outputs of Unit B (i.e., two flows calculated
by valves V2 respectively V3). In case of Unit C, the situation is dual. The signal
inter-connection between units B and C implied by the Junction β can thus be
summarized: ⎛

⎜⎜⎝
B.fo1,β → C.fi1,β

C.eo1,β → B.ei1,β

B.fo2,β → C.fi2,β

C.eo2,β → B.ei2,β

⎞
⎟⎟⎠ (12)

For units A and C, the assignment of input and output port numbers exactly
correspond to the utilized port numbers, because both units are in scope of
just one individual junctions. On the contrary, the unit B participates in both
junctions thus the specific port numbers have to respect the merged requirements
implied by both cuts. In this particular case, the cut α on the left-hand side was
prioritized and signals implied by it are assigned to unit B first, whereas signals
implied by the cut B follows as ports 3 and 4.

When doing such slicing, the system has to be simulated with three intercon-
nected simulation units plus one additional junction implementing the 0-junction
in the position of the cut α, as it is depicted in the lower part of Fig. 3. It can
be implemented either as an ordinary stand-alone unit, or it would be beneficial
that the co-simulation platform such as FMI supports making such junctions.
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To run the entire co-simulation, it has to be set up with parameter values as well
as definitions related to the simulation task such as simulation start time, stop
time, time-steps and other settings regarding data and address space. This can
be done with the model-based engineering and configuration methods as they
were introduced in Fig. 2.

6 Conclusion and Future Work

Although simulations bring a large variety of benefits, they suffer from a time-
consuming and error-prone design phase, which limits their use in industrial prac-
tice. This paper addresses design and implementation of interfaces of simulation
units created by slicing monolithic simulations into a co-simulation consisting of
a set of simulation units. The paper addresses the integration of these simula-
tion units as well as it specifies how signal connections are routed and added or
subtracted. The proposed method solves the simulation unit integration prob-
lem from the structural point of view, hence the timing and synchronization
issues are not in scope of this approach. It is assumed that the timing issues are
solved by simulation experts configuring the simulation solvers and data transfer
frequencies.

The main methodological outcome of this paper is to emphasize the need and
the usefulness of additional integration junctions that should be expected and
supported by the simulation platform. These junctions are beneficial especially
when two or more legacy or locked simulation units are integrated together. It is
not efficient to face this problem by re-wrapping one of the simulation units with
an upper layer including this junction, because it leads to a more complicated
maintainability and a change in one branch of simulation unit topology can
violate change requirement in this re-wrapped unit on the other side of the
simulation cut. The feature of supporting additional junctions positioned outside
of simulation units could be addressed by master algorithms of FMI. It is feasible
to support it and it makes sense to implement or to require it from the master
algorithm controlling the entire co-simulation, although it is not specified in the
current version of the FMI standard.

In future work, we would like to focus on timing of the simulation unit syn-
chronization. Solving the structural aspects and time-synchronization aspects of
the simulation slicing are coupled issues that should not be solved independently.
The positioning of simulation unit cuts affects the stability and computational
performance of co-simulations, hence methodological integration of both aspects
poses a promising topic for the ongoing work that is needed by researchers and
practitioners.
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Abstract. This paper presents a case study on simulation enhanced
development of a flexible distributed factory automation system with
distributed control and wireless communication. The method aims at
advanced modular factory automation systems, providing easier behav-
ioural verification, testing, and control in presence of various reconfig-
urations. The paper presents a model-driven distributed control of IEC
61499 using co-simulation with the system model. It provides the test-
bench for implementing and developing control and production planning
strategies in order to improve system, robustness, reconfigurability and
flexibility and security. One particular flexibility aspect implemented is
the mechanism for online software updates enabled by the distributed
control architecture. Another enabler is wireless communication. The
paper discusses the comparison of wired vs. wireless distributed control
of a testbed demonstrator.

Keywords: IEC 61499 · Distributed automation engineering · Co-
simulation · OPC-UA

1 Introduction

Cyber-physical systems (CPS) based on decentralised control and wireless com-
munication are applied in advanced industrial automation to increase flexi-
bility of the production facilities. Modelling and co-operative simulation (co-
simulation) of such automation systems are becoming an advanced trend in
industry. The reference architecture of Industrie 4.0 (RAMI4.0) [11] introduces
the concept of “digital twin” of a manufacturing system, which includes its sim-
ulation software. Simulation provides a platform to experiment with different
hypothetical scenarios Garraghan et al. [10]. Co-simulation is a useful tool to
c© Springer International Publishing AG 2017
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carry out design trade-off studies with different control applications. Nägele and
Hooman [13], Hensel et al. [12], Celli et al. [7], Zhabelova et al. [19] and many
other researchers have shown its usefulness in different domains. Comparing the
real system performance to the simulation can be challenging and requires a
right set of software products in a co-simulation environment with a suitable
co-simulation interface.

The first step in development of a realistic simulation model that could be
connected in the loop with controller is 3D model of the real system. The sys-
tem model can be built after having all the individual components modelled
separately. For creating the 3D model, it is often necessary to measure the real
system by hand for all the dimensions, since not always its electronic CAD doc-
umentation is available. Integrating the different set of tools requires a standard
communication mechanism and synchronization. One such mechanism is the
OPC Unified Architecture (UA) machine to machine interface which is widely
accepted and used in the automation industry for providing connectivity between
various software and hardware platform [3].

In this paper, it is demonstrated how simulation can be applied in process
of system transformation for virtual commissioning of the distributed automa-
tion system even before the physical system has been completed. A 3D model
of a small scale multi-conveyor material handling system demonstrator called
EnAS [1] is built in Siemens’ Solid Edge ST9 [4], and Festo’s CIROS simulation
environment. Both central and a distributed control applications are developed
using nxtControl’s nxtStudio tool following IEC 61499 standard. A co-simulation
interface is built to support different application trade-offs and testing of a cen-
tral and distributed control application. The simulation integrates mechanical
design, IEC 61499 based device control configuration with distributed deploy-
ments for manufacturing automation systems. The kinematics and signal map-
ping in these simulations were made after having the overall 3D model of the
system. The completely same PLC code was used as with the real system, only
a few definitions for the OPC connection was added.

A simulation model was developed to compare the real system with a virtual
one from the behavioural perspective. The simulation showed that the real sys-
tem can be mimicked reasonably well, even though the simulation did not run
in real time. The benefit of the simulation model lies in the fact that it can be
utilized in designing and testing the system without doing any actual changes,
and the simulation could, in fact, be performed in real time.

The PLC code can be created and tested alongside the simulation model with
an OPC connection between the software products using co-simulations. At least,
a PLC programming software capable of simulating a PLC and a 3D simulation
is needed. The software products should have a possibility for OPC communi-
cation that is used to send and receive signals from each other. The simulated
PLCs (programmed in nxtStudio) were sending output signals to actuators of
the simulation model (in CIROS), while the simulation model is reading the
values of sensors during simulation and sending corresponding values to inputs
of the simulated PLCs.
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The paper is organized as follows. Section 1 provides the introduction.
Section 2 describes the EnAS demonstrator. Section 3 provides the details about
modelling the system in CIROS and the related IO interface provided for OPC
connectivity. Section 4 provides additional details about the modelling and co-
simulation of the system with nxtControl devices using OPC. Section 7 outlines
the concept of on-the-fly updates in a distributed application setup. Section 8
presents the results of work-cycle times for both wired and wireless communica-
tion systems. Finally, Sect. 9 concludes this paper.

2 Overview of the EnAS Testbench

The new EnAS system in Fig. 1 is an upgraded version of the testbed devel-
oped for the project Autark Energy [1]. It has six conveyors, two jack stations,
two grippers and ten optical sensors. The system can be operated in a different
sequence actions depending on the product being manufactured. In the current
configuration, pallet sections which contain the manufactured cans are trans-
ported on three different conveyors. The six distributed nxtControl devices can
be connected to a wired or a wireless network configuration. Thus, both cen-
tral and distributed application architectures can easily be evaluated on this
platform.

Fig. 1. Upgraded EnAS with simulation model

The individual conveyor belt sections are driven by an electrical motor which
moves the pallet in the clockwise direction. The pallet is stopped at the various
loading and unloading stations by means of selective switching of the conveyor
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belt sections. The conveyor belt on each side of the demonstrator consists of
three independent conveyors, each driven by a motor with a clockwise rotation
on the underside. Thus, the pallet on the conveyor belt always moves clockwise
when the motor is activated. Each pallet consists of two small and two large
slots. The smaller slots are for the cans and the larger slots are for the covers
which sit on top of the cans. The cans and the covers are combined into a closed
package. Each pallet can transport a maximum of two aluminium cans and
their covers. In the new upgraded version inputs and outputs from the sensors
and actuators are interfaced to six nxtSDSMini distributed devices. In the new
upgraded architecture, the demonstrated is connected to the six nxtSDSMini
devices. The desired control behaviour of this system can be described in many
different ways: from monolithic logic to hierarchical modular design proposed
by Ferrarini et al. [9]. The following section discusses the central control and a
distributed design approach in the context of IEC 61499 standard.

3 Simulation and Modelling in CIROS

The 3D models of the subsystems were created with Siemens’ Solid Edge ST9.
In Solid Edge, each subsystem (e.g. jack) represents an assembly, and each com-
ponent (e.g. piston of a cylinder) within that assembly represents a part. The
overall system was assembled of subsystems by positioning everything together
after every part was modelled. The accuracy of the 3D model is within 2 mm,
because of taking all the measurements with a measuring tape. Some of the 3D
models were found from the manufacturer’s catalogue which sped up the mod-
elling. The models precision was moderate skipping some finer details, which
was beneficial in terms of required computing power.

The simulation part with CIROS was started right after the whole system
was modelled since CIROS has many ready-made library models. The library
models assisted in the creation of kinematics and signals, and in configuring
object properties.

At first, the 3D model was exported to step-format in Solid Edge, so that it
can be used in CIROS. An OPC connection between the nxtStudio and the soft-
ware products was tested. In CIROS, an OPC client and an actuator with signals
are needed for testing the OPC connection. A complete simulation model was
debugged by controlling it with our distributed logic deployed into a simulated
PLC. A final adjustment for the sensors was done during the debugging.

Not so comprehensive comparison was conducted against the physical sys-
tem. The biggest differences seem to occur with the gripping of jack stations
because the elasticity of the suction cups was not modelled. The velocities in the
simulation can be easily corrected device by device, after measuring all of them
within the physical system. Even then some detections of the sensors may lead
to an incorrect stoppage position due to the latency of an OPC connection. In
the end, the simulation can be used, for example, together with nxtStudio to
debug and test a PLC code without any real hardware.
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4 Co-simulation

As discussed in Sect. 3 simulation model is created for the EnAS system with
CIROS. Each component is modelled so that it can be controlled using co-
simulating with nxtStudio. Also, the library models assisted in the creation of
kinematics and signals, and in configuring object properties. At first, the 3D
model was exported to step-format in Solid Edge, so that it can be opened
in CIROS. The simulation model is connected to the OPC-UA server module
available for the IEC 61499 device in nxtStudio. Figure 2 shows the co-simulation
architecture. Classical OPC-Client has been provided in CIROS which in this
configuration is connected to OPC-UA server using the UA-Gateway proxy
developed by Unified Automation [2]. Figure 3 shows the OPC-UA connectivity
implemented using IEC 61499 FBs’.

Fig. 2. CIROS nxtStudio co-simulation environment using an IEC61499 soft PLC via
OPC/OPCUA communication

The performance and accuracy of the system in the simulation to the behav-
iour of the physical system is compared at the functional level. The biggest dif-
ferences in performance seem to occur with the gripping of jack stations because
the elasticity of the suction cups is not modelled. Also, the velocities in the
simulation can be easily corrected device by device, after measuring all of them
within the physical system. Even then some detections of the sensors may lead
to an incorrect stoppage position due to the latency of an OPC connection. In
the end, the simulation can be used, for example, together with nxtStudio to
debug and test a PLC code functionality without the need of EnAS workbench.

4.1 IEC 61499 Control Application

The design patterns for distributed control applications have been extensively
studied in the context of IEC 61499 research, in particular in [6,16,20]. The
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Fig. 3. FB application part related to conveyor 1, jack station1 and pallet with inputs
and outputs for OPC-UA connectivity.

control application for the modified EnAS system has been derived by migration
and modification from another IEC 61499 application, developed for the origi-
nal EnAS system, for implementing a pre-determined product assembly scenario.
The application was tested in both central and distributed deployment architec-
tures. The central deployment case was using remote input/output modules.
Later the application was mapped to a distributed hardware architecture fol-
lowing the Intelligent Mechatronic Components (IMC) architecture [8,15,17],
where the control sections relevant to mechatronic subsystems’ are mapped to
the control devices “embedded” to them. The following subsection discusses the
details of the developed control application scenarios.

4.2 Modular Control Architecture

The system’s functionality is divided into the sections corresponding to the phys-
ical parts of the device. The software design is modular Fig. 4, where a single
function block implements the functionality of the section corresponding to the
related hardware section. The blocks were defined with an ECC state machine
that realized the actions needed for each state and takes care of transiting from
one state into another when certain conditions are true. Each of these blocks took
the corresponding inputs of the section and execution permissions as inputs and
delivered corresponding outputs of the section as well as execution permissions
for other sections. The sections are networked with each other by connecting
their ready signal output. The ready signal defines whether the section is ready
to take a new pallet to the feed and receive inputs of neighbouring sections.
It resulted in a structure where, the sections request and feed pallets from the
previous section to the next one. Furthermore, OPC-UA server block resides in
the device which provides the connectivity to the CIROS OPC client.

Push-buttons are provided for system level functions such as stop, reset and
start. In the central control solution, the control logic can’t be run on a single
PLC since one nxtDCSmini has only 8 input and 8 output pins but we needed
27 inputs and 23 outputs for the whole system to run. For a central control
solution, we decided to map all the function blocks responsible for control on a
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Fig. 4. Central control solution.

single nxtDCSmini and use the other PLCs solely for connecting the remaining
inputs and outputs to the program. The central control solution was tested
successfully. The main issues arising during the central control phase related to
getting desired outcomes with the nxtStudio programming environment, getting
all parts functioning based on I/O mappings as well as iteratively configuring
and debugging the hardware setup for correct timings at optical sensors.

5 Distributed Architecture with Wireless Communication

Implementation of the application in IEC 61499 drastically simplifies distributed
application deployment: each function block in the network in Fig. 4 is mapped
to the corresponding PAC device. Figure 5 shows the block mapping to one of
the control device attached to the EnAS demonstrator.

The wireless dongles used for establishing communication amongst PAC
devices. A WIFI bridge from each PLC to the network are of type VONETS
VAP11N [5]. They can either be used in WIFI bridge mode or as a WIFI repeater.
To ensure network security, we use the devices in bridge mode so that only the
wireless access point will manage the network. The wireless dongles are con-
nected to the PLCs with short RJ-45 Ethernet cables. Input voltage for the
dongles is 5 V. The power is provided by a secondary power supply.

The network which all devices are available in is managed by a WIFI wireless
access point. The router we used for the project is Asus RT-N12. It operates on
2.4 GHz, supports standards 802.11b/g/n and is capable of handling data rates
up to 300 Mbps. We secured the network by WPA2PSK password protection.
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Fig. 5. Distributed control solution device 1 mappings

6 Human Machine Interface

The system has a simplified human machine interface (HMI) using composite
automation type (CAT) function blocks telling the user which parts of the system
are active at the moment, and also where the pallets are located. The HMI also
allows the user to start, pause and reset the whole system.

In addition to these buttons, the system has CAT instances of all the con-
veyors, pallet locations, jack stations and gripper stations that get signals from
the system as inputs and describe their states in the HMI accordingly. The con-
veyors in Fig. 7 are implemented so that there are several rectangles on top of
each other, and the colour of the topmost visible rectangle shows the state of the
conveyor. There are also two rectangles in jack gripper Fig. 6, and also, in this
case, the colour of the visible one shows whether the Jack/Gripper is execut-
ing or not. There are several Pallets CATs. Figure 6 in the HMI to show where
the pallets are currently located. The rectangle is either visible or not visible
depending on whether there is a pallet or not in the location. The locations are
the first sensors of each section and the spaces between them.
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Fig. 6. HMI with all the CAT instances (Color figure online)

Fig. 7. CATs for: (a) the conveyors, (b) the pallets and (c) the jack and gripper stations
(Color figure online)

By using update buttons next to each conveyor, the user can stop the con-
veyor. The HMI itself doesn’t make any updates but prepares the system so that
the update could be then made manually. In running HMI the conveyors have
four different colours when the system is running: the green when the conveyor is
moving, the grey for a stationary conveyor, the yellow is for the system is ready
to receive the updates, and the red is the device is updating. Similarly, the jack
stations and grippers have two colours assigned: green is for an active station,
and grey is for a non-active station. These colours used is demonstrated in the
next section.

7 Online Updates

The idea behind the “online software update” is to minimize the production
downtime by finding an optimized time slot for the update.

The online updates has a simplified human machine interface (HMI) provid-
ing the user with the feedback about the active components where the pallets
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are located at the running system. The HMI allows the user to start, pause and
reset the EnAS system. By using update buttons next to each conveyor, the user
can stop the conveyor. At this point, the system prepares itself for the update of
that specific location associated device. The associated section can be updated
by pushing the update button next to that section. If the section is currently
active, the conveyor will change its colour to yellow. In Fig. 8 below the jack
station, 2 is currently working with pallet 1. The pallet 2 is waiting for it to
finish. But because of the update, after finishing the action, the conveyor 5 will
change its colour to red as presented in Fig. 8 below. The section won’t receive
any pallets until the user releases the update button. That is why the pallets are
queued up in the Fig. 9. The computer which we used to update software of the
PLCs and provide HMI is connected to one of the LAN ports of the router with
a RJ-45 Ethernet cable.

Fig. 8. The yellow conveyor shows that after finishing the current action that section
is going to be updated. (Color figure online)

In the future version of this application. The time slot can be derived from
data collected by different metrics used for measuring device performance. The
software of a production line should be updated without disturbing the manu-
facturing process itself. The software change could be anything from a simple
modification in some code snippet to an urgent firmware update. An update
planner can be used for scheduling the software updates based on multiple fac-
tors. The importance of the update, as well as factory dependent aspects, are
affecting the choice for an optimal time slot. After sufficient data has been gath-
ered from the target production line, priorities between the update process and
the manufacturing process can be reported to the update planner. The planner
takes into account real-time behaviour and finds the best way to deal with sit-
uations ranging from update being critical to cases where the update process is
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blocked by active manufacturing processes. It watches also for unplanned stops
which can show up any time providing quite optimal time slots for updating.
The optimization problem can be considered as a process of minimizing waiting
time, since other parts of the process may start to wait for the device during
the update. Once the update process is ready, any undesirable behaviour in the
updated system will lead to a restoration of previous software or repetition of the
update process. This implies either downloading the backup of previous software
version or running the update process once again.

Fig. 9. Section 5 is under update and thus has its conveyor coloured red. (Color figure
online)

8 Results

In this section performance have been calculated using the several different met-
rics for the wireless distributed control against its wired counterpart.

8.1 Overall Equipment Effectiveness (OEE)

Performance can be measured with several metrics. Overall Equipment Effec-
tiveness (OEE) Singh et al. [14] is a standardized metric for the evaluating
productivity. It helps to identify the truly productive time of manufacturing
activity by using three different factors: availability, performance, and quality.
Availability is run time divided by planned production time. The run time is
computed by subtracting the duration of unplanned and planned stops from
the total time the equipment is supposed to produce. There were no unplanned
or planned stops for the measurements taken run time and planned production
time are the same.



136 S. Metsälä et al.

The performance also takes into account everything that is decreasing the
theoretical maximum production speed. Theoretical run time divided by the real
run time gives the performance percentage. The theoretical run time is obtained
by multiplying the ideal cycle time by the total quantity of produced items. For
one work cycle, the theoretical run time is the minimum time for one work cycle.
As real run time, the average round time can be used. Therefore, the performance
for wireless setup is 58.890/59.335 = 0.993 and for the wired 58.570/58.882 =
0.995. Further, quality provides a good measure of system effectiveness. It is a
number of good grade items divided by a total number of items. The number of
items which do not meet the quality standards is reduced from the total count
of manufactured items. No quality standards for the demonstrator was decided
but if the workpieces inside the cases are considered as items, the demonstrator
produces only good-quality items. Thus, the quality is also 1. OEE score is given
by multiplying the three factors together. Hence, the results are,

OEEWireless = 0.9925

OEEWired = 0.9947.

8.2 Work Cycle Times

Work cycle data was gathered for both wired and wireless setups. The Central
controller is not compared for performance. For both setups, 15 work cycles were
run and for each round time was taken. The times for each round are presented
in the Fig. 10 below. Within 30 rounds and 20 extra rounds, there were to be no
such faults. In wireless setup, the number of the faults was four to 30 (the total
number of cases the gripper placed) compared to the wired setup’s 9 to 30.

8.3 Time for N Rounds of Operation

The alternative way to measure the system performance is to take time for n
rounds of operation. It is a metric for benchmarking production time for any
given setup. The time elapsed while running the production line for a given
amount of through-put was recorded. For 15 rounds the time in wireless setup
was 890.03 and in wired 883.23.

8.4 Average Time Between Faults

The another performance measure is an average time between faults. The aver-
age time between faults needing human interaction was recorded for a certain
time period of operation. This metric can be used to find out differences in the
reliability of the given setups. When running the total of 50 rounds, no human
interaction was needed. Thus, the average time between faults is infinity.

In comparison to the wireless control system, the wired connection is more
reasonable in the sense that deploying the project to the PLCs never failed and
the communication between the devices was never lost due to connection issues
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Fig. 10. Comparison of wired and wireless work cycles

when running the system. In other words, there were no contingency factors in
the communication within the system when wired connectivity was being used.
Moreover, the measured latency when sending a signal from one PLC to another
and back was mere 3.36 ms, which means that the communication is faster as
compared to a wireless solution.

9 Conclusions

This study demonstrated the integrated development method for industrial
cyber-physical systems that uses simulation in the loop, which enhances both
development and operation. The potential use of co-simulation of CIROS 3D
models with IEC 61499 standard based application in nxtStudio was demon-
strated for development and testing of software for flexible manufacturing sys-
tems with distributed control. A simulation model was created which can be
connected to the planned control software for the behavioural simulations.

The concept of smart updates supported by online co-simulation was also suc-
cessfully demonstrated. Distributed control and wireless communication makes
it possible to considerably decrease the downtime costs in manufacturing facto-
ries spent for software updates. The paper also present a comparison between
the wired and the wireless solution in a factory-like environment. No visible dif-
ference in performance were noticed, however, in spaces with a lot of external
wireless traffic wireless system degrades in performance.

The distributed and wireless solutions will be developed further in the future
with timestamps [18] to achieve functional accuracy in the demonstration in-
case of interferences in other channels. This should produce better results, for
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example, by reducing delay related faults. Another development idea is to opti-
mize sending the events between controllers so that the controllers communicate
with each other using different events that are not sent always when a controller
reaches new state i.e. the purpose is to get rid of all unnecessary communication.
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Abstract. Future industrial systems endorse the implementation of innovative
paradigms addressing the continuous flexibility, reconfiguration, and evolution
to face the volatility of dynamic markets demanding complex and customized
products. Smart manufacturing relies on the capability to adapt and evolve to
face changes, particularly by identifying, on-the-fly, opportunities to reconfigure
its behavior and functionalities and offer new and more adapted services. This
paper introduces an agent-based approach for service reconfiguration that allows
the identification of the opportunities for reconfiguration in a proactive and
dynamic manner, and the implementation on-the-fly of the best strategies for the
service reconfiguration that will lead to a better production efficiency. The
developed prototype for a flexible manufacturing system case study allowed to
verify the feasibility of greedy local service reconfiguration for competitive and
collaborative industrial automation situations.

Keywords: Service reconfiguration � Service reconfiguration strategies �
Multi-agent systems � Cyber-physical system � Smart manufacturing � Industry
4.0

1 Introduction

Manufacturing industry is facing a continuous evolution, being the implementation of
systems exhibiting flexibility and reconfiguration capabilities one of the many chal-
lenges of the manufacturing industry in the coming years. Manufacturing companies
must be able to react rapidly and cost-effectively to condition changes, in order to
overcome the current problems [1]. Aligned with this vision, predictive maintenance
plays an important and necessary role to ensure production efficiency although costs
become significantly high [2]. To address the mentioned issues and aligned with the
vision of Industry 4.0, the employment of reconfiguration mechanisms to dynamically
adapt the needed processes and offered services is crucial. Traditionally, service
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reconfiguration is performed due to several reasons like, for example, to cope with the
unexpected and unpredictable condition changes, to recover from broken processes, to
lead to a better production efficiency, to improve the system competitiveness according
to the customer’s needs and to respond to new business strategies.

Despite the current research efforts, the existing reconfiguration strategies are still
too much simple, e.g., components’ replacement (to react to the harmful effects or
breakdowns) and re-planning (to deal with the modified configurations’ requirements)
[3]. Additionally, traditional production systems are still lacking automated tools that
support the dynamic and runtime reconfiguration strategies by discovering new
reconfiguration opportunities and exploring new system configurations.

The majority of the deployed service reconfiguration solutions are manually and
reactively executed taking into consideration a centralized perspective. In fact, the
decisive actions for the system reconfiguration are made after the occurrence of a failure,
which can sometimes involve stopping a running process, diagnosing the failure,
reconfiguring and restarting the system/device. In practice, the usual behavior when
diagnosing a failure is to select the known recovery action that solves the failure; other
possibilities that take more time require the understanding of all possible alternative
service configurations’ solutions that go beyond the human capacity in an acceptable
time. Thus, performing the service reconfiguration manually and, afterward, restarting
the system is not enough to address the dynamics of current industrial needs [4]. As a
consequence, new reconfiguration strategies are required to support the evolution of the
traditional systems by being dynamically performed online and just in time.

This paper describes a flexible and distributed multi-agent system (MAS) approach
for the service reconfiguration that allows the proactive and dynamic identification of
the opportunities for reconfiguration and the implementation on-the-fly of the best
strategies for the service reconfiguration that will lead to a better production efficiency.
In the proposed approach, the distributed and autonomous agents embed intelligent
mechanisms for the earlier detection of reconfiguration opportunities and the selection
of the reconfiguration strategies for improving the service properties or updating the
catalog of offered services. In order to avoid conflicts arising from the dynamic
reconfiguration of the distributed agents, a collaborative service reconfiguration
mechanism was introduced. Information sharing among agents support the identifica-
tion of the best configurations and avoid redundancies or unnecessary reconfigurations
that can lead to poorer system performance. The proposed approach was tested in an
experimental flexible manufacturing system, and the preliminary results show the
benefits of this dynamic and proactive service reconfiguration.

The remaining of this paper is organized as follows. Section 2 overviews the main
concept of service reconfiguration, existing related work and establishes the require-
ments for a truly dynamic, intelligent and proactive service reconfiguration process.
Section 3 presents the proposed multi-agent based approach for the service reconfig-
uration. Section 4 describes the experimental case study, the implementation details
and discusses the preliminary experimental results. Finally, Sect. 5 rounds up the main
contributions of the paper with the conclusions and the future work.
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2 Related Work

The Service-oriented Architectures (SOA) paradigm [5] is based on the concept of
offering and consuming services, each one encapsulating the functionalities of a service
provider. The use of service-orientation allows facing interoperability and
loose-coupled abstraction in the design of complex systems. In these systems, the
concepts of service aggregation, composition, and orchestration are important, to better
understand the service reconfiguration concept. Basically, service reconfiguration is
related to service adaptation designed to deal with unexpected events, such as failure of
a service and loss of the quality of service (QoS) [3].

In this context, several different types of service reconfiguration can be identified:

• Improvement of the service’s behavior and performance, e.g., changing the cali-
brating tools and/or switching components of the process to reduce the service’s
time or improve the service’s quality (this can be seen as a weak reconfiguration
type).

• Changing the services’ catalog, i.e. new services are added, and others are removed
from the catalog offered by an entity that accommodates the service demand; e.g.,
offering a new drilling service (this can be seen as a strong reconfiguration service
type).

• Changing the structure of a composed service, which is built up through the
composition of several atomic services, e.g., reorganizing the atomic services by
adding some of them and remove others to accommodate better the evolution of the
available atomic services (this can be seen as a strong-reconfiguration type).

Aiming to execute a truly dynamic, intelligent, and proactive service reconfigura-
tion, considering the referred reconfiguration types, the following requirements need to
be observed:

• R1: The opportunity to execute a service reconfiguration must be identified inter-
nally (regarding the system), automatically and at run-time.

• R2: The system needs to have the capacity to select an alternative reconfiguration
solution and reconfigure on-the-fly, reducing the perturbation impact.

• R3: Service reconfiguration must be performed in a smooth manner (i.e. avoiding
the individual and/or system nervousness).

• R4: Service reconfiguration process should comply with both competitive and
collaborative scenarios.

Part of the research that was conducted on the service reconfiguration domain
resides in using service composition mechanisms which aim at composing the best
service that meets the client’s requirements. The process of dynamic service recon-
figuration is done according to the following steps [5]:

(a) Discover the services in the central service registry, e.g., UDDI (Universal
Description, Discovery, and Integration), by selecting the services that match the
requirements.

(b) Select the optimal service candidates, based on filters such as reputation.
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(c) Perform the service compositions driven by the QoS, which are the restrictions of
the optimization function.

This approach, whenever a disruptive event occurs, conducts a search of appro-
priate services in a centralized manner (i.e., using the UDDI), to rebuild a composition
of services that satisfies the agreed requisites. The structure of the composition is found
out by considering a variety of techniques, from optimization techniques that require
heuristics algorithms to face the problematic of combinatorial optimization (known to
be NP-hard), to an approach that uses Artificial Intelligence (AI) based planning to
achieve a near optimal solution and accelerate the execution time. Some authors pro-
pose parallelism based on the division of complex tasks into many smaller ones where
each sub-task is responsible for a local optimization. Innovative and non-classical
solutions, such as the self-organization that was introduced originally by Ashby [6],
refer to a cooperation process without any centralized decision. The benefits of
decentralization were also investigated in [7], suggesting a decentralization on the
service discovery phase by using the social plasticity of the providers. With the aim of
improving the system, several authors also suggest an innovative paradigm using
integrating agents with SOA to take advantage of agents important features, e.g., loose
coupling, decentralization, distribution, and autonomy, to intelligently achieve the
client’s needs [8].

In addition to the referred works that focus on how to reconfigure the process, a
relevant set of methodologies related to defining the moment of change is also pro-
posed, giving relevance to different strategies about (when) reconfiguring. For example,
reconfiguring the system due to new consumer policies and requirements [9], when a
new service is requested [10] or in the worst cases when an error or disturbance occurs.
The work described in [11] covers all undesired events and identifies unexpected
opportunities through reactive, predictive, and periodic strategies. Aligned with this
trend adoption and with the increasing modification needs, service reconfiguration
becomes the de facto approach that studies answers to the reconfiguration requirements.

In industrial systems, and in particular in the manufacturing domain, SOA-based
paradigms have been proposed for automation and integration of services by extending
the SOA paradigm to the domain of embedded low-level devices, such as sensors and
actuators [12]. SOA is also used to implement collaborative manufacturing with
intelligent Web services [13], and in another work, SOA and MAS are joined to
enhance the manufacturing service collaboration as demonstrated in industrial
automation [14]. Current trends related to the horizontal and vertical integration is also
being faced by using SOA approaches, e.g. to support the increasing or diversity of the
system’s products or services. In [15], the authors proposed a service model for the
dynamic production reconfiguration, in particular to reorganize the machinery in a
manufacturing plant to be adapt to a new introduced product.

The service reconfiguration in dynamic environments needs to be quickly adaptable
in real time and proactive (as stated in R1). Such dynamism can be monitored by means
of existing maintenance strategies (e.g., reactive, preventive and predictive), which are
covered by [11] where AI techniques were used to go beyond the traditional opera-
tional research by speeding up the generation of potential reconfigurations. However,
based on the available service reconfiguration literature in manufacturing domain, the
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main concern relies on the service integration itself, without mentioning in practice any
evidence of service reconfiguration. The majority of the existing reconfiguration
solutions are performed manually due to the occurrence of failure events or product
changeovers, even when the planners predict the actions to be performed. The
reconfiguration is usually also achieved by a centralized composition planner, that does
not provide the impact of the proposed new solutions (as stated in R2) and does not
take into consideration the need for a smooth reconfiguration in case of change (as
indicated by R3). The analysis and execution of the reconfiguration process are usually
carried out in an individual way without considering the future impact and without
regarding a collaborative analysis (as stated in R4).

Having this in mind, the challenge is to develop an approach that takes a step
forward by evaluating potential possibilities in advance, having the capability to
self-reconfigure the components without the need to stop or re-program the system,
reducing the perturbation impact and decreasing the need for external intervention.

3 Dynamic Multi-agent-Based Service Reconfiguration

The proposed approach for the service reconfiguration aims to comply with the
requirements previously described, and considers the use of MAS principles and
intelligent algorithms to support the when and how phases of the reconfiguration
process.

In this ecosystem, the resource agents (RA) encapsulate every shop floor stations
functionalities, as illustrated in Fig. 1, and publish as services the processes they can
offer (i.e. each production RA act as service providers).

The service consumers (such as intelligent products) need to consume the pro-
duction resources services to meet the production demand for this it is necessary to win
an auction, thus based on the RA’s local schedule, services performance and avail-
ability bid at a certain price that shared provide. From the RA’ perspective, they try to

Agent

s

s

s
S2 Not installed

Production Resources 
Agents (RA)

s

1. Need service “S2” 
What is the price ?

2. Busy!
3. Price it’s 200 

Not available! Need 
Reconfigure

4. Price its 50, It’s ready to 
execute!

Fig. 1. Multi-agent based cable to perform decentralized service reconfiguration.

144 N. Rodrigues et al.



get as many services invocations as possible, at the highest price. For this purpose, they
are continuously aware of the competitiveness of their services and able to execute a
service reconfiguration when an opportunity to improve their services is identified. For
this purpose, the resource agents embed several intelligent algorithms to handle the
when and the how phases.

3.1 Discovering Opportunities and Determining Reconfiguration
Solutions in Automatic Manner

Aiming to face the service reconfiguration, each agent is continuously collecting data
and applying actions to maximize its utility under production uncertainty and demand
variability. In this context, a crucial issue is to maintain a competitive catalog of
services that addresses the customer demands, which is possible by embedding a
reconfiguration module that considers the following components [11], as illustrated in
Fig. 2: When to Reconfigure (WtR), How to Reconfigure (HtR) and Decide Recon-
figuration Solution (DRS).

The dynamic reconfiguration is challenging and can lead to unpredictable oppor-
tunities to evolve based on the fact that several variables are unknown, either from the
physical perspective (such as the degradation of quality and the unforeseen plug-in of
devices) or from the logical viewpoint (such as, the configuration of the manufacturing
plant configurations and the scheduling of production orders). In this perspective,
predicting these opportunities is wiser than simply reacting, which requires to collect
data from the different sources, namely shop-floor and customers, to support the several
components of the reconfiguration module.

3.1.1 When to Reconfigure
The first step in the proposed service reconfiguration approach, performed by the WtR
component, is related to the monitoring and analysis of the collected data, identifying
the triggers or opportunities for the reconfiguration, e.g., a performance or quality
degradation, a failure occurrence or the introduction of new products. The WtR model
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Fig. 2. Service reconfiguration module implemented in each agent.
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relies on three different triggering strategies to detect possible situations to reconfigure
[11]: event, periodic and trend.

The event triggering strategy uses an event-driven approach to detect events related
to the system condition changes, e.g., a resource failure, the addition of a new
resource/component or the removal of an existing resource/component. This strategy
permits a good reaction to facing unexpected events, which is an important feature in
dynamic and unpredictable environments.

The trend triggering strategy is responsible for identifying, as earlier as possible, a
tendency or pattern in the degradation of a service performance, allowing the earlier
implementation of actions to improve its performance or to reconfigure this service by
another more useful. Several algorithms can be used to identify these opportunities,
namely the anomaly detection, the cluster analysis-based and the structural break [11].
The anomaly detection and cluster analysis-based methods are more appropriate to
discover anomalies in patterns [16], and the structural break method is more appro-
priate to perform a simple trend analysis.

The periodic triggering strategy uses a periodic check to verify the current service
performance and decide about the opportunity to reconfigure. The triggering time
interval should be dynamically adjusted to better fit the system dynamics, i.e.
increasing or decreasing this value, taking into the consideration the application of
proper machine learning algorithms. Q-learning [17] is a suitable approach to address
this challenge, since it provides a positive/negative reinforcement feedback that handles
the system’s dynamics, allowing to converge to an optimal value.

3.1.2 How to Reconfigure
After being identified an opportunity to reconfigure, the HtR component is triggered
with the responsibility to determine how the service reconfiguration can be imple-
mented. The process comprises the elaboration of a pool of possible alternatives for the
service reconfiguration, followed by a semantic checking that reduces the dimension of
the alternative solutions (see [4] for more details). The generation of alternative
solutions considers the improvement of the resource’s utility and consequently the
improvement of the services’ behavior and/or the changing of the service’s catalog.

3.1.3 Decide Reconfiguration Solution
After the calculation of the set of alternative reconfiguration solutions, it is necessary to
evaluate the effectiveness of each alternative and determine the best one. The evalu-
ation method uses a reconfiguration index (RI) [4, 18] that quantifies the advantage of
performing a certain reconfiguration, considering the ratio between the reconfiguration
effort with the expected profit that the reconfiguration can bring [4].

In the end, the several alternative solutions are ranked according to the evaluation
method and considering the criteria defined by the system managers.

This component is also responsible for deciding if the best reconfiguration solution
should be implemented or not, taking into consideration the nervousness control of the
resource. In fact, the system stability is a very important issue, and each resource agent
must control its nervousness to avoid falling into a chaotic system. The system should
be proactive to identify opportunities for reconfiguration but should not constantly be
changing the service reconfiguration because it implies a performance degradation.
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3.2 Decentralized Mechanism for Service Reconfiguration

The described proposed approach for the service reconfiguration is carried out in a
self-interested, autonomous and competitive way. Each agent, in this competitive sit-
uation, is running the service reconfiguration mechanism individually and does not
share its objectives with the other agents. However, in collaborative environments, the
lack of control or a normative environment using self-interested agents can lead to
problematic situations that are damaging to the entire system, namely:

• Conflict situations: conflict of interest among agents have to be managed, e.g., in
case several agents want to reconfigure to provide the same service.

• Deadlock situation: simultaneous individual service reconfigurations based on the
interest of the most valuable services can lead to situations where no one offers the
least profitable but necessary services.

In this sense, the adoption of a decentralized service reconfiguration approach and
the design of a well-defined collaborative interaction protocol facilitate the avoidance
of deadlocks [19], allowing to reach a mutual agreement that benefits the collaborative
system behavior. This will improve the competitiveness of the system and balancing
the resources’ utilization rate, and avoiding a service reconfiguration carried out in an
uncoordinated and chaotic way. To deal with this, an interaction protocol permits to
collect the agent’s intentions of its interests in adapting/reconfiguring its catalog of
services. The protocol works in a synchronous manner by transferring data and control
of the reconfiguration design among the agents (rather than using a central agent), to
acquire all the data and understand if a global configuration is feasible. In particular, the
protocol considers several resource agents, as illustrated in Fig. 3, one acting as an
initiator of the interaction (i.e. the one that wants to change its service) and others
participating in the collaborative interaction.

(DSR) decide to change 
the service catalog

(HtR) Check the 
necessary services

: Initiator 

test 
feasibility 

execute locked 
service reconfiguration

: Participant 

<REQUEST> for agreement
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m

<REFUSE>

<INFORM> 

j=m-n

m

If(n>=1)

"I provide the service to be removed"

A message of the type "request" is 
sent to all participants to request if 
someone can provide the service that 
will be removed

 

Fig. 3. Collaborative protocol for the interaction among agents.
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After identifying an opportunity to reconfigure, the initiator, by using the WtR
module that decides to implement a potential service reconfiguration, notifies its
intention to implement a service reconfiguration and waits for the non-objection of all
participants, aiming to control the system nervousness and to avoid entering into a
chaotic situation (e.g., a non-feasible configuration, where no one is providing a nec-
essary service). For this purpose, the initiator sends a “REQUEST” message to all
participants, inquiring if someone can provide the service that will be removed. Each
participant will reply with “INFORM” or “REFUSE” messages, according to its pos-
sibility to provide the service or not.

After, the initiator is waiting for the replies from the participants. If the initiator
receives at least one “INFORM” then the system has achieved a feasible collaborative
reconfiguration (since at least one participant offers the service that will be reconfig-
ured). Otherwise, the proposed service reconfiguration leads to a non-feasible config-
uration (in the collaborative perspective), and the initiator will ignore the opportunity to
reconfigure. Note that despite being beneficial for one service provider, the reconfig-
uration is not beneficial for the whole collaborative system, and consequently should
not be implemented. The proposed approach considers the individual perspectives and
the system as a whole, both with focus on flexibility in many ways:

• The dynamic individual service reconfiguration is directly mapped in competitive
situations, where the self-fish behavior of the agents leads to a truly dynamic and
decentralized service reconfiguration.

• The decentralized interaction mechanism permits to build a better and more robust
reconfiguration approach, and at the same time to smoothly tackle the nervousness
problems. By the fact that the conflicts of competition between services are avoided
and even if there are several individual service reconfiguration interests, the
resource agents decide if they are worth for the system benefits (also avoiding the
implementation of non-feasible configuration).

As a drawback, this approach does not ensure the optimality of the service
reconfiguration solution. However, as stated by [19], such type of approaches improves
the performance regarding increased throughput and lower response. Nevertheless,
both methods facilitate scaling the system to new agents. From one hand, they can be
non-cooperative perspectives, performing the service reconfiguration autonomously,
and from the other hand, they can be cooperative where the overall reconfiguration
emerges from the participants without joining in just one agent the entire image of the
system.

4 Experimental Validation

4.1 Description of the Case Study

The proposed approach for the service reconfiguration was tested using the flexible
manufacturing system AIP-PRIMECA FMS [20], which comprises 5 workstations
linked by a conveyor system. The workstations offer a set of services related to the
execution of several operations (i.e. sub-products produced in this system, namely the
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letters A, B, E, I, L, P, and T), which combined can produce the final products BELT
and AIP. This case study created based on batch production forcing to set-up and
reconfigure the production equipment according to the demand. As illustrated in
Table 1, each sub-product has its assembly process plan that needs to be followed to
complete its production. For example to generate the sub-product T, the sequence of
operations is to load the assembly base plate into the shuttle, followed by assembling 2
Axis, r and L components, performing the inspection and finally unloading the product
from the shuttle.

Table 2 represents the catalog of services offered by each machine, indicating the
processing time for each provided service. For example, the “r_comp” service can be
executed by the workstation M3 while the workstation M2 offers the service “Axis”.
Aiming to increase the flexibility of the FMS and to create a richer scenario to test the
service reconfiguration approach, a slight change was introduced in the scenario
described in [20]. This change is related to expand the number of services provided by
the machines, and particularly services that are available but are not currently offered in
the machines’ catalog. For example, the machines M2 and M3 have the possibility to

Table 1. Process plans for the catalog of products.

Product B Product E Product L Product T Product A …

1 Loading Loading Loading Loading Loading
2 Axis Axis Axis Axis Axis
3 Axis Axis Axis Axis Axis
4 Axis Axis Axis r_comp Axis
5 r_comp r_comp I_comp L_comp r_comp
6 r_comp r_comp I_comp Inspection L_comp
7 I_comp L_comp Screw_c Unloading I_comp
8 Screw_c Inspection Screw_c Screw_c
9 Inspection Unloading Inspection Inspection
10 Unloading Unloading Unloading

Table 2. Catalog of services provided by each machine (processing times in seconds).

Service M1 M2 M3 M4 M5

Loading I (10)
Unloading I (10)
Axis I (20)
r_comp NI (20) I (20)
I_comp I (20)
L_comp NI (20) I (20)
Screw_c I (20)
Inspection I (5)

Legend: I – installed in the catalog; NI – available
but currently not offered in the catalog
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change their catalog of services by offering, respectively the services “r_comp” and
“L_comp”. In case the agents decide for the service reconfiguration, a maintenance
intervention is required to improve the service performance (taking 20 s) or to change
the service provided (taking 30 s).

To simulate realistic scenarios for evaluating the reconfiguration hypotheses the
occurrence of disturbances is considered. For this purpose, machines M2 and M3 have
a probability of failure of 25% for all services in their catalogs, and when an
improvement of the service performance is executed, its failure is reduced by 3%.

The designed MAS was implemented using the JADE framework [21], being the
iteration among the agents performed by using FIPA-ACL compliant messages. Each
resource agent contains the implementation of the “when” strategies that allow iden-
tifying opportunities to reconfigure. In this work, the following strategies of the WtR
module were implemented [4, 11]:

• Event: related to the identification of reactive and critical situations, e.g., new
production requests and resource/service failures.

• Trend: related to the earlier identification of patterns that result in deviations and
anomalies, e.g., loss of quality of a service and decrease of resource usability.

These strategies were implemented on the monitoring behavior of each agent. In
respect to the Event strategy, it was triggered by the monitoring procedure that contains
the monitoring features to detect new products and disturbances, e.g., service or
resource failures. The trend strategy requires more information (i.e., historical and
contextual production data) to produce better real-time analysis and statistical com-
putation to support the identification of potential deviations and anomalies patterns. In
this case, the algorithms performing data analysis were implemented in R language [22]
and accessed by the agents by using the RServe API connected through TCP/IP, which
acts as a back-end for web services. From the R-side, the anomaly detection and cluster
analysis based methods are continuously running in background to detect the degra-
dation of a service performance. However, when facing production changeover situ-
ations, these two algorithms may create some confusion leading to identifying the
characteristics of a new product as an outlier that consequently will result in bad
configurations. In these cases, the Event module notifies the Trend module about a
product change, allowing the adaptation of its trend analysis for a specific product,
aiming to perform more accurate predictions.

In the same manner, agents incorporate the HtR module that allows generating
potential reconfiguration solutions based on the different types of service reconfiguration,
namely weak reconfiguration by improving the service performance, and strong recon-
figuration by replacing the service catalog. A special aspect of the HtR algorithm [4] to
ensure the feasibility of service reconfiguration solutions is the semantic verification of
resources and pool of services, using JENA, to reduce the number of these alternatives.

4.2 Experimental Results

Some testing scenarios were designed to assess the described service reconfiguration
approach, exploiting the impact of enabling the individual service reconfiguration

150 N. Rodrigues et al.



performed by the distributed resource agents and enabling the collaborative mechanism
to avoid conflicts and chaotic behaviors. In the experiments, the catalog of orders
included the production of 20 BELT products. Figure 4 illustrates the experimental
results for the different scenarios.

Initially, the system was running in normal mode with the service reconfiguration
and collaborative mechanisms disabled (scenario #1), measuring the Cmax value (i.e.
the makespan that is defined as the total amount of time to process a given manu-
facturing order), which is represented in the left graphic of Fig. 4. The right graphic of
the same figure represents the standard deviation (r) of the service utilization for each
machine, aiming to verify how well distributed and balanced is the production. In this
case, r values close to zero represent a good balanced production. The scenario #1
presents a value of 7999 s for Cmax and 121.4 s for r, working as a baseline to
compare the proposed service reconfiguration approach.

The second scenario (scenario #2) is related to the enabling of the service recon-
figuration mechanism in each resource agent in a self-fish mode, which means that the
agents will execute their service reconfiguration individually and without any collab-
orative procedure. The results, depicted in Fig. 4, show a decrease of the system
performance in 1,8%, reflected in the need to have more 194 s to produce the 20 BELT
products, and a slightly more balanced effort among the machines. The small increase
in the Cmax may be due to conflict situations since agents are performing service
reconfiguration procedures in a self-fish manner in a very typical collaborative envi-
ronment, which means that they are reconfiguration to maximizing their individual
interests and not the overall system goals.

The third scenario (scenario #3) is related to enabling the collaborative mechanism
operating over the decentralized service reconfiguration mechanism being performed
individually by the several resource agents. In this case, the results show an increasing
of the system performance (illustrated by the reduction of 6,7% of the Cmax), as well
as the reduction of the r value to 97.6 s, which means a better disturbance of the
resource utilization. This scenario clearly shows the advantages of applying the

Fig. 4. Experimental results for scenarios with and without service reconfiguration.
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collaborative mechanisms to harmonize the service reconfiguration performed indi-
vidually and in a non-cooperative manner by the distributed agents to reach collabo-
rative environments.

This set of experiments allowed to verify that enabling the individual service
reconfiguration, the system production efficiency is slightly improved, which small
improvement is due to some possible contradictory and conflictual reconfigurations.
The activation of the collaborative mechanism, with the agents taking the final decision
about the service reconfiguration, not only considers its own perspective, but also the
benefit of the whole system, thus allowing to achieve a higher production efficiency.

A fourth (scenario #4), with a batch of 30 BELT products, was considered to test
the dependency of the proposed service reconfiguration approach with the dimension of
the production order set. Figure 5 summarizes the achieved results for this scenario.

The analysis of the results shows a considerably higher service utilization rate for
the batch of 30 BELT, when compared to the batch of 20 BELT, which means that the
service reconfiguration considering a proper triggering mechanism represents a wiser
and maximized utilization of the services. The makespan value is more dependent on
the dimension of the production batch than the standard deviation parameter, being
possible to see improvement in the Cmax value for bigger production batch sizes.

5 Conclusions and Future Work

The dynamic service reconfiguration process is, nowadays, a hot topic in manufac-
turing systems, aligned with the cyber-physical systems context, and particularly with
the Industry 4.0 initiative. A literature review on this field shows that the service
reconfiguration is usually performed in a manual, offline and centralized manner, and
traditionally considers the service integration such as CPS, without mention the truly
service reconfiguration.

The proposed approach described in this paper considers the challenge of per-
forming a dynamic, online and decentralized service reconfiguration, where intelligent
software agents apply different strategies to identify opportunities to reconfigure
proactively. These agents, after identifying opportunities to reconfigure their catalog of

Fig. 5. Experimental results for different batch sizes (20 and 30 batch sizes).
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services, execute adequate algorithms to determine the alternative possibilities to
evolve, and decide for the most promising one. This approach addresses two different
situations: a non-cooperative or competitive environment, where the reconfiguration is
decided and executed individually by each one of the distributed agents, and a col-
laborative environment, where the reconfiguration is triggered individually by the
distributed agents, but it is only executed if is seen as beneficial for the whole system.
A decentralized collaborative mechanism was designed to allow addressing this second
situation, avoiding reaching non-feasible configurations and also promoting the balance
of the resources utilization.

The proposed service reconfiguration solution was implemented in JADE and
tested in a flexible manufacturing system use case. Both in competitive and collabo-
rative scenarios, our service reconfiguration approach has been proven to display better
performance than the normal operation, materialized in lower “makespan” (Cmax)
values and also the better distribution of the resources utilization. The increase of the
batch size also positively affects the use of the proposed service reconfiguration
approach. Thanks to the multiagent-based system, the proposed on-the-fly service
reconfiguration can be implemented dynamically, automatically and proactively to
improve the service profitability, contributing for the beneficial of the individual
entities as well as to the entire system (in the case of the collaborative environment).

Future work will be devoted to developing a completely decentralized collaborative
mechanism to regulate the service reconfiguration and to develop rules to control the
system nervousness avoiding falling into a chaotic situation. This approach, although
introducing a higher complexity effort, permits to evolve smoothly easily respond to
future disturbances.
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Abstract. Renewables are key enablers in the plight to reduce green-
house gas emissions and cope with anthropogenic global warming. The
intermittent nature and limited storage capabilities of renewables culmi-
nate in new challenges that power system operators have to deal with
in order to regulate power quality and ensure security of supply. At the
same time, the increased availability of advanced automation and com-
munication technologies provides new opportunities for the derivation of
intelligent solutions to tackle the challenges. Previous work has shown
various new methods of operating highly interconnected power grids,
and their corresponding components, in a more effective way. As a con-
sequence of these developments, the traditional power system is being
transformed into a cyber-physical energy system, a smart grid. Previous
and ongoing research have tended to mainly focus on how specific aspects
of smart grids can be validated, but until there exists no integrated app-
roach for the analysis and evaluation of complex cyber-physical systems
configurations. This paper introduces integrated research infrastructure
that provides methods and tools for validating smart grid systems in
a holistic, cyber-physical manner. The corresponding concepts are cur-
rently being developed further in the European project ERIGrid.
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1 Introduction

Future power systems have to integrate a higher amount of distributed, renew-
able energy resources in order to cope with a growing electricity demand, while
at the same time trying to reduce the emission of greenhouse gases [8]. In addi-
tion, power system operators are nowadays confronted with further challenges
due to the highly dynamic and stochastic behaviour of renewable generators
(solar, wind, small hydro, etc.) and the need to integrate controllable loads (elec-
tric vehicles, smart buildings, energy storage systems, etc.). Furthermore, due
to ongoing changes to framework conditions and regulatory rules, technology
developments (development of new grid components and services) and the lib-
eralization of energy markets, the resulting design and operation of the future
electric energy system has to be altered.

Sophisticated (systems and component) design approaches, intelligent infor-
mation and communication architectures, and distributed automation concepts
provide ways to cope with the above mentioned challenges and to turn the exist-
ing power system into an intelligent entity, that is, a “Cyber-Physical Energy
System (CPES)” (also known as “Smart Grid”) [5,13,24].

While reaping the benefits that come along with intelligent solutions, it is,
however, expected that due to the considerably higher complexity of such solu-
tions, validation and testing will play a significantly larger role in the devel-
opment of future technology. As it stands, the first demonstration projects for
smart grid technologies have been successfully completed, it follows that there is
a high probability of key findings and achieved results being integrated in new
and existing products, solutions and services of manufacturers and system inte-
grators. Up until now, the proper validation and testing methods and suitably
corresponding integrated Research Infrastructure (RI) for smart grids is neither
fully available nor easily accessible [25].

The aim of this paper is to introduce an approach for integrated RI with
corresponding CPES-based system-level validation methods that are being cur-
rently implemented in the framework of the European project ERIGrid [1].

The remaining parts of the paper are organized as follows: Sect. 2 provides a
brief overview of CPES challenges whereas in Sect. 3 the corresponding research
needs are outlined. The concept of the ERIGrid integrated RI is introduced
in the following Sect. 4. The paper concludes with a discussion about and an
outlook on future developments.

2 Higher Complexity in Cyber-Physical Energy Systems

Smart grid systems usually lead to an increased level of complexity within sys-
tem operation and management as briefly outlined in the introduction. There is
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an urgent need for the system flexibility to also be increased, in order to avoid
dramatic consequences. It also follows that advanced Information and Com-
munication Technology (ICT), distributed automation approaches and power
electronic-based grid components are necessary in order to allow a number of
important system functionalities (e.g., power/energy management, demand side
management, ancillary services) [5,13]. As a consequence of these developments
(distributed) intelligence is needed on four different levels in smart grid systems
as outlined in Table 1 [23,25].

Table 1. CPES – intelligence on different levels

Level Implemented intelligence

System System-wide approaches like power utility automation,
coordinated voltage control, demand-side management, energy
management, etc. are usually executed in a coordinated way on
this level, but also factoring in services of the underlying
sub-systems and components. Central or distributed control
approaches can be are applied

Sub-system On this layer the control of the underlying sub-systems or
components is carried out. Usually the corresponding functions,
services, and algorithms have to deal with a limited amount of
components (renewable sources, energy storage system, electric
vehicle supply equipment, etc.). Micro-grid control or building
energy management are representative examples for this layer.
Distributed automation architectures are commonly used

Component Nowadays, new components like Distributed Energy Resources
(DER), energy storages, electric vehicle supply equipment, or
tap-changing transformers providing ancillary services are
installed on this layer. Intelligence on this level is either used for
local optimization purposes (component behaviour) or for the
optimisation of systems/sub-systems on higher levels in a
coordinated manner

Sub-component On this level intelligence is mainly used to improve local
component behaviour (harmonics, flicker, etc.). Power electronics
and the necessary corresponding advanced control algorithms are
the main drivers for local intelligence. Component controllers can
be considered as examples for sub-components

The top requirements for the realisation of advanced ICT/automation sys-
tems and component controllers include flexibility, adaptability, scalability, and
autonomy. Open interfaces that support interoperability are also necessary in
enabling the above described behaviour [23–25]. As a consequence, the electric
power system is moving towards a complex cyber-physical system of systems.
Not only the design and implementation, but also the validation and deployment
of these systems is associated with increasing both the engineering complexity
and total life-cycle costs.
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In order to address challenges in CPES, such as network limitations, CPES
modeling and computational prediction of system uncertainty [18], multidiscipli-
nary teams that understand the different aspects of CPES and from all layers are
needed. CPES research requires control system engineers, engineers familiar with
the physical process being controlled (electric generation, electric distribution),
communication engineers, and security engineers [19]. The team needs to be
assembled based on the particular use case (e.g., modeling/simulation [9,15,20],
security [16,21], smart houses/buildings [17,27]).

3 Open Issues and Future Research Needs

To facilitate in the understanding of future CPES validation needs, an illustra-
tive example will be introduced. Figure 1 shows a coordinated voltage control
application in an active power distribution grid. Reactive and active power con-
trol provided by DER and electric storage units, together with an On-Load Tap
Changing (OLTC) transformer, are used to keep the voltage in the grid in defined
boundaries [22]. The control application has to calculate the optimal position
of the OLTC and to derive set-points for reactive and active power which is
communicated over a communication network to the DER and storage devices.

In order to guarantee the safe and secure operation of this CPES application
various tests need to be carried out before installing it in the field. This includes
the validation of the different components (including local control approaches
and communication interfaces for the DER, storage, and OLTC devices) on
the sub-component and component levels. Nevertheless, the integration of all
components and sub-systems is also still one of the most important issues. The
proper functionality of all components is not a guarantee that the whole system
will behave as expected. A system-level validation of the actual behaviour is
necessary in order to prove that the whole CPES application, together with the
ICT devices, works properly.

Up to now, there is no integrated approach for analysing and evaluating
smart grid configurations addressing power system, as well as information, com-
munication and automation/control topics that is available [25]. The integration
of cyber-security and privacy issues is also not sufficiently addressed by existing
solutions. In order to guarantee a sustainable and secure supply of electricity
in a smart grid system, with considerably higher complexity and also support
the expected forthcoming large-scale roll out of new technologies, a proper inte-
grated RI for smart grid systems is necessary [25]. Such an infrastructure has
to support system analysis, evaluation and testing issues. Furthermore, it would
foster future innovations and technical developments in the field.

In summary, the following open issues have been identified and need to be
addressed in future research and development [3,6,7,12,25]:

– A cyber-physical, multi-domain approach for analysing and validating CPES
on the system level is missing today; existing methods are mainly focusing
on the component level - system integration topics including analysis and
evaluation are not yet addressed in a holistic manner.
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Fig. 1. CPES example – voltage control in an active power distribution grid

– A holistic validation framework (incl. analysis and evaluation/benchmark cri-
teria) and the corresponding RI with proper methods and tools needs to be
developed.

– Harmonized and standardized evaluation procedures need to be developed.
– Well-educated professionals, engineers and researchers that understand smart

grid systems in a cyber-physical manner need to be trained on a broad scale.

4 ERIGrid Smart Grid Research Infrastructure

In order to tackle the above aforementioned research needs, a Pan-European
RI is currently being realized in the European ERIGrid project that will sup-
port the technology development as well as the roll-out of smart grid solutions.
It provides a holistic, CPES-based approach by integrating European research
centres and institutions with outstanding lab infrastructure to jointly develop
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common methods, concepts, and procedures. In the following sections, the main
idea behind everything and the corresponding research and development activi-
ties of the ERIGrid approach are explained.

4.1 Overview and Approach

Figure 2 provides an overview of the ERIGrid concept supporting the technology
development, validation and roll out of smart grid solutions. The target of this
integrating activity is to realise the systematic validation and testing of smart
grid configurations from a holistic, cyber-physical systems point of view. It fol-
lows a multi-domain approach and covers power system, ICT and cyber-security
topics in a cyber-physical manner. It is expected that the provision of support to
the upcoming large-scale roll out of new concepts, technologies and approaches
will also be possible fostering innovation.

Fig. 2. Overview of the ERIGrid approach

The main research activities are related to the development of a formalized,
holistic validation procedure, simulation and laboratory-based testing methods,
and the provision of an integrated RI. Additionally, training and education con-
cepts are also being developed.

4.2 Research and Development Directions

(a) Holistic Validation Procedure
Validating smart grid technologies and developments is a task that requires a
holistic treatment of the overall process since the entire domain spectrum of
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CPES solutions has to be considered. This consideration has to be carried out
alongside the technical components such as the grid infrastructure, storage, gen-
eration, consumption, etc. it also comprises customers, markets, ICT, regula-
tion, governance, and metrology to name a few of them. It is clear that the full
development process has to be covered. This includes design, analysis, testing,
verification (even certification), as well as deployment. Furthermore, the whole
range of aspects that are of interest and relevant to a stable, safe and efficient
smart grid solutions have to be regarded. Thus, small-signal stability together
with large-scale scenarios, short-term impacts and long-term sustainability, eco-
nomic feasibility/profitability, and cyber-security have to be analysed. In fact,
since all these topics are dependent upon each other, they have to be analysed in
an integrated way. Finally, a holistic approach demands integrating all prospec-
tive R&D sites and stakeholders, e.g. hardware/software simulation labs as well
as academic and industrial research [25].

Comparable processes have been successfully implemented in other applica-
tion domains like automotive, consumer electronics, mechanical/chemical engi-
neering (albeit on an arguably less complex level) [11,14]. In order to realize a
sustainable and cost effective holistic procedure in smart Grid system valida-
tion, two major challenges have to be addressed: (i) formalized scenario design
and (ii) model exchange. These will ensure guaranteed comparability between
experiments of different setups and designs. They will also facilitate subsequent
re-utilization of experimental results from different stakeholders, as the basis
for continuative experiments. Utilising the two aforementioned capabilities, use
cases can then be defined with respect to the actual system requirements and
with the best setup available. The huge amount of possible scenarios and exper-
iments has to be narrowed down to a valid set of experiments in such a way
that yields statistical aspects and reproducible results. Quantifying both the
errors and significance of these experiments is of high importance. A consistent
methodology for model exchange facilitates coordinated smart grid experiments
(of representative scope and scale) within ERIGrid and beyond. It also aids the
comparability between experiments, and furthermore to conduct consecutive,
continuative, and parallel experiments for the re-utilization and subsequent use
of results. In Fig. 3, the holistic validation process is outlined [25].

In detail, the process is divided into the following seven steps [10]:

1. Scenario Description: It is important to decide on the system boundaries for
each smart grid scenario. It imperative to define which parts of the overall sys-
tem are being considered and to what level of detail. Thus, the use cases will
be derived accordingly. The specific systems configuration will be described
within each testcase.

2. Research Infrastructure Capabilities Profiling : In order to take advantage of
the best suitable infrastructure setup for each use case, all ERIGrid installa-
tion (hardware and simulation-based labs) will be profiled. The capabilities
of each lab installation will be analysed, documented and published. This will
facilitates optimal use of capabilities provided by the existing hardware and
software.
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Fig. 3. Different steps for carrying out a holistic validation of CPES

3. Mapping : Optimal mapping will be carried out based on both the scenario
descriptions and partner profiles. The partner profiles will be analysed, with
the goal of identifying which ERIGrid partner(s) is(are) best suitable for
realizing each part of the defined use cases and especially the validation of
the appropriate test cases. Particular attention will be paid to the interfaces
between the various hardware and software components, while still ensuring
that the mapping follows a cyber-physical systems approach.

4. Specification of Experiments: After the determination of the best partner(s)
setup (who), for the test cases (what), the concrete experiments will then
be specified (how). In order to realize a use case the interfaces between the
necessary hardware/software will be implemented based on the requirements
imposed on the corresponding test cases. In addition, the available tool sup-
port will be analysed and taken into account. During this step missing models
are expected to come to light, triggering the initialisation of their develop-
ment.

5. Conducting Experiments: After the experiments are specified they will be
conducted following a consortium-wide specification. Here, it is highly impor-
tant to identify the right amount and variations of experiments. This step is
closely related to the next step addressing analysis tasks.

6. Analysis: The step is interrelated to the previous step. Each experiment will
be analysed and afterwards iteratively refined in order to meet the test case
requirements. This cyclic process allows for the development of high quality
experiments. Experimental results may be used to generate surrogate models
of certain phenomena/aspects, that can be efficiently computated, and may
(if necessary in a virtual manner) be “plugged into” other partners setups.

7. Test Results: In the last step the final reports will be compiled as summaries
and analysis of the experiments. Certificates will be given to components
such as controllers that have been tested successfully against requirements
that were defined in reference scenarios and systems. Based on experimental
finding, improvement potentials as well as further innovation-related activities
will be identified.
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(b) Improved Methods and Tools
The current development in the smart grid field shows that future systems will
contain a heterogeneous agglomeration of active power electronics and passive
network components coupled via physical processes and dedicated communica-
tion connections to automation systems (SCADA, DMS) [25]. In order to analyse
and evaluate such a multi-domain configurations, a set of corresponding methods
and tools is necessary. In the context of smart grids the following possibilities
exist [25]:

– Pure virtual-based methods and tools (mainly simulation-based),
– Real-world-based methods (laboratory and demonstration-based), or
– A combination of both (hardware-in-the-loop based).

Figure 4 provides an overview of the methods and tools which will be applied
in ERIGrid. The goal is to use all three above mentioned possibilities in order to
cover the whole range of opportunities in a cyber-physical manner that is essen-
tial for addressing system integration and validation questions. Usually, pure
virtual-based methods are not always sufficient for validating CPES since the
availability of proper and accurate simulation models cannot always be guaran-
teed (e.g., inverter-based components are sometimes very complex to model or it
takes too long to get a proper model). Also laboratory-based testing approaches
and a combination of both (hardware-in-the-loop based) have to be applied.

Fig. 4. Improved methods and tools for smart grid validation – possibility to combine
virtual (simulated) and real components [25]
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ERIGrid follows an approach where the following methods, models and cor-
responding tools are being improved for component characterization, system
integration and validation:

– Co-simulation (simulator couplings covering the power system, components,
communication, control system and SCADA),

– Integrated power system and ICT models,
– Controller & Power Hardware-in-the-Loop (HIL),
– Laboratory experiments, and
– Cyber-security analysis and ICT-based assessment methods.

It is usually not possible to test the whole power system infrastructure in
a lab environment and also pure simulation-based methods are sometimes not
precise enough. A very important issue in ERIGrid approach is that parts of
the smart grid system can be available as a physical component (in a laboratory
environment), as a simulation model or even as a combination of both.

Further research is necessary in order to combine all three validation
approaches in a flexible manner (based on the testing needs of a specific CPES
application). In the ERIGrid context this includes the coupling of software tools
and simulators, the model exchange between them as well as the provision of
necessary component models. The coupling of simulation systems with labora-
tory equipment is also in focus so as to facilitate the above outlined flexible
interaction between hardware and software components (see Fig. 4).

(c) Distributed and Integrated Research Infrastructure
Historically, power systems have been nationally organized, however, the main
vision of the ERIGrid approach is to bring those institutions together on Euro-
pean level.

Key efforts will be applied in the realization of a distributed and integrated
RI which is capable to support the validation and testing of diverse CPES config-
urations. The power and energy systems domain is characterized by diverse lab
environments operated by universities, research centres, and industry in various
European countries. As these RIs deal with many levels of system operation,
their components and ICT systems are very heterogeneous. There is no central
European RI for smart grid research, and harmonization efforts have till now
focussed on networking activities. The ERIGrid vision extends beyond network-
ing to allow further integration and effective use of testing resources through
human interoperation and mutual access to a shared experimental platform.

Stronger interoperability is achieved by means of three main efforts: (a) a
harmonized and detailed description of the available RI aimed at supporting
the collaborative design of experiment configurations, (b) the development of
a harmonized validation procedure that accommodates the integration of test-
ing procedures and resources across RIs, facilitating the test design and eval-
uation process, and (c) a coherent and technology-agnostic description of RI
control interfaces, supporting the coordination of control software deployment
across RIs. The harmonized RI description (a) will soon be available as a pub-
licly accessible database whereas the harmonized validation procedure (b) is still
under development, but has been outlined in [10].
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The coherent RI control interface description (c) resulted in a taxonomy as
illustrated in Fig. 5. The five control levels are marked C1 . . . C5. Local con-
trollers have been assigned the levels D1 . . . D5, corresponding to their associated
control levels, while external controllers are denoted X1 . . . X5. Communication
between the local controllers, i.e. communication links which are considered to
be part of the laboratory infrastructure, are enumerated L1 . . . L4, while those
communication links which enable the interaction between the laboratory and
external controllers, have been assigned the identifiers E1 . . . E12. This taxon-
omy establishes a combination of structural and functional criteria that can be
applied across smart grid laboratories to map the local architecture into a com-
mon framework, much like the Smart Grid Architecture Model (SGAM) plane
serves that purpose for smart grid standardisation [26].

Fig. 5. Harmonized control interfaces

This model outlines a number of possible interactions for external control
software deployment, six of which are of particular interest for CPES scenarios:

1. Communication interfaces provided by a lab-internal DER controller, allowing
an external Intelligent Electronic Device (IED) to control the DER (E11).

2. Communication interfaces provided by a lab-internal IED, allowing an exter-
nal IED to influence the behaviour of the internal IED (E7).
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3. Communication interfaces provided by a lab-internal IED, allowing the IED
to be remotely operated through an external SCADA system (E6).

4. Communication interfaces provided by a lab-internal SCADA system, allow-
ing an external SCADA system to receive and/or send data to laboratory
devices through the internal SCADA system (E4).

5. Communication interfaces provided by a lab-internal SCADA system to an
external controller (E3).

6. Communication interfaces provided by a lab-internal supervisory controller
to an external controller (E1), for example to allow the external controller to
influence the control behaviour of the supervisory controller.

Other interactions are possible, however they are considered to be of less
interest for the ERIGrid case.

(d) Education and Training
Drivers for the transition to a CPES are largely due to the rise in renewable
energy sources, e-mobility, distributed energy storages, more resilient network
infrastructure, new market models and the goal of an emission free and sus-
tainable energy system [2,4,5]. The need to understand the interconnections
between the power system components increases steadily due to the rising com-
plexity caused by the myriad of players and actors. This includes not only the
physical system but also the communication and the control of connected power
components and assets. These needs are addressed by recent developments and
research in cyber-physical systems [23]. As a result of this trend a further focus
in ERIGrid needs to be put on educational aspects covering the transition in
power systems towards a smart grid.

Training and education can be based on the concepts of modelling and sim-
ulating components as well as on conducting laboratory experiments to under-
stand how they work as a system. When designing intelligent automation and
control concepts like energy management systems, voltage control algorithms,
dynamic protection, topology re-configuration as well as demand response mech-
anisms, researchers and engineers need to understand different control para-
digms, like centralized, hierarchical and distributed approaches. Moreover, they
also have to learn how to use and be aware of different tools; their strengths and
weaknesses, and how to interconnect them.

The goal is to design proper training material as well as the necessary proce-
dures for educating power system and ICT professionals, (young) researchers as
well as students in the domain of smart grid system integration and validation.

5 Conclusions and Outlook

A large-scale roll out of smart grid solutions and corresponding technologies
and products is expected in the upcoming years. The validation of such com-
plex CPES needs attention since available testing approaches and methods are
mainly focusing on power system and ICT components. An integrated, cyber-
physical systems based, multi-domain approach for a holistic testing of smart
grid solutions is currently still missing.
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Four main research priorities have been identified and prioritized in context
of the European project ERIGrid in order to overcome the shortcomings in the
validation of today’s smart grid systems. The focus of the future research lies in
the development of a holistic validation procedures and corresponding formalized
test case descriptions as well as the improvement of simulation-based methods,
hardware-in-the-loop approaches, and lab-based testing (incl. a flexible combi-
nation of them). In addition, the integration and harmonization of nationally
organized labs into a distributed and integrated RI is a further priority. Last
but not least, the education and training of researchers and power system pro-
fessionals on these extended and harmonized testing possibilities is another field
of action.

Acknowledgments. This work is supported by the European Communitys Horizon
2020 Program (H2020/2014-2020) under project “ERIGrid” (Grant Agreement No.
654113).

References

1. European Research Infrastructure supporting Smart Grid Systems Technol-
ogy Development, Validation and Roll Out (ERIGrid). https://www.erigrid.eu.
Accessed 07 Apr 2017

2. Strategic Research Agenda for Europes Electricity Networks of the Future. Euro-
pean Commission (EC) - Directorate-General for Research (2007)

3. 10 Steps to Smart Grids - EURELECTRIC DSOs Ten-Year Roadmap for Smart
Grid Deployment in the EU. Eurelectric (2011)

4. Smart Grid Mandate - Standardization Mandate to European Standardisation
Organisations (ESOs) to support European Smart Grid deployment. European
Commission (EC) (2011)

5. Technology Roadmap: Smart Grids. International Energy Agency (IEA) (2011)
6. International Smart Grid Action Network (ISGAN) Annex 5: Smart Grid Inter-

national Research Facility Network (SIRFN). International Energy Agency (IEA)
(2013)

7. SmartGrids SRA 2035 Strategic Research Agenda, Update of the Smart Grids SRA
2007 for the needs by the year 2035. European Technology Platform Smart Grids
(2013)

8. Climate Change 2014: Mitigation of Climate Change. IPCC Working Group III
Contribution to AR5 (2014)

9. Al Faruque, M.A., Ahourai, F.: A model-based design of cyber-physical energy
systems. In: 19th Asia and South Pacific Design Automation Conference (ASP-
DAC), pp. 97–104 (2014)

10. Blank, M., Lehnhoff, S., Heussen, K., Bondy, D.M., Moyo, C., Strasser, T.: Towards
a foundation for holistic power system validation and testing. In: 2016 IEEE
21st International Conference on Emerging Technologies and Factory Automation
(ETFA), pp. 1–4 (2016)

11. Bringmann, E., Krmer, A.: Model-based testing of automotive systems. In: 2008
1st International Conference on Software Testing, Verification, and Validation, pp.
485–493 (2008)

https://www.erigrid.eu


170 T.I. Strasser et al.

12. Brunner, H., Bründlinger, R., Calin, M., Heckmann, W., Bindner, H., Verga, M.:
Proposal for a coordinated investment planning of the future European smart grid
research infrastructure. ELECTRA IRP, Deliverable D2.2 (2016)

13. Farhangi, H.: The path of the smart grid. IEEE Power Energ. Mag. 8(1), 18–28
(2010)

14. Fouchal, H., Wilhelm, G., Bourdy, E., Wilhelm, G., Ayaida, M.: A testing frame-
work for intelligent transport systems. In: 2016 IEEE Symposium on Computers
and Communication (ISCC), pp. 180–184 (2016)

15. Ilic, M.D., Xie, L., Khan, U.A.: Modeling future cyber-physical energy systems. In:
Power and Energy Society General Meeting-Conversion and Delivery of Electrical
Energy in the 21st Century (2008)

16. Khan, U.A., Stakovic, A.M.: Security in cyber-physical energy systems. In: Work-
shop on Modeling and Simulation of Cyber-Physical Energy Systems (MSCPES)
(2013)

17. Kleissl, J., Agarwal, Y.: Cyber-physical energy systems: focus on smart buildings.
In: 47th Design Automation Conference, pp. 749–754 (2010)

18. Macana, C.A., Quijano, N., Mojica-Nava, E.: A survey on cyber physical energy
systems and their applications on smart grids. In: IEEE PES Conference on Inno-
vative Smart Grid Technologies (ISGT Latin America) (2011)

19. Morris, T.H., Srivastava, A.K., Reaves, B., Pavurapu, K., Abdelwahed, S., Vaughn,
R., McGrew, W., Dandass, Y.: Engineering future cyber-physical energy systems:
challenges, research needs, and roadmap. In: North American Power Symposium
(NAPS) (2009)

20. Palensky, P., Widl, E., Elsheikh, A.: Simulating cyber-physical energy systems:
challenges, tools and methods. IEEE Trans. Syst. Man Cybern.: Syst. 44(3), 318–
326 (2014)

21. Sridhar, S., Hahn, A., Govindarasu, M.: Cyber-physical system security for the
electric power grid. Proc. IEEE 100(1), 210–224 (2012)

22. Stifter, M., Bletterie, B., Brunner, H., Burnier, D., Sawsan, H., Andrén, F.,
Schwalbe, R., Abart, A., Nenning, R., Herb, F., Pointner, R.: DG DemoNet val-
idation: voltage control from simulation to field test. In: 2011 2nd IEEE PES
International Conference and Exhibition on Innovative Smart Grid Technologies
(ISGT Europe), pp. 1–8, December 2011

23. Strasser, T., Andrén, F., Kathan, J., Cecati, C., Buccella, C., Siano, P., Leitao,
P., Zhabelova, G., Vyatkin, V., Vrba, P., Marik, V.: A review of architectures and
concepts for intelligence in future electric energy systems. IEEE Trans. Industr.
Electron. 62(4), 2424–2438 (2015)

24. Strasser, T., Andrén, F., Merdan, M., Prostejovsky, A.: Review of trends and
challenges in smart grids: an automation point of view. In: Mař́ık, V., Lastra,
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Abstract. Smart grid systems are characterized by high complexity due
to interactions between a traditional passive network and active power
electronic components, coupled using communication links. Addition-
ally, automation and information technology plays an important role in
order to operate and optimize such cyber-physical energy systems with
a high(er) penetration of fluctuating renewable generation and control-
lable loads. As a result of these developments the validation on the system
level becomes much more important during the whole engineering and
deployment process, today. In earlier development stages and for larger
system configurations laboratory-based testing is not always an option.
Due to recent developments, simulation-based approaches are now an
appropriate tool to support the development, implementation, and roll-
out of smart grid solutions. This paper discusses the current state of
simulation-based approaches and outlines the necessary future research
and development directions in the domain of power and energy systems.
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1 Introduction

Due to the interactions between the traditional passive network and also of active
power electronic components via dedicated communication networks, smart grids
tend exhibit a high degree of complexity [10]. Sophisticated automation and
information technology, corresponding control algorithms and data analytics
methods are also of high importance for the reliable operation and optimiza-
tion of such cyber-physical energy systems. This is so as to cope with a high(er)
penetration of fluctuating renewable generation and controllable loads. As a
result of these developments the validation on the system level, i.e., the testing
of the integration and interaction of the connected components and algorithms,
becomes today much more important during the whole engineering and deploy-
ment process [27,41]. In earlier development stages and for larger system con-
figurations laboratory-based testing is not always an option. Simulation in the
domain of power systems is fundamental in order to understand system behav-
iour under normal but also in emergency situations. It also avoids costly and
time-consuming real-world laboratory testing or field trials [41]. Due to recent
developments, simulation-based approaches are an important tool in the devel-
opment, implementation, and roll-out of smart grid solutions [29].

This paper provides a comprehensive discussion of the current state of
simulation-based validation approaches in the domain of power and energy
systems and addresses smart grid validation needs. It identifies shortcomings
in today’s practice and outlines the necessary future research and development
steps.

The rest of this paper is organized as follows: Sect. 2 briefly outlines main
challenges in the validation of smart grid systems. A comprehensive overview
of simulation-based smart grid development and validation approaches is given
in Sect. 3.2 followed by a discussion of future research needs and directions.
Section 5 concludes the paper with the key findings.

2 Validation Challenges

Traditionally, the separate domains of power system and Information and Com-
munication Technology (ICT)/automation have been analysed individually. In
the context of the smart grid advancement, and for the first time, new require-
ments now demand simultaneous coverage of both domains in a comprehensive
system-level validation. As already pointed out in the introduction, simulation-
based approaches play a vital role in enabling this [27,29].

Figure 1 shows the state-of-the-art in smart grid simulation and correspond-
ing validation. The system complexity grows with the extension of the analysed
network part. Smart grid systems will demand modelling of the interaction of
different network levels but also the integrated analysis of ICT issues.
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Fig. 1. Growing gap between system complexity and performance of simulations

A fast growing gap can be observed between the system complexity and the
performance of known methods for system simulation (see Fig. 1). It still remains
that for the hardware-accelerated simulation, a feature of real-time hardware-
in-the-loop simulations, the interaction of network levels can only be analysed
at very coarse granularity. Todays tools still stem from the phase where single
domains were in the focus. As soon as they get coupled with tools from other
domains (ICT/automation, energy markets, customer behaviour, etc.), the per-
formance is usually considerably reduced due to the necessary data exchange
and format conversion.

In the following sections an overview of different simulation approaches is
provided and future research needs and directions are derived in order to over-
come the above mentioned gap.

3 Simulation-Based Validation Approaches

Simulation approaches used in the power and energy domain can generally be
divided into the following three areas: (i) multi-domain simulation, (ii) coop-
erative simulation (also known as co-simulation), and (iii) real-time simulation
and hardware-in-the-loop. An overview of all these approaches is given below.

3.1 Multi-domain Simulation

Pure simulation tools are suitable in the early development stages for concept
design and proof-of-concept validation. Purely analytical or numerical tools are
suitable for concept analysis, but if there is no clear separation of the solution
(e.g., an embedded control system) the simulation results cannot serve as a means
of validation. The validation of embedded systems solutions will require the inte-
gration of heterogeneous simulation components as both the systems complexity
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and heterogeneity is increasing and specialized and validated simulation models
are typically developed in a single domain. The simulation framework Ptolemy
II [8] offers a rigorous solution to this integration by focusing on the deter-
minism of simulation outcome – a feature particularly important for validation
purposes. Another important multi-domain simulation has been developed with
the Modelica language [9]. It is also based on first principles approaches in the
declaration of models, strictly separating an object and interface-oriented app-
roach to “modelling” from “solving”, which is performed in a compilation step.
Modelica is supported by both active open source development [11] as well as
commercial packages. The third example for a purpose-built multi-domain simu-
lator for smart grid algorithms is IPSYS [5,17] and it is meant for performance-
assessment of hybrid power system control strategies. Multi-domain simulators
are each built on generalized principles of interaction.

Despite the powerful uses in performance assessment, system-level validation
is questionable, as a multi-domain simulator typically requires the candidate sys-
tem to be adapted or even reformulated to comply with the respective simulator
architecture.

3.2 Co-simulation

Overview and Distinction with Other Simulation Types
Co-simulation is defined as the coordinated execution of two or more models
that differ in their representation as well as in their runtime environment [37].
Representation in this context means the underlying modelling paradigm. For
example, models may be represented as differential equation systems, discrete
automata, etc. A runtime environment is a software system that solves model
equations or generally allows the model execution. The models in a co-simulation
system, therefore, have been developed as well as implemented independently.
A number of simulation concepts are related to co-simulation, but differ slightly
in their definitions [12]. Setups with combined development and implementation
of all model systems are used for “classic” simulation. If models are developed
jointly but are then separated into different runtime environments, one speaks of
distributed or parallel simulation. Joint implementation and execution of models
with different representation is sometimes called hybrid or merged simulation.
The different types of simulation are depicted in Fig. 2.

It is important to note that co-simulation implies the interaction of hardware
and software components in some domains. In general, all components of a co-
simulation setup may be either hardware or software. If hardware/software co-
simulation is conducted for hardware testing, it is typically called “Hardware-
in-the-Loop” (HIL) [16].

The major benefit of co-simulation is the separation of the modelling and
simulation processes. Different researchers or even institutes may develop and
implement simulation models representing different systems. Co-simulation users
may then employ these models to analyse the dynamics of larger “systems of
systems”. In other words, co-simulation supports reuse of simulation models.
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Fig. 2. Distinction between co-simulation and other simulation types [12,37]

Ideally, these models have been created by experts of the particular domain, are
properly validated, and thus acknowledged.

Generic vs. Specific Co-simulation
The driving force behind co-simulation is the fact that the involved subdomains
already utilise numerous established technologies and simulation tools. Indepen-
dently, the interactions of each subdomain are not yet fully understood. Many
co-simulation approaches feature manual coupling of a small number of tools ad-
hoc. Mainly power system and communication network simulation frameworks
are regarded [13,14,20,23] since they are considered the major determining fac-
tors in smart grid dynamics.

Other co-simulation projects, however, support a more generic approach
with a stronger inclusion of different system components. Generic co-simulation
approaches involve a middleware that is responsible for data exchange and tem-
poral synchronization of several models. A software fulfilling these tasks is called
a co-simulation framework. It typically provides a set of interfaces that may be
implemented to establish a connection between the framework and a given model.
A connected model can then indirectly exchange data with all other connected
tools. The frameworks synchronization algorithm provides a common time frame
for this exchange. Therefore, individual coupling between simulation tools is not
necessary. This greatly reduces the likelihood of coupling errors and allows easy
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reuse of tools in various co-simulation studies. The difference between the manual
ad-hoc coupling and the framework coupling is shown in Fig. 3.

Simulation
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Simulation
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Co-Simulation
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Interface Interface

Generic Co-Simulation: Framework Coupling

Simulation
Software A

Simulation
Software BInterface

Specific Co-Simulation: Individual Coupling
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Interface

Simulation
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Simulation
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Fig. 3. Difference between specific and generic co-simulation [39]

Model Instantiation
An important concept in co-simulation is model instantiation. That means that
several virtual objects are derived from the same model to simulate the behaviour
of a number of similar systems. Such an object is called entity or instance. One
example is that of several virtual Photovoltaic (PV) panels that are all derived
from the same simulation model. The instantiation is important since each entity
might receive different inputs from a spatial resolved solar irradiation model.
In other words, instantiation is used in co-simulation to account for complex
inputs and boundary conditions affecting relatively simple component models.
Sometimes, however, the implementation of a simulation tool does not allow for
multiple instantiation of it’s models. These models are then called singletons.

Interfaces for Simulator Abstraction
Next to software for co-simulation orchestration and execution, interfaces for
simulator abstraction are an important concept in co-simulation research. The
most popular standard in this context is the Functional Mockup Interface (FMI)
[6]. It has been defined in the industrially led MODELISAR project in coordi-
nation with the modelling language Modelica. Thus, FMI is supported by Mod-
elica environments like Dymola [7] or SimulationX [26], but also by independent
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tools and languages like Matlab and Python. Some tool-specific co-simulation
approaches employ FMI as well for interface descriptions in order to facilitate
future extensibility of their setups [3]. The FMIs benefit is not just given by its
formalism in model description. The standard allows users to make their mod-
els and simulation tools accessible in the form of so-called Functional Mock-up
Units (FMU) that contain an FMI-based formalization as well as some form of
representation of the tool in question. This representation depends on the type
of FMI employed. The FMI standard is divided into two main parts: (i) FMI for
Model Exchange and (ii) FMI for Co-Simulation. The essential difference is that
FMUs of the former standard expect to be solved by a given master algorithm.
FMUs of the latter standard, on the other hand, contain a solver so that the
master algorithm is only required for the coordination of data exchange. In other
words, models standardized with FMI for Co-Simulation are co-simulation-ready
components while those standardized with FMI for Model Exchange are not.

All in all, it can be said that co-simulation frameworks (popular tools are
Mosaik [34,38], Ptolemy II [30], and C2WT-TE [24]) and standards are subjects
to active, ongoing research. Many tools and concepts already exist with varying
foci, features, and degrees of usability and popularity.

3.3 Real-Time Simulation and Hardware-in-the-Loop

A simulation where a fixed time-step of the simulator, required for achieving
a solution and performing I/O activities, is equal to the actual wall-clock time
is commonly referred to as a real-time simulation. For validation purposes, the
real-time simulation is commonly coupled with a Hardware-under-Test (HUT),
adding the complexity of the hardware to the assessment procedure [16]. This
advanced testing method, HIL, allows for an extensive analysis of the HUT
while under a simulated broad range of operating conditions, reducing the risk
associated with performing tests on an actual network and at the same time
reduces the cost and time required for performing validation of power system
components and energy systems.

Depending on the characteristics of the HUT and the properties of interface
between HUT and the real-time simulation, HIL can be classified as controller
or power HIL (shown in Fig. 4).

– Controller-HIL (CHIL), the HUT exchanges low voltage signals (+/−10 V)
with the real-time simulation. The HUT in CHIL is typically a controller
device, although real-time simulations coupled to other devices such as relays,
PMU or monitoring components are usually classified as CHIL. This devices
are validated in a closed-loop environment under different dynamic and fault
conditions, therefore enhancing the validation of control and protection sys-
tems for power systems and energy components [40].

– Power-HIL (PHIL), the exchanged signals between simulation and HUT
are of high power and therefore a dedicated power interface for amplifying
the exchanged signals and injecting or absorbing power is required for cou-
pling high power HUT with software simulation. Different approaches can be
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Fig. 4. Overview of the CHIL and PHIL simulation concepts

selected for exchanging the signals, known as interface algorithms, depending
on the application and the compromise between stability and accuracy of the
simulation [33]. The addition of the power interface introduces inaccuracies
into the process as the power interface cannot achieve unity gain with infinite
bandwidth and zero time delay, therefore the stability and accuracy of PHIL
experiments needs to be assessed before an experiment takes place. A num-
ber of compensation methods for improving the stability and the inaccuracies
are frequently used within PHIL simulations [15,42]. Hardware components
without detailed simulation models are now capable of being tested through
PHIL simulations.

CHIL techniques have been successfully used for testing protection relays [1],
novel control algorithms for power system devices [21], PMU and other low power
devices. However, sometimes the fidelity to represent the dynamics of complex
power components such as power electronics converters have to be compromised
due to the fixed time-step of real-time simulatons, limiting the size of the simu-
lations and the transient performance [19]. For this purpose, PHIL simulations
have been carried out for testing the integration of converter connected genera-
tion into power systems or validating novel power converter structures [18].

4 Future Research Needs and Directions

Simulation techniques are essential in the engineering and validation of smart
grid system development. As outlined above, different approaches are useful for
different design stages. However, there are still several open issues related to the
usage of simulations in the domain of power and energy systems. In the following,
the most important research needs and target directions are discussed.
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4.1 Representative Models and Model Exchange

One of the main challenges the research community faces with respect to single
and multi-domain simulations is the availability of representative validated mod-
els. It is crucial that the models utilized for the purpose of simulation (offline
or real-time) are validated against their representative behaviour. Most domain
specific simulation tools offer elementary components required in the develop-
ment of complex models. These are used by the research community to develop
more complex models and novel control solutions. However, the following two
challenges need to be addressed:

– Interoperability: Such validated models made available within one simulator
cannot be utilized within other simulation tools. This often requires rebuilding
the same model for each of the simulation tools by the prospective user.

– Intellectual Property (IP): More often than not, validated models are not
shared with the wider research community due to the IP issues involved.
This acts as a setback to the general progress of research.

FMI provides a potential solution to both the above challenges. FMI for
Model Exchange (ME), as a standard, offers a way to develop models indepen-
dent of the simulation tool, where a model is converted into a C-code, compiled,
supplemented with XML-schema representing the model interactions and made
available for use. As most simulation tools utilize C as their lower level language,
this allows for the developed models to be imported and simulated. Furthermore,
it allows for models to be exported as a black-box, protecting the IP. Although
FMI-ME is well accepted within the automotive industry, at this present day,
many proprietary power systems simulation tools are still yet to incorporate the
FMI-ME standard. Furthermore, although the models exported from simulation
tool A can be run within simulation tool B (assuming simulation tool A and B
support FMI-ME), it requires both simulation tool A and B to be installed on
the recipient computer, limiting the capabilities of FMI-ME.

The practice of making a software open source is widely exercised within
energy domains, however libraries of models are rarely open source. Open source
does provide a variety of advantages that include, but are not limited to, encour-
aging quality and identification of prospective collaborations.

4.2 Co-simulation

In research, the following topics need to be addressed to meet current and upcom-
ing requirements for co-simulation based validation of smart grid systems:

– Automated Scenario Generation/Scenario Formalization: Sets of scenarios
need to be generated automatically from a relatively high-level description,
if employed simulators and parameter values are known. A close-to-reality
formalisation of smart grid scenarios, that can be translated into executable
co-simulation scenarios (incl. validation of scenario completeness, coherence,
etc.), needs to be developed.
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– Simulation Interface/Description Standard: A semantic description of a sim-
ulator needs to be specified. A promising interface standard is already given
in form of FMI, but an additional layer providing a more direct mapping to
the real world would allow automated scenario validation.

– Additional Research Domains: More research needs to be carried out
in terms of integration of communication systems, economic dynamics,
social/psychological effects and dynamics, security-related issues, and envi-
ronmental factors/dynamics into the co-simulation setup. The latter may even
lead to a need of spatially resolved, GIS-based co-simulation.

– Performance Optimization: The execution of different simulators in a single
experiment needs to be distributed onto several machines. Parallelization of
a co-simulation execution without the requirement of a single common “data
hub” in the form of a machine that runs the scheduler needs to be realized.
The design of co-simulation scenarios should allow for a formal method to
select simulators with a performance as high as possible and an output accu-
racy as high as necessary. Surrogate modelling should facilitate the automated
creation of surrogate replacements of computationally expensive simulators
for performance increase.

– Data Management: Data stream management should allow for analysis, aggre-
gation and monitoring of co-simulation output during the simulation process.
Through big data storage, efficient long-term storage of large data sets should
be enabled, allowing for data mining operations.

– Visualization: Improved tools for easy on-line monitoring and demonstra-
tion of co-simulation scenarios should be developed. Solutions for feeding co-
simulation output into a control room/SCADA setup for the sake of training,
testing or development should be realized.

– Uncertainty Quantification (UQ): The effect of the coupling of different UQ
approaches handling different simulators in a co-simulation setup should be
researched. Approaches for UQ should be developed, focused on uncertainty
sources related with simulator interaction (e.g. different resolutions, data
transformation, instable data exchange, etc.). Moreover, useful aggregation
and depiction of the output of UQ studies need to be developed.

4.3 Real-Time Simulation and Hardware-in-the-Loop

Offering a wide range of possibilities for validation and testing of smart grid
systems, current HIL technology still has several limitations. In the European
project ERIGrid1, a survey was addressed at the experts in 12 top European
research institutions about current limitations and mandatory future improve-
ments of HIL technology (PHIL and CHIL). Current open issues can be classified
into four categories:

– Limited capacity of HIL simulation for complex systems (computing power,
complexity and synchronization) and for studies of non-linearity, high har-
monics and transient phase.

1 https://www.erigrid.eu.

https://www.erigrid.eu
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– Limited capacity of remote HIL and geographically distributed HIL for joint
experiments, mostly due to synchronization (CHIL and PHIL) and power
interface stability and accuracy with respect to loop delay (PHIL).

– Difficulty in integration of HIL technology to the communication layer, par-
ticularly related to the synchronization of real-time and offline simulation, as
well as continuous and discrete timelines.

– Lack of a general framework to facilitate the reusability of models, information
exchange among different proprietary interfaces or among different partners
of a joint HIL experiment.

Due to the aforementioned issues, HIL technology needs several aspects to
be improved. Overall, the following research trends can be observed and need to
be addressed:

– Integration of Co-simulation and HIL: It is expected that integrating HIL
technology into co-simulation frameworks is an important contribution
toward a holistic approach for experimenting with cyber-physical energy sys-
tems. Combining the strengths of both approaches, multi-domain experiments
can be studied with realistic behaviours from hardware equipment under a
variety of complex environments, co-simulated by appropriate and adapted
simulators from the relevant domains. It will enable a complete consideration
of the electrical grid to be interconnected with other domain. Until now, this
is still limited. Most of the current work involving integration of HIL and
co-simulation uses only a direct coupling with the real-time simulator [4] or
a CHIL setup [36].

– Remote and Geographically Distributed HIL: Latency strongly influences the
accuracy (HIL) and the stability (PHIL) of a HIL test. Moreover, random
packet loss due to network congestion outside of LAN may alter the infor-
mation and cause malfunction at the real-time simulator, including any con-
nected hardware [31]. Up-to-now scientists have investigated the possibility of
extending PHIL beyond laboratory geographical boundaries, and mostly, for
latency tolerant applications (e.g., monitoring) [22,28]. These developments
could be a first step in enabling the possibility of remote HIL and geograhi-
cally distributed HIL.

– Interoperability and Standardization: Within a HIL-co-simulation test it is
crucial to ensure seamless communication among the individual components
and simulators. Additionally, when the experiments involve multiple domains
or multi-laboratories, it is required to have strong interoperability between
different partners [25]. A common information model is necessary to enable
seamless and meaningful communication among applications. First attempts
have been made towards creating a common reference model to improve inter-
operability and reusability of HIL experiments [2]. With these efforts towards
harmonization and standardization of HIL technology, a standardized and
general framework for HIL experiments can be established.

– Power Interface Stability and Accuracy: Basically, the challenge here is to
synchronize and compensate the loop delay, in order to stabilize the system
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and increase the accuracy of a test. The first step should be selection of appro-
priate interface algorithms and power amplification. Recommendations from
[16] should be used. Secondly, a time delay compensation method could be
considered, such as introducing phase shifting, low-pass filter to the feedback
signal [18], extrapolation prediction to compensate for time delays [32], phase
advance calibration [35] or multi-rate real-time simulation [42].

5 Conclusions

The ongoing transition towards smart grids implies significant changes in the
overall energy system’s architecture and infrastructure. A newly arising issue is
the continuously increasing level of the system’s complexity, i.e., growing number
of components in various subsystems that are interrelated to each other. In order
to manage, analyse and understand this novel smart grid system, simulation
approaches have to be adopted.

As outlined in the paper mainly three different simulation approaches – multi-
domain, co-simulation, and real-time hardware-in-the-loop – are suitable tools
for analysis and validating smart grids during various development steps. Despite
achievements that have been made in this area, a lot issues are yet to be solved.

The main research directions related to co-simulation can be summarized
as usability improvements, standardized interfaces, performance optimization,
data management, and visualization. In the domain of real-time simulation and
HIL, future research should address PHIL interface improvements, remote HIL,
standardization and coupling with co-simulation. In summary, there remains
ample space for future research in simulation-based smart grid system validation.
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Abstract. The scheduling of household smart load devices play a key
role in microgrid ecosystems, and particularly in underpowered grids.
The management and sustainability of these microgrids could benefit
from the application of short-term prediction for the energy produc-
tion and demand, which have been successfully applied and matured in
larger scale systems, namely national power grids. However, the dynamic
change of energy demand, due to the necessary adjustments aiming to
render the microgrid self-sustainability, makes the forecasting process
harder. This paper analyses some prediction techniques to be embed-
ded in intelligent and distributed agents responsible to manage electrical
microgrids, and especially increase their self-sustainability. These predic-
tion techniques are implemented in R language and compared according
to different prediction and historical data horizons. The experimental
results shows that none is the optimal solution for all criteria, but allow
to identify the best prediction techniques for each scenario and time
scope.

Keywords: Multi-agent systems · Prediction models · Microgrids
sustainability

1 Introduction

The recent “green power trend” propelled by the commitment signed in the
Treaty of Lisbon, pushed the development of more sustainable models compat-
ible with environmental protection. This change in the power generation para-
digm allied to the resilience and robustness requirements, triggered the transition
from the traditional power grids towards smart grids. This change in the power
grid paradigm is also aligned with the Distributed Renewable Energy Genera-
tion (DREG), Distributed Energy Resources (DER), smart appliances, storage
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facilities, and Electric Vehicles (EVs). This evolution also stimulates the use of
decentralization, where the components of the network are spread across the grid
and are able to operate autonomously.

Electrical microgrids are small-scale power systems comprising DERs [1],
both related to energy consumption (e.g., factories and households) and energy
generation (e.g., photovoltaic panels (PV), wind turbines, fuel cells and diesel
generators. These microgrids have suitable control systems that allow to work
in both grid-connected and islanded operating modes.

In islanded microgrids, the achievement of self-sustainability is a challeng-
ing topic, being defined as “the ability to the degree at which the system can
sustain itself without external support” [2]. This issue is especially hard in micro-
grids comprising RES and limited resources, where important loads have to be
attended with the addition of the users momentary will. Table 1 characterizes
the assumptions, requirements and challenges related to the self-sustainability
in electrical microgrids, considering the two operating modes: permanent stand
alone and temporary stand alone.

Table 1. Characterization of the self-sustainability problem in smart electrical micro-
grids

Operating in permanent stand-alone
mode

Operating in temporary
stand-alone mode

Assumptions - Forced islanding due to
geographical isolation or to
community will

- In case of failure in the
supply from the main utility

- Always disconnected from the
main utility

- Works temporarily
disconnected from the main
utility to keep its full
functionalities

Requirements - Continuously optimize the
balancing between production and
demand

- Optimize the production
resources to ensure the full
operation of priority loads

- Minimize the utilization of
non-renewable generation sources

- Maintain the QoS

- Ensure high levels of QoS

Challenges - Storage and management of EVs - Dynamic change of loads
priorities and schedule

- Dynamic change of loads priorities - Accurate very short term
prediction (few hours) of both
energy demand and generation

- Accurate short term prediction
(few days) for both energy demand
and generation

- Weather volatility influencing the
forecasting results
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Under the permanent stand-alone operation, the microgrid is isolated, e.g.,
due to geographical reasons, with the need to attend the maximum number of
loads maintaining the high levels of QoS. This requirement imposes the need to
have a proper classification and selection of the momentary priority loads, the
efficient management of the available storage devices and the accurate prediction
of demand, production and weather profiles. On the other hand, the temporary
islanding, e.g., due to a failure in the main utility grid, needs to ensure the
full operation during the failure period through the optimization of the avail-
able resources with minimum impact in the QoS. This process will imply an
adjustment of the loads priorities and an accurate short term prediction of the
generation and demand profiles. In order to face these challenges, a proper vision
of the upcoming events is needed in order to provide schedules for different sce-
narios and time horizons. Additionally, the unpredictability associated to the
weather increases the complexity, requiring a flexible and dynamic control that
is able to predict, anticipate, regulated and control the microgrid in order to
extend its sustainability.

In this scenario, a decentralized and intelligent approach is required to cope
with inherent complexity required to manage dynamic, heterogeneous and dis-
tributed electrical components. Multi-Agent System (MAS) [3] is a good candi-
date to implement such approach, providing important features, namely modu-
larity, decentralization, flexibility, robustness, autonomy and adaptability. The
distributed agents, along with their reasoning, communication and intelligence
capabilities, can be enriched with prediction capabilities to forecast the energy
demand and generation. Additionally, these prediction models can contribute to
mitigate the unpredictability introduced by the use of some renewable energy
sources, which are strongly dependent of the weather uncertainty.

Having this in mind, this paper studies the existing prediction algorithms that
will fit the requirements imposed by the dynamic characteristics of demand and
production profiles in microgrids operating conditions. The study will evaluate
these algorithms based on the accuracy for both very short and short term, as
well as considering the computation time across different scenarios. The selected
prediction algorithms were implemented in R language and evaluated under
several scenarios created using the Gridlab-D tool. At the end, the best prediction
techniques for the prediction of demand and prediction of production, and for
the permanent and temporary operation situations, were identified.

This paper is organized as follows. Section 2 overviews the multi-agent sys-
tem approach for self-sustainable electrical micro grids, and Sect. 3 describes
the related work related to the use of prediction techniques for forecasting the
energy production and demand in electrical microgrids. Section 4 presents the
experimental case study and Sect. 5 analysis the achieved results. Finally, Sect. 6
rounds up the paper with the conclusions and states the future work.
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2 Multi-agent System Approach for the Self-sustainable
Electrical Microgrids

MAS have already proven its capabilities across several application domains,
namely manufacturing control, dynamic product routing, production planning,
logistics, aerospace, and many others [4]. In terms of electrical power grid sys-
tems, MAS have being applied in a wide range of areas, such as diagnosis, market
simulation, power grid monitoring and power systems automation [5].

The distributed capabilities of MAS enables the high performance required to
prevent or contain rapidly evolving adverse conditions. In [6], a MAS based archi-
tecture focusing the self-sustainability in electrical smart microgrids is described.
This architecture considers 3 types of agents that represent the different types
of entities presented within the electrical microgrid, namely:

– Consumer agent (CA): representing the controllable loads and responsible for
the management of their consumption according to their needs, priorities and
state of the grid.

– Producer agent (PA): representing the producers of energy, e.g., photovoltaic
panels and wind generators, and responsible to manage the produced power.

– Storage agent (SA): representing the storage units and electric vehicles, and
responsible to manage their charging and discharging cycles.

The global system behavior emerges from the interaction among the distrib-
uted agents, sharing and combining knowledge and skills in order to achieve
the local and global optimums. Figure 1 illustrates the MAS architecture, and
particularly represents the interactions among the agents in order to accomplish
their individual goals. This exchange of information, according to different coop-
eration patterns, assumes critical importance under stressed moment where the
global optimum arises. Therefore, each agent is endowed with local autonomy
and intelligence required to dynamically adapt to changes in the system.

Fig. 1. Multi-agent system architecture for the intelligent micro-grid management
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Additionally, each agent is endowed with prediction models that allows to
forecast the energy production and demands for the future, which is a crucial
issue in microgrids operating in isolated mode, and particularly relevant when
the objective is to improve its sustainability. In fact, the agents are able to
dynamically anticipate upcoming events that could affect the sustainability of
the microgrid.

For this purpose, the prediction methods embedded in each agent are depen-
dent of their performance regarding the following aspects: (i) type of prediction,
i.e. prediction of energy production or energy demand, and (ii) forecasting hori-
zon, which can vary from hours to months, and (iii) the computational time
to execute the prediction. These aspects are also constrains that are used as
selector for the prediction method, meaning that in some particular cases a less
accurate but faster technique is more adequate than a more accurate but slower
technique. This means that a study of the available prediction techniques that
better matches the requirements of the several agents in the microgrid manage-
ment is required.

3 Related Work

This section provides an overview of the prediction methods as well as their
classification within the forecasting horizon. The application of these prediction
methods within the smart grid paradigm is also discussed.

3.1 Prediction Techniques

With the integration of intelligence at the various levels of the electrical system
(e.g., transportation and more recently distribution), allied with emergent decen-
tralized paradigms (e.g., smart grids and smart buildings), the new generation
of electrical power system are more complex and unpredictable.

Nevertheless, forecasting is a deeply investigated field across the different sec-
tors from electric power systems to logistics and factory plants. Several review
papers provide a good overview on prediction methods, namely [7–10]. In this
field, and dependent of the prediction horizon, three sub-fields can be identi-
fied [11]:

– Very Short-Term Load Forecasting (VSTLF): ranging from seconds or
minutes to hours, and used to control the power flow.

– Short-Term Load Forecasting (STLF): ranging from hours to weeks, and usu-
ally used to predict upcoming generation and demand, aiming to update the
market prices accordingly.

– Medium-Term and Long-term Load Forecasting (MTLF/LTLF): ranging
from months to years, and usually used to predict the plant asset utilities.

Regardless of the model the main difference among them is the range of the
input variables, which ranges from minutes or hours in the VSTLF models up to
weeks or months in the MTLF/LTLF models. In our work, the focus is in VSTLF



Prediction Models for Short-Term Load and Production Forecasting 191

and STLF models, which algorithms have been widely used over the past decades
with a myriad of approaches. Kyriakides and Polycarpou compiled the VSTLF
and STLF prediction methods as follows [9]: (i) Regression models such as the
Seasonal Decomposition of Time Series by Loess (STL) that uses local regression
to remove irregularities from data. The STL method is very versatile method
that handles any type of seasonality, not only monthly and quarterly data, that
allows to control the seasonal component and rate of change over time. (ii) Lin-
ear time series models, namely auto-regressive moving average (ARMA) [12] and
auto-regressive integrated moving average (ARIMA) that is a generalization of
an ARMA model, that can be viewed as a filter that aims at separate the signal
from the noise, then extrapolating the signal into the future to obtain fore-
casts. (iii) State-space models (SSMs), that are filtering-based techniques such
as the Holt-Winters (HWT) that is also known as Triple Exponential Smooth-
ing seasonal method, recursively applying as many as three low-pass filters with
exponential window functions. (iv) Nonlinear models namely machine learning
approaches, such as neural networks that are based on simple mathematical mod-
els of the brain, they can be thought of as an organized network of neurons. The
predictors/inputs form the bottom layer, and the forecasts/outputs form the top
layer, the intermediate layers contain the hidden neurons. Simpler networks do
not contain hidden layers, being these equivalent to linear regression.

3.2 Application of Forecasting in Smart Grids

Regarding the application of the afore mentioned methods and techniques there
are several techniques aiming to address different issues in the demand and
production forecasting applied to the smart grid domain.

Bessa et al. presented a spatialtemporal forecasting method that combines
observation of the solar generation retrieved from the smart meters and distrib-
ution transformer controllers to forecast 6-h-ahead residential solar photovoltaic
and medium-voltage substation levels [13]. An ARMA model was used in [14] to
predict the future solar generation in a laboratory-level microgrid. Charytoniuk
and Chen presented an VSTLF prediction model based on Artificial Neural Net-
works (ANNs) to model the load dynamics in changing environments using five
different networks that calculated five time intervals with 10 min spacing [15]. A
Wavelet Artificial Neural Network (WANN) with pre-data filtering was used to
forecast the consumption values for the horizons of up to one hour [16]. Asber et
al. investigated methods to forecast MTLF models and demonstrated how one
can utilize a general load-modeling framework to extract the essence of specific
modeling problems and achieve practical models [17].

Kandil et al. [18] presented an approach that implements a knowledge-based
system to perform decision support of the most suitable forecasting model for
M/LTLF power system planning. The system knowledge-base consists on static
historical data (e.g., load patterns, economics and weather) and dynamic data
(e.g., load and energy attributes, losses and estimation errors). A regression ANN
was used in [19] and [20] by Zhang and Ye for STLF and LTLF respectively, using
historical data from the previous years to train the model and predict into the
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future. Two models for LTLF were presented by Daneshi et al. [21], where the
first applies a linear regression method to obtain the regression model equation,
and the second model applies fuzzy sets to ANN to model long-term uncertainties
and compare the enhanced forecasting results with those of traditional methods.

Enel the Italian energy company monitor over 32 million smart meters and
use the recovered data predict upcoming demand values and use this forecast
to leverage customized hourly-based tariffs [22]. Joe-Wong et al. presented an
algorithm to estimate day-ahead and device usages prices based upon historical
data, l allowing the service provider to adjust the offered electricity prices based
on users behavior [23]. Borges et al. [24] present a methodology that sums the
forecasts on the compounding individual loads to perform load forecasting in
large power systems.

A Plug-in Hybrid Vehicles (PHEVs) charging scheme based upon price pre-
diction is presented in [25]. The proposed scheme uses generation and demand
forecast to predict the upcoming price schemes, avoiding peak hours that would
a severe impact in the price.

All the previously referred techniques address specific challenges, applying
the same technique to static forecasting and historical data horizons. A com-
bination of the best suited prediction techniques allied with the intelligence of
MAS provides the necessary reasoning capacity to perform the selection of the
ideal prediction method. This selection is impacted by the precision and calcu-
lation times of each prediction method, this way a study of available prediction
method is needed in order to selected the most suitable ones.

4 Experimental Case Study

This section presents the case study focusing a small electrical microgrid as well
as the chosen forecasting and evaluation methods.

4.1 Description of the Case Study

The case study scenario considers a small 4 person family house inserted within a
small microgrid, with incandescent illumination, electric water heater and other
loads (e.g., refrigerators, electric heating and television). Additionally, the house
comprises an independent solar panel that can either feed power to the grid or
be used as house supplier.

As distributed energy resources are the core part of a microgrid, each profile
will be unique and important for the common wealth of the power community.
For this purpose, the input dataset was generated using the smart grid simulation
tool GRIDLAB-D [26], where the demand and photovoltaic (PV) production
profiles were generated with 5 min interval, with an entire year corresponding
to 105410 samples. Additional simulated samples will serve as validation data
serving as an independent measure of the performance of the methods.

The winter demand and production simulated profiles are presented in Fig. 2.
As it is noticeable from the figure, there are clear consumption peaks near the
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Fig. 2. Profiles of the energy demand and production

wake-up times and dinner. The winter season and center-European/north Ameri-
can longitudes prone shorter periods of sun light and cold temperatures influence
the photovoltaic production capabilities resulting less power produced per m2 of
panels installed.

4.2 Selection of Prediction Methods to Be Analyzed

Depending on the type of models and length of the forecast window, each method
will produce faster/slower, more/less accurate results, which means that the
case study will need to support the analysis of the prediction techniques for
different historical data sets and prediction windows. A total of four methods
were evaluated, namely ARIMA, ANN, STL and HWT, these four were picked
as they are some of the most used algorithms to VSTLF and STLF. Each one
of these methods were used through the existing libraries of the R platform [27]
and run in the same machine under certain conditions regarding historical data
size and prediction horizons. For the demand forecasting:

– Historical data size: 2 days (576 samples), 2 weeks (2016 samples), 2 months
(17856 samples) and 1 year (105410 samples).

– Prediction horizon: 1 h, 1 day, 1 week and 1 month.

For the generation forecasting:

– Historical data size: 3 days (864 samples).
– Prediction horizon: 1 h, 2 h, 4 h, next morning, next day.

The prediction accuracy is an important criterion to evaluate the forecasting
techniques. In this study, three statistical measures are used to determine the
prediction accuracy, namely: root-mean-square error (RMSE), mean absolute
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error (MAE) and mean absolute percentage error (MAPE). The three measures
are, respectively, defined as follows:
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100
n

n∑

t=1

∣∣∣∣
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∣∣∣∣ (1)
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where At and Ft represent the foretasted and observed values, respectively.
Additionally, the calculation time is measured since the speed of the algo-

rithm execution is relevant in dynamic prediction systems as the recalculation
and adjustment procedures often need quick response times.

Each prediction method was executed six times to ensure accurate values dur-
ing the evaluation procedure, being calculated the average of the experiments. In
this way, sporadic events were absorbed providing smother and more consistent
results.

5 Analysis of Results

This section presents and discusses the achieved results for the selected prediction
methods, considering the energy demand and production curves.

5.1 Prediction Models for the Energy Demand

The evaluation of the selected prediction methods using the afore mentioned
evaluation methods is summarized in the Table 2.

As it is presented in the table, the precision of the algorithms, shown in the
MAPE and RMSE columns, varies with the historical data size and prediction
horizon. This variation is depicted in Fig. 3, where it is presented the evolution of
MAPE across the historical data and prediction horizon. The statistical model
ARIMA, the only auto-regressive method presented, stays accurate during the
bigger historical data sets although it starts getting good accuracy when the
size of the data set decreases. This usually happens due to underestimation,
since the ARIMA model uses past values in the regression equation, the low
amount of past values affects the capability to predict future events. Despite the
accuracy loss in the smaller horizons with smaller sized historical data, it is a
very responsive method capable to provide fast forecasts.

The HWT model performed similarly to the ARIMA model, although with
better accuracy with smaller historical data sizes, decreasing the calculation time
as the data set size also decreases. These results make this prediction method as
a good choice to provide an accurate forecast although it requires longer periods
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Table 2. Results of the prediction methods for the energy demand

Fig. 3. Comparison of the prediction models results for the energy demand

to perform the forecast turning it a second option whenever quicker forecasts
are required.

The NN method proves to be the least accurate method where the forecast
horizon is bigger, improving its accuracy for shorter horizons. The low values of
RMSE can be mistaken as good accuracy when in fact it points to an overfitting
problem, related to the size and nature of the training data leading a large
numbers of layers containing many neurons. A closer analysis to the achieved
results, revealed that the main responsible for the high error values was the
undetection of sporadic demand peaks. Although, as the historical data size and
prediction horizon decreased the number of sporadic demand peaks decreased,
improving this way the accuracy.

The STL method provided slightly better accuracy and calculation times
when compared with the ARIMA model as it decomposes the time series in
three components, trend, seasonal and remainder, providing a better recognition
of the seasonal components presented in the household demand data. Therefore,
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we could say that the STL and ARIMA methods are complementary, providing
the first method good results for longer horizons and the second for shorter
horizons.

Taking a roundup of the four analyzed methods, the least prone for a dynamic
forecast of the demand would be the neural networks as it as long training
times and presented the lower overall accuracy turns-it the least usable. The
STL prediction method would provide a better overall accuracy as well as quick
calculation times.

5.2 Prediction Models for the Energy Production

Table 3 shows the simulation results of the four prediction methods for the energy
production scenario. Similarly to the prediction of the energy demand, the accu-
racy tends to improve as the forecasting horizon decreases. As it is noticeable,
the lowest accuracy value happens for the biggest prediction period with simi-
lar results across all prediction methods. For this particular example, the STL
method has the best overall performance with consistent accuracy values with
the exception of “Next Day” horizon.

Taking a close look to Fig. 4, which summarizes MAPE error of each method
across the forecasting range, it is perceptible that the next day and next morning
scenarios present the least accurate periods, which is due to the high miss rate in
the non-production hours, being this corrected for the later periods as it possible

Table 3. Results of the prediction methods for the energy production

Fig. 4. Prediction models accuracy comparison for the production curves
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verify in Table 3. This is especial prone to happen as solar radiation is directly
dependent to the weather conditions, which makes the trend analysis of the
historical data harder to be identified.

In this case, the calculation time is negligible as all the methods present fast
prediction performances (under 5 s), similarly to the behavior presented in the
demand forecasting, the STL method proved to be the most consistent method
across the forecasting horizon.

6 Conclusions

Self-sustained micro grids require an efficient management of the available energy
resources to face the energy demands. A particular challenge is to predict the
upcoming patterns of demand and generation of energy in order to anticipate
unexpected events. This paper described the evaluation of four prediction meth-
ods (ARIMA, HWT, NN and STL) running in different scenarios, for both energy
production and demand and using simulated data generated by the smart grid
simulator Gridalb-D. The programing language R as well as its available libraries
were used to implement these simulation tests and run the evaluation procedure.

In the case of the prediction of the energy demand, the achieved results
showed that there is no method that clearly outperforms the others. The results
are ranging from the average of 7.31 MAPE (STL) to 24.41 (NN) across all
scenarios. The accuracy showed to be lower than expected, due to the added noise
and influence of users in the overall behavior. The peak estimation is essential
as part of a proper estimation of the demand profile, as the demand tend to
be more and more a discrete chart instead of a linear curve. In conclusion, a
combination of several methods depending on the computational resources and
available time to execute the forecast can provide better overall results than
using a single algorithm. Combining the STL method for the longer forecasting
periods and the HWT method for the shortest would result a better accuracy
across the forecasting range.

Analyzing the results for the prediction of the energy generation, it is pos-
sible to state a difference across the evaluated prediction methods, where the
differences are not related to the performance as they present similar results,
but in terms of accuracy. In this field it is clear that the STL method is most
consistent showing better accuracy across the different forecasting horizons.

Microgrids in full islanding have fewer resources, translating into higher num-
ber of adjustments this way they would benefit from a combination of the STL
and HWT as this combination cover with the higher accuracy multiple predic-
tion horizons. Microgrids in temporary islanding run the forecasting algorithm
in the islanding moment in order to anticipate the needs until the moment of
reconnection, needing this way a quick method and accurate for longer periods
such as the STL.

The future work is related to the combination of these results with learning
techniques in order to implemented an intelligent selection of the prediction
methods according to the forecasting horizons and data size.
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Abstract. Traditional power systems education and training is flanked
by the demand for coping with the rising complexity of energy systems,
like the integration of renewable and distributed generation, communi-
cation, control and information technology. A broad understanding of
these topics by the current/future researchers and engineers is becoming
more and more necessary. This paper identifies educational and train-
ing needs addressing the higher complexity of intelligent energy systems.
Education needs and requirements are discussed, such as the develop-
ment of systems-oriented skills and cross-disciplinary learning. Education
and training possibilities and necessary tools are described focusing on
classroom but also on laboratory-based learning methods. In this context,
experiences of using notebooks, co-simulation approaches, hardware-in-
the-loop methods and remote labs experiments are discussed.

Keywords: Cyber-Physical Energy Systems · Education · Learning ·
Smart grids · Training · Validation

1 Introduction

The rise in the extent of renewable energy systems, electrification of transporta-
tion, technology improvements to obtain a more resilient network infrastructure
and challenges to have emission free and sustainable energy supply are the main
drivers for the ongoing transition towards an intelligent energy system [3].
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With the surge of complexity due to the myriad of players and actors, the
need to understand the interconnections between all energy infrastructure com-
ponents increases steadily [5]. Technically speaking there is a higher need for the
integration and interaction between these actors. This includes not only the grid
physics and power devices, but corresponding automation and control systems
are becoming more important in the power and energy domain, in the bid to
master their complexity [9]. These needs will be addressed by ongoing develop-
ments in the area of Information and Communication Technology (ICT). As a
result of this trend a strong focus should be put on the further research and
even more on educational aspects covering the ever rising complexity in energy
systems [3,5,21].

Education and training in the area of intelligent energy systems, especially
on smart grids, can be build on communicating the concepts of modelling and
simulating components [15] to understand how they work as a system. When
engineers design intelligent concepts like energy management systems, voltage
control, etc. [20], they need to understand the paradigms of centralized and dis-
tributed control, how to use different tools, know their strength and weaknesses
and how to interconnect them [10,22].

The main contribution of this paper is a discussion of the challenging needs
and requirements for educating current and future researchers and engineers in
the domain of intelligent power and energy systems. Corresponding possibilities
and necessary tools are described as well, not only focusing on the classroom
but also on laboratory-based learning methods. In this context, experiences of
using notebooks, co-simulation approaches, hardware-in-the-loop methods and
remote labs experiments are discussed.

The following parts of this paper are organized as follows: Sect. 2 briefly
explains challenges in intelligent power and energy systems. Education needs
and requirements are discussed in the following Sect. 3, whereas corresponding
learning approaches and tools are outlined in Sect. 4. The paper is concluded
with the main findings in Sect. 5.

2 Intelligent Power and Energy Systems

2.1 Increased Complexity Trough Multi-domain Solutions

Intelligent Power and Energy Systems can be seen as the big brother of smart
grids: power systems are not only enhanced with information and communication
technology, but they are integrated with other systems such as heat networks,
energy markets, electric mobility, or smart city as outlined in Fig. 1. As expected,
the injection of information and communication technology at a grand scale has
led to the rise of systems and components that are “intelligent” [20,23]. This has
major implications on the understanding of system operations and interactions.
Decentralised control strategies become more vital, in order to govern behaviour
and ensure that the grid can be operated safely both within and even in ranges
closer to the limits.
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Fig. 1. Illustration of intelligent energy system elements and coupling infrastructures

Additionally, the trans-disciplinary nature of grid systems requires advanced
and new types of methods for description, analysis, and optimization. Facilitat-
ing a combination of different numerical tools and domain models is the first
step towards such a holistic description, but by no means is it sufficient. Non-
formalized or inaccessible model information is often “in the brains” of experts,
and requirements and constraints often remain “in the hearts or bellies” of stake-
holders. It is crucial to put these soft factors into the loop of designing, optimizing
and operating such diverse Cyber-Physical Energy systems (CPES).

2.2 Status Quo in Education and Training

The transformation of the traditional energy systems into a more intelligent
medium opens new paths and poses new challenges. As intelligent power and
energy systems present additional complexity, current and future engineers and
researchers should have a broad understanding of topics of different domains,
such as electric power, heat and definitely ICT related topics. Appropriate edu-
cation on modern topics is essential at university level, both for undergraduate
and postgraduate studies, so that future engineers will be able to understand
and tackle the challenges and propose/implement new methods.

For example, the classic electrical power engineering education usually does
not sufficiently cover smart grid topics, posing challenges to young researchers
and students and also to the industry. Recently several universities have incorpo-
rated new courses in the undergraduate engineering curriculum or have enriched
their existing courses with more modern material. Some universities have also
created dedicated master courses with relevant topics. The instruction is per-
formed with traditional methods, such as class lectures, but also with program-
ming, advanced simulations [19] and laboratory exercises [2,6], where educational
methods such as problem-based learning and experiential learning [8] are applied
in some cases.
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Moreover, the ongoing training of current professional engineers on modern
topics is important. In some cases professionals tend to be hesitant of change,
and this can also be evidenced by the reluctance of industry in adopting modern
solutions. By proper training, professional engineers can better understand the
benefits of modern solutions and ways in which to apply them so as to improve
their work. For effective training, the material should be carefully designed, for
example by focusing more on the practical aspects than the theoretic back-
ground. At this point it is important to highlight that frequently power systems
professionals lack thorough understanding of ICT topics. On the other hand,
ICT professionals often find it hard to understand the operation of the power
system. As these areas (among others) are closely connected due to the emer-
gence of intelligent power and energy systems, it is important to create links
between them. Of course, a thorough understanding of all areas (electric power,
heat, ICT, automation, etc.) is difficult to achieve, however an understanding
of the fundamentals of each area, without sacrificing the expert focus in each
particular field, will become more and more important. The same applies to
researchers who are working to find solutions beyond the state-of-the art.

3 Learning Needs and Requirements

Intelligent power and energy systems are concerned with the communicative
coupling of relevant actors (producers, consumers, network operators etc.) to
optimize and monitor their interconnected parts so as to result in efficient and
reliable system operation. Additionally, an increasing number of decentralized,
renewable energy resources (photovoltaics, wind energy, biomass, heat pumps,
etc.) have to be integrated.

The problem is, however, considerably more difficult because only an inte-
grated view of all influencing factors, such as user acceptance, CO2 emissions or
security of this socio-technical system, while still being held in tension by prof-
itability, reliability, and ecological sustainability can produce practically realiz-
able solutions that adequately take into account the complex interrelations.

For this reason, energy informatics and automation not only provides the
system intelligence algorithms for adaptive control and continuous dynamic opti-
mization of the complex and very extensive power and energy supply, but also
provides the methods to create and orchestrate overall system competences (com-
plexity control through decomposition and abstraction, identifying and focusing
on general principles, finding decoupling points for effective governance, avoiding
bottlenecks, etc.).

In such complex systems of systems, the design and validation is a multi-stage
process, as briefly outlined in Fig. 2. Conceptual development stages already
involve rough tests leading to a “proof of concept”. When the development sub-
ject is refined, so are the tests. This allows for early identification of errors and
thus makes the development process more efficient.

The earliest testing stages may often-times be realized by pure mathemat-
ical calculations. However, as soon as interactions of different components in
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CPES are considered, test cases become too complex for analytical approaches
to be feasible. Hardware experiments, on the other hand, excel at reproducing
interaction dynamics close to reality – especially if installed in the actual energy
system as field tests; however, it is important to bear in mind the possible safety
and cost consequences in the event of malfunction affecting hardware. There-
fore, hardware setups are only suitable for the late stages of the development
and testing process [21].
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Fig. 2. Steps in the testing process for smart grid components [18]

The harsh trade-offs between analytical assessments and hardware testing
underline the increasing importance of software simulation for power and energy
systems research and development. Various software tools exist for simulation-
based analysis of CPES. Review articles like [11,14,19] typically suggest that
different tools are needed for different purposes. Also domains of expertise are
wide spread, including electronics, ICT, automation, politics, economics, energy
meteorology, sociology and much more. Each domain requires a specialised set
of skills, but also the ability to interact and coordinate the solution of trans-
disciplinary challenges.

These future experts require the relevant insight and abilities to coordinate
and execute design and validation of CPES solutions. These abilities are facili-
tated by both generic engineering and cross-disciplinary technical competences.

The generic competences include the conception, design and analysis of sys-
tems (the CDIO skills catalogue [1]), which can be supported, for example,
by project oriented teaching methods. With increasing problem complexity,
systems-oriented skills can be strengthened, such as problem decomposition,
abstraction and multi-disciplinary coordination of engineering challenges.

Cross-disciplinary learning is also required as the integration and interde-
pendency of software and hardware systems is increased. Engineering students
who aim to design and work with CPES solutions like complex control, super-
visory and decision support systems, data analytics, require an increased level
of programming and systems conceptual design competences, and a pragmatic
view on the applicability of methods. This means that some familiarity with
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domain specific system architectures and description methods is useful (refer-
ences architectures like SGAM1 and RAMI2, use cases, test cases, etc. [4,12]).
Basic familiarity with distributed software systems problems is also a present
knowledge gap within engineering education.

Complementary in strengthening required competences in CPES education,
simulation-based tools are useful for the emulation and experience of physical
behaviours and cyber-physical system couplings.

Summarizing, the following needs addressing education in the domain of
intelligent power and energy systems have to be addressed:

– Understanding the physical behaviour of CPES and its connected sub-systems
and components

– Understanding automation and control systems
– Understanding communication networks
– Understanding advanced control, optimization, and data analytics

Therefore, A holistic understanding of the physical and the cyber part of
intelligent power and energy systems is necessary in order to design and develop
a reliable and sustainable energy infrastructure of the future.

4 Education Possibilities and Corresponding Tools

4.1 Classroom Education and Training

Given the cross-disciplinary nature of intelligent power and energy systems as
outlined above, students learning about this topic are exposed to a wide set of
tools and concepts related to different knowledge domains. Thus, new education
methods and tools must be developed, which are capable of bringing the differ-
ent knowledge domains together, and allowing the students to understand the
coupling and interaction of elements within intelligent solutions.

It is established in Sect. 3 that simulations will play a role in the testing
process of new solutions. It is therefore natural that students learn to use domain-
specific simulation tools, both in standalone use cases and in co-simulation
setups. From an educational perspective, methods that allow students to under-
stand the coupling of theory and application (through simulation or laboratory
experiments) are required.

In the following two very interesting and promising classroom examples are
discussed in more detail in order to see how such courses can fulfill the challenging
needs in educating about intelligent power and energy solutions.

Example: Jupyter Notebooks
One approach applied at the Intelligent Systems course at the Technical Univer-
sity of Denmark is the use of Jupyter notebooks3 using an IPython [13] kernel.
These code notebooks allow the execution of code cells along with explanatory
text, as seen in Fig. 3.
1 Smart Grid Architecture Model.
2 Reference Architectural Model for Industry 4.0.
3 http://www.jupyter.org.

http://www.jupyter.org
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Fig. 3. Example of a Jupyter notebook, where markup language and Python code can
be used to showcase complex examples.

The use of these notebooks provide a way to narrow the gap between theo-
retical concepts and application by setting up code examples where the student
is able to able to receive a theoretical explanation followed by simulation results.
Notebooks of this kind can be developed to cover a wide spectrum of intelligent
energy systems concepts.

Furthermore, we believe that by constructing a framework where students
can focus on a problem to solve, instead of dealing with issues related to pro-
gramming, the students are able to better absorb and understand the core course
concepts. So far, students have given positive feedback regarding their learning
experience with these notebooks.

The gap between theoretical concepts and simulation can be addressed in
the classroom, but it is also important that the students understand the limita-
tions of solutions developed in pure simulation environments. As experiments on
hardware are resource intensive, the Intelligent Systems course further employs
a rapid prototyping scheme, by employing realistic software emulations of the
target controls systems with a simulated back-end. This setup facilitates train-
ing on realistic automation software developments, avoiding the resource and
time intensive maintenance of hardware platforms in the laboratory. In contrast
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to simulation-based solutions, the software developed on such platforms can be
directly ported to the real hardware setup in the laboratory.

Example: Mosaik-Based Co-simulation
Another approach is taken at the University of Oldenburg as part of the mas-
ter specialization in energy informatics. In a practical course students learn to
plan, execute, and analyse co-simulation-based experiments. The target audience
are computer scientists, environmental modelling students and participants of
the post graduate programme in renewable energies. They learn how to model
controllable and flexible electrical loads and generators, as well as integrating
them into smart grid scenarios along with appropriate control and optimization
mechanisms.

For this purpose, students should first derive and evaluate the differential
equation-based models from the physical models and then transform them into
discrete simulation models. Ultimately, they use the smart grid co-simulation
framework “mosaik” (which was developed in Oldenburg) to use control and
regulation mechanisms [16,17].

One of the main objectives is to have students understand and engineer
the function of distributed agent-based control and regulation concepts, as well
as algorithms, in decentralized generators and consumers, and all way up to the
operation of electrical energy systems – in addition they analyse the requirements
for real-time performance, resource utilization, robustness and flexibility.

The students are taught the basics in planning, execution and evaluation
of simulation-based experiments. Special focus is put on the trade-off between
accuracy and reliability of expected results and the necessary effort (Design
of Experiments, Statistical Experimental Planning) to determine, as closely as
possible, the interrelationships between influencing factors and observed target
variables.

In terms of professional competences, the students learn to

– Evaluate and derive discrete (time-stepped) models from continuous physical
models,

– Implement the smart grid co-simulation framework “mosaik”,
– Analyse distributed agent-based control concepts and algorithms for decen-

tralized generators and consumers for the operation of electrical energy sys-
tems, with regards to the requirements of performance balancing, equipment
utilization, robustness and flexibility,

– Design the basis for the planning, execution and evaluation of simulation-
based experiments, and

– Recognize the importance of the trade-off between accuracy and reliability
of expected results and the effort required (Design of Experiments, statisti-
cal experiment scheduling) in order to investigate the interrelations between
influencing factors and observed target values with as few attempts as possible
– but as accurately as necessary.

Moreover, regarding methodological competences, the students learn to

– Model simple controllable and flexible electrical loads and generators,
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– Simulate appropriate control and regulation mechanisms in smart grid sce-
narios for electrical consumers and generators,

– Apply distributed agent-based control concepts and algorithms for decentral-
ized generators and consumers to electrical energy system operation,

– Evaluate simulation results,
– Research information and methods for implementing the models, and
– Present their own hypotheses and check them with means of experimental

planning and statistical scenario design.

Finally, the social- and self-competencies to be imparted are to

– Apply the method of pair programming,
– Discuss the design decisions taken,
– Identify work packages and take on responsibility,
– Reflect on their own behaviour within the limited resource energy, and
– Take criticism and understand it as a proposal for the further development

of their own behaviour.

Classroom education and training (as presented in the previous two exam-
ples) allow for rapid prototyping of solutions. Yet, the shortcomings of rapid
prototyping are in the realistic emulation of the hardware behaviour. A way
to bridge the gap between simulation and real-world implementation, through
laboratory training, is discussed below.

4.2 Laboratory-Based Training

Laboratory-based training can offer practical experience to power and energy
system professionals, ICT engineers, university students and (young) researchers.
Such kinds of exercises and courses have been part of the engineering curricu-
lum for decades [7]. However, new material and advanced training methods are
necessary to deal with recent developments and new trends like the increased
integration of renewables, controllable loads, etc. Therefore, laboratory courses
need to be designed and applied in efficient and flexible laboratory environments.

Power and energy system engineering students usually lack the experience of
working with real-world examples. For example, a realistic power system with
several feeders, loads, transformers, generators is expensive and hard to build
(contrary to other fields such as electric machines). Therefore, software solu-
tions are typically used in laboratory exercises to perform power flow calcula-
tions, dynamic simulations etc. In some cases, experiments with real hardware
are performed, however with low flexibility and typically for dedicated purposes.
In the past, laboratory education in the power systems domain was performed
with miniature generators and analogue transmission line models [7]. The situa-
tion has now changed with the wide deployment of personal computers and the
development of suitable software which provides the freedom to model, flexibility
and low cost.

Example: Hardware-in-the-Loop Lab Course
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Power Hardware-In-the-Loop (PHIL) simulation allows the connection of
hardware devices to a real-time simulated system executed in a Digital Real-
Time Simulator (DRTS). PHIL simulation presents several advantages for edu-
cational/training purposes [8]. The real-time operation (monitor and control)
is more realistic for the students. Hands-on experience of using real equipment
(renewalbes, controllable loads) can be obtained, whereby actual magnitudes
are measured and real equipment is controlled. Morever, equipment that is not
available in the laboratory environment can be simulated, which gives freedom
to design experiments (see Fig. 4) [8,16,19]. In addition, the performance of chal-
lenging tests in a safe and controllable environment is possible.

Fig. 4. PHIL-based experimental setup [8]

In this framework, laboratory exercises on modern Distributed Energy
Resources (DER) related topics were designed/executed using the PHIL app-
roach for the first time at the National Technical University of Athens [8]. The
students (both undergraduate and graduates for their dissertation) highly appre-
ciated real-time simulation as an educational tool. Moreover, it was shown that
PHIL simulation can bring the students to the hardware lab, while maintaining
the modelling capability of pure simulation approaches.

Outlook – Improvement of Education and Training Material
The above lab course example shows that the coupling of hardware equipment
with a real-time simulated power grid provides various possibilities. However,
additional work is necessary in order to provide a suitable and sufficient environ-
ment for teaching intelligent power and energy systems solutions. In the frame-
work of the European project ERIGrid4 the following educational activities are
currently in progress to address the aforementioned requirements:

– Creation of online databases with educational material,
– Webinars on relevant smart grid topics,
– Development of a remote lab for DER, and
– Creation of virtual labs and online software tools.

4 https://www.erigrid.eu.

https://www.erigrid.eu
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In this context a remote lab is being developed that will allow access to the
hardware of a microgrid. The users will be able to perform various experiments
and corresponding tests within the grid-connected and island operation of the
microgrid application. Moreover, voltage control issues (i.e., provision of ancillary
services) will be studied and experiments with multi agent systems performed.

5 Conclusions

The emergence of intelligent solutions in the domain of power and energy sys-
tems (smart grids, CPES) poses new challenges, therefore appropriate education
and training approaches for students and engineers are becoming increasingly
important. The trans-disciplinary nature of intelligent power and energy sys-
tems requires advanced and new types of methods for description, analysis, and
optimization. A broad understanding of several areas is necessary to deal with
the increased complexity and diversity.

Challenging education needs and requirements have been identified and
analysed in this study. It is explained that the validation of complex systems is a
multi-stage process, while systems-oriented skills and cross-disciplinary learning
needs to be cultivated. Programming and systems conceptual design compe-
tences, together with a pragmatic view are important. In order to cover the dis-
tance between theory and hands-on practice, coding and laboratory education is
beneficial. The capabilities of advanced tools and methods have been discussed.
The use of notebooks bridges the gap between theory and application, allowing
the user to focus on solving the problem, instead of dealing with issues related
to programming. Planning, executing and analysing co-simulation approaches is
taught in a practical course focusing on distributed approaches. The use of PHIL
simulation in laboratory education can provide hands-on experience of using real
equipment in a highly flexible and controllable environment.

Future work will cover the setup of new courses, summer schools and the
creation and collection of corresponding education material.

Acknowledgments. This work is supported by the European Communitys Horizon
2020 Program (H2020/2014–2020) under project “ERIGrid” (Grant Agreement No.
654113).
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Abstract. This paper is introducing a framework of Smart City 4.0 conceptual
model, based on adoption and of Industry 4.0 Concept principles, characteristic
and integration of computing technologies. Existing city systems are recently
upgraded with latest ICT technologies through out of all their levels of infras-
tructure. New data are collected in big amounts and ability to use them is
changing how systems will communicate together, to make cities work better
and serve better to their users.
Cities are under continuous development, in relation to attractiveness of city

structure, based on all activities and transactions conducted in city area and
related surrounding, newly also through connected virtual world. Upgrade of
existing cities into Smart city level is necessity for urbanized areas to survive a
competition for satisfied client. It means actively acting citizen, as part of
multi-agent Cyber Physical System, participating on city development.
Industry 4.0 Concept represents a future upgrade of one of city system seg-

ments. Integrating ICT and computing technologies throughout whole produc-
tion enterprise enable to share data, information, and instructions between all
agents during all phases of production value chain, where certain instructions are
attached to product. Industry 4.0 concept includes six principles, which are also
adopted by Smart City 4.0 concept. To evaluate and understand smartness level
of multi agent systems and subsystems of Smart City and relations between
them, authors are introducing Triangle Rule Diagram.

Keywords: Smart city � Smart City 4.0 � Cyber physical system � Industry 4.0 �
Multi-agent system � Holonic � Complex system

1 Introduction

Cities are recently upgraded due to technical advancement and equipped with new
products to acquire data from different sources, combine and analyze them, finding new
facts and specifics about all activities and processes in these urbanized areas [18, 20, 26].
It is also a purpose for new techniques to design, build, manage and maintain them.

Smart City concept model is reliant an implementation of latest ICT and
advancement in computing technologies. Connecting human to human, humans to
machines, and machines to machines, transmitting data with different connectivity
requirements through 2G/3G/4G cellular network, Wi-Fi, low throughput network,
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LPWAN, LPN, Bluetooth, LoRa, and other technologies, platforms and internet sup-
ports a progress of retrofitting activities of existing urban structures (cities, sprawl
development around cities, or rural areas), solve problems with overused technical
infrastructure of cities or pure connectivity and innovation potential of urbanized
elements around rural areas.

All recent city systems are most likely acting as individual silos [1–6] with cen-
tralized control management, with only a minimum interaction between each of them.
Along with governmental regulations and policies, this creates many barriers in future
rehabilitation of existing cities and their non-functional parts and neighborhoods,
transportation infrastructure competing with historically grown urban structure (con-
sisting of buildings, open spaces and underground infrastructure), and absence of
political or citizens’ support for systematic changes.

Development of Internet of Services, Internet of Things, Social Networks are
having positive impact on organization of public transportation system, optimization of
energy distribution, water and waste distribution management, city infrastructure
maintenance, control processes, and peoples’ distribution around city, especially in
critical situations.

Homes and buildings are being equipped with intelligent technologies, with data
processing within each component, and controlled over clouds. Sensors and actuators
are heavily distributed inside and outside of buildings. Street elements and objects
(lighting, stops, waste bins, etc.), mobile devices or wearables are capable to collect big
data [25, 28]. Analyzing and studying these data gathered from many different sources
provides city designers, political representation or business enterprises with new
knowledge and perspective about processes conducted in neighborhoods, around town
and relevant surrounding.

Growing use of digital information modeling methods, a geographic information
system (GIS), parametric building information modeling (BIM) allows near to real time
data sharing and exchange. An improvement in field of digital technologies and soft-
ware development helps to design city and its parts, and optimize final design prior
final development starts, with potential to simulate activities in model and reactions to
conflict situations. 3D visualization tools with active augmented interface information
layers are used for communication between all stakeholders to explain changes in
existing, or future development in areas of interest.

Smart City virtual modeling used for prediction and simulation is comparable to an
idea of twin models in Industry 4.0 Concept.

2 Smart Cities Concept

Concept of Smart cities is the next step in evolution of urbanized city systems
development. Retrofitting of existent cities with ITC and computing technologies gives
cities new opportunities for dynamic interaction with surrounding and rural area
infrastructure. Cities are becoming very complex cyber physical system (CPS), where
all physical infrastructure of every subsystem, and growing amount of virtual structure
built in virtual world are networked through internet (Internet od Services - IoS,
Internet of Things - IoT) and other technologies [16].
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2.1 Smart Cities Concept Reasoning

Sustainability of multi-layered city ecosystem and quality of life is a leading reason to
recent update activities in city’s maintenance and management and to physical reno-
vation of all systems [24, 27]. The force behind application of new technologies is to
keep city entropy under control (minimize loss of energy and time, improve inhabi-
tants’ satisfaction, etc.). City components with high level of physical – cyber inte-
gration are able to connect to each other.

Digital transformation of cities (Smart Cities concept) is shifting its focus to
service-domain logic, with higher quality and efficiency of all subsystems, layers and
components of city complex Cyber Physical System (CPS) including:

• Commercial activities (employment)
• Public activities (education, security, access to health care)
• Leisure activities (housing, culture, sport)

Smart city approach is to adjust city systems and their existing structure, alongside
with organization of processes inside CPS with expectation to minimize use of
resources and maximize use of existing infrastructure. The objective is to enhance the
whole chain of all processes inside system using deeper knowledge about area using
collected and analyzed big data, and further optimized solutions. City is a complex
system and minimization of resources and optimization use of existing infrastructure
needs to be controlled by new algorithms.

3 Smart City as a Multi-agent CPS

An Artificial Intelligence will be surpassing ability of humans [17] in foreseeable time.
This will lead to development of more autonomously operated subjects and systems,
including cars, public transportation, freight delivery fleets, manufacturing processes,
logistic and control centers, technical infrastructure of intelligent buildings. City with
connected infrastructure will gradually start operate as one complex multi–agent sys-
tem, with less interaction of human as controller of city processes. Self-learning ability
will lead toward to higher level of optimization of the most essential city operational
subsystems.

New advancement of city structures requires massive sensor, controller and many
kinds of data transmitting device placements and distribution around cities to retrofit
them to Smart Cities. Collaboration in a secure data sharing process is critical part of
next city development and functioning. The failure of this fundamental pre-requisites in
Smart City concept could lead to complete city blackout of all key systems.

With advanced connectivity between all city components, aggregated data are
collected, moved, and shared through virtual world, and growing amount of asset is
circulated in virtual environment and invisibly moved without borders of physical urban
system. Higher level of physical – cyber integration, data processing in each physical
component, and higher level of connectivity enable create of alliances inside system
between multiple agents and delivery faster application or solutions especially in critical
or disaster situations. Systems are gaining an ability of dynamical self-reorganization.

Utilizing digital parametric modeling (connected to life data feeds) and ability of
visualization of invisible processes in virtual models, augmented with information
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attached to GPS, allows city managers and system controllers, designers and properties
managers improve their services and quality of work. Mirroring physical structure of
city (even in simplified forms) using virtual models with opportunity of demonstrating
individual process and collaboration of agents, following a prediction of future
development of system is starting to be a necessity.

Transition from existing cities to Smart Cities should evolve in sustainable level of
balanced environment [23] to be certain, that this future transformation is sufficient and
creates a sustainable ecosystem of coexisting human and artificial intelligence society.

This transformation is made in environment of intensive amount of regulations,
creating many barriers for smart upgrade of city systems and applying latest techno-
logical innovations.

4 Smart City and Adoption of Six Principles Described
in Industry 4.0 Concept

From City viewpoint the Industry 4.0 reflects one of city’s subsystem. This concept was
developed specifically for factories and big enterprises. This concept of multi-agent
system designed along whole Manufacturing Value chain (MVC) is predominantly
unconnected to other city systems development. Evenmany of processes of thisMVC are
supplied from outside of physical borders of production enterprise, by some level of
collaborative interaction with surrounding urban development, there is a minimal con-
ceptual interaction and interoperability between MVC and entire city CPS. It creates a
technologically advanced island in the specific area of city, in relation to the rest of urban
development and infrastructure. If surrounding neighborhoods and systems around this
island are not ready to accept intelligence of this advanced production enterprise, it may
create fatal conflict situations in other city subsystems (for example in transportation
system, energy distribution and stability - blackout), and otherwise drops production
enterprise’s level of productivity or even may stop production. This was a reasoning for
searching parallels in I-4.0 Concept and Smart City vision and associated features, and for
authors’ proposal to apply the same principles, characteristics and functionalities
described in Industry 4.0 concept [10] on the rest of city CPS, developed on the similar
level of intensively connected and collaborating computationally advanced entities.

4.1 Six Principles of Industry 4.0

The Concept of I-4.0 describes six principles. They are:

1. Interoperability
2. Virtualization
3. Decentralization
4. Real Time Capability
5. Service Orientation
6. Modularity

These principles can be applied through all city systems.
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Interoperability
In proposed Smart City near to 4.0 concept, all parts of infrastructure subsystems at
each urbanized area should be seamlessly interoperating and maintaining connection
points of each subsystem of city Cyber-Physical-Social. They will be networked and
communicating to each other each other within secured networks system, including
buildings, utilities, integrated transportation system, street elements and structures like
smart lighting, smart bins or smart stops, street cameras, hospitals. educational facili-
ties, logistic centers, transportation Hubs, business centers, retail and commercial
facilities, energy centers. Networks like Internet of Machines, Internet of Things,
Internet of Services, social networks, and other specialized or temporary networks will
be interconnected together.

Virtualization
As Industry 4.0 Concept embrace use of digital Twin Models, the similar idea is
adopted in Smart Cities Concept. Smart City neat to 4.0 will be mirrored in virtual
model Twin City. Models have capability of simulation and prediction, providing
visualization of actions in specific area of model, based on analytics coming from
linked data sources. Virtual city models could be used for funding a project, devel-
opment proposals, approval processes, exploration of subsystems’ functionality, and
much more.

Processes constructed and simulated in digital models may be augmented with GPS
related information about any selected component, or areas in screening scenery.
Simulation model may be studying traffic flow including pedestrians’ behavior [7],
public transportation and other factors. Virtualization of processes ongoing activities in
city subsystems may be also delivered through specialized devices like glasses, which
may be used in educational processes, or flow simulation.

Decentralization
The complexity of Smart City system structure requires decentralized management of
all city systems and sub-systems, with an ability to act autonomously, making inde-
pendent decisions, corrections of their state, creating alliances across systems to solve
critical situations or to optimize sharing resources.

It requires an integrated data exchange database crossing silo’s virtual communi-
cation barriers making silos collaborate in particularly important moments.

Smart City has an ability to collect real time data from physical word (smart street
components, intelligent buildings, individual cars or fleets of public transportation,
artificial intelligent (AI) elements operating in public space, people with their mobile
devices, underground infrastructure, etc.) allows control and operation management of
city systems to respond with preferred near to real time solutions. This is, for example,
extremely important in city transportation system, or smart energy grid in blackout
situation.

Service Orientation
Smart Cities are predominantly focused on service-oriented domain. An interaction of
city systems, neighborhoods, intelligent buildings and infrastructure, public transfor-
mation and other subsystems with citizens, business entities, visitors of city and others
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are interconnected through Internet of Services, which leads to delivery of service to
much wider audience (Fig. 1).

Modularity
Flexibility in service delivery solutions, quick adaptation to change or malfunctioning
city subsystems and their components are enabled by interchangeable individual
modules of the same function or new modules, carrying better features, or when new
type of functionality are added to module. These solutions are expected for example in
smart energy grids, transportation, building industry, and others.

5 Adoption of Conceptual Model of Industry 4.0 on Smart
City – Smart City 4.0

Analogously to Industry 4.0 [9, 11–15], the same setup of principles, functionality and
system characteristics can be applied to Concept of Smart City 4.0, where the whole
city is implicitly seen as Production enterprise system to delivery to client’s products,
predominantly in services-oriented domain.

This paper is proposing a concept of Smart City 4.0, in which the same principles
are applied to a Smart City multi-agent cyber physical system with capability
dynamically create and change hierarchies, and creating holonic alliances.

Fig. 1. Smart City shifting focus on smart-oriented service domain
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All stakeholders of product value chain are vertically and horizontally connected in
holonic multi-agent system [29], constantly optimizing entire process.

Horizontal and vertical integration between city stakeholders, subsystems and
components will be implemented at each phase of city production chain (CPC) (from
vision and design phase, funding, information management od process, production, and
follow up of service oriented activities as methods of delivery, Custom Relation Man-
agement, asset and property management, or future update of product) to assure optimal
and balanced process at each moment of entire Product lifecycle. All subsystems and
components within this CPC process has to be able interoperate and collaborate.

Triangle Rule Diagram shown at Fig. 2 was developed as a part of City smartness
evaluation (proposed by authors of this paper). It describes a framework of Smart City
near to 4.0 and connections within City Value Chain t are shown as well as information
integration inside each phase of this OPF process:

• Order (specification)
• Production (within Enterprise – City System)
• Product delivery and CRM (Custom Relationship Management) provided by

Facilitator of this part of development.

Industry 4.0 manufacturing production chain is partially carried by Intelligent
Product. Concept City 4.0 presumes intelligent product equipped with ability of
self-updating instruction set, virtually attached to it, responding to a new information
and knowledge about rest of city CPS.

Fig. 2. Triangle rule diagram of industry 4.0 conceptual model adopted on Smart City
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One of characteristic of CPS is ability of independently operated agents to create
collaborative alliances with ability of immediate reconfiguration and scalability.

Graphics at Fig. 3 is showing evolution of growing collaboration between agents of
City 4.0 concept. Agents in proposed diagrams are:

• Human agent (Ax)
• Intelligent Building as agent (Ax+1)
• Intelligent Transportation System agent (Ax+2)
• Smart Energy Grid agent (Ax+3)

Individual Diagrams describes growing interaction between each subsystem and
communication interface (black dots). Web based interaction between human and other
agents - Intelligent Building (IB), Intelligent Transportation system (ITS) or Smart
Energy Grid (SEG) will change with evolve to alliances of holonic CPS.

6 Assessment Method of City Smartness

Triangle Rule Diagram Method (TRDM) shown on diagram at Fig. 4, describes
framework of assessment method [8] evaluating city smartness, weighting horizontal
and vertical integration of all stakeholders along city value production chain. This
evaluation is made by cognitive expertise of assessor, electing one of 7 stages of
smartness of specific subsystem (by mode and type of subsystem), and layer (man-
agement, infrastructure, interconnection, interoperation, open data sharing, services,
innovation, etc.).

Fig. 3. Entropy of alliances in holonic CPS development between human agent (Ax), intelligent
building acting as an agent (Ax + 1), intelligent transportation system (Ax+2), and smart energy
grid (Ax+3)
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Fig. 4. Radar charts – Sarasota City assessment radar charts for Sarasota City – smartness-meter,
sample documenting smartness of resources, infrastructure and service domains in Sarasota City.
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The proposed assessment method should help to identify areas of cities, with the
highest level of smartness. Evaluation can be done in a light mode, or full mode. The
reason for light mode is to make quick assessment prior more deep evaluation, when
integration of smart connections is examining in big detail.

City multi agent system with its subsystems – layers are explored and evaluated in
three domains – resources (R), infrastructure (I) and services (S). Layers are grouped by
mode with different level of weight. Three modes are split by level of importance for
citizen’s satisfaction of life. They are Survival (SM), Opportunity (OM) and Leisure
Mode (LM). Final smartness assessment can be done in Light Mode or Deep Mode.
Deep Mode evaluates more layers, including horizontal and vertical integration of
computing, ICT and AI at Client, Enterprise, and Facilitator domains. Deep Mode
requires much higher knowledge about each evaluated city layer.

Narratives of each smartness level gives observer basic information to rate sub-
systems by coefficient on scale 1 to 7, by advancement of integration in Resource,
Infrastructure and Service layers of subsystem production value chain.

These seven Levels on smartness scale are:

• Marginal
• Modest
• Web-oriented
• Automated
• Fully integrated
• Social-Cyber Physical
• Artificially intelligent

When subsystems are picked for evaluation, applicant follow instructions to finish
the whole application.

The procedure of this city smartness assessment can be executed in deeper level,
examination also behavior inside Client, Enterprise, and Facilitator sectors of whole
system.

It will be recommending to repeat this evaluation every 6 or 12 month. Results and
analytics of progression in city’s smartness. Association to other cities will be given
away to all, who were already evaluated with the same method.

Stakeholders of each city can share their experience through many social networks
[22] like synopcity.com - knowledge platform for Smart Cities, and exchange their
ideas about solutions and products leading to Smart City Concept.

The Example of Assessment
The example of light mode assessment was prepared for Sarasota city, located in
Florida. Radar charts at Fig. 4 represent smartness level of picked set of city subsys-
tems, reflecting results of assessment in Resources (R), Infrastructure (I), and Service
domains.

Required information were collected using combined sources. Then coefficients
were assigned to all required fields in predefined online form of assessment application,
and final scores are calculated and visualized.
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7 Conclusion

Existing cities are under process of transition to smart cities by implementing Infor-
mation and Communication Technologies, with high level of physical – cyber inte-
gration and embedded components with data processing ability. Cities are gradually
changing from hieratically managed system to multi-agent Cyber Physical System.

Industry 4.0 is concept was created to enhance a manufacturing value chain,
integrating all stakeholders, with shifting focus on service-oriented domain. Manu-
facturing is starting to be more advance then rest of city subsystems and coexistence
with the rest of city could generate critical situations in connected infrastructure.

Authors of this paper are proposing an adoption of Industry 4.0 on entire city
system, and subsystems, to control balanced upgrade and redevelopment of all sub-
systems connected in one holonic multi-agent CPS. This concept is based on similar
principles, characteristic and functionalities between Industry 4.0 concept and concept
of other Smart City individual systems. The highest level of this complex form of CPS
could be called Smart City 4.0.

To explore smartness of existing city systems, the framework of assessment method
developed by authors is introduced. Compare to other methods used for Smart City
evaluation, by means of Key Performance Indicators (KPIs) [19, 21], this method is
based on experts’ cognitive approach, where no data are needed to be collected as in
case of KPIs method. Evaluation can be done in light or deep mode. Simple example of
Sarasota city assessment is presented.
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Abstract. Advances in cyber-physical systems and the introduction of Industry
4.0 have opened the door for interconnectivity in the industrial automation
paradigm. One of the emerging technologies proven to be useful in factory
automation is wireless sensor networks. In dynamic situations, wireless sensor
networks need to be able to self-reconfigure while maintaining data integrity and
efficiency. One solution popular with researchers is the use of multi-agent
systems to manage wireless sensor networks. Typically, software agents are
located on a server or cloud environment. Recent advances in microcomputers
have made it feasible to embed these agents on the devices they control. This
requires new reconfiguration and network management protocols. In this paper,
an embedded agent architecture for wireless sensor network is proposed and an
application specific example is given for an oil and gas refinery. An experiment
is also conducted to investigate the effect of cluster sizes and signal frequency
on the ratio of lost signals in a wireless sensor network cluster.

Keywords: Embedded multi-agent systems � Wireless sensor networks �
Distributed intelligent control

1 Introduction

Recent advances in cyber-physical systems along with the introduction of Industry 4.0,
have led to an extensive amount of research in distributed intelligent control along with
the development of internet connected devices. Since cyber-physical systems require
that devices be aware of their environment, industrial wireless sensor networks (WSNs)
have been considered for this application by many researchers. Recent research has
shown that multi-agent systems have proven to be a successful technique for managing
WSNs in simulations. Typically, this is done through a coupled, or cloud based
deployment. Recent advances in technology, such as the introduction of single board
micro-computers have led to the feasibility of deploying these intelligent agents
directly on the automation hardware, thus creating an intelligent embedded system.

In this paper, a brief background of cyber-physical systems and Industry 4.0 are
given. Background on industrial wireless sensor networks and agent based control in
wireless sensor networks is examined, and a distinction between embedded and cloud
base agents is presented. Related works in agent based WSN, and specifically, their
applications in oil and gas refineries are examined, along with the authors’ previous
sink node embedded, agent based WSN model. A new fully embedded multi-agent
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systems managed WSN is presented. For this study, an experiment is conducted to
compare the difference in lost signals between the previous sink node embedded model
and the current fully embedded model. These results are discussed, conclusions are
drawn and future work is discussed.

2 Background

2.1 Industry 4.0 and Cyber-Physical Systems

As previously mentioned, cyber-physical devices and cyber-physical systems are
beginning to emerge in industrial applications. A cyber-physical system can be defined
as a set of cyber-physical devices that include computing hardware and software that
control mechanical activity through embedded processing, networking and connec-
tivity, awareness of the environment and other objects through sensors, and finally a
means of interacting with the environment through actuators [1].

Industry 4.0 is a modern area of research which employs these cyber-physical
systems. According to reference [2], the term Industry 4.0 describes different changes
in manufacturing systems with not only technological but organizational implications.
It can be expected that these changes will shift their focus from production to service
orientation in industrial systems. This can be extended from manufacturing systems to
other types of industrial systems, such as health care systems, logistics, scheduling and
oil and gas processing. Evidently, it can be expected that these shifts will lead to new
types of enterprises which adopt new specific roles within industry.

2.2 Industrial Wireless Sensor Networks

Cyber-physical systems require awareness of the local environment and other objects
can achieve this awareness through sensors. Industrial wireless sensor networks
(WSNs) have become a popular area in research due to the advances in processing
power for single board micro-computers and reduced battery consumption of embed-
ded battery powered devices. WSNs are composed of wireless sensor nodes, which are
small low powered devices with limited processing and computing resources and are
inexpensive compared to traditional sensors [3]. More specifically, a WSN sensing and
control monitoring system does not require the extensive electrical wiring infrastructure
of a conventional sensing and monitoring system. However, the trade-off can be lower
speeds, higher latency, and wireless interference.

Two of the primary concerns in a WSN are data routing and aggregation. When a
large scale industrial WSN passes a lot of data, this creates a large communication
overhead, thus using much of the WSNs available bandwidth. The most widely
accepted solution to reduce this overhead clustering the wireless sensor nodes. This
clustering process forms a hierarchical structure for the network and allows for more
streamlined data aggregation. This hierarchy can then be composed of two types of
sensor nodes: sink nodes and “regular” sensor nodes, which can be seen in below
Fig. 1 in an environmental monitoring example adapted from the mobile object
tracking example presented in [4].
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The nodes which make up the cluster heads are referred to as sink nodes. Sink
nodes are responsible for aggregating the data as well as transmitting information from
the network to the acquisition system, such as a SCADA system, or base station. Due to
the fact that there are many transmissions and data aggregation is required of the sink
node, it is often a higher processing, fixed unit. In other words, the sink node is a higher
powered, wired unit with a fixed location. As previously mentioned, the sensor nodes
which make up the cluster and send sensory data to the sink nodes are often referred to
as “regular” sensor nodes or anchor nodes (which is more commonly used in mobile
tracking systems).

2.3 Active vs. Passive Sensor Based WSNs

When considering wireless sensor networks, there are two ways of reading sensory data
from the sensor nodes WSN. The first is with the use of passively sensing sensor nodes,
where the sensor nodes send data without a request from the sink node. For example, a
sensor node can send data on a time interval. In other words, the decision and request
for sensory data is made on the sensor node level. The second method is using actively
sensed sensor nodes, where the sink node sends a request and the sensor node(s) reply
with sensory data. In other words, the request for sensory data is made on the sink node
level, and the decision to send data is made on the sensor node level. For this study, we
consider a passively sensed sensor node.

2.4 Industrial Agents in Wireless Sensor Networks

While several definitions of agents are commonly accepted in the research world, the
most commonly accepted definition states that an agent is a computer system that is

Fig. 1. Sink nodes and regular sensor nodes in a WSN
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situated in some environment, and that is capable of autonomous action in this envi-
ronment to meet its delegated objectives [5]. Agents can also be defined by their
characteristics and behaviors. According to [6], agents are autonomous, responsive,
proactive, goal-oriented, smart-behaving, social and able to learn.

A multi-agent system is a system of two or more intelligent agents that collaborate
to some sort of collective goal, while still working to their own individual goals.
According to [6], multi-agent systems have decentralized control and are flexible,
adaptable, reconfigurable, scalable, lean and robust. The properties of multi-agent
systems align with the design parameters along with other distributed considerations
for wireless sensor networks, and are therefore well suited to manage these networks.

A major point of interest with the advances in technology is whether to embed the
intelligent agent or to use a coupled or cloud based design. Reference [6] defines a
coupled design as a situation where one or more agents collect and process data from
an existing structure, in a cloud based fashion. The term “embedded agents” is when
the automation platform itself is agent based. While the coupled design can be
immediately applicable, and integrate with existing technology, advances in controllers
are allowing the embedded intelligent design to become feasible.

3 Related Work

3.1 Agent Based Wireless Sensor Networks

The distributed nature of multi-agent systems aligns with the distributed properties of
wireless sensor networks and, for this reason, many researchers have used adaptive,
intelligent agents to work on distributed and complex sensor networks. This section
briefly addresses some of the following relevant works.

In [7], multi-agent solutions for WSNs are examined. A multi-agent architecture
which interconnects a wide range of heterogeneous devices that may possess various
levels of resources is proposed in [8]. Similarly, Tynan et al. [9] proposed the develop-
ment of intelligent sensor networks using multi-agent systems. In this work, the multi-
agent system was implemented in the Java Agent Development framework (JADE).
Reference [4] compared alternative cluster management approaches using multi-agent
systems. This set of simulations also saw the multi-agent system implemented in JADE.

In [10], a multi-agent based application orientedmiddleware is introduced, in which a
multi-agent management system controls a distributed control system using IEC 61499
distributed control function blocks. In this study, the middleware of a WSN referred to a
set of tools that reduce the complexity on lower level hardware systems. According to
[10], in traditional PLC based systems, this approach is often examined in order to build
intelligence into simple programmable controllers. The middleware in [10] is designed
specifically for wireless sensor networks that track mobile objects in factory automation.

3.2 WSN for Oil and Gas Refineries

Typically, the primary concern for research in multi-agent systems and wireless sensor
networks is manufacturing applications. There are however some research areas that
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bring this technology to other industries, such as health care or safety. One of these
industries of interest is oil and gas refineries.

Reference [11] examined the most promising wireless technologies used in order to
cope with the challenges in implementing a WSN in an oil and gas refinery. The
authors of reference [12] proposed an outlier detection and accommodation method-
ology for oil refineries using WSNs. The model was tested on a real monitoring
scenario implemented in a major refinery plant.

3.3 Sink Node Embedded, Agent Based WSN for Oil and Gas Refineries

In our previous work [13], an embedded multi-agent system for managing clusters was
proposed. This model had 3 intelligent agents embedded in the sink node of a WSN
cluster that provide the intelligence required to manage its respective cluster. These
agents are the sink node mediator, device manager and task manager. In this model, the
device manager is responsible for managing the cluster, the task manager is responsible
to task related goals and the sink node mediator mediates between the two other agents.

4 Embedded Agent WSN Model

In this section, a new embedded multi-agent systems managed WSN based on the
architecture in reference [13] is presented. Changes in agents in the sink nodes are
discussed, as well as the proposal of sensor node agents.

4.1 Sink Node Management

Similar to the model in [13], the sink node has a task manager that is responsible for
managing application specific data, a device manager responsible for managing the
cluster topology and a sink node mediator agent to mediate the agents on the sink node.
Additionally, this model has added a port manager agent in order to manage com-
munication through the wireless transceiver. The architecture is shown in Fig. 2.

In this architecture, the device manager has knowledge of the local environment,
the state of each node in the cluster (or nodes situated in the local environment), the
power level (i.e. remaining battery life) of each sensor node and finally, the I/O on the
node. The device manager is able to communicate only through software APIs. The
device manager has skills in conversation, negotiation and decision making.

The task manager has knowledge of each local ask status as well as the critical
levels of local tasks. Similar to the device manager, it is only able to communicate
through software APIs. The task manager has skill in data aggregation, integration,
filtering, conversation, decision making and event handling.

The port manager is essential in managing data moving through the port in which
the sink node communicates through. This is necessary due to the elevated number of
signals sent and received through the sink node when compared to a sensor node,
combined with the port’s limited ability in sending or receiving a signal. In other
words, the port manager should manage the port since a signal cannot be sent at the
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same time the device is listening for signals, nor can two signals be sent or received
simultaneously. The port manager has knowledge of the local environment, the status
of each node, and the status of the WSN port. The port manager agent, like the previous
two agents can communicate through software API’s, but can also communicate
through the WSN port. The port manager has skills in conversation negotiation and
decision making.

Finally, the sink node mediator has knowledge of advertisements and calls for bids.
It communicates through software API’s and other network protocols (for example,
internet). It has skills in conversation, collaboration and brokering. The sink node
mediator is responsible for mediating messages sent between agents located on a sink
node as well as communicating with agents on other sink nodes. The sink node
mediator, however, does not mediate messages between sink nodes and regular sensor
nodes local to the respective sink nodes.

Fig. 2. Agents which are deployed on sink node

232 M.S. Taboun and R.W. Brennan



4.2 Embedded Agents for Dynamic Reconfiguration

Along with the sink node embedded agents, a sensor node agent is embedded in each
sensor node. The distinction here is that “sensor node” refers to the hardware platform
of the sensor, while term “sensor node agent” refers to the software component, or
embedded intelligence.

The sensor node agent has knowledge of the current cluster topology, the neigh-
boring sink nodes, the port status, critical task levels, task status. The sensor node agent
is only able to communicate through the WSN port. The sensor node agent has skills in
communication, data aggregation and decision making.

4.3 Wireless Sensor Network Architecture

Sensor node agents are deployed on sensor nodes, which allows sensor nodes to
communicate with the sink node of their respective clusters through the WSN com-
munication protocols. The sink node embedded agents communicate with the data
acquisition system and/or other sink nodes through other network protocols. Since the
network architecture follows a clustered topology, scaling the network to more nodes is
fairly simple. An industrial WSN can be compose of 1, 2 or Sn sink nodes and 1, 2 or
Cn cluster of sensor nodes.

5 Application Specific Example

5.1 Embedded Agent Based WSN for Oil and Gas Refineries

To illustrate an application of the architecture, consider the example of a simple oil
refinery, shown in Fig. 3, which has been adapted from reference [14]. In this example,
the simple refinery process consists of 4 major types of equipment: separators, com-
pressors, water treatment and storage. For this example, there are two types of sepa-
rators: stage 1 and stage 2. There are also two types of gas compressors: a low-pressure
compressor and a high-pressure compressor.

In this example, which is based on the example presented in [13], unprocessed oil
(which consists of a mixture of oil, gas and water) enters the stage 1 separator. The gas
that is separated from the stage 1 separator goes to the low-pressure gas compressor.
The leftover oil flows to the stage 2 separator. In this stage 2 separator, the remaining
gas is separated from the oil. This gas is then sent to the low-pressure gas compressor.
After this process, the water that is separated is sent to the water treatment equipment.
The refined oil is stored and/or exported after leaving stage 2 separation. After leaving
the low-pressure gas compressor, the gas is sent to the high-pressure gas compressor,
where it is then exported. The process, along with the responsibility for each cluster is
illustrated in Fig. 3.

Some facilities will have more than 1 piece of a certain type of equipment. For
example, if it is assumed that a regular sized oil storage tank can be cluster 1.1, and that
there are three oil storage tanks in a refinery. It can then be said that cluster 1.1.1
monitors the first storage tank, 1.1.2 monitors the second, and 1.1.3 monitors the third.
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In this case, it would be simple to add one or more storage tanks, or remove an obsolete
or damaged storage tank.

One of the key metrics in a refinery is the frequency of data acquired from the
processing equipment. Although different types of equipment will have different
real-time data acquisition requirements, there will be a minimum threshold of data
acquired in order for the equipment to be feasible. In the next section, the effect of
increasing the number of sensor nodes as well as increasing the interval of signals sent
from the sensor nodes on the quality of service for the WSN.

6 Experiment

In this section, the experiment for this study is discussed. For this study, an experiment
was conducted to determine the extent of any effects on cluster size and frequency of
sensor node signals for this WSN architecture with passive sensor nodes. This is
essential to the development of agent based hardware. Much of the research on agent
based WSNs is done through simulations, without considering actual hardware
implementation. This experiment is designed to see how communication of agents

Fig. 3. WSN clusters in an oil and gas refinery [13]
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through a hardware implemented WSN protocol performs in terms of quality of service.
In this experiment, we implement we test the performance of the before mentioned
WSN architecture on hardware.

As previously mentioned, this architecture was implemented on a hardware testbed.
The testbed was developed using Raspberry Pi 3, Raspberry Pi Zero and XBee ZigBee
modules. For this experiment, the testbed was configured to have between 5 to 10
sensor nodes and 1 sink node.

The multi-agent system was built using JADE and deployed on this testbed. Tests
were run according to the statistical design presented in Sect. 6.2, and results were
analyzed. The experimental design is discussed in the next section starting with the
metric in Sect. 6.1.

6.1 Lost Signal Ratio

In large scale factory wireless sensor networks, one of the most critical metrics is the
number of signals making it through to the data acquisition system. The lost signal ratio
(Ls) is defined as:

Ls ¼ nsent � nreceived
nsent

ð1Þ

where nsent is the number signals sent in a cluster and nreceived is the number of signals
received by the sink node.

While an acceptable lost signal ratio is application specific, typically a goal is to
minimize the lost signal ratio. A lower lost signal ratio is the product of more of the
signals sent by the sensor node read by the sink node. A higher lost signal ratio, on the
other hand is a product of the sink node not receiving the signals sent by the sensor
nodes in its’ cluster. Lost signals result in lost information, which in turn degrades the
quality of any monitoring and/or control processing. Therefore, a lower lost signal ratio
contributes to a higher quality of service.

6.2 Statistical Design

In this experiment, we investigate the effect of two factors on the lost signal ratio of a
wireless sensor network cluster. The first factor is the number of sensor nodes in a
cluster. When increasing the number of sensor nodes, the sink node requires more
bandwidth, so we expect to see increased signal congestion and a corresponding
increase in lost signal ratio. In this experiment, this factor has six levels – the cluster
size ranging from 6 to10 sensor nodes.

The second factor is the time between sent signals. In a WSN with passive sensor
nodes, the sensor nodes send signals based on a factor internal to the sensor node. In
this experiment, the sensor nodes are inspected based on a time frequency. This factor
has two levels: 5 s and 10 s.

Given the factors previously introduced factors, a statistical scheme for experi-
mentation can be devised. There are 2 factors, 1 of which is 6 levels and 1 of which is 2
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levels. With a full factorial design outlined according to [15], we will have the fol-
lowing design:

rbase ¼ 6121 ð2Þ

where rbase is the number of base runs. With 12 base runs and 5 replications per run,
there are 60 runs total.

To reduce the effects of external factors, according to [15] it is widely suggested to
randomize the running order of the runs for the experiment. In this study, the running
order of the experiment was randomized using python and UNIX bash scripting.

6.3 Significance of Experiments with Respect to Embedded Agents

In this section, the significance of the experiment to embedded agents in WSN are
discussed. As previously mentioned, it is widely accepted that multi agent systems are
an ideal solution for managing wireless sensor networks. Much of the research to date
focuses on battery conservation and data routing, and only considers simulated
experiments. In the application specific example presented in Sect. 5, one of the pri-
mary concerns for oil and gas refineries is quality of service in terms of WSN data. This
equates to a lower number of lost signals. The experiment in this study tests hardware
embedded agents’ ability to deliver a feasible quality of service that would be required
in industrial applications.

6.4 Experimental Results

In this section, the results of the experiment are discussed. For this experiment, we
tested the effect of two factors on the lost signal ratio. In this experiment, we expected
the increase in cluster size to increase the lost signal ratio. We also expected the
increase in the time between sensor node signals sent to decrease the lost signal ratio.
First the effects of cluster size are discussed following with the transmission interval
time differences.

Effect of Cluster Size
In this experiment, different cluster sizes were examined, ranging from 5 to 10 sensor
nodes. There were to transmission times: 5 and 10 s. The effect of the cluster size for
both 5 and 10 s intervals are analyzed using 1-way ANOVA (for each) and a Tukey
post-hoc test.

For a transmission interval of 5 s, there was a statistically significant difference
between groups as determined by one-way ANOVA (F(5,24) = 718.7, p = .000).
A Tukey post hoc test revealed that the lost estimation ratio became statistically sig-
nificantly higher whenever an extra sensor node was added, as summarized in Fig. 4.

For a transmission interval of 10 s, there was a statistically significant difference
between groups as determined by one-way ANOVA (F(5,24) = 887.5, p = 0.000).
A Tukey post hoc test revealed that the lost estimation ratio became statistically sig-
nificantly higher whenever an extra sensor node was added, as summarized in Fig. 5.
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Fig. 4. Effect of cluster size on lost estimation ratio for 5 s transmission intervals (F(5,24) = 718.7,
p = .000)

Fig. 5. Effect of cluster size on lost estimation ratio for 10 s transmission intervals (F(5,24) =
887.5, p = .000
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Effect of Different Transmission Intervals
This study found that WSN clusters run with a 10 s transmission interval had statis-
tically significantly lower lost signal ratios (0.136 ± 0.104) compared to WSN clusters
run with a 5 s transmission interval (0.366 ± 0.101), t(58) = 8.714, p = 0.000. The
results are summarized in Fig. 6.

7 Conclusion and Future Work

In this paper, an embedded multi-agent systems based WSN was proposed. An
application specific example was demonstrated for an oil and gas refinery. An exper-
iment was conducted to see the effect of cluster size on lost signal ratio as well as the
effect of different frequency of sensor node readings for the cluster of passive sensor
nodes. The experiment concluded that increasing the cluster size increases the lost
estimation ratio while increasing the time between sensor node readings decreases the
lost signal ratio.

These experimental results may help to choose which sensors to prioritize in a large
scale industrial sensor network, such as the oil and gas refinery previously mentioned.
The embedded agents also allow for reconfiguration decisions at the sensor node level.
These reconfiguration protocols may arguably be more efficient with actively read
sensor nodes in a WSN. The authors are currently developing an active sensor node
architecture for a reconfigurable WSN to compare to this architecture.

Fig. 6. Comparing lost estimation ratio for 5 s and 10 s transmission intervals (t(58) = 8.714,
p = 0.000)
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1 Introduction

Area guarding, exploration, and environmental measurement constitute both
major necessities and open challenges for current robotics. As Industry 4.0 has
quickly found its place in various domains of manufacturing, applications that
use autonomous robots to considerably increase safety and security with no need
of additional operators have become effectively and widely marketable.

The article analyzes only a small portion of related problems but considers
their potential to be extended to other sub-problems. More concretely, two robots
from our newly developed Autonomous Telepresence Robotic System (ATEROS)
are used to fulfill one mission. An image of the robots included in ATEROS is
shown in Fig. 1. Further, an unmanned aerial vehicle (UAV) equipped with an
appropriate sensor subsystem acts as a 3D mapping device, and an unmanned
ground vehicle (UGV), an Orpheus robot, exploits gamma radiation sensors to
monitor the radiation area, make a ‘radiation layer’, or search for radiation
sources. The risks involving such sources are described in, for example, [1].

Since the data come from different sources, proper referencing is a vital task
and a central precondition of success. Although, potentially, the radiation mea-
surement data may be padded to any referenced 3D map, the advantage of

Fig. 1. The robots included in ATEROS.
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structuring such a map at the time of the radiation measurement embodies a
major asset: maps provided by other sources are often unreliable, obsolete, inten-
tionally distorted, or even completely useless in the case of an unexpected event
(a technological accident, war, or natural disaster).

The capabilities presented herein form only one part of the ATEROS sys-
tem, in which significantly more challenges are to be solved. For instance, a set
of robots patrolling a predefined industrial area can definitely possess mutli-
ple functions, including area guarding against unauthorized entries, monitoring
sudden or longer-term spatial changes to diagnose a wide range of issues rang-
ing from criminal/terrorist acts to technological accidents, and even observing
natural processes or vegetation development.

The text comprises several chapters describing relatively independent proce-
dures and aspects. In Sect. 2, high-precision photogrammetry with no need of
ground control points (GCP) for light UAVs is characterized. Section 3 discusses
precise self-localization, including the necessary equipment. The given process
is indispensable for navigation, as described in Sect. 4. Section 5 then outlines
the basics of radiation mapping, inclusive of directional measurement and the
algorithms to speed up a point radiation source.

2 Aerial Mapping

An aerial map embodies an essential element within the planning of a mission in
an unknown environment. Common aerial imagery is obtained using manned air-
craft, from the altitude of hundreds or thousands of meters, or utilizing satellites
deployed in space. In most cases, the resolution and accuracy of the orthopho-
tos produced via this kind of imagery is not sufficient for the precise navigation
of small mobile robots. Another restraining factor rests in that the landscape
can change quickly due to changing seasons, construction activities, or natural
disasters; consequently, the corresponding maps are rendered out-of-date. Such
preconditions then establish an opportunity for the use of UAVs.

2.1 UAV Photogrammetry

UAVs can be a very effective tool for aerial mapping due to their low overall
cost and safe and fast operation. Micro and light1 UAVs are able to operate in
low altitudes, producing the aerial imagery of local areas with very high ground
resolution and almost as often as needed. Basically, two ways to georeference
the imagery are available: using GCPs, whose positions are man-measured, and
via onboard positioning equipment to measure the position (and orientation) of
every single image. The indirect and direct approaches to georeferencing both
have their advantages and disadvantages; in this paper, however, the direct mode
is used because it satisfies the basic requirement of being usable in environments
that pose risks to the human health.

1 UAV classification according to [2]. Micro: less than 5 kgs; light: 5 to 50 kgs.
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For the purposes of aerial mapping, a multirotor UAV DJI S800 was equipped
with a multisensor system (Fig. 2) developed for the precise georeferencing of
aerial imagery. This system comprises a digital camera Sony Alpha A7, a global
navigation satellite system (GNSS) receiver Trimble BD982, an inertial naviga-
tion system (INS) SBG Ellipse-E, and a single board computer Banana Pi R1.
The GNSS receiver is able to measure position with centimeter-level accuracy
when real time kinematic (RTK) correction data are transmitted, and as it is
equipped with two antennas for vector measurement, the device also measures
orientation around two axes. The position and orientation data are used as an
auxiliary input for the INS, which provides data output at a frequency of up to
200 Hz. Since all the sensors are precisely synchronized, once an image is cap-
tured, the position and orientation data are saved into the onboard SSD data
storage. The multisensor system is described in more detail within [3].

Fig. 2. The applied UAV equipped with a multisensor system.

2.2 Image Acquisition and Processing

A UAV equipped with a multisensor system was used for the aerial mapping of a
region where a potential radiation source is located. During an 8-min automatic
flight, 137 photographs were taken across the area of approximately 3 ha. The
flight trajectory and image capture period were set to meet the requirement of
80% side overlap and 80% forward overlap. As the full-frame camera was fitted
with a 15 mm lens and the flight altitude corresponded to 50 m above the ground
level (AGL), the ground resolution of the images is about 2 cm/px. Figure 3 shows
the detail of one of the aerial images captured by the UAV (right), comparing it
with an orthophoto from the CUZK2 (left).
2 The State Administration of Land Surveying and Cadastre of the Czech Republic, a

body to provide web map service (WMS) containing orthophotographic, topographic,
cadastral, and other map layers.
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Fig. 3. A detail of the orthophoto from the CUZK [5] (left) and the orthophoto pro-
duced by the UAV photogrammetry (right).

Both the image data and the position data logs were imported into the
Agisoft Photoscan Professional photogrammetric software. This tool is capa-
ble of processing image data and reconstructing terrain geometry, finding use in
the creation of a digital elevation model (DEM) and orthophoto generation. The
digital terrain model is georeferenced directly in the course of image process-
ing because every image has been assigned a position measured using onboard
sensors. The accuracy of the digital model was determined via 30 ground test
points, exhibiting 1.6 cm RMS and 2.6 cm RMS for the longitude and latitude,
respectively, and 1.5 cm RMS for the vertical axis. These results almost achieve
the accuracy of indirect georeferencing, which is presented in, for example, [4].

Once the georeferenced orthophoto and the DEM have been formed, they
can be used in the planning of a trajectory for terrestrial robots. The data were
imported into the QGIS geographic software, which is able to work with a georef-
erenced raster, vector layers, and WMS layers. Using the orthophoto and DEM
layer, a target polygon with the area of 438 m2, where the terrestrial mapping
should be executed, was determined. The situation is illustrated in Fig. 4. The
polygon coordinates are used to generate the trajectory for the terrestrial robot,
described in greater detail within the following sections.

Fig. 4. The georeferenced orthophoto (left) and DEM (right) created using UAV pho-
togrammetry. The green polygon represents the target area for the actual terrestrial
mapping. (Color figure online)
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3 Robot Self-localization

The modular concept is applied to design the self-localization of a mobile robot,
allowing for the quick and easy integration of localization data from different
sources. A GNSS is used as the main source of localization data due to the
outdoor use of the mobile robot. Currently, the self-localization module com-
prises integrated submodules for odometry and AHRS/INS. Environments with
a good open sky view facilitate using a solution based on the GNSS only. A
Trimble BD982 GNSS receiver is employed for the GNSS localization solution.

The Trimble BD982 is an OEM receiver of GNSS signals. It enables the recep-
tion of GPS, GLONASS, Galileo, BeiDou, and QZSS signals. The receiver can
work as a single stationary or moving base station or as a rover. In all its modes,
the device can provide for different localization solutions. In situations with no
external correction data available, the receiver works in the autonomous mode;
if correction data distributed from satellites are accessible, it operates in the
satellite-based augmentation system (SBAS) mode; and on the condition that
the receiver uses data from ground correction stations or networks, it functions
in the ground-based augmentation system (GBAS) mode. In the last mentioned
cycle, the device can ensure differential GNSS (DGNSS) or RTK solutions. The
DGNSS solution is a code-based one, and the RTK solution uses the measure-
ment of the phase of the carrier signals. The RTK mode is the most accurate
type of solution from those mentioned above; it is the primary solution employed
in our applications. The main parameters of the BD982 receiver are summarized
in Table 1.

Table 1. The main parameters of the Trimble BD982 GNSS receiver [7]

Parameter Value

Update rate Max. 50 Hz

Latency Max. 20 ms

GPS signals L1 C/A, L2E, L2C, L5

GLONASS signals G1 C/A, G2 C/A, L2 P, L3 CDMA

Galileo signals L1 BOC, E5A, E5B, E5AltBOC

BeiDou B1, B2

QZSS L1 C/A, L1 SAIF, L2C, L5

Connectivity Ethernet, USB 2.0, CAN, RS-232, UART

Weight 92 g

Power consumption 2.3 W

Accuracy (RMS) in RTK Horizontal: 0.008 m, vertical: 0.015 m

Accuracy (RMS) in DGNSS Horizontal: 0.25 m, vertical: 0.5 m

Accuracy (RMS) in SBAS Horizontal: 0.5 m, vertical: 0.85 m
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Due to the high position accuracy in the RTK mode, position measurement
in two points on the short base lines can be used for very accurate heading
measurement. We utilize two GNSS antennas connected to the rover module.
The signals from the first antenna are employed in two RTK engines: the first
one ensures the position measurement of the mobile robot (using corrections from
an external base or network), and the second one is used for the heading/tilt
measurement of the mobile robot (via corrections based on the signals from the
second antenna of the rover). A typical configuration is shown in Fig. 5.

GNSS
base

GNSS
rover

communication
module

communication
module

corrections

local external vector (base-rover)

local
internal vectorvector of global position (base)

vector of global position (rover)

origin of global
coordinate system

position
antenna

position
antenna

vector
antenna

Fig. 5. Using the dual antenna GNSS receiver for 5DOF self-localization.

4 Robot Navigation

The mobile robot exploits an embedded control algorithm to track the required
trajectory of motion. The algorithm, designed by our laboratory, is implemented
as a separate module of the robot control system; it uses the data of the current
position and orientation from the self-localization module, computing the control
efforts for the motor drivers to track the requested trajectory. A simplified block
scheme of the navigation algorithm is presented in Fig. 6.

The block that computes the navigation solution to track the current way-
point with coordinates ϕN and λN from the current position with coordinates
ϕR and λR is shown in Fig. 7. Out of these coordinates, we then compute the

Fig. 6. A simplified block scheme of the navigation algorithm.
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Fig. 7. The principle of the navigation solution.

start azimuth αRN and length lRN of the navigation curve [8]. The azimuth error
is obtained from αRN (setpoint) and from the current azimuth αR (feedback)
of the mobile robot. All the computations are performed natively in the WGS-
84 coordinate system. A more detailed description of the algorithm is available
in [6].

The navigation module also integrates an application interface for external
control. In the context of autonomous area exploration, the external module with
a path planning algorithm generates a sequence of waypoints that describes the
requested robot motion trajectory.

5 Radiological Source Localization

According to papers [9,10], UAVs are applicable in obtaining radiation distri-
bution maps. The disadvantage of this solution consists in the low precision
of the source localization: Even when the UAV is equipped with a precise self-
localization module, such as that described earlier, a problem arises with increas-
ing distance from the sources due to the UAV’s high flight altitude AGL. The
drawback can be compensated for by using higher volume detectors; the useful
load of the drone is limited. Thus, UGVs embody a more beneficial option where
a high-precision localization process is desired.

In order to detect gamma radiation, the discussed system consisting of a
mobile robot equipped with a precise GNSS receiver is extended with a pair of
2-inch detectors based on sodium iodide doped with thallium (NaI(Tl)). The
detectors are complemented by multi-channel Nuvia NuNA MCB3 analyzers
suitable for standard scintillators and equipped with a high voltage source, a
preamplifier, and ADC sampling and processing. The data transfer is ensured
via USB or Ethernet.

We used the two-detector system due to it being direction-sensitive and uti-
lizable in advanced localization algorithms. In order to intensify the directional
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sensitivity, the detectors are separated by a 4 mm thick layer of lead. The idea
is inspired by the system comprising three NaI(Tl) detectors introduced in [11]
and the semiconductor detector setup with shielded layers discussed in [12]. An
image of the whole robotic system is proposed in Fig. 8.

Fig. 8. Robot carrying equipment for gamma radiation measurement.

A scheme of the system components related to the actual radiation measure-
ment is shown in Fig. 9. All the connections are realized through either the TCP
or the UDP protocols. The main component consists in the control module which
is a PC program performing data collection and the generation of commands for
the navigation module.

Fig. 9. A scheme of measurement system components.

The radiation measurement period is set to 1 s. The data are sent on request,
which is synchronized by GNSS timing. The radiation intensity is represented
by the number of pulses in each channel. The total count can be obtained by
summing the partial counts. When the detector has been energetically calibrated
or the response matrix operator is known, the dose rate can be obtained too [13].

5.1 Basic Mapping Algorithm

There are many different strategies to locate a radiation source in a pre-specified
area. One of these lies in riding through the whole area along parallel lines
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with defined spacing. This method is well-known and has been characterized in
multiple reports, e.g., [14]. To facilitate such an operation, two input parameters
are needed: a list of vertices defining the polygon to be mapped, and the spacing
of the measurement lines, whose relevant optimal value can be calculated for the
weakest source to be found.

At the initial stage, the control program needs to compute the waypoints
for the navigation module, calculating the equations of the lines parallel to one
of the polygon’s edges; the corresponding distance is given by the spacing. For
each line, intersections with the polygon are identified. The waypoints are equally
distributed along the line segments delimited by the intersections. Generally, this
algorithm works well for convex polygons; however, when each parallel line has
just two intersections with the polygon, it need not be convex. Apparently, the
situation depends also on the choice of the edge to which the lines are in parallel.
The resulting list of waypoints is arranged such that the points follow each other
appropriately, and it is then sent to the navigation module accompanied by the
command to start the passage. A schematic example of such a trajectory is
shown in Fig. 11 (left).

The result of the mapping procedure is a set of scattered points, and these
are not very suitable for visualization and further map processing, including, for
example, the conversion to a 3D point cloud. Thus, radiation intensity calculation
in the points of a regular grid is needed; this step is performable, for example,
through a Delaunay triangulation [15]. At this stage, the data can be visualized,
and the position of the sources can be marked manually.

The automatic computation of the position comprises three phases. First,
the local maxima have to be found. To eliminate false positive detections, we
used a custom 2D peak detector and tuned it with data acquired from real
experiments. Basically, each point in the data set is compared to its neighbor as
shown in Fig. 10, and its absolute value is compared to the threshold. The value
of parameter k is chosen in the range of between 0.95 and 1.00, with parameter
Th set to the double of the lowest measured intensity.

Fig. 10. A scheme of the kernel for peak detection.
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Afterwards, the measured data points within the radius defined around each
maximum are selected for further processing. These points are then fitted with a
suitable function. In general terms, it is possible to use a paraboloid to carry out
rough approximation because the fitting can performed analytically, using the
least-squares method. With the set of points (x, y, z) where z is the intensity,
the vector of the paraboloid parameters can be calculated by solving matrix
equation [16]

p =

⎡
⎢⎢⎢⎢⎢⎢⎣

p1
p2
p3
p4
p5
p6

⎤
⎥⎥⎥⎥⎥⎥⎦

=
[
1 x y x2 xy y2

]−1
z. (1)

The components of the matrix on the right-hand side are column vectors
composed of point coordinates. The following formulas then enable us to find
the coordinates of the maximum of the paraboloid described by the parameter
vector from Eq. 1. They fit to coordinates of the searched source [16].

xmax =
p3p5 − 2p2p6
4p4p6 − p25

(2)

ymax =
p2p5 − 2p3p4
4p4p6 − p25

(3)

5.2 Strong Source Search Algorithm

When timing is important and the presence of only one strong source can be
assumed in the area of interest, the algorithm discussed in this chapter is applica-
ble; it exploits the dynamic change of the measurement trajectory in accordance
with the data already measured.

First, the same trajectory as in the case of mapping is planned. After the
robot has reached the end of a line, the data are searched for peaks in the radia-
tion intensity. If such peaks are found in two neighboring lines and the distance
of their projections to the current line is smaller than some threshold, the tra-
jectory is altered, and new waypoints are planned in the direction perpendicular
to the current line, with intersection in the center between the peak projections.
The robot follows this new line denoted as normal line until another radiation
intensity peak occurs. Another line is planned in the direction perpendicular to
the normal line (and, therefore, is parallel to the original lines), with intersection
in the newly measured peak. The line may be shorter than the original ones. A
schematic example of such a trajectory is shown in Fig. 11 (right).

After the new waypoints have been passed, the control program is expected
to have collected enough data to interpolate the position of the source, using the
same method as in the case of basic mapping. The only difference rests in that
no local maxima are searched, and the global maximum is used instead. Three
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Fig. 11. The radiation mapping trajectory (left) and the strong source localization
trajectory (right).

parameters influence the behavior of the algorithm: the first one affects the peak
detection; the second one defines the allowed threshold for the neighboring peak
projection distance; and the third one determines the length of the last planned
line.

5.3 Experiment Results

Both of the presented algorithms were tested in experiments with real radiation
sources. For basic mapping, three gamma radiation sources were used, namely,
Cobalt-60 (60Co) with the activity of 8.0 MBq; 60Co with the activity of 220 kBq;
and Caesium-137 (137Cs) with the activity of 350 kBq. The polygon defined in
Sect. 2 served as the measurement area. The spacing of the parallel lines was set
to 1 m. The passage through the area took approximately 15 min. The interpo-
lated radiation map can be seen in Fig. 12 (left), and the estimated positions
of the sources are marked with crosses. The difference between the estimated
position of the strong 60Co source and the measured position (with the GNSS
receiver) corresponds to approximately 7 cm; the value is comparable to the ref-
erence measurement error.

The second experiment tested the strong source search algorithm in the same
measurement area, using 137Cs with the activity of 65.6 MBq. The control mod-
ule detected the corresponding peaks already in the first two lines, directing the
robot to the source. After the detection of the next peak, the final waypoints are
planned within 2 m radius. The resulting trajectory with the measured points is
visualized in Fig. 12 (right), and the estimated position of the source is marked
with a cross. The entire passage lasted 3 min. As in the previous experiment,
the difference between the estimation and the reference measurement is approx-
imately 7 cm.

The time of the experiment apparently depends on the source position. In
the discussed case, the source was approximately in the middle of the measured
area, and the period needed to locate the source was reduced 5 times. If a real
radiation-related incident happened, a wider area would be roughly explored
first, using means such as a helicopter [17]. The polygon for precise ground
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Fig. 12. The results of the radiation mapping (left) and strong source localization
(right).

measurement would be defined in accordance with the rough data, leading to
the assumption that the strongest source is in the center.

Proposed methods provide higher precision than more common airborne sys-
tems. In paper [14], the accuracy of a localization is several meters while our
robotic system has the position error lower by two orders. There are several
other methods described in a scientific literature but usually they are not tested
in real conditions or they deal with slightly different problems. In terms of source
localization, the second proposed algorithm is rather unique.

The evaluated directional characteristics of the applied radiation detection
system are shown in the polar plot within Fig. 13. The robot’s forward direction
is denoted as 0◦, and the number of the mean measured counts relative to the
forward direction is on the radial axis in percent. Thanks to the system geometry
and the lead shielding layer, both the detectors exhibit different sensitivity to the
radiation arriving in various incident angles. The radiation coming from angles
around 180◦ (through the robot) is notably attenuated. New algorithms that
employ the direction-sensitive system are currently being developed; they are
based on Bayesian techniques and the Monte Carlo method [18,19] and should
be able to quickly locate more than one strong source.

The designed system is suitable for localizing the static point sources
of gamma radiation. The approach, however, appears to be inconvenient for
dynamic processes such as monitoring the progression of a radiation cloud. Due
to the low speed of the robot, it is also incapable of tracking fast fluctuation of
a radiation field; an airborne system would be markedly more beneficial in this
type of mission.
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Fig. 13. The directional characteristics of the applied detectors.

Fig. 14. The final map containing both the orthophoto and the radiation map.

6 Conclusion

A multi-robotic system capable of fully autonomous 3D map building, inclu-
sive of the environmental parameters, was presented. In our case, the primary
3D map was structured using a light UAV, and the gamma radiation measure-
ment exploited an Orpheus UGV. The key component to facilitate such precise
mapping and navigation of the robots is exact self-localization. This step is, as
is presently common, performed through fusing data from multiple sources. As
regards the UAV, we use the combination of a MEMS-based INS and an RTK
GNSS, and in the UGV the combination of a vector RTK GNSS and odometry is
employed. The obvious drawback of the RTK GNSS-based self-localization and
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navigation rests in the necessity of correcting the data to render them available
for the solution. In our case, a custom base-station, which is a solution suitable
for most stationery missions, is exploited; the other option would be to purchase
of the correction data from providers, depending on the country of operation.
The final georeferenced map is shown in Fig. 14.

As is demonstrated, the proposed solution is currently feasible using even
relatively small robotic platforms. The presented UAV exhibits the maximum
payload capacity of 3 kg, but it is capable of precise photogrammetry with geo-
referenced output thanks to the incorporated miniature RTK GNSS and INS
combined with a hi-resolution full-frame camera. The UGV used also embodies a
smaller outdoor machine, with the approximate weight of 60 kg and the operation
time of 60 min per charging cycle at the minimum.

As it was already mentioned, the presented mission forms only one part of the
intended usage. Once the system has been built, the addition of other functions,
such as victim search or autonomous map-difference identification, appears to
be relatively simple. The robots can be easily equipped with supplementary
sensors to measure additional environmental parameters and/or related risks,
including CBRN ones. The proposed self-localization methods can be perceived
as an auxiliary tool to help effectively handle such risks, but the measurement
and searching algorithms still require changes according to the character of the
sensors and measured quantities.
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Abstract. In this applied research paper, we describe an architecture
for seamlessly integrating factory workers in industrial cyber-physical
production environments. Our human-in-the-loop control process uses
novel input techniques and relies on state-of-the-art industry standards.
Our architecture allows for real-time processing of semantically anno-
tated data from multiple sources (e.g., machine sensors, user input
devices) and real-time analysis of data for anomaly detection and recov-
ery. We use a semantic knowledge base for storing and querying data
(http://www.metaphacts.com) and the Business Process Model and
Notation (BPMN) for modelling and controlling the process. We exem-
plify our industrial solution in the use case of the maintenance of a
Siemens gas turbine. We report on this case study and show the advan-
tages of our approach for smart factories. An informal evaluation in the
gas turbine maintenance use case shows the utility of automated anomaly
detection and handling: workers can fill in paper-based incident reports
by using a digital pen; the digitised version is stored in metaphacts and
linked to semantic knowledge sources such as process models, structure
models, business process models, and user models. Subsequently, auto-
matic maintenance and recovery processes that involve human experts
are triggered.

Keywords: Cyber Physical System (CPS) · Human-in-the-loop · Indus-
try 4.0 · Smart factory · Case study · Handwriting recognition · Gesture
recognition · Anomaly handling · Business Process Model and Notation
(BPMN) · Anomaly detection · Semantic Knowledge Base

1 Introduction

Human-computer interaction for control processes is one of the key develop-
ment issues in cyber-physical systems (CPS) [6]. Especially in industrial set-
tings, incorporating workers in the manufacturing process as humans-in-the-loop
is promising for decision-making [5,27]. Further, efficient and secure manufac-
turing requires the standardisation of business processes [13].
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In this paper, we propose a cyber-physical system (CPS) architecture for
smart factories enabling a real-time semantic data analysis from multiple sources,
which is controlled by a standardised BPMN model (see also [16]). We evaluate
our method in the use case of gas turbine maintenance. Maintaining industrial
facilities is of high relevance—it helps to significantly reduce operating costs and
to improve productivity of the plant operations and the quality of the product [1].
However, as of today, the integration of production and maintenance processes
is only realised and implemented in a very limited way. With the increase in
automation, electrification, and digitalisation of plants, more and more monitor-
ing and maintenance devices and applications in cyber-physical environments
are emerging. In this way, single parts or components of plants are serviced
by dedicated predictive maintenance applications. In general, those techniques
should complement preventive maintenance strategies (i.e., strategies including
predetermined periodic basis components of the plant that are taken off-line for
inspection). In addition, due to the complexity of the underlying processes and
operations, employees that are most experienced with handling the machines and
plant components are no longer actively involved in the maintenance process. In
summary, the following shortcomings in maintenance applications on plants at
various levels can be observed1:

– The knowledge and expertise of production employees is no longer
integrated in an effective manner in the maintenance process.

– Many separate monitoring applications provide important insights about
plant components. However, often they do not include a comprehensive view
on the plant performance.

– The semantic knowledge about the plant structure and its basic principles
are not incorporated into the maintenance processes.

With our CPS architecture, we provide an approach to overcome these lim-
itations. It supports a seamless alignment of human-generated expert know-
how with machine-generated maintenance know-how in a semantically consistent
manner for improving the analytic-based maintenance application. In particular
our system enables: (1) a seamless integration and processing of expert knowl-
edge by smart pen technology (directly transferred from [21–23]); (2) modelling
and executing of workflow knowledge in form of BPMN [15] models; (3) incor-
porating structural knowledge about the plant and its operations by means of
a semantic model (semantic modelling/storage of components, products, and
reports in metaphacts); and (4) usage of this integrated data source as input for
analytical applications aiming to produce new valuable insights and to trigger
automatically recommended actions.

2 Related Work

A general overview for the current status and the latest advancement of CPS in
manufacturing is given in Wang et al. [26] and Sonntag et al. [24]. Herman
et al. [7] analysed literature on Industry 4.0 scenarios, which include CPS,
1 We extracted these shortcomings from interviews with domain experts.
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and extracted essential design principles for such systems. Our system com-
plies with Interoperability by incorporating humans-in-the-loop, Virtualisation
by modelling processes with BPMN and with Decentralisation, Real-time capa-
bilities, Service orientation and Modularity given by our flexible smart factories
server infrastructure. Wang [25] introduce an Intelligent Predictive Maintenance
(IPdM) system targeting zero-defect manufacturing in smart factories. They
include preventive and predictive maintenance approaches [1], but lack from
incorporating the workers that can provide valuable inputs. Zamfirescu et al. [27]
introduce a reference model for anthropocentric cyber-physical systems (ACPS).
They consider the worker as a composite factor of a general hybrid manufacturing
system (“human-in-the-loop”). We adhere to the “human-in-the-loop” principle
and build the platform for a holistic IPdM system in our maintenance scenario.

Petersen et al. [17] present a semantic model for representing smart factories
as ontology instances. However, their system is limited to monitoring applica-
tions. In contrast, our system allows us to trigger relevant actions upon monitor-
ing events. Mayer et al. [14] propose the Open Semantic Framework and show
its utility for increasing worker safety in industrial settings. Both publications
rely on standards concerning the semantic knowledge representation, but lack a
standardisation for the business processes in which they are integrated. A very
good and comprehensive overview for industrial standards mapped to the ISA95
model2 is given in Lu et al. [13]. Furthermore, Lee et al. [12] propose a guide-
line for implementing Industry 4.0-based manufacturing systems similar to the
ISA95 model and defined a sequential workflow order of implementation for two
major functional components of a CPS. Our case study is an ISA95 model level
3, similar to Panfilenko et al. [16].

3 Technical Architecture

Our goal is to implement a system architecture that allows us to integrate,
align, analyse, and manage machine and human generated data to produce
faster response times for anomaly recovery. The most important aspect of our
architecture is its flexibility with respect to the attached software components
and hardware devices facilitating fast adoption to different industrial use cases.
We developed a decentralised service-oriented architecture with the Smart Fac-
tories Server at its core (see Fig. 1). It serves as request proxy (services can
sign up; client requests are processed accordingly) and event broadcasting node
(data publisher and subscriber can register). The communication is based on
XML-RPC [11]. This approach enables an easy integration of a BPMN engine
managing the business processes and a semantic knowledge base providing the
necessary concepts of the domain. We use the Camunda3 BPMN workflow server
and the metaphactory platform of metaphacts4. Further, it allows for a seamless

2 www.isa.org/.
3 Camunda, https://camunda.org/.
4 Metaphacts, http://www.metaphacts.com.

https://www.isa.org/
https://camunda.org/
http://www.metaphacts.com
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integration of any user input device and machine sensor streams as data pub-
lisher. In particular, we integrated smart pens with networking capabilities and
machine sensors. The following section provides further details about a concrete
use case implementation.

Fig. 1. Smart factories server architecture, see the use case video on the GALLERY
tab: http://dfki.de/smartfactories

4 Use Case

Anomaly detection and recovery is of high relevance in manufacturing as failures
lead to high cost. In industrial environments, anomalies are usually detected by
workers or technicians that are familiar with the production facility; this includes
visitors from other organisational units with technical knowledge. Another app-
roach is the automated detection of anomalies through automatic analysis of
data from sensors monitoring the production processes. However, such systems
are often constrained to a single component whereas a failure would propagate
to interconnected components, for example in a production line. Due to the high
flexibility end extensibility of our CPS architecture, it can be applied for improv-
ing these and multiple other scenarios. In this section, we describe the use case
of gas turbine maintenance and emphasise the potential of our architecture with
a focus on human-in-the-loop error recovery.

4.1 Gas Turbine Maintenance

This business scenario focuses on the operation and maintenance of gas turbines,
in particular, we considered the Siemens gas turbine (SGT-750) as reference
object. We focussed on seamlessly incorporating workers in the maintenance
process (human-in-the-loop) without the need for workers to change their daily

http://dfki.de/smartfactories
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practice. The maintenance processes, which were elaborated in extensive expert
interviews, are modelled with BPMN (see Fig. 2). This standardisation is central
to our approach. To this end, a BPMN engine manages all incidents based on
this model as indicated in Fig. 1. The model further includes the integration of
humans into the workflow. The human-in-the-loop functionality allows a worker
to fill in paper-based incident reports with a smart pen, or to call a technician
in the case of high risk incidents. A detailed description of all components is
provided next.

4.2 Implementation

In this section we describe the core aspects, major components and function-
alities of our implementations for the gas turbine maintenance use case. These
include the standardised BPMN workflow models, the pen-based incident report-
ing for integrating humans-in-the-loop and the underlying semantic modelling
and knowledge representation (see Fig. 1). The target is to automatically process
incident reports and, depending on how critical the case is, to intervene in real-
time by alerting experts. The individual software components were designed and
implemented in close cooperation with domain experts, especially concerning
the BPMN-based workflow and the semantic models. We illustrate one possible
implementation of our general CPS architecture.

Gas Turbine Maintenance BPMN 2.0 Model. The maintenance processes
including the handling of incident reports are realised as BPMN process models,
which were elaborated in expert interviews. We use the Camunda BPM server
for automatically mapping reported incidents to maintenance steps of the gas
turbine in real-time (see Fig. 2). The process can be explained as follows: first,
an incident is observed in a facility, which yields a filled report modelled as a
BPMN event. It is evaluated by our classification components, and a report page
is inserted into the metaphacts knowledge base. Further, “proceed to further
processing” keeps record and passes the incident on to the next decision point.
Eventually, “compute risk” calls a risk level assessment (in the current model
high and low). Depending on the risk level, user tasks (human-in-the-loop) and
automated activities are initiated. If the risk is low, the Remote Diagnostic
Center (RDC) shall be notified via email and the production technician, who
can manually adjust the configuration, is informed. In case of a high risk, a
service expert is called and the RDC department receives an alert. A use case
video helps to understand this process of anomaly detection within a distributed
digital manufacturing architecture.5

Smart Pen Technology. In the industrial context, the interaction with pen
and paper forms is well known to the users and fits into established busi-
ness processes, e.g., documentation, maintenance, repair, or reporting processes.

5 Smart Factories, http://dfki.de/smartfactories/?page id=82.

http://dfki.de/smartfactories/?page_id=82
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Fig. 2. Gas turbine workflow model in BPMN 2.0

Thus, introducing the digital pen technology for these tasks requires only low
training effort and cost. The major advantage of smart pens is that the acquired
data can be processed and integrated in real-time into corresponding software
systems which enables continuous knowledge acquisition with worst-case execu-
tion time (WCET) capabilities. We use the highly innovative and networked
Neo Smartpen N2 facilitating digital user interaction on specially prepared
papers [20]. These special paper forms contain an almost invisible grid struc-
ture for identification of the form and localisation of the pen strokes. A filled
paper form is immediately synchronised via Bluetooth or Wifi with the screen of
an iPhone or tablet computer (DFKI provides additional streaming technology).
On confirmation by the user, the raw data is sent to the SmartPen Server which
is responsible for detecting the form and for managing the handwriting and
stroke gesture analysis. The handwriting recognition and gesture/shape analysis
is performed by using a commercial software library integrated into our system
architecture (myscript.com).

Preparation of Domain Specific Paper Sheets. The individual data fields
have been derived by intensive discussion with our technology partner Siemens
and can be described as follows: author and company name are important data
for further incident tracing and recommendation for task assignments; the iden-
tity of the author influences the reliability of provided risk estimates, e.g., tech-
nicians know the production line from daily work while service experts possess a
much deeper knowledge of the technology; incident type and description provides
a simple classification; potential risk gives subjective user risk assessment. The
graphical sketch representation is used to enable the workers to easily locate the

http://myscript.com/
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Gas turbine

Signature

Author: 

Plant Identifier : 

Incident Description : 

noise observation smell

other

Company:

Production Technician 

Gas Turbine Expert

Other

high low unknownPotential Risk:

Potential Cause:

plant identifier:NUMBER

author:TEXT company:TEXT

job-technician:BOOLEAN

job-expert:BOOLEAN

job-other:BOOLEAN

incident-noise:BOOLEAN incident-observation:BOOLEAN incident-smell:BOOLEAN

incident-other:BOOLEAN

incident-description:MULTILINETEXT

risk-high:BOOLEAN risk-low:BOOLEAN risk-unknown:BOOLEAN

potential-cause:MULTILINETEXT

auxiliary systems:FIGURE
gas turbine - compressor:FIGURE

gas turbine - combustion chamber:FIGURE

gas turbine - turbine:FIGURE

gear box:FIGURE generator:FIGURE

signature:SIGNATURE

Fig. 3. Specification of the semantics of the gas turbine maintenance report (Color
figure online)

incident by marking it on the printed illustration of the machine. The layout of
the sheet has been determined in close cooperation with layout designers and
experts of the application domain. We identified checkboxes, handwritten text,
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and encircling or marking components on a symbolic sketch with a pen gesture
as efficient input methods. Figure 3 shows the gas turbine maintenance sheet and
the individual regions for handwriting input on it. The semantics of the form
is defined by the geometric location, the input type and the underlying domain
and report model of all fields (highlighted in red). The gas turbine maintenance
report includes the following semantic regions:

– TEXT: “plant identifier”, “author”, “company”, “incident-description”,
“potential-cause”, “signature”

– CHECKBOX: “job-technician”, “job-expert”, “job-other”, “incident-noise”,
“incident-observation”, “incident-smell”, “incident-other”, “risk-high”, “risk-
low”, “risk-unknown”,

– GESTURE: “auxiliary systems”, “gas turbine - compressor”, “gas turbine -
combustion chamber”, “gas turbine - turbine”, “gear box”, “generator”.

Semantic Knowledge Base—Metaphacts. We use metaphacts as underly-
ing semantic knowledge base which is based on the standards OWL for modelling
and HTML5 for visualisation. It incorporates a semantic database Blazegraph6

for storing data in terms of the Resource Description Framework (RDF) [9]
triples (triplestore). A wiki that presents data to end users (e.g., incident reports)
is connected to the database by the SPARQL Protocol and the RDF Query Lan-
guage (SPARQL) [19]. A core advantage of metaphacts is this semantic repre-
sentation of data and the presentation that is based on the underlying concept
models. This allows for a more efficient development of semantic applications
compared to similar products, e.g., to the Semantic MediaWiki (SMW) [10] that
was used by Panfilenko et al. [16]. The SMW extends MediaWiki with simple
semantic capabilities, but remains a wiki which focusses on web pages.

We semantically defined our maintenance architecture in metaphacts with
a specific procedure model for anomaly detection and incident reporting. It is
integrated into all related plant structures and I2MSteel7 knowledge models.
There are generic templates for anomaly instances and incident reports specify-
ing generic concepts without defining the details. The specification of the details
(e.g., presentation type, form structure, relevant properties) is done for the con-
crete subtypes, e.g., a company, a specific plant or production components and
machines.

In metaphacts, existing OWL models (created with Protégé for example)
can be uploaded to the metaphactory and templates can be developed via a
browser interface. For uploading instances to the knowledge base (i.e., the seman-
tic data from a digitised paper report) we use the corresponding RDF SPARQL
commands transmitted via metaphacts’ REST interface and the standard tur-
tle/TTL syntax (see the example below). The ttl description includes a header
defining the namespace prefixes and the semantic data triples that were extracted
from the incident report. The corresponding PDF document is uploaded to the
knowledge base as reference and integrated into the resulting incident report
page (see Fig. 4). Here’s an Turtle/TTL example:
6 Blazegraph, https://www.blazegraph.com/.
7 I2MSteel, https://www.cetic.be/I2MSTEEL.

https://www.blazegraph.com/
https://www.cetic.be/I2MSTEEL
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@prefix: <http://siemens.com/energy/vocab/gasTurbineExample#>.

@prefix gtd: <http://siemens.com/energy/schemas/gasturbineDomain#>.

@prefix owl: <http://www.w3.org/2002/07/owl#>.

@prefix rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>.

@prefix xml: <http://www.w3.org/XML/1998/namespace#>.

@prefix xsd: <http://www.w3.org/2001/XMLSchema#>.

@prefix ppex: <http://siemens.com/energy/vocab/gasTurbineExample#>.

@prefix rdfs: <http://www.w3.org/2000/01/rdf-schema#>.

@prefix report: <http://siemens.com/reporting/schemas/generic#>.

@base <http://siemens.com/energy/vocab/gasTurbineExample>.

### http://siemens.com/energy/vocab/gasTurbineExample#TestReport_02:TestReport_02

rdf:type report:IncidentReport, owl:NamedIndividual;

rdfs:label "Gas Turbine Report Incident 170314_100508";

report:incidentType "Noise";

report:hasDate "2017-03-14 10:05:08";

report:authorsCompany "Siemens AG";

report:potentialRisk "unknown";

report:authorType "Other";

report:potentialCause "bearings worn out?";

report:author "Schneider";

rdfs:comment "rumbles very much";

report:locatedAtComponent:Generator01;

report:pdflink "/assets/reports/gasturbine/form-44f106ed-f262-4122-941c-b0173160ca8b.pdf".

5 Maintenance Case Study

One case study with domain experts is presented to illustrate the usefulness of
our service-oriented CPS architecture for industrial applications. In this case
study we explore the impact of our approach on the efficiency of maintenance
processes in the gas turbine use case. Through interviews and case studies with
domain experts, we iteratively designed and realised a seamless integration of
workers in the model-driven and standardised workflow using smart pen technol-
ogy. Incident reports are automatically analysed in real-time based on semantic
domain knowledge which initiated proper prevention or recovery activities. We
investigate the strengths and limitations of our architecture.

Maintaining industrial facilities is of great importance for reducing cost and
for improving product quality. In contrast, state-of-the-art processes in many
factories include simple pen and paper forms for incident reporting inducing long
processing and thus reaction times. In addition, these reports cannot be used
for analysing failures and for extracting their causes. This case study is based
on a qualitative assessment of our system extracted from interviews with expert
users that tested it in the gas turbine maintenance use case. Key advantages
that were reported are:

– Incident reports are immediately digitised, aligned and integrated into the
semantic knowledge base (digitalisation) within a few seconds which enables:
• Immediate data analysis (WCET) and over time, e.g., augmented with

sensor data
• Very fast response times
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Fig. 4. Incident report in metaphacts

• Intuitive and clear visualisation by filtering/searching for incidents with
certain criteria (e.g., component, time interval, incident type or keywords
within comments)

– Easy alignment to other business processes due to standardisation with
BPMN (well established in the industrial domain)

– Low overhead concerning change management as workers are already familiar
with pen and paper.

Interestingly, in comparison to tablet-based applications, the pen based appli-
cation was preferred as it was easier to handle and use in the working environ-
ment. The experts also mentioned the potential for other industries, such as
automotive, that are still relying on analog paper-based reporting. In general,
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we can state that the future potential of these applications has been recognised
by our expert partners in a very positive manner and in nearly all discussions,
they mentioned further scenarios and processes that could benefit from this tech-
nology.

6 Conclusion and Outlook

We proposed a service-oriented architecture for seamlessly integrating workers
in industrial cyber-physical production environments. This enables automatic
data processing based on standardised models (BPMN and semantic concepts).
A case study with domain experts (maintenance processes for a gas turbine)
has shown the usefulness of our approach. It also demonstrated the flexibility
of our architecture and thus its potential for improving efficiency in many other
Industry 4.0 use cases (such as the hot rolling mill). The tools (Camunda BPM
server and metaphacts) and hand writing input modes used for implementing
this use case turned out to be suitable candidates for further developments in
similar domains.

The second use case is about the hot rolling mill plant in Eisenhüttenstadt [8].
The I2MSteel8 project (intelligent and integrated manufacturing in steel produc-
tion) has set up a comprehensive knowledge base for this kind of facility. It con-
tains a broad model library for steel manufacturing processes including product
models, process models, structure models, measurement models, order models,
and storage models. This practical application scenario for the hot rolling mill in
Eisenhüttenstadt combines two anomaly treatment approaches: (1) the manual
(human-in-the-loop) incident reporting by using a smart pen, and (2) the auto-
matic processing of a Semantic Sensor Network (SSN) compliant to W3C SSN
Ontology [4]. The approach for pen-based incident reporting will be similar to
the gas turbine use case. The automated anomaly detection relies on a collection
of smart sensors that are placed in the production environment, e.g., attached to
machines, products, or the production environment. All sensors are represented
in a semantically modelled sensor network (SSN), which describes the sensor
capabilities, their measurement processes, and typical observations. Based on a
corresponding reasoning mechanism, inconsistent sensor values, broken sensors,
or sensor values exceeding predefined limits are immediately detected as anom-
alies. These can then be integrated into the database and immediately processed
at detection time. Depending on the underlying anomaly model, recovery actions
can be triggered automatically.

Our extensible CPS platform suggests the integration of further input chan-
nels. Prange and Sonntag proposed pen-based form filling using tablet computers
in the medical domain [18]. It would be interesting to transfer their approach and
evaluate the utility and usability in the industrial context. Further, we would
like to investigate speech dialogues with gaze-based deictic reference resolution
similar to [3] and combine speech with gaze-guided object classification [2] to
map gaze to semantic concepts. Another promising direction is the integration
8 I2MSteel, https://www.cetic.be/I2MSTEEL.

https://www.cetic.be/I2MSTEEL
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of smart environmental sensors (SSN) for predictive maintenance. Multimodal
multisensor input channels and corresponding recovery actions could be used
to train deep networks for holistic and automatic business process modelling as
suggested in [24].
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