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Preface

The well-established International Conference on Database and Expert Systems
Applications – DEXA — provides a forum to bring together researchers and practi-
tioners who are actively engaged both in theoretical and practical aspects of database,
information, and knowledge systems. It allows participants to exchange ideas,
up-to-date information, and experiences in database and knowledge systems and to
debate issues and directions for further research and development.

This volume contains papers selected for presentation at the 28th International
Conference on Database and Expert Systems Applications (DEXA 2017), which took
place in Lyon, France, during August 28–31, 2017.

DEXA 2017 attracted 166 submissions from all over the world. Decision on
acceptance or rejection was based on at least three reviews for each submitted paper.
After a thorough review process by the Program Committee members, to whom we
owe our acknowledgment and special thanks for the time and effort they invested in
reviewing papers, the DEXA 2017 chairs accepted 37 full research papers and 40 short
research papers yielding an acceptance rate of 22% and 24%, respectively. Full papers
were given a maximum of 15 pages in this volume and short papers were given an
eight-page limit. Authors of selected papers presented at the conference will be invited
to submit extended versions of their papers for publication in the Springer journal
Transactions on Large-Scale Data- and Knowledge-Centered Systems (TLDKS). The
submitted extended versions will undergo a further review process.

Two high-quality keynote presentations on “Structural and Semantic Summarization
of RDF Graphs” given by Ioana Manolescu, Senior Researcher, Inria Saclay and Ecole
Polytechnique, France, and “Omnipresent Multimedia – Pain and Gain of the Always
Connected Paradigm” given by Gabriele Anderst-Kotsis, Johannes Kepler University
Linz, Austria, were also featured in the scientific program of DEXA 2017.

This edition of DEXA also featured five international workshops covering a variety
of specialized topics:

• AICTSS 2017: First International Workshop on Advanced ICT Technologies for
Secure Societies

• BDMICS 2017: Second International Workshop on Big Data Management in Cloud
Systems

• BIOKDD 2017: 8th International Workshop on Biological Knowledge Discovery
from Data

• TIR 2017: 14th International Workshop on Technologies for Information Retrieval
• UCC 2017: First International Workshop on Uncertainty in Cloud Computing

The success of DEXA 2017 would not have been possible without the hard work
and dedication of many people including Gabriela Wagner as manager of the DEXA
organization for her highly skillful management and efficient assistance, Chirine
Ghedira and Mahmoud Barhamgi as local Organizing Committee chairs for tackling



different aspects of the local organization and their dedication and commitment to this
event, Karim Benouaret, Caroline Wintergerst, Christophe Gravier, Omar Boussaid,
Fadila Bentayeb, Nadia Kabachi, Nabila Benharkat, Nadia Bennani, Faty Berkaï, and
Claire Petrel as local Organizing Committee members for supporting us all the way
through, and Vladimir Marik as publication chair for the preparation of the proceedings
volumes. Our special thanks and gratitude also go to the general chairs for their
continuous encouragement and great support: Abdelkader Hameurlain (IRIT, Paul
Sabatier University, Toulouse, France), Amit Sheth (Kno.e.sis - Wright State
University, USA), and Roland R. Wagner (Johannes Kepler University, Linz, Austria).

DEXA 2017 received support from the following institutions: Lyon 1 University,
Lyon 2 University, Lyon 3 University, University of Lyon, INSA of Lyon, LIRIS Lab,
ERIC Lab, CNRS, FIL (Fédération Informatique Lyonnaise), AMIES Labex, and FAW
in Austria. We gratefully thank them for their commitment to supporting this scientific
event.

Last but not least, we want to thank the international community, including all the
authors, the Program Committee members, and the external reviewers, for making and
keeping DEXA a nice avenue and a well-established conference in its domain.

For readers of this volume, we hope you will find it both interesting and informative.
We also hope it will inspire and embolden you to greater achievement and to look
further into the challenges that are still ahead in our digital society.

June 2017 Djamal Benslimane
Ernesto Damiani

William I. Grosky
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Abstract. Collecting, releasing and sharing microdata about individ-
uals is needed in some domains to support research initiatives aiming
to create new valuable knowledge, by means of data mining and analy-
sis tools. Thus, seeking individuals’ anonymity is required to guaran-
tee their privacy prior publication. The k-anonymity by microaggrega-
tion, is a widely accepted model for data anonymization. It consists in
de-associating the relationship between the identity of data subjects, i.e.
individuals, and their confidential information. However, this method
shows limits when dealing with real datasets. Indeed, the latter are char-
acterized by their large number of attributes and the presence of noisy
data. Thus, decreasing the information loss during the anonymization
process is a compelling task to achieve. This paper aims to deal with
such challenge. Doing so, we propose a microaggregation algorithm called
Micro-PFSOM, based on fuzzy possibilitic clustering. The main thrust
of this algorithm stands in applying an hybrid anonymization process.

Keywords: k-anonymity · Hybrid micoaggregation · Information loss ·
Fuzzy and possibilistic clustering

1 Introduction

With the growth of digital economy, data sharing has become an essential busi-
ness practice. Such concept consists in collecting data to interpret, process and
analyze them for a spesific purpose, then, make these data reusable for other
purposes [6]. Sharing allows new insights from existing data and enables organi-
zations to make full use of this core resource. However, when the collected data
concern information about individual, called microdata, publishing and releas-
ing them can also introduce new ethical risks. In fact, the collected data may
contain confidential and sensitive information, e.g. visited websites of internet
users, videos watched and uploded, geolocation of smartphone users, etc. Collect-
ing, analyzing and sharing such information raises threat to individual privacy.
Thereby, privacy concern can be considered as a major obstacle for data shar-
ing. Data de-identification, i.e. subtracting explicit identifiers, is regarded as
a priority to prevent sensitive information from being disclosed. Such process

c© Springer International Publishing AG 2017
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involves removing any information which is able to uniquely identify an indi-
vidual, e.g. name, SSN, etc [14]. However, the latter solution could not ensure
individual anonymity. That is, residual information can still susceptible for iden-
tity disclosure. Indeed, it was revealed that is possible to manipulate de-identified
datasets and recover the real identity of individual, through data linkage tech-
niques [4,23,26]. Such risk is called re-identification [25]. Although, a study pre-
sented in [26], showed that if the direct identifiers are removed from the original
records, certain attributes, called quasi-identifiers, such as the birth date and
zip-code can be used to uncover the real identities of the underlying records.
Therefore, a large number of Privacy Preserving Data Mining (PPDM) methods
have been proposed aiming at ensuring privacy of the respondents, while preserv-
ing the statistical utility of the original data [3]. The basic idea of this research
area, also known as Statistical Disclosure Control, is to modify the collected data,
subject to be released, in such a way to perform analysis and knowledge discov-
ery tasks effectively without compromising the security of sensitive information
contained in the data. Thus, PPDM methods aim to balance two goals inversely
related, namely utility and privacy of individual data. That is, if an aggressive
protection is performed on data, then a significant information loss will be gen-
erated but a low disclosure risk. However, slight data protection outputs high
disclosure risk with negligible information loss. Microaggregation is a widely acc-
cepted PPDM technique for data anonymization, aiming at de-associating the
relationship between the identity of data subjects and their confidential infor-
mation [10]. Microaggregation technique proceeds in two stages.

– First, the set of records in a microdata is distributed into groups in such a
way that: (i) each group contains at least k records; (ii) records within a
group are as similar as possible. The obtained groups form a k-partition.

– Second, records within each group are replaced by a representative of the
group, typically the centroid record.

Clearly, when microaggregation is applied to the projection of records on
their quasi-identifier attributes, the resulting microdata fulfills the k-anonymous
model [26]. That is, for any combination of values of quasi-identifier attributes in
the released microdata, there are at least k records sharing that combination of
values. Normally, microaggregation gathers the closest data together, in such a
way that the respective distances between the data vectors and the correspond-
ing centroids is as small as possible. However, for a multi-dimensional dataset,
achieving an optimal k-partition has been shown to be NP-hard task [22]. Thus,
microaggregation methods are based on heuristics to find the appropriate com-
bination of aggregated records which increase the partition’s homogeneity, while
ensuring privacy, i.e. preventing the re-identification risk or at least possible
with probability 1/k. To achieve such a partition, microaggregation methods
rely on refinement steps, during the partitioning process, which aim to fine tune
the obtained partition, by merging or splitting its fixed size groups. However, in
real datasets the poor homogeneity within the generated partition can be sig-
nificant, especially in noisy surroundings. So, its refinement could be costly and
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does not necessarily converge to the optimal partition. In our opinion, the major
weakness of the micoaggregation methods lies in the fact that they apply the
k-partitioning process without studying the distribution of the input data and
their correlation. We think that, if there is a step to add, in order to converge
to the optimal k-partition, it should be applied before the partitioning process.
This step should analyze the similarity between the input data, in order to decide
which data should be gathered in a same group.

This study proposes a microaggregation algorithm, called Micro-PFSOM,
based on fuzzy possibilistic clustering [1]. The proposed algorithm aims to gen-
erate the optimal partition, i.e, maintains the trade-off between privacy and
data utility, even when handling noisy data and outliers. Doing so, the Micro-
PFSOM algorithm splits the original microdata into a set of disjoint sub-
microdata. Then, microaggregation process can be applied independently on
each sub-microdata formed by similar data. Thereby, we can ensure a decrease
of information loss.

The remainder of this paper is organised as follows. In Sect. 2, we review
previous microaggregation methods. Section 3 thoroughly describes the Micro-
PFSOM. Section 4 discusses the encouraging results of the experimental study.
Finally, the conclusion and issues for future work are sketched in Sect. 5.

2 Related Work and Problem Statement

Consider a dataset with n records and d numerical attributes. That is, each
record is a d-dimensional data point in a d-dimensional space. Microaggregation
involves to find the k-partition, i.e. the appropriate combination of n data points
that form g groups of at least k size, where each data point belongs to exactly
one group. Then, data anonymization process consists in replacing the quasi-
identifiers of each data point by those of its representative, i.e. the centroid
of the group to which it belongs to. Consequently, gathering similar data in the
same fixed-size group results low information loss. Note that, k is a given security
parameter, the higher the value of k is, the larger the information loss and the
lower the disclosure risk are [26]. Selecting the optimal level of anonymity, i.e.
the choice of the parameter k, was discussed in [8].

An optimal microaggregation aims to maintain at most the homogeneity
within the k-partition, which can be a compelling task to achieve, i.e. NP-hard
problem [10]. This issue has grasped the interest of the literature and a wealthy
number of algorithms exist. The MDAV algorithm [12] is the most used for
microaggregartion, which operates through an iterative process. Its principle
involves computing the centroid of the quasi-identifiers of all input data points.
Then, the two extreme data, xr and xd, relative to the centroid are extracted.
Where xr is the most distant data vector to the centroid. While xd is the most
distant data vector to xr. Then, two groups are formed with size k around xr

and xd, respectively. One group, called Gr, contains the data point xr and its
(k − 1) closest data points. The other group, called Gd, which contains xd, is
similarly formed. Such process is repeated until all input data vectors of the
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original microdata are partitioned. Doing so, the MDAV algorithm generates
a k-partition formed by groups having a same cardinality. If the number of
input data is not divisible by k, the cardinality of one group, generally the
last one, ranges between k and 2k − 1. However, the obtained partition, by the
latter process, may lack flexibility for adapting the group size constraint to the
distribution of the data vectors. To illustrate such limit, let X, which is exposed
in Table 1, be an original microdata. Each data vector xi ∈ X is characterized
by a two-dimensional quasi-identifier set, composed by the attributes ZIP code
and Age, and a set of p confidential attributes.

Table 1. The original microdata X

Quasi-identifiers Confidential attributes

ZIP code Age Attribute1 . . . Attributep

x1 1011 25 a1(1) . . . a1(p)

x2 1007 22 a2(1) . . . a2(p)

x3 1025 40 a3(1) . . . a3(p)

x4 1032 42 a4(1) . . . a4(p)

x5 1008 23 a5(1) . . . a5(p)

x6 1012 26 a6(1) . . . a6(p)

x7 1010 24 a7(1) . . . a7(p)

x8 1036 40 a8(1) . . . a8(p)

x9 1040 43 a9(1) . . . a9(p)

x10 1013 27 a10(1) . . . a10(p)

x11 1050 56 a10(1) . . . a10(p)

By setting the parameter k equal to 3, the MDAV algorithm starts by com-
puting the center of all input data i.e. c = (1025, 37). The two data vectors x11

and x2 having the longest squared Euclidean distance are selected. Where x11

corresponds to the furthest data vector to the center, while x2 is the most distant
data vector of x11. Two groups of cardinality 3 are formed, around the latter
pair of data vectors, gathering their k − 1, i.e. 2, nearest data. Since the cardi-
nality of the remaining data is less than 2k, thus they will form a same group.
Thereby, the final 3-partition, given by Table 2, is composed by the following
groups: G1 = {x8, x9, x11}, G2 = {x3, x4, x10} and G3 = {x1, x2, x5, x6, x7}.
However, the latter partition is not optimal in terms of within-groups homo-
geneity. For example, the two data vectors x3 and x4, with the quasi-identifiers
(ZIP code, Age), are respectively equal to (1025, 40) and (1032, 42), have been
gathered in a same group of data having a ZIP code varying between 1011
and 1013, and their Age attribute ranges between 25 and 27. In fact, an opti-
mal 3-partition of X would be G1 = {x8, x9, x11} and G2 = {x2, x5, x7} and
G3 = {x1, x3, x4, x6, x10}.
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Table 2. The 3-partition of X obtained by the MDAV algorithm

Quasi-identifiers Confidential attributes

ZIP code Age Attribute1 . . . Attributep

G1 x8 1036 40 a8(1) . . . a8(p)

x9 1040 43 a9(1) . . . a9(p)

x11 1050 56 a10(1) . . . a10(p)

G2 x2 1007 22 a2(1) . . . a2(p)

x5 1008 23 a5(1) . . . a5(p)

x7 1010 24 a7(1) . . . a7(p)

G3 x1 1011 25 a1(1) . . . a1(p)

x3 1025 40 a3(1) . . . a3(p)

x4 1032 42 a4(1) . . . a4(p)

x6 1012 26 a6(1) . . . a6(p)

x10 1013 27 a10(1) . . . a10(p)

In order to improve the results of fixed-size heuristic, in terms of homogene-
ity, several methods have been proposed offering a given freedom of adapting
the distribution of the input data within the k-partition. This is accomplished
by allowing the cardinality of groups varying between k and 2k − 1. In [9], the
partitioning process is performed by building one fixed size group, at each iter-
ation. Then, the latter group is extended by adding its closest unassigned data
according to a gain factor. In [7,20] a two-phase partitioning process is applied.
The first phase aims to build the fixed-size groups. Then, the latter are tuned
in a second phase, by decomposing or merging the formed groups. However, in
real-life datasets the poor homogeneity within the generated partition can be
significant, especially in noisy surroundings. So, the refinement step could be
costly and does not necessarily converge to the optimal partition.

In [27] the authors proposed the Adaptive at least k fuzzy-c-means algorithm,
that introduces fuzzy clustering within a microaggregation process to build all
groups simultaneously. This algorithm is an adaptive and recursive variation of
the well-known FCM algorithm [16]. At a glance, it consists in applying, first,
the FCM algorithm to build a fuzzy partition. Then, if the obtained clusters are
too small, i.e. the minimal cardinality is less than k, then the adaptive step is
applied again by updating both parameters of FCM. The adaptive step is applied
until the smallest cardinality of clusters is reached, which is equal to k. However,
this algorithm is expensive, in terms of execution time. In fact, to achieve such
a stabilization the algorithm has to perform a high number iterations. Thus, the
costly time complexity constitutes a serious hamper for its effective use.

To sum up, the challenge in microaggregation is to design good heuristics
for the multi-dimensional microdata, where goodness refers to combining high
group homogeneity and computational efficiency. Note that, no previous work in
the literature has addressed the impact of noisy data on the microaggregation
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quality. In fact, real datasets are characterized by the presence of noisy data and
outliers, which can directly influence the obtained anonymized microdata. The
aim of this paper is to propose a new algorithm for microaggregation, based on
fuzzy possibilistic clustering [1]. Our approach’s aim is twofold: (i) build homo-
geneous k-partition by using a fuzzy possibilistic clustering method to reduce
the influence of noisy data and outliers; (ii) reduce the disclosure risk, by main-
taining the constraint of k-anonymity model. In the following, we detail our
proposed approach aiming to cope with the above mentioned drawbacks.

3 The MICRO-PFSOM: A New Algorithm Aiming at
Generating the Optimal Partition of Microaggregation

The aim of the proposed microaggregation algorithm, called Micro-PFSOM, is
to generate an anonymized microdata subject to be released for analysis purpose.
Doing so, the proposed algorithm relies on fuzzy possibilistic clustering principle,
in order to: (i) revel the similarity between the input data, (ii) decrease the
influence of noisy data and outliers during the k-partitioning process.

3.1 General Principle of the MICRO-PFSOM Algorithm

The main idea of the Micro-PFSOM algorithm consists in applying an hybrid
microaggregation by splitting the original microdata X into a set of disjoint
sub-microdata, i.e. X = {X1,X2, . . . , Xl}. Then, the anonymization process can
be applied independently on each sub-microdata, while maintaining the data
utility and avoiding identity disclosure. In fact, cluster analysis or clustering is a
useful means to meet such purpose. Clustering is a process of partitioning a set
of data objects into a set of meaningful sub-classes, called clusters, based on the
information describing the data or their relationships [5]. The goal is that the
data in a group will be similar (or related) to one other and different from (or
unrelated to) the data in other groups. By adopting such approach, we can apply
microaggregation independently on each sub-microdata. That is, from each sub-
microdata Xi, where i = {1, . . . , l}, a ki-partition is trained by microaggregation
process. Then, the anonymous microdata is obtained from the generated ki-
partition, i = {1, . . . , l}. Note that, applying independently microaggregation
can reduce the information loss, since the partitioning process is applied on
homogeneous records, i.e. sharing the same characteristics.

In a nutshell, the proposed Micro-PFSOM algorithm, sketched in Algo-
rithm1, follows the following steps:

1. Splitting step: This step aims at dividing the original microdata into disjoint
sub-microdata

2. Microaggregation step: This step consists in applying the partitioning process
into the set of disjoint microdata.

3. Merging step: In this step, the generated partitions, of the previous step, are
used in order to train anonymous microdata, subject to be released
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Algorithm 1. The general principle of the Micro-PFSOM algorithm
Input: X : The original microdata
Output: X ′ : The anonymized microdata of X
Begin1

Split the microdata X into c disjoint sub-microdata2

X = Xid1 ∪ Xid2 ∪ . . . ∪ Xidc.
Let {x̄id(1), x̄id(2), . . . , x̄id(c)} be the cluster centres of their respective3

sub-microdata {Xid1, Xid2, . . . , Xidc}.
Foreach sub-microdata Xidj ∈ {Xid1, Xid2, . . . , Xidc}, ∀j ∈ {1, . . . , c} do4

X ′
j ← Microaggregation process(Xidj , x̄id(j))5

X ′ = X ′
1 ∪ X ′

2 ∪ . . . ∪ X ′
c6

End7

Unlike the standard microaggregation methods, the Micro-PFSOM algo-
rithm integrates a pre-processing step before applying the k-partitioning process,
aiming at discovering the data distribution (Algorithm 1 line 2). That is,
the Micro-PFSOM algorithm splits the original microdata into disjoint sub-
microdata {Xid1,Xid2, . . . , Xidc}, while computing their appropriate cluster
centres. The latter are used, in a second step, during the anonymization process.
The clustering process aims to ensure that data sharing similar characteristic
of quasi-identifiers are gathered in a same sub-microdata. Thus, the set of sub-
microdata {Xid1,Xid2, . . . , Xidc} corresponds to the c clusters contained in
X, where the clustering process is performed according to the quasi-identifier
attributes. In this way, the k-partitioning process of the microaggregation can
be applied independently on each sub-microdata (Algorithm 1 lines 4−5), by
using the MDAV algorithm due its simplicity. Accordingly, the risk of gather-
ing dissimilar data in a same fixed-size group will be eliminated. Afterwards, the
anonymized microdata X ′ of X, is considered simply as the union of anonymized
sub-microdata X ′

j obtained from each sub-microdata Xidj (Algorithm 1 line 6).
Therefore, the main challenge of the Micro-PFSOM algorithm is to find the

suitable set of sub-microdata {Xid1,Xid2, . . . , Xidc}, contained in the original
microdata X, and estimate rightly their centres even in noisy surroundings.
In the following we present the fuzzy possibilistic clustering algorithm, called
PFSOM, aiming to achieve the latter purpose.

3.2 Fuzzy Possibilistic Clustering for Microaggregation

Given a dataset X including n data vectors and c the number of clusters, the
PFSOM algorithm aims to assign each data vector to its suitable cluster, in such
a way that data with similar quasi-identifiers are gathered in a same cluster. Note
that, the parameter c designs the optimal number of clusters, which is estimated
by a multi-level approach [2].

The PFSOM algorithm relies on fuzzy possibilistic clustering in order to
decrease the influence of noisy data. In fact, real datasets are characterized by
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the presence of noisy data and outliers, which can directly influence the obtained
data clusters. Fuzzy clustering is a useful means to partition a dataset in noisy
surroundings [5]. In fact, fuzzy clustering relies on fuzzy sets [28] allowing the
data objects to belong to several clusters simultaneously with different degrees
of membership [16]. Furthermore, these membership degrees offer a much finer
degree of detail of the data model. In this respect, the Fuzzy Self Organising Map
FSOM algorithm [17], is one of the popular data clustering approaches, owe to
its effectiveness for clustering high dimensional datasets. However, the FSOM
algorithm heavily relies on a probabilistic constraint to compute the membership
values of data to the clusters [1]. That is, the membership of a data point across
cluster sum to 1 [16]. However, such constraint can result membership values
sensitive to noise [18]. To mitigate such effect, possibilistic clustering has been
proposed [18]. Its originality consists in interpreting the membership values as
degrees of the possibility belonging the data points to the clusters. That is, it
reformulates the fuzzy clustering problem in such a way to generate memberships
that have a typicality interpretation.

Therefore, the PFSOM algorithm aims to extend the traditional fuzzy clus-
tering FSOM algorithm, by integrating both of the concept of typicality and
membership values during the clustering process. In fact, to classify a data point,
a cluster centroid has to be the closest one to the data point, and this what aims
fuzzy clustering by using a probabilistic constraint, i.e. membership values [16].
In addition, for estimating the centroids, the possibilistic constraint, i.e. typi-
cality values, is used for mitigating the undesirable effect of outliers [18].

To split a dataset into c clusters, the PFSOM algorithm adopts the par-
titioning process illustrated in Algorithm2. It starts by initializing the cluster
centres (Algorithm 2 line 2). Then, the prototypes of the latter are adjusted dur-
ing a learning process. That is, the estimation of the cluster centres is achieved
through an iterative process. In each iteration, the prototype of each cluster cen-
ter cj is updated according to the membership and typicality values of all data
to that cluster (Algorithm 2 line 8). We should mention that, when the num-
ber n of data points is large, the typicality values computed will be very small.
Thus, the typicality values may need to be scaled up. Doing so, the PFSOM
algorithm integrates two user-predefined parameters in order to control the rel-
ative importance of fuzzy membership and typicality values during the learning
process. Doing so, the proposed algorithm defines a learning rate as follows:

αij(t) = a × μmt
ij + b × tηt

ij (3)

where μij and tij denote, respectively, the value of fuzzy membership and typi-
cality of a given data xi to a cluster center cj . The constants a and b define the
importance of, respectively, the fuzzy membership and the typicality values in
the learning rate. Note that, the membership value represents the degree to which
a data point xi belongs to a given cluster cj . Such value is measured according to
distances between xi to all cluster centres, as defined by Eq. 1 (Algorithm2 line
6) [15]. However, the typicality of a data point to a given cluster represents its
resemblance to the other data points belonging to the same cluster, i.e. internal
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Algorithm 2. The PFSOM algorithm
Input:

– X : the training data.
– maxit : the maximal iterations number for training process.
– m0 and η0 : the fuzzier parameters.
– a and b: the parameters which control the membership and typicality values.
– ε : error threshold.

Output: The fuzzy partition
Begin1

Initialize the prototype of the cluster centres2

t = 13

While t ≤ maxit and stability condition is not reached do4

Input the training data X = {x1, x2; . . . ; xn}5

Compute the membership values by using the following equation :6

μij =

(
c∑

k=1

(
‖xi − vj‖
‖xi − vk‖ )

2
mt−1

)−1

(1)

and

tij =

(
n∑

k=1

(
‖xi − cj‖
‖xk − cj‖ )

2
ηt−1

)−1

(2)

where7

mt = m0 − t × m0 − 1

maxit
, ηt = η0 − t × η0 − 1

maxit

Update the prototype of the cluster centres according to the following8

equation :

cj(t) = cj(t − 1) +

∑n
i=1(a × μmt

ij + b × tηt
ij )‖xi − cj(t − 1)‖∑n

i=1(a × μmt
ij + b × tηt

ij )

Determine the stability condition of the cluster centres9

max{‖cj(t) − cj(t − 1)‖} < ε

t = t + 110

End11

resemblance. That is, the belonging of a data point xi to a cluster cj , depends
on the distance from xi to cj relative to the distances of all data to that cluster
[24]. This is defined by Eq. 2 (Algorithm2 line 6).

The process of updating cluster centres as well as the membership and typi-
cality values is repeated until the stability condition is fulfilled or the predefined
number of iterations is achieved. Then, the learning process comes to an end
(Algorithm 2 line 9).
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Worthy to mention that our main purpose is to split the dataset into c
disjoint clusters. However, the PFSOM algorithm generates a fuzzy possibilistic
partition, in which the training data belong to all c clusters but with different
membership degrees. In order to extract disjoint clusters, i.e. each data should
belong to a unique cluster, the PFSOM algorithm simply adopts a defuzzification
process to convert the fuzzy possibilistic clusters into crisp ones. Doing so, the
PFSOM algorithm assigns a given data object to the cluster for which the data
has the largest membership value. If a data object has equal membership values
to more than one cluster, then that data can be assigned to a random cluster.
Perhaps, some questions may arise: “What is the great interest of using fuzzy
possibilistic clustering and followed by a defuzzification process, while the main
goal consists in splitting the original data into disjoint clusters ? Why not just use
crisp clustering in order to achieve our purpose ?”. Indeed, our goal is to split the
original dataset into disjoint clusters, while computing their appropriate cluster
centres, which will be used in a second step for the anonymization process. We
should remember that traditional microaggregation methods build a fixed-size
groups of homogeneous data points. The homogeneity is measured in relation to
the centroid. Thus, estimating rightly the centres of the generated groups, can
decrease the information loss during the anonymization process. That is why it is
preferable to compute the cluster centres by using fuzzy possibilistic clustering.

3.3 Illustrative Example

To support our idea, let’s return to the previous example of microdata X, given
in Table 1 (page 4). We noted that applying the k-partitioning process without
evaluating the similarity of data can lead to generate a non-optimal k-partition,
as illustrated in Table 2 (page 5), which requires its refinement in a further step.
Then, we propose to apply the k-partitioning process in hybrid manner, i.e. per
block of similar data, and compare the obtained k-partition with that resulted
above. To discover the distribution of the quasi-identifiers of the microdata X the
PFSOM algorithm is applied. Thereby, the optimal fuzzy partition of X is given
in Table 3 (page 11). Once the clustering process is applied on the microdata X,
the centres of the quasi-identifiers are extracted and the membership values of
the input data to the latter centres are computed, which are given in Table 3
(page 11). Then, a defuzzification process is applied on the fuzzy partition, yield-
ing to obtain a disjoint sub-microdata, as shown Fig. 1. It should be noted that, if
we apply the standard microggregation algorithm MDAV, independently on each
sub-microdata, such as shown in Fig. 1, we can achieve the optimal k-partition
that maximises the within groups homogeneity. This is accomplished without
applying any refinement process.
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Table 3. The fuzzy partition of the microdata X

Cluster centres: cj(ZIPcode, Age)

c1 = (1010, 25) c2 = (1036, 44)

Membership values

xi(ZIP code, Age) μi1 μi2

x1(1011, 25) 0.999658 0.000342

x2(1007, 22) 0.986407 0.013593

x3(1025, 40) 0.277774 0.722226

x4(1032, 42) 0.042399 0.957601

x5(1008, 23) 0.993123 0.006877

x6(1012, 26) 0.995970 0.004030

x7(1010, 24) 0.999324 0.000676

x8(1036, 40) 0.021639 0.978361

x9(1040, 43) 0.006887 0.993113

x10(1013, 27) 0.987214 0.012786

x11(1050, 56) 0.105167 0.894833

Fig. 1. The partition of X which maximises the within homogeneity
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4 Experimental Results

In this section, we discuss the experimental results, of the proposed Micro-
PFSOM algorithm, and its accuracy on real-life datasets using the standard
measure, i.e. Information Loss (IL) [11]. In fact, the quality of a microaggregation
method can be obtained from information loss, due to the anonymization of the
original data. The latter measure computes the mean variation between the
original and the perturbed version of a record xi, by the following formula:

IL =
n∑

i=1

⎛

⎝1
q

×
q∑

j=1

|xij − x′
ij |√

2Sj

⎞

⎠ (4)

where Sj is the standard deviation of the jth variable in the original data. The
lower the IL is, the lower is information loss and the higher is the utility of the
anonymized data.

We adopt in our experiments the following real datasets, which have been
used as benchmarks in previous studies to evaluate various microaggregation
methods.

– The Census dataset contains 1080 records with 13 numeric attributes.
– The EIA dataset contains 4092 records with 11 numeric attributes.
– The Tarragona dataset contains 834 records with 13 numeric attributes.

Experiments, given by Tables 4, 5 and 6, were performed to compare the perfor-
mance of the Micro-PFSOM algorithm versus other microaggregation meth-
ods, namely MDAV [12], MDAV-2 [9], TFRP (TERP1 and TERP2) [7], DBA
(DBA1 and DBA2) [20]. Where, TFRP-1 and TFRP-2, denotes the two stages
of the TFRP algorithm. As well, DBA-1 and DBA-2 refer those of the DBA
algorithm. The k-anonymization has been applied using several different values
for k (for k = 3, 5, 10).

Table 4. Information loss comparison using Census dataset.

Method k = 3 k = 4 k = 5 k = 10

TFRP-1 5.93 7.88 9.35 14.44

TFRP-2 5.80 7.63 8.98 13.95

MDAV 5.69 7.49 9.08 14.15

VMDAV 5.65 7.40 9.12 13.94

DBA-1 6.14 9.12 10.84 15.78

DBA-2 5.58 7.59 9.04 13.52

Micro-PFSOM 5.42 6.78 8.54 13.39
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Table 5. Information loss comparison using EIA dataset.

Method k = 3 k = 4 k = 5 k = 10

TFRP-1 0.53 0.66 1.65 3.24

TFRP-2 0.43 0.59 0.91 2.59

MDAV 0.48 0.67 1.66 2.59

VMDAV 0.41 0.58 0.94 3.83

DBA-1 1.09 0.84 1.89 4.26

DBA-2 0.42 0.55 0.81 2.08

Micro-PFSOM 0.35 0.42 0.72 1.82

Table 6. Information loss comparison using Tarragona dataset.

Method k = 3 k = 4 k = 5 k = 10

TRFP-1 17.22 19.39 22.11 33.18

TRFP-2 16.88 19.18 21.84 33.08

MDAV 16.93 19.54 22.46 33.19

VMDAV 16.68 19.01 22.07 33.17

DBA-1 20.69 23.82 26.00 35.39

DBA-2 16.15 22.67 25.45 34.80

Micro-PFSOM 15.99 18.02 20.03 29.82

Tables 4, 5 and 6 show that Micro-PFSOM works particularly well for Cen-
sus, EIA and Tarragona datasets, with either the lowest or almost the lowest
information loss. As it is expected, the larger the k value is, the larger the IL
metric. For example, by increasing the value of k from 3 to 10, the IL of the pro-
tected Census dataset degrades from 5.42 to 13.39. Thus, the difference between
the original and the protected dataset increases with larger k. In principle, when
the IL value increases, the statistical utility of the protected dataset decreases,
concurrently it is more difficult for an intruder to link the protected values with
the original ones. This is confirmed on all dataset, regardless the microaggrega-
tion algorithm.

By examining the performance of the microaggregation methods, we can
notice that applying an hybrid microaggregation can be beneficial to decrease the
information loss. For example on EIA dataset, by setting the privacy parameter
equal to 5, the information loss generated by the MDAV algorithm is equal to
1.66. By allowing a variable size of groups, the VMDAV algorithm improves the
homogeneity within the k-partition. In fact, the information loss generated by
the VMDAV is equal to 0.94 (almost equals to that MDAV algorithm). The two-
phases algorithms TRFP and DBA can decrease the information loss through
the second phase (TRFP-2 and DBA-2), which is respectively equal to 0.91 and
0.81. While, our proposed algorithm was able to improve the homogeneity within
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the fixed-size groups without any refinement steps. In fact the information loss
is decreased to 0.72. This is particularly noticed regardless the training dataset
and the value of the privacy parameter k.

5 Conclusion

In this paper, we introduced a new microaggregation method based on fuzzy pos-
sibilistic clustering, called Micro-PFSOM. The main thrust of this algorithm
stands in its decreasing the information loss during the anonymization process,
by adopting an hybrid microaggregation. Experiments carried out on real-life
datasets have shown very encouraging results, in terms of information loss. How-
ever, this methods may have some drawback on the disclosure limitation side.
There is a lack of protection against attribute disclosure, i.e. confidential infor-
mation can also be revealed. That is, if all the individuals within a k-anonymous
group share the same value for a confidential attribute, an intruder can learn
the confidential attribute, even without re-identification. Some refinements to the
basic k-anonymity model have been proposed to improve the protection against
attribute disclosure, the well known methods are l-diversity [21], t-closeness [19]
and differential privacy [13]. Therefore, extending our proposed algorithm to
avoid attribute disclosure risk is commonplace and essential.
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Abstract. Crowdsourcing platforms dedicated to work are used by a
growing number of individuals and organizations, for tasks that are
more and more diverse, complex, and that require very specific skills.
These highly detailed worker profiles enable high-quality task assign-
ments but may disclose a large amount of personal information to the
central platform (e.g., personal preferences, availabilities, wealth, occu-
pations), jeopardizing the privacy of workers. In this paper, we propose
a lightweight approach to protect workers privacy against the platform
along the current crowdsourcing task assignment process. Our approach
(1) satisfies differential privacy by letting each worker perturb locally her
profile before sending it to the platform, and (2) copes with the result-
ing perturbation by leveraging a taxonomy defined on workers profiles.
We overview this approach below, explaining the lightweight upgrades
to be brought to the participants. We have also shown (full version of
this paper [1]) formally that our approach satisfies differential privacy,
and empirically, through experiments performed on various synthetic
datasets, that it is a promising research track for coping with realistic
cost and quality requirements.

Keywords: Crowdsourcing · Task assignment · Differential privacy ·
Randomized response

1 Introduction

Crowdsourcing platforms are disrupting traditional work marketplaces. Their
ability to compute high-quality matchings between tasks and workers, instantly
and worldwide, for paid or voluntary work, has made them unavoidable actors
of the 21st century economy. Early crowdsourcing platforms did not (and still do
not) require strong and specific skills; they include for example Amazon Mechan-
ical Turk1 (for online micro-tasks), Uber2 (for car-driving tasks), or TaskRabbit3

1 https://www.mturk.com/.
2 https://www.uber.com/.
3 https://www.taskrabbit.com/.
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(for simple home-related tasks—e.g., cleaning, repairing). Today’s crowdsourc-
ing platforms now go one step further by addressing skill-intensive contexts (e.g.,
general team building4, collaborative engineering5) through the collection and
use of fine-grained worker profiles. Such platforms carry the promise to facilitate,
fasten, and spread innovation at an unprecedented scale.

However abusive behaviors from crowdsourcing platforms against workers are
frequently reported in the news or on dedicated websites, whether performed
willingly or not (see, e.g., the privacy scandals due to illegitimate accesses to
the geolocation data of a well-known drivers-riders company6, or the large-scale
exposure of workers’ identifying and sensitive information—e.g., real name, book
reviews, or wish-list— through Amazon Mechanical Turk IDs [8]). The prob-
lem is even more pregnant with skill-intensive crowdsourcing platforms since
they collect detailed workers’ profiles for computing highly accurate matchings
(e.g., demographics, encompassive set of skills, detailed past experiences, per-
sonal preferences, daily availabilities, tools possessed). We advocate thus for a
sound protection of workers’ profiles against illegitimate uses: in addition to the
necessary compliance with fundamental rights to privacy, it is a precondition for
a wide adoption of crowdsourcing platforms by individuals.

Fig. 1. Our approach to privacy-
preserving task assignment

Computing the assignment of tasks to
workers is the fundamental role of the plat-
form (or at least facilitating it). This paper
considers precisely the problem of comput-
ing a high-quality matching between skill-
intensive tasks and workers while preserving
workers’ privacy. To the best of our knowl-
edge, this problem has only been addressed
by a single recent work [6]. However, this
work is based on costly homomorphism
encryption primitives which strongly ham-
per its performances and prevent it to reason
about skills within the assignment algorithm
(e.g., no use of semantic proximity).

We propose an approach (see Fig. 1) that addresses these issues by making
the following contributions:

1. A simple skills model for a worker’s profile: a bit vector and a taxonomy.
2. An algorithm run independently by each worker for perturbing her profile

locally before sending it to the platform. By building on the proven random-
ized response mechanism [3,11], this algorithm is privacy-preserving (provides
sound differential privacy guarantees [5]), and lightweight (no cryptography,
no distributed computation, only bitwise operations).

3. A suite of weight functions to be plugged in a traditional assignment algo-
rithm run by the platform and dedicated to increase the quality of matchings

4 https://tara.ai/.
5 https://makake.co/.
6 https://tinyurl.com/wp-priv.
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performed over perturbed profiles. Our weight functions reduce the impact
of the perturbation by leveraging the skills taxonomy, vertically and horizon-
tally, averaging the skills according to their semantic proximity in order to
reduce the variance of the differentially-private perturbation. The variance
reduction is mathematically sound and does not jeopardize privacy.

4. An experimental study (see the full version [1]), over a synthetic taxon-
omy and various synthetic datasets, that shows promising preliminary results
about the practical adequacy of our approach from the sides of performance
and quality.

For space reasons, we give in this paper an overview of our approach. We
refer the interested reader to the full version of our work [1] that describes
our approach in details, presents its experimental results, and positions it with
respect to related work.

The rest of the paper is organized as follows. Section 2 introduces the notions
used in our approach and defines more precisely the problem we tackle. We
overview our algorithms in Sect. 3 and conclude in Sect. 4 outlining interesting
future works.

2 Problem Definition

Skills and Participants. The set of skills that can be possessed by a worker
(resp. requested by a task) is denoted S. A worker’s profile pi ∈ P (resp. a
task ti ∈ T ) is represented by a bit vector, i.e., pi = {0, 1}|S|, where each bit
corresponds to a skill sj ∈ S and is set to 1 if the given worker has the given
skill (resp. the given task ti = {0, 1}|S| requests the given skill). Without loss
of generality, we consider that each requester has a single task and that the
number of workers and requesters is the same (i.e., |P| = |T |). Furthermore, we
assume that a skills taxonomy ST exists7 [9], structuring the skills according to
their semantic proximity, and is such that the skills in S are the leaves of ST

(i.e., no non-leaf node can be possessed nor requested). The non-leaf nodes of
the taxonomy are called super-skills (Fig. 2).

The platform is essentially in charge of intermediating between workers and
requesters. The workers’ profiles are considered private while the requesters’
tasks are not. The platform holds the set of workers’ profiles, perturbed to sat-
isfy differential privacy (defined below) and denoted ˜P, as well as the exact
set of requesters’ tasks T . All participants, i.e., workers, requesters, and the
platform, are considered to be honest-but-curious. This means that they par-
ticipate in the protocol without deviating from its execution sequence (e.g., no
message tampering, no data forging) but they will try to infer anything that
is computationally-feasible to infer about private data (i.e., the set of workers’
non-perturbed profiles P).
7 In practice, skills taxonomies concerning numerous real-life contexts exist today

(see, e.g., the Skill-Project http://en.skill-project.org/skills/, or Wand’s taxonomies
http://www.wandinc.com/wand-skills-taxonomy.aspx).

http://en.skill-project.org/skills/
http://www.wandinc.com/wand-skills-taxonomy.aspx
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Fig. 2. Example of a skill taxonomy ST

The Traditional Tasks-to-Workers Assignment Problem. In a traditional
context, where workers’ profiles are not considered private, the objective of the
crowdsourcing platform is to assign a worker to each task such that the over-
all expected quality is maximized. This well-known combinatorial optimization
problem is referred as the assignment problem and can be expressed as a stan-
dard linear problem [7] (assuming |T | = |P|). Assignment algorithms rely on
a weight function C : T × P → R in charge of defining the cost of each assign-
ment, i.e., the divergence between the requirements vector of a task and the
skills vector of a worker. Common weight functions include the usual distance
metrics (e.g., Hamming distance) or disimilarities (e.g., cosine distance). Since
our approach is independent from the algorithm, we simply use the Hungarian
method [7], a standard academic choice.

Security. We say that our approach is secure against honest-but-curious par-
ticipants if and only if no participant learns information about the set of non-
perturbed profiles P that has not been perturbed by a differentially-private
mechanism, where differential privacy [4] - the current de facto standard model
for disclosing personal information while satisfying sound privacy guarantees -
is defined below. Differential privacy is self-composable [10] and secure under
post-processing [5].

Definition 1 (Differential Privacy [4]). A randomized mechanism M satisfies
ε-differential privacy with ε > 0 if for any possible set of workers’ profiles P and
P ′ such that P ′ is P with one additional profile (or one profile less), and any
possible set of output O ⊆ Range(M),

Pr[M(P) ∈ O] ≤ eε × Pr[M(P ′) ∈ O]. (1)

Quality. The inherent information loss due to the differentially-private pertur-
bation impacts the quality of the worker-to-task assignment. This is the price to
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pay to satisfy a sound privacy model. We quantify this impact by measuring the
relative increase of the assignment cost as well as the fraction of profiles that
have all the skills required by the task to which they are assigned (see the full
version for formal definitions [1]).

3 A Flip-Based Approach

This section overviews our approach. We first focus on the workers’ side: we
describe the algorithm that we propose for perturbing each worker’s profile, show
its adequacy to our context, and demonstrate that it complies with our security
model. Second, we shift to the platform’s side. We explain how to reduce the
impact of the differentially private perturbation (while still satisfying differential
privacy) and we describe the assignment algorithm based on perturbed profiles.
Finally, we overview technical means for letting workers fetch their assignment
in a secure way in order to complete it. We refer the interested reader to the full
version [1] for more details (including the formal proofs).

3.1 At a Worker’s Side: Local Perturbation

Building Block: Randomized Response. Randomized response [11] is a sim-
ple though powerful perturbation mechanism shown to satisfy differential privacy
(see below). Basically, it inputs a single bit (e.g., the answer of an individual to
a sensitive boolean question) and flips it randomly according to a well-chosen
distribution probability. We describe below the variant called innocuous ques-
tion that we use in this paper and show that it satisfies differential privacy8.
Let x ∈ {0, 1} be a private value. The randomized response mechanism simply
outputs the perturbed value of x, denoted x̃, as follows:

x̃ =

⎧

⎪

⎨

⎪

⎩

x with probability 1 − Prflip

1 with probability Prflip × Prinno

0 with probability Prflip ×(1 − Prinno)

where Prflip depends on ε (see below) and Prinno ∈ [0, 1]. We use Prinno = 0.5
in the rest of the paper, since it minimizes the variation of the estimated value
of x after perturbation [3].

Claim. For a given differential privacy parameter ε > 0, and a worker’s profile
made of a single bit to be flipped, the innocuous question randomized response
scheme satisfies ε-differential privacy if Prflip = 2

1+eε (see [1] for the proof).

Flip Mechanism. Our Flip mechanism (Algorithm 1) essentially consists in
applying the randomized response mechanism to each binary skill of a worker’s
profile before sending it to the platform and inherits thus its high efficiency. The
self-composability properties of differential privacy allow that by distributing ε
over the bits of the skills vector.

Claim. The Flip mechanism satisfies ε-differential privacy (see [1] for the proof).
8 Any other variant could have been used, provided that it satisfies differential privacy.
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Algorithm 1. Flip (run by each Worker)
Input: The original profile p = 〈p[1], . . . , p[l]〉, the differential privacy budget

ε > 0.
1 Let Prflip be the flipping probability: Prflip ← 2

1+eε/l .

2 Initiate the perturbed profile: p̃ ← 〈p̃[1] = 0, . . . , p̃[l] = 0〉.
3 for 1 ≤ i ≤ l do
4 p̃[i] ← RandomizedResponse(p[i], Prflip).

5 Return The perturbed profile p̃

3.2 At the Platform’s Side: Task Assignment

Efficient traditional assignment algorithms do not need any modification to work
with perturbed profiles, which are bit vectors, exactly as non-perturbed profiles
are. The main question is the impact on quality due to our perturbation, and this
impact is naturally related to the weight function C : T ×P → R on which assign-
ment algorithms rely. As there is no clear consensus on what is a good weight
function for task assignment, in the sequel we recall several reasonable functions,
ignoring or using the skill taxonomy. We also propose new weight functions and
explain how they could cope with the differentially-private perturbation.

Existing Weight Functions. Numerous weight functions have been proposed
as metrics over skills. The Hamming distance is a common choice to compute
dissimilarity between two vectors of bits but it does not capture the semantics
needed for crowdsourcing (e.g., a worker possessing all the skills has a high
Hamming distance from a task requiring only one skill, although he is perfectly
able to perform it). The weight function proposed in [9] adresses this problem
based on a taxonomy. We slightly adapt it and call it the Ancestors weight
function (AWF for short).

Definition 2 (Ancestors Weight Function (adapted from [9])). Let dmax

be the maximum depth of the taxonomy ST . Let lca(s, s′) ∈ ST be the lowest
common ancestor of skills s and s′ in the taxonomy.

AWF(t, p̃) =
∑

si∈p̃

min
sj∈t

(

dmax − depth(lca(si, sj))
dmax

)

(2)

Naive Skill-Level Weight Functions. The Missing weight function (MWF for
short) between a worker and a task revisits the Hamming distance. It settles a
task-to-worker assignment cost that is intuitive in a crowdsourcing context: it
is defined as the fraction of skills required by the task that the worker does not
have (see Definition 3).
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Definition 3 (Missing Weight Function (MWF)). MWF : T × ˜P → R is defined
as follows:

MWF(t, p̃) =
∑

∀i

t[i] ∧ ¬p̃[i] (3)

Leveraging the Taxonomy. In realistic contexts, the differentially private
perturbation may overwhelm the information contained in the original profiles
and make the perturbed profiles be close to uniformly random bit vectors. We
cope with this challenging issue by building on the taxonomy ST. Indeed, the
taxonomy allows to group large numbers of skills according to their seman-
tic proximity and to reduce the variance of the perturbation by using group
averages [2].

Climbing Weight Function. The Climbing weight function (CWF for short) lever-
ages the vertical relationship given by the taxonomy by averaging, for each pro-
file, the skills along the root-to-leaf paths. In other words, before performing
the assignment, the platform converts each perturbed profile into a tree, i.e.,
the same as the taxonomy ST , and for each node n of the tree, it computes
the mean of the skills that appear below n (interpreting the boolean values 1
and 0 as integers). For a given node, this mean is actually a rough estimator
of the fraction of descendant skills possessed. We call it score below. During an
assignment, given a task and a perturbed profile, the Climbing weight function
consists essentially in computing the distance between the scores vector of the
task and the scores vector of the profile at each level. Definition 4 formalizes the
Climbing weight function.

Definition 4 (Climbing Weight Function (CWF)). Let vi ( resp. ui) denote
the scores vector at level i in the tree corresponding to the profile p̃ ( resp. to
the task t), and d : Rn × R

n → R be a classical distance function on real-valued
vectors ( e.g., Cosine). Then, CWF : T × ˜P → R is defined as follows:

CWF(t, p̃) =
∑

∀i

i × d(ui, vi) (4)

Touring Weight Function. The Touring weight function (TWF for short) lever-
ages the horizontal relationship given by the taxonomy, i.e., the neighbouring
proximity degree between skills. As described in Definition 5, it returns the aver-
age path-length—according to the taxonomy ST —between the skills required by
the task and the skills of the worker’s profile. The expected variance reduction
comes from the average path-length of the full cartesian product between the
skills required by a task and the skills set to 1 in a perturbed profile. The reduc-
tion depends on the taxonomy (similarly to Climbing) and on the number of
skills averaged.

Definition 5 (Touring Weight Function (TWF)). Let � denote the path-
length operator between two skills in the taxonomy ST . Then, TWF : T × ˜P → R

is defined as follows:
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TWF(t, p̃) =

∑

∀i

∑

∀j(t[i] ∧ p̃[j]) × (si � sj)
∑

∀i p̃[i] ×
∑

∀i t[i]
(5)

3.3 Post-assignment Phase

Workers need a secure way to fetch their own assignment. This can be solved
easily by well-known technical means. For example, the platform could post the
assignments on the Web (e.g., to a dedicated webpage for each perturbed profile)
so that each worker would then access it through a secure web browser (e.g.,
TOR9).

4 Conclusion

We have overviewed in this paper a lightweight privacy-preserving approach to
the problem of assigning tasks to workers. Our approach allows each worker
to perturb her skill profile locally in order to satisfy the stringent differential
privacy model without any need for additional communication or computation
cost. We have proposed novel weight functions that can be easily plugged in tra-
ditional centralized assignment algorithms, and that are able to cope with the
differentially private perturbation by leveraging the presence of a skill taxon-
omy. Additionally, promising preliminary results of experiments performed over
a synthetic taxonomy and synthetic datasets are presented in the full version of
the paper [1]. Future works include consolidating experiments (e.g., more pro-
files and tasks, alternative quality measures), use the taxonomy during the Flip
mechanism, collecting a large-scale skill dataset, and continue exploring the per-
formance/quality tradeoff by designing other profile perturbation strategies (e.g.,
collaborative perturbation protocols designed to minimize the perturbation).
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probabilité dans la méthode des moindres carrés. Mallet-Bachelier, Imprim (1853)

3. Blair, G., Imai, K., Zhou, Y.-Y.: Design and analysis of the randomized response
technique. J. Am. Stat. Assoc. 110(511), 1304–1319 (2015)

4. Dwork, C.: Differential privacy. In: Bugliesi, M., Preneel, B., Sassone, V., Wegener,
I. (eds.) ICALP 2006. LNCS, vol. 4052, pp. 1–12. Springer, Heidelberg (2006).
doi:10.1007/11787006 1

5. Dwork, C., Roth, A.: The algorithmic foundations of differential privacy. Found.
Trends Theor. Comput. Sci. 9(3–4), 211–407 (2014)

6. Kajino, H.: Privacy-Preserving Crowdsourcing. Ph.D. thesis, University of Tokyo
(2016)

9 https://www.torproject.org/.

https://hal.inria.fr/hal-01534682
https://hal.inria.fr/hal-01534682
http://dx.doi.org/10.1007/11787006_1
https://www.torproject.org/
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Abstract. Anonymisation based on t-closeness is a privacy-preserving
method of publishing micro-data that is safe from skewness, and similar-
ity attacks. The t-closeness privacy requirement for publishing micro-
data requires that the distance between the distribution of a sensi-
tive attribute in an equivalence class, and the distribution of sensitive
attributes in the whole micro-data set, be no greater than a threshold
value of t. An equivalence class is a set records that are similar with
respect to certain identifying attributes (quasi-identifiers), and a micro-
data set is said to be t-close when all such equivalence classes satisfy
t-closeness. However, the t-closeness anonymisation problem is NP-Hard.
As a performance efficient alternative, we propose a t-clustering algo-
rithm with an average time complexity of O(m2 logn) where n and m
are the number of tuples and attributes, respectively. We address pri-
vacy disclosures by using heuristics based on noise additions to distort
the anonymised datasets, while minimising information loss. Our exper-
iments indicate that our proposed algorithm is time efficient and practi-
cally scalable.

Keywords: Anonymisation · t-closeness · Privacy · Performance

1 Introduction

Published data, such as medical and crime data facilitates data analytics for
improved service delivery. Such data releases must be protected to prevent sen-
sitive personal information disclosures due to privacy subversion attacks. There
are two categories of privacy subversion attacks, namely, identity and attribute
disclosures. Identity disclosures, occur when a person can be uniquely linked to
a specific data item in the released dataset. While attribute disclosures occur
when the released dataset is combined with other publicly released data sources
to uniquely identify individuals based on specific attribute values. Frequently,
such vulnerabilities can be exploited to trigger a chain reaction of privacy dis-
closure attacks. For example, Machanavajjhala et al. [1,2] demonstrated that in
a released medical data set, knowledge of the fact that heart attacks are rare
among the Japanese could be used to reduce the range of sensitive attributes
required to infer a patient’s disease.
c© Springer International Publishing AG 2017
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In t-closeness anonymisation, data privacy is ensured by building on pre-
vious anonymisation algorithms namely, k-anonymisation [4–7], and l-diversity
[1,8,9] to maximise data utility and at the same time protecting against skew-
ness and similarity attacks [3]. t-closeness addresses both attacks by taking into
account global background knowledge as well as possible disclosure levels, based
on the distribution of sensitive attributes in both the equivalence classes and
the entire dataset. However, as Liang and Yuan [22] have shown, the t-closeness
problem is NP-Hard. Having a more efficient solution is practical for real world
applications involving large datasets, and low-powered, low-processing devices.
Application scenarios emerge on lossy networks and the Internet-of-things (such
as opportunistic, and Fog computing networks), where personal data is collected
over several devices, may need to be anonymised before it is transferred to a
forwarding device.

In this paper, we propose a performance efficient algorithm based on clus-
tering as a classification heuristic to ensure that the distance between sensitive
attributes and the cluster centroid is no more than a threshold value of t. The
degree of similarity between a cluster and a sensitive attribute is computed by
using a combination of severity rankings (cost to privacy due to attribute expo-
sure), the Jaccard coefficient for categorical attributes, and a Euclidean distance
for numerical attributes in the quasi-identifier. A high degree of similarity, is cap-
tured by a smaller distance from the cluster centroid, and the reverse is true for
a low similarity degree. Using these criteria minimises the amount of information
that an observer can infer from the published data, based on background knowl-
edge. Our proposed algorithm has an average time complexity of O(m2 log n)
where n and m are the number of tuples and attributes, respectively.

The rest of the paper is structured as follows. In Sect. 2 we present related
work on the general topic of syntactic anonymisation approaches. We proceed
in Sect. 3 with a description of our proposed approach to clustering supported
t-closeness anonymisation. In Sect. 4, we discuss the performance complexity of
our proposed t-closeness clustering algorithm. We follow this in Sect. 5, with
some experimental results based on the UCI Adult dataset. In Sect. 6, we offer
concluding remarks.

2 Related Work

Sweeney’s work [4] on sharing personal data without revealing sensitive informa-
tion, by k-anonymising the data prior to publication, has triggered a plethora of
algorithms aimed at circumventing deanonymisation attacks while at the same
time ensuring that the data remains usable for operations such as querying
[1–3,5–24]. Privacy preserving data publishing algorithms can basically be clas-
sified into two categories namely, syntactic and semantic approaches. Syntactic
approaches work well with both categorical and numerical data, and have a
well defined data output format. This property allows for confirmation of pri-
vacy traits of the data by visual inspections. Adversarial models for constructing
deanonymisation attacks are based for the most part on generally available infor-
mation and inferences drawn from the syntactic and semantic meaning of the
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underlying data. Examples of algorithms that fall under this category include,
k-anonymity [4], l-diversity [1], and t-closeness [3].

The t-closeness algorithm was proposed to alleviate vulnerabilities to skew-
ness and similarity attacks [3] to which both k-anonymisation and l-diversity
algorithms are vulnerable. In t-closeness the idea is to structure the anonymised
dataset to ensure that the distance between the distribution of a sensitive
attribute in a given equivalence class, and the distribution of sensitive attributes
in the entire dataset is no more than a threshold value of t [3]. This app-
roach to anonymisation overcomes the limitations of l-diversity in preventing
attribute disclosure, and those of k-anonymisation by preventing inference of sen-
sitive attributes, in addition to protecting against background attacks. However,
t-closeness anonymisation is performance intensive in the average performance
case, and as is the case with k-anonymisation [5,11,19], and l-diversity [20],
achieving optimal t-closeness is an NP-Hard problem [22]. Using heuristics, is
one method of obtaining near-optimal results.

Anonymisation by clustering has been studied as an approach to improving
the performance of k-anonymisation by alleviating the cost of information loss
[23,24]. The idea behind these clustering schemes is to cluster quasi-identifiers
in equivalence classes of size k, and to avoid using generalisation hierarchies
when this impacts negatively on information loss. This property of clustering
lends itself well to t-closeness anonymisation as an approach to alleviating the
performance demands of anonymising large datasets, particularly when this is
done on low-powered, low-processing devices. In the next section we describe our
proposed clustering algorithm.

3 t-closeness Clustering

Before we discuss our t-clustering algorithm we first consider aspects such as
information loss and sensitive attribute severity weightings which are important
in achieving a tradeoff between data utility and privacy. In order to determine
information loss, we use a generalisation hierarchy denoted T (a), where T (a)max

is the root node or maximum numerical value for an attribute, and T (a)min a
leaf node or minimum numerical value. In T (a), P is the set of parent nodes,
T (a)p is the subtree rooted at node p ∈ P , and T (a)tot,p is total number of
leaf nodes in the subtree rooted at node p ∈ P . We handle NULL values by
classifying them as categorical values.

To calculate information loss for categorical attributes, we consider the pro-
portion of leaf nodes that are transformed to the parent node in the the sub-
tree rooted at p in comparison to the total number of parent nodes P in T (a)
excluding the root node. Information loss as IL(a) for categorical attributes is
computed with

IL(a) =
T (a)tot,p − 1

P − 1
.

and for numerical attributes

IL(a) =
T (a)max,p − T (a)min,p

T (a)max − T (a)min
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is used to compare the loss incurred within the subtree in which the value
falls, to maximum and minimum values both in the subtree and the entire
hierarchy, T (a). Finally, we express the combined information loss over both
categorical and numerical attributes for the entire dataset is computed using
ILtot =

∑
t∈D

∑
a∈A IL(a).

We introduce a severity weighting scheme to determine the level of loss of
privacy due to classifying a tuple with a given sensitive attribute in one cluster
over another. For example, a severe illness like “stomach cancer” carries a higher
risk of privacy loss than “flu”. We denote the sensitive attribute severity weight
as S(s) where s ∈ S(a) and S(·) maps the sensitive attribute to its weight. In
this case, the weight is a guideline for the duration, severity of the illness, and/or
the likelihood of stigmatisation in the case of exposure. For instance, on a scale
of 1 − 10, S(Cancer) = 10, while S(Allergy) = 4.

In order to cluster data to ensure t-closeness anonymity with clustering,
it is important to determine the minimum size of a cluster required to guar-
antee a global minimum level of t-closeness that all clusters must adhere to.
The clustering algorithm uses a value kmin as the minimum cluster size and
moves tuples into appropriate clusters, based on both the severity weight-
ing and the distance from the cluster centroid. We define kmin as follows:
kmin = Max(kcons,min(SD(·))) where kcons is a pre-defined minimum cluster
size and SD(·)) represents the set of all sensitive attribute severities for D.

Based on the cluster size, we must determine which tuples to either include or
exclude from a cluster. As a first step, we use the relative distance between tuples
to decide which tuples to classify in the same cluster. The inter-tuple distance
is computed based on both categorical and numerical attributes. The distance
between categorical attributes is measured using the Jaccard’s coefficient [17],
as a similarity measure that is easy to interpret and works well for large datasets
with a proportionately small number of NULL or missing values. We define the
Jaccard coefficient for our t-clustering algorithm using

simti,tj =
Qti ∩ Qtj

Qti ∪ Qtj

where Qti and Qti are the quasi-identifiers for ti and tj , respectively. tj is the
centroid of the cluster that ti is classified in. The value of simti,tj varies between
0 and 1, 1 indicates a strong similarity between the tuples, and 0 a strong
dissimilarity, based on the quasi-identifier attributes.

To reduce the rate of information loss due to tuple suppressions, we also com-
pute the Euclidean distance between numerical attributes with an n-dimensional
space function which is represented as follows:

Dist(ti, tj) =
√(

ti (a1) − tj (a1))2 + .... + (ti (am) − tj (am))2
)

where ai is an attribute in Q. Tuples separated by a small Euclidean distance
are classified in the same cluster.
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Next we consider the sensitive attribute severity weightings and compute the
average severity weighting ASD for D as well as the average severity weighting
ASe for e for a given cluster (equivalence class). The ASe serves to evaluate the
distribution of sensitive attributes in e, while ASD does this for the entire dataset
D, which is similar to how t-closeness decides on tuple classifications based on
statistical distributions of sensitive attributes, and also to prevent skewness as
well as similarity attacks. The ASD is used to start the anonymisation process
and is computed as follows:

ASD =
∑

Sti(a)
‖D‖

where Sti(a) is the severity weight of sensitive attribute a ∈ ti. A high ASD

indicates a high level of diversity in the entire dataset. In a similar manner, we
compute ASe as follows:

ASe =
∑

Sti(a)
‖e‖

In line with using the t parameter in the t-closeness scheme as a method of
optimising dataset utility, we evaluate the level of loss of privacy with respect to
information loss in forming the clusters, using a fitness function that is expressed
as follows:

t =
1

Max (ASD, ILtot)
.

Expressing the fitness function in this way captures the fact that when t is low
a high degree of loss of either privacy or information is likely to occur, while a
high value indicates a good balance between privacy and data utility.

Finally, the Kullback-Leibler distance between ASe and ASD is used to
determine the level of diversity of sensitive attributes in e with respect to
D. Using the Kullback-Leibler distance (

∑
ASe log ASe

ASD
) serves as an entropy-

based measure to quantify the distribution of sensitive attributes both in e and
D; and is computed as follows: Dist (ASe, ASD) =

∑
ASe log ASe

ASD
≤ t where

∑
ASe log ASe

ASD
= H(ASe) − H(ASe, ASD) such that H(ASe) =

∑
ASe logASe

is the entropy of ASe and H(ASe, ASD) is the cross entropy of ASe as well as
ASD. When Dist (ASe, ASD) ≤ t the anonymised dataset mimics t-closeness by
ensuring that sensitive attributes are classified according to severity of exposure.
When Dist (ASe, ASD) �≤ t, we must rerun the whole algorithm to re-compute
cluster structures to ensure privacy. In the next section we provide a complexity
analysis of the average case running time for our proposed scheme.

4 Complexity Analysis

We know from Liang and Yuan’s work [22] that the t-closeness anonymization
problem is NP-Hard. With respect to t-clustering, we know that clustering prob-
lems are in general NP-Hard. However, with our heuristics we are able to drop
the performance cost to O(n2 logm) where n and m represent the tuples and
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attributes in the dataset D. We achieve this by dividing up D into at most n
clusters, computations required for classification are in O(n) and the fraction of
attributes that are critical for classification are in O(logm), which results in a
total time complexity of O(n2 logm).

5 Experiments and Results

In this section we present some results of experiments that we conducted to
evaluate the performance of our proposed t-clustering anonymisation scheme.
We applied our proposed scheme to the Adult Database from the UCI Machine
Learning Repository [25]. We modified the table to include 12 attributes namely:
Age, Race, Gender, Salary, Marital Status, Occupation, Education, Employer,
Number of Years of Education, Workclass, Relationship, Native Country. We
included 3 quasi-identifiers, and 2 sensitive attributes. From the base original
table (45222 tuples), we extracted dataset sizes to experiment with, and ran-
domly generated an additional 20000 tuples to observe the behaviour of the
proposed scheme on larger dataset sizes. With respect to the anonymisation
process, we used the following parameters - cluster size: 2, 3, 9, 10, 11, 15, 16,
17, 18; maximum suppression allowed: 0%, 1%; 0.017 ≤ t ≤ 0.2. From the table
above, we observe that the Kullback-Leibler distance (Dist (ASe, ASD)) between
the severity weightings both within the clusters and the dataset are relatively
low which indicates a high level of privacy in terms of protection against back-
ground knowledge attacks such as skewness and similarity attacks. In this way
our proposed scheme inherits the privacy properties of the t-closeness anonymi-
sation algorithm. In terms of performance of our proposed scheme, in line with
the theoretical performance discussed in Sect. 4, we note that the time required
for clustering grows linearly with the size of the dataset. Finally, the percentage
information loss falls between 9% and 25% depending on the number of clusters
formed, the cluster size, and the dataset size. Lower information loss percentages
occur when smaller and more clusters are formed for a dataset and the reverse
happens when larger clusters are formed. The trade-off however, is that smaller
clusters result in a higher risk of privacy loss while larger clusters reduce the
privacy risk (Table 1).

Table 1. Classification time with respect to dataset size

Dataset size Cluster size Dist (ASe, ASD) Time (ms)

30000 9 0,0015 74

35000 17 0,00117 83

40000 16 0,0015 92

45000 16 0,00035 90

50000 16 0,002 98
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6 Conclusion

In this paper we presented a clustering scheme to alleviate the performance cost
of t-closeness anonymisation. Basically, what we do is to rank sensitive attributes
by a severity weighting and classify tuples to minimise the risk of privacy dis-
closure of tuples containing high severity weight sensitive attributes. Clustering
has the advantage of reducing the need for extensive attribute generalisation in
order to classify tuples based on similarity. This is good, in addition, because it
reduces the cost of information loss. As we have mentioned earlier, high levels of
information loss make datasets unusable in practical situations. By considering
severity weightings both for individual clusters and the entire dataset, we mimic
the t-closeness principle, of seeking to distribute tuples in ways that ensure that
the difference in distributions both within the equivalence classes and the entire
dataset, does not surpass a threshold value of t. In this way, our proposed scheme
also offers protection against skewness and similarity attacks. Finally, a further
benefit of our scheme is that because it is not performance intensive, it can be
used on low-powered, low-processing networks for guaranteeing privacy of data
under data forwarding schemes.

References

1. Machanavajjhala, A., Kifer, D., Gehrke, J., Venkitasubramaniam, M.: l-diversity:
privacy beyond k-anonymity. ACM Trans. Knowl. Discov. Data 1(1), 1–52 (2007).
Article 3

2. Kifer, D., Machanavajjhala, A.: No free lunch in data privacy. In: Proceedings
of the 2011 ACM SIGMOD International Conference on Management of Data,
SIGMOD 2011, pp. 193–204. ACM, New York (2011)

3. Li, N., Li, T., Venkitasubramaniam, S.: t-closeness: privacy beyond k-anonymity
and l-diversity. In: Proceedings of the 23rd International Conference on Data Engi-
neering, pp. 106–115 (2007)

4. Sweeney, L.: K-anonymity: a model for protecting privacy. Int. J. Uncertainty
Fuzziness Knowl. Based Syst. 10(5), 557–570 (2002)

5. Aggarwal, C.: On k-anonymity and the curse of dimensionality. In: Proceedings
of the 31st International Conference on Very Large Databases, VLDB 2005, pp.
901–909. VLDB Endowment (2005)

6. Bayardo, R.J., Agrawal, R.: Data privacy through optimal k-anonymization. In:
Proceedings of the 21st International Conference on Data Engineering, ICDE 2005,
pp. 217–228. IEEE (2005)

7. Liu, K., Giannella, C., Kargupta, H.: A survey of attack techniques on privacy-
preserving data perturbation methods. In: Aggarwal, C.C., Yu, P.S. (eds.) Privacy-
Preserving Data Mining. Advances in Database Systems, vol. 34, pp. 359–381.
Springer, Boston (2008). doi:10.1007/978-0-387-70992-5 15

8. Shmueli, E., Tassa, T.: Privacy by diversity in sequential releases of databases. Inf.
Sci. 298, 344–372 (2015)

9. Xiao, X., Yi, K., Tao., Y.: The hardness of approximation algorithms for l-diversity.
In: Proceedings of the 13th International Conference on Extending Database Tech-
nology, EDBT 2010, pp. 135–146. ACM, New York (2010)

http://dx.doi.org/10.1007/978-0-387-70992-5_15


34 A.V.D.M. Kayem and C. Meinel

10. Iyengar, V.S.: Transforming data to satisfy privacy constraints. In: Proceedings
of the 8th ACM SIGKDD International Conference on Knowledge Discovery and
Data Mining, KDD 2002, pp. 279–288. ACM, New York (2002)

11. Aggarwal, G., Feder, T., Kenthapadi, K., Motwani, R., Panigrahy, R., Thomas, D.,
Zhu, A.: Anonymizing tables. In: Eiter, T., Libkin, L. (eds.) ICDT 2005. LNCS, vol.
3363, pp. 246–258. Springer, Heidelberg (2004). doi:10.1007/978-3-540-30570-5 17

12. Ciriani, V., Tassa, T., De Capitani Di Vimercati, S., Foresti, S., Samarati, P.:
Privacy by diversity in sequential releases of databases. Inf. Sci. 298, 344–372
(2015)

13. Aggarwal, C.C.: On unifying privacy and uncertain data models. In: Proceedings
of the 2008 IEEE 24th International Conference on Data Engineering, ICDE 2008,
pp. 386–395. IEEE, Washingtion, D.C. (2008)

14. Aggarwal, C.C., Yu, P.S.: Privacy-Preserving Data Mining: Models and Algo-
rithms, 1st edn. Springer Publishing Company Incorporated, New York (2008)

15. Lin, J.-L., Wei, M.-C.: Genetic algorithm-based clustering approach for
k-anonymization. Expert Syst. Appl. 36(6), 9784–9792 (2009)

16. Shmueli, E., Tassa, T., Wasserstein, R., Shapira, B., Rokach, L.: Limiting disclosure
of sensitive data in sequential releases of databases. Inf. Sci. 191, 98–127 (2012)

17. Aggarwal, C.C.: Data Mining: The Textbook. Springer, Cham (2015)
18. Xiao, Q., Reiter, K., Zhang, Y.: Mitigating storage side channels using statisti-

cal privacy mechanisms. In: Proceedings of 22nd ACM SIGSAC Conference on
Computer Communications Security, CCS 2015, pp. 1582–1594. ACM, New York
(2015)

19. Meyerson, A., Williams, R.: On the complexity of optimal k-anonymity. In: Pro-
ceedings of the 23rd ACM SIGMOD-SIGACT-SIGART Symposium on the Prin-
ciples of Database Systems, PODS 2004, pp. 223–228. ACM, New York (2004)

20. Dondi, R., Mauri, G., Zoppis, I.: On the complexity of the l-diversity problem.
In: Murlak, F., Sankowski, P. (eds.) MFCS 2011. LNCS, vol. 6907, pp. 266–277.
Springer, Heidelberg (2011). doi:10.1007/978-3-642-22993-0 26

21. Ciglic, M., Eder, J., Koncilia, C.: k -anonymity of microdata with NULL val-
ues. In: Decker, H., Lhotská, L., Link, S., Spies, M., Wagner, R.R. (eds.)
DEXA 2014. LNCS, vol. 8644, pp. 328–342. Springer, Cham (2014). doi:10.1007/
978-3-319-10073-9 27

22. Liang, H., Yuan, H.: On the complexity of t-closeness anonymization and related
problems. In: Meng, W., Feng, L., Bressan, S., Winiwarter, W., Song, W. (eds.)
DASFAA 2013. LNCS, vol. 7825, pp. 331–345. Springer, Heidelberg (2013). doi:10.
1007/978-3-642-37487-6 26

23. Kabir, M.E., Wang, H., Bertino, E., Chi, Y.: Systematic clustering method for
l-diversity model. In: Proceedings of the Twenty-First Australasian Conference on
Database Technologies, ADC 2010, Brisbane, Australia, vol. 104, pp. 93–102 (2010)

24. Aggarwal, G., Panigrahy, R., Feder, T., Thomas, D., Kenthapadi, K., Khuller, S.,
Zhu, A.: Achieving anonymity via clustering. ACM Trans. Algorithms 6(3), 1–19
(2010). ACM, New York

25. Frank, A., Asuncion, A.: UCI machine learning repository (2010). http://archive.
ics.uci.edu/ml

http://dx.doi.org/10.1007/978-3-540-30570-5_17
http://dx.doi.org/10.1007/978-3-642-22993-0_26
http://dx.doi.org/10.1007/978-3-319-10073-9_27
http://dx.doi.org/10.1007/978-3-319-10073-9_27
http://dx.doi.org/10.1007/978-3-642-37487-6_26
http://dx.doi.org/10.1007/978-3-642-37487-6_26
http://archive.ics.uci.edu/ml
http://archive.ics.uci.edu/ml


Service Computing



A QoS-Aware Web Service Composition
Approach Based on Genetic Programming

and Graph Databases

Alexandre Sawczuk da Silva1(B), Ewan Moshi1, Hui Ma1, and Sven Hartmann2

1 School of Engineering and Computer Science, Victoria University of Wellington,
PO Box 600, Wellington 6140, New Zealand

{sawczualex,ewan.moshi,hui.ma}@ecs.vuw.ac.nz
2 Department of Informatics, Clausthal University of Technology,

Julius-Albert-Strasse 4, 38678 Clausthal-zellerfeld, Germany
sven.hartmann@tu-clausthal.de

Abstract. A Web service can be thought of as a software module
designed to accomplish specific tasks over the Internet. Web services
are very popular, as they encourage code reuse as opposed to re-
implementing already existing functionality. The process of combining
multiple Web services is known as Web service composition. Previous
attempts at automatically generating compositions have made use of
genetic programming to optimize compositions, or introduced databases
to keep track of relationships between services. This paper presents an
approach that combines these two ideas, generating new compositions
based on information stored in a graph database and then optimising
their quality using genetic programming. Experiments were conducted
comparing the performance of the newly proposed approach against that
of existing works. Results show that the new approach executes faster
than the previously proposed works, though it does not always reach the
same solution quality as the compositions produced by them. Despite
this, the experiments demonstrate that the fundamental idea of combin-
ing graph databases and genetic programming for Web service composi-
tion is feasible and a promising area of investigation.

1 Introduction

A Web service is a software module designed to accomplish specific tasks over
the Internet [8], with the capability of being executed in different platforms [3].
Each Web service requires a set of inputs to be provided and produces a set of
outputs. Web services by their very nature promote code reuse and simplify the
process of information sharing, as developers can simply invoke the Web service
as opposed to rewriting the functionality from scratch [7]. There are problems
that a single Web service cannot address, and as a result, multiple Web services
are required. This process of combining multiple Web services to solve more
complex requests is known as Web service composition [6].
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Much research has gone into developing approaches that automatically yield
the best possible composition for the given task. Some of these approaches utilise
a directed acyclic graph (DAG) to represent the interaction between the Web
services with regards to the required inputs and produced outputs [4,8,9]. Before
they can find suitable compositions, these methods must load a repository of
Web services and discover the relationships between the inputs and outputs of
different services. Naturally, repeating this process every time a composition is
to be created becomes quite onerous. Genetic Programming (GP) approaches
have also been applied for composition, though they present limitations such
as producing solutions that are not guaranteed to be functionally correct (i.e.
solutions that are not fully executable) [4], employing fitness functions that do
not take into consideration the Quality of Service (QoS) of the generated solution
[8], and containing redundancies in the GP trees, namely, the reappearance of
Web services at different levels of the tree [9]. Similarly, there have been previous
attempts at using databases (relational and graph databases) to solve the Web
service composition problem [5,12]. These approaches are generally efficient, as
they store service repositories and dependencies in the database. However, these
approaches are typically not effective at performing global QoS optimization.

Given these limitations, the objective of this paper is to propose a QoS-aware
Web service composition approach that combines GP with a graph database. The
key idea is to manage services and their connections using the database, then
use that information to create and optimize solutions in GP. The advantage of
combining these two components is that together they prevent the repository
from being repeatedly loaded, while also improving the QoS of the solutions
produced during the composition process.

2 Background and Related Work

A typical example of an automated Web service composition is the travel plan-
ning scenario [10]. In this scenario, the solution can automatically book hotels
and flights according to the customer’s request. A composition request R is pro-
vided to the composition system, specifying IR input information (such as the
destination, departure date, and duration of stay) and the desired OR output
information (such as the return ticket and hotel booking). The system then cre-
ates a Web service composition that satisfies this request by combining services
from the repository. This Web service composition is illustrated in Fig. 1.

In this work, four QoS attributes are considered [11]: availability (A), which
is the probability that a service will be available when a request is sent, reliability
(R), which is the probability that a service will respond appropriately and timely,
cost (C ), which is the financial cost associated with invoking the service, and
time (T ), which indicates the length of time needed for a service to respond to
a request. For availability and reliability, higher values indicate better quality,
whereas lower values indicate better quality for cost and time. These quality
attributes are associated with each atomic service in the repository, and overall
QoS attributes can be completed for a composition by aggregating individual
QoS values according to the constructs included in the composition [1]:
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Start End

FlightBooking
Service

HotelBooking
Service

Available Inputs: customerID, departureDate, from, to, duration
Required Outputs: returnTicket, hotelBooking

arrivalDate

returnTicket

hotelBookingcustomerID,
to, duration

customerID,
departureDate,

from, to

Fig. 1. A Web service composition for the travel planning scenario.

– Sequence construct: Web services are connected sequentially, so that some
outputs of the first service are used as the inputs of the subsequent one. To
calculate the aggregate availability and reliability for this construct, values of
all the individual services in the composition are multiplied. To calculate the
aggregate cost and time, the values of each individual service are added.

– Parallel construct: Web services are independently executed in parallel, so
that the inputs and outputs of each Web service are produced independently.
The same calculations used for the sequential construct are employed here to
calculate the availability, reliability, and cost. However, in the case of total
time, we must select the Web service with the highest execution time, as the
other services in the construct will be executed in parallel.

QoS values are normalised to ensure their contribution to the fitness calcu-
lation is proportional. The lower bounds are obtained from the service in the
repository with the smallest value for the attribute in question (except for Amin

and Rmin, which are both 0), and the upper bounds are obtained from the ser-
vice with the largest value (for Tmax and Cmax, values are multiplied by the
size of the repository as an estimate of the largest possible solution). T and C
are offset during the normalisation so that higher values denote better quality.

2.1 Related Work

The work presented in [4] automatically produces compositions by building a
GP tree using workflow constructs as the non-terminal nodes and atomic Web
services as the terminal nodes. One of the underlying problems of this approach is
the random initialisation of the population, which results in compositions that
are not guaranteed to be functionally correct (i.e. a composition that is fully
executable given the available input). The work in [8] represents its candidates
as a graph, which reduces the associated complexity from the verification of node
dependencies while ensuring functional correctness of solutions. The problem
with this approach is that it cannot handle QoS-aware Web service compositions,
meaning that the fitness function does not consider the QoS of candidates.
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The authors of [5] propose an approach that uses relational databases to
store Web services and their dependencies. This approach utilises a database
to prevent loading data into memory. It employs an algorithm that creates a
path between Web services in the repository. The results are then stored in the
relational database for use to satisfy future requests. An issue with this approach
is that paths need to be regenerated if a new Web service is introduced in the
repository. Additionally, the approach only considers the time property when
measuring the QoS of the compositions.

Finally, the approach presented in [12] makes use of a graph database to
store services dependencies efficiently and in an easily modifiable way. When
receiving a composition request, a subgraph of relevant nodes is filtered from the
original dependency graph. Then, a number of functionally correct composition
candidates are generated from within this subgraph, and the composition with
the best overall QoS is chosen as the solution. Despite being an improvement
on the relational database strategy described above, this work does not optimise
the QoS attributes of the composition solution.

3 Graph Database and GP Approach

The approach presented in this paper extends the graph database work done
in [12], introducing genetic programming as a means of improving the QoS of
composition solutions. This process is summarised in Algorithm 1, and the core
elements are discussed in the following subsections.

Algorithm 1. Steps in the proposed graph database and GP composi-
tion approach.

Data: Composition request R(IR, OR)
Result: Best composition solution found

1 Create a graph database for all available Web services in the repository;
2 From the initial graph database, create a reduced graph database which

contains only the Web services related to the given task’s inputs and outputs;
3 Initialise a population by creating compositions that can satisfy the requested

task from the reduced graph database, transforming them from DAG into a
GP tree form;

4 Evaluate the initial population according to the fitness function;
5 while Stopping criteria not met do
6 Select the fittest individuals for mating;
7 Apply crossover and mutation operators to individuals in order to

generate offspring;
8 Evaluate the fitness of the newly created individuals;
9 Replace the least fit individuals in the population with the newly created

offspring;

10 return Fittest solution encountered
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3.1 Fitness Function

The fitness function used to evaluate candidates is based on the one presented
in [9] but without penalties, as our DAG-to-tree algorithm ensures that all trees
are functionally correct. The values produced by the fitness function range from
0 to 1, with 1 being the best possible solution and 0 being the worst. The fitness
function is Fitnessi = w1Ai + w2Ri + w3Ti + w4Ci, where Ai, Ri, T i and C i

denote the normalized availability, reliability, execution cost, and response time
of the candidate i, and the weights w i are rational non-negative numbers where
w1 + w2 + w3 + w4 = 1. Each weight is associated with a quality attribute, and
their values are configured by users to reflect the importance of each attribute.

3.2 Initialisation

The initialisation begins by obtaining a composition in the form of a DAG with
a single start node, which is done by querying the graph database [12]. Before
the evolutionary process begins the DAG for each candidate is transformed into
a corresponding GP tree. We begin by dividing the DAG into layers, which are
identified by traversing every node in the DAG and finding the longest path
from the start to each node. The length of this path is the node’s level (layer
number). Figure 2a shows an example of this process. The layer information is
then used to build a GP tree. This is done by Algorithm 2, which traverses the
layers in reverse and creates sequence, parallel, and terminal nodes depending
on the situation. Figure 2b shows a tree version of Fig. 2a.

Start End
FlightBooking

Input: departureDate,
from, returnDate, to
Output: arrivalDate

HotelBooking
Input: arrivalDate,
returnDate
Output: reservation

Bus
Input: arrivalDate, to
Output: busTicket

GenerateMap
Input: to
Output: map

Layer 0 Layer 1 Layer 2 Layer 3

Composition Request

Inputs: {departureDate, from, returnDate, to}
Outputs: {reservation, arrivalDate, buTicket, map}

(a) Dividing a DAG into layers.

FlightBooking
Input: departureDate,
from, returnDate, to
Output: arrivalDate

HotelBooking
Input: arrivalDate,
returnDate
Output: reservation

Bus
Input: arrivalDate, to
Output: busTicket

GenerateMap
Input: to
Output: map

Start

End

Parallel
Input: depa tureDate,
from, returnDate, to
Output: map,
arrivalDate

Parallel
Input: arrivalDate,
returnDate, to
Output: busTicket,
reservation

Sequence
Input: departureDate,
from, returnDate, to
Output: busTicket,
reservation, map,
arrivalDate

Sequence
Input: departureDate,
from, returnDate, to
Output: map,
arrivalDate

Sequence
Input: departureDate,
from, returnDate, to
Output: busTicket,
reservation, map,
arrivalDate

(b) Building the GP tree.

Fig. 2. Initialisation process.
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Algorithm 2. Converting the DAG to a tree.
Data: NodeLayers
Result: Converted GP Tree

1 Initialize tree;
2 Create TreeNode previous = null;
3 for i = |NodeLayers| -1; i >=0 do
4 Create SequenceNode sequenceCurrent with no parent;
5 if previous is not null then
6 if node in nodelayer i is start node then
7 Create TerminalNode startNode with previous as parent;
8 Add startNode to children of previous;
9 Break;

10 else
11 Set parent of sequenceCurrent to previous;
12 Add sequenceCurrent to children of previous;

13 if number of nodes in current layer = 1 then
14 Create TerminalTreeNode n with the Web service’s name and

sequenceCurrent as parent;
15 Add n to children of sequenceCurrent;

16 else
17 Create ParallelNode parallel with sequenceCurrent as the parent;
18 foreach Node in layer i do
19 Create TerminalTreeNode n with the Web service’s name and

parallel as parent;
20 Add n to children of parallel;

21 Add parallel to children of sequenceCurrent;

22 Add sequenceCurrent to the tree;
23 previous = sequenceCurrent;
24 i = i - 1;

3.3 Crossover and Mutation

The crossover operation ensures that functional correctness is maintained by
only allowing two subtrees with equivalent functionality in terms of inputs and
outputs, i.e. two compatible subtrees, to be swapped. The operation begins by
selecting two random subtrees from two different candidates. If the inputs and
outputs contained in the root of each subtree are compatible, then the two sub-
trees can be swapped and functional correctness is still maintained, otherwise
another pair is sought. In case there are no compatible nodes across two can-
didates, crossover does not occur. The mutation operation ensures functional
correctness by restricting the newly generated subtree to satisfy the outputs of
the subtree that was selected for the mutation. The operation randomly selects
a subtree from a candidate, then randomly creates a new subtree based on the
inputs and outputs of the selected node and following the initialisation principles
described earlier. Finally, the selected subtree is replaced with the new subtree.
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4 Experimental Design and Results

Experimental comparisons were conducted against GraphEvol [8] and a graph
database approach [12]. The evaluation of the candidate solutions produced by
these two approaches was performed using the fitness function proposed in this
paper. WSC-2008 [2] was the benchmark dataset chosen for the evaluation. Each
approach was run 30 independent times on a personal computer with an i7 CPU
(3.6 GHz) and 8 GB RAM. In the case of GraphEvol, 500 individuals were evolved
for 51 generations, with a crossover probability of 0.8, a mutation probability of
0.1, and a reproduction probability of 0.1. Tournament selection was used, with a
tournament size of 2. For the proposed GP approach, 30 individuals were evolved
for 50 generations, with a crossover probability of 0.9, a mutation probability of
0.1, and a tournament selection strategy with size 2. Finally, the graph database
approach randomly produced 30 solutions for each run, and selected the one with
the best quality. For all approaches, fitness function weights were set to 0.25 for
each attribute. Experimental results are shown in Table 1, which contains the
mean and standard deviation for the execution time and fitness of each approach.
For displaying purposes, the QoS attributes of the final composition from each
run were re-normalised. This was done by choosing normalisation bounds for each
QoS attribute from the set of solutions produced by each approach. Wilcoxon
rank-sum tests with a 0.05 significance level were conducted to detect statistically
significant differences. Results show that the proposed GP approach required
significantly less time to execute than the others for all datasets except Dataset
6, where runs did not conclude even after several hours. Results for those runs
are not available. The GP approach produces solutions with significantly lower
quality than at least one other approach for each dataset, though its fitness is
often not the lowest out of the three.

Table 1. Mean and standard deviation for the execution time and solution fitness for
the three approaches. Significantly lower values are indicated using ↓.

Dataset GP approach Graph database approach GraphEvol approach

2008 Time (ms) Fitness Time (ms) Fitness Time (ms) Fitness

1 22.44 ± 0.66 ↓ 0.46 ± 0.12 ↓ 2197.90 ± 329 0.521 ± 0.169 4845.57 ± 315.42 0.645 ± 0.139

2 369.38 ± 231.27 ↓ 0.58 ± 0.07 ↓ 5347.13 ± 880 0.48 ± 0.152 3699.77 ± 364.57 0.906 ± 0

3 91.94 ± 2.99 ↓ 0.36 ± 0.11 ↓ 10961.53 ± 790 0.387 ± 0.1 17221.53 ± 764.85 0.176 ± 0.045

4 201.04 ± 73.11 ↓ 0.43 ± 0.07 ↓ 3885.70 ± 399 0.431 ± 0.066 6076.7 ± 281.58 0.305 ± 0.066

5 61.25 ± 1.68 ↓ 0.37 ± 0.11 ↓ 4510.6 ± 468 0.403 ± 0.128 10444.2 ± 572.59 0.164 ± 0.046

6 - - 258503.33 ± 42324 0.407 ± 0.089 22183.53 ± 1639 0.228 ± 0.06

7 190.6 ± 26.89 ↓ 0.38 ± 0.09 ↓ 17839.77 ± 763 0.457 ± 0.097 20304.37 ± 1257 0.316 ± 0.039

8 1117.09 ± 219.39 ↓ 0.39 ± 0.08 ↓ 53003.7 ± 4465 0.468 ± 0.091 18567.03 ± 2055 0.315 ± 0.028

5 Conclusions

This paper introduced an automated QoS-aware Web service composition app-
roach that combines graph databases and GP to produce service composi-
tion solutions. Experiments were conducted to evaluate the proposed approach
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against two existing methods, one that purely employs a graph database and
another that purely employs an evolutionary computation technique. Results
show that the GP approach requires less time to execute, though it does not
always match the quality of the solutions produced by other methods. Thus,
future work should investigate improvements to the GP component of this app-
roach, in particular the genetic operators, to produce higher fitness solutions.
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Abstract. Diagnosis-Related Groups (DRG) is a Patient Classification System
that allows classifying inpatients stays among well-known groups in order to
estimate the appropriate fees to refund hospitals. Each DRG solution has its own
grouping approach. Using data gathered from the Hospital Information System
(HIS), it assigns to an inpatient stay the appropriate group called DRG. In this
paper, using both Web Service technology and Rule Based Expert System, we
develop a rule-based system as a service for handling the grouping solution. This
approach provides for hospitals and public/private stockholders the possibility to
avoid the stringent software requirements on their local IT infrastructure by
reusing a shared and distributed DRG solution. Moreover, combining these two
technologies enhance knowledge maintenance and improve its reusability.

Keywords: Diagnosis-Related Groups · Rule-based system · Web Service ·
Drools

1 Introduction

Started in the USA in 1983, Diagnosis-Related Groups (DRG) is a Patient Classification
Systems (PCS) for inpatient stays, which are commonly used as a refunding system to
pay hospital activities in many countries [1]. More precisely, DRG system groups
together cases that a hospital treats with respect to the used resources. Thus, all patients
within the same DRG are expected to have similar resources consumption in terms of
costs based on clinical condition. Routinely collected data on patient discharge are used
to classify patients into a manageable number of groups that are clinically meaningful
and economically homogeneous [2, 3].

Figure 1 shows the process of grouping an inpatient stay. In step (1) treating doctors
fill in the patient data management (e.g. HIS) information about the patient stay, namely
clinical data (i.e., diagnoses, procedures), demographic data (i.e., age, gender), and
resources consumption data (i.e., Length of stay). In step (2) of the process, a clinical
coder converts the patient’s medical data, contained in Discharge Summary (DS), into
a sequence of codes. A clinical coder assigns a sequence of diagnosis and procedure
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codes expressed respectively in ICD1 and in a country-specific classification of proce‐
dures. In step (3), the DRG-system maps the sequence of codes and data to a DRG
according to a pre-defined schema. The last step is performed by a subsystem called
“grouping solution” or “grouper software” [4].

Fig. 1. Information flow for a typical inpatient stay

The grouping solution takes inpatient DS data as input and returns a corresponding
DRG as output. It is based on an algorithm that consists of several consecutive predefined
checking steps in order to assign to an inpatient stay the DRG that best reflects the
corresponding resource consumption. The grouping solution could be represented as
function G such that: DRG = G(age; sex; diagnoses; procedures, etc.). This function is
implemented and adapted by each health management system according to its needs and
its coding systems [5, 6]. For this reason, there is no an advocated approach to design
and implement a grouping solution.

Furthermore, grouping solution is subject to continuous changes in term of the algo‐
rithm’s structure that would capture continuously the changing number of DRGs.
According to [2], these changes are mainly influenced by the covered health care serv‐
ices’ scope and the availability of new treatment patterns.

The remainder of this paper is structured as follows. Section 2 presents our motiva‐
tions, challenges and contributions. Sections 3 and 4 demonstrate the proposed archi‐
tecture and provides explanations about its implementation issues respectively.
Section 5 presents the developed prototype to illustrate the capabilities of our approach.
Finally, conclusions and perspectives are summarized in Sect. 6.

2 Motivations, Challenges and Contributions

Let’s expose a DRG grouping case with the main data processing requirements that
grouper software must meet. Let imagine a masculine patient having been admitted in

1 International classification of diseases.
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hospital for a dialysis session. The procedure performed is Automated Peritoneal Dial‐
ysis (APD) that involves a machine called “cycler”, which is used to introduce and drain
the dialysis fluid. Figure 2 presents the considered data to explain the grouping case.
The set of checking is performed according to the path indicated in the flowchart that is
mainly used, as a representation, to describe the grouping algorithm [2]. First, the pres‐
ence of a session will be checked. Then, the Main Diagnosis (MD) is checked if it is
motivated by a session and corresponds to an extra-renal purification. Finally, the proce‐
dure is checked if it is a peritoneal dialysis using the machine. If the tests are successful,
the case is classified in an appropriate group.

Fig. 2. Flowchart representation of the dialyze session grouping case.

This example illustrates the possibility to express grouping case, in rule-based
format. Furthermore, most DRG systems contain between 650 and 2300 groups [2, 3].
Also, in each DRG system changes continually occur in terms of group’s number and
required data. All this enforce the need for a grouping solution that takes into consid‐
eration the following challenges:

– Expressing grouping algorithm, at a high level, by flowchart or decision tree formats
help to be understandable by large health practitioners. But, coding it in procedural
or Object-Oriented approach can be very difficult. For this, ensuring the evolution
and maintaining the coherence of grouping algorithm have to be examined as an
essential requirement for grouping solution.

– The deployment of grouping solution is performed by health government agencies
or payment providers. For this, providing an executable grouping solution accessible
from different stakeholder’s information systems has to be addressed as another
challenge.

On the basis of the above challenges, there is a real need to support grouping function
by a comprehensive and evolving solution. In this paper, we propose a new approach to
design a grouping solution as Rule-based system provided as a Web Service (WS).
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3 The Proposed Architecture: Overview and Capabilities

In order to describe our proposed architecture, we first explain major functionalities and
related modules and their capabilities. The proposed architecture, presented in Fig. 3,
presents the main modules, namely, Grouping Rules (GR) editor; GR Converter; GR
verifier; GR engine; GR repository and Web Services API. The definition of each module
in terms of functionality is described as follow.

• The GR editor. It acts as a subsystem that helps to manage and to create new
grouping rules which are graphically represented. The rules can be retrieved by their
unique name and can be updated thereafter.

• The GR Converter. It is an auxiliary tool responsible for converting the visualized
rule, from GR editor, into a Domain Specific Language (DSL). It allows mainly the
translation of the graphical representation of rules into an executable rule language
understandable by a Rule based-system or into an XML format supported by any
rule-based expert system.

• The GR verifier. It is a module that aims to detect eventual inconsistencies occurring
in a set of rules. For this, the adopted approach consists of transforming rules set into
a Directed Hypergraphs [7, 8]. This formalism provides several analytical techniques
in order to ensure that the updated rules do not introduce any risk of inconsistency.
By inconsistency, it is meant redundant, incorrect or conflicting rules.

• The GR engine. It is responsible for processing the submitted case for grouping in
either unitary or batch mode. Thus, for a single or several DSs, it selects the appro‐
priate grouping rules according to the inference strategy of Rule based-system, the
forward chaining in our case [9].

Fig. 3. The Proposed grouping solution architecture
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• The GR repository. This module stores the rule-related information and consists
mainly of “drl” files (drools file) containing the grouping rules. Each file contains a
set of rules belonging to a given diagnosis category.

• Web Services API. This module provides a set of WSs. The following WS are
implemented, namely: DS data loading and uploading, unitary and batch grouping.
They are parameterized by HIS identity, DS Identifier, starting date and ending date.
Thus, the proposed architecture highlights the following interactions depicted in
Fig. 3 as follows: (3–1) Uploading WS provides the possibility to upload DSs from
HIS database; (3–2) Grouping service, unitary or batch, invokes the “GR engine”
module; (3–3) Assigning DRG group to an inpatient stay is made available for
downloading by the client or the concerned HIS.

4 Implementation

4.1 Grouping Cases: Rule Representation and Verification

Rule representation and structuring. Arule is expressed using Horn clauses form,
and named by corresponding DRG group. For instance, the interpretation of flowchart
of Fig. 2 into rule is depicted in Fig. 4. This Figure illustrates both the rule description
in pseudo-natural language, or in DSL, (Fig. 4.A) and in rule language using Drools
(Fig. 4.B). The specification of the rule description language is expressed as a set of
DSL definitions, which are mapped to Drools rule representation. This process is
repeated for each path, from root to leaf, till achieving all grouping cases. Moreover,
our proposal suggests that the tree representing all groups, in a given DRG system, will
be transformed in rule base containing “n” rules that correspond to the number of DRG
groups.

Fig. 4. Rule reprsentation in DSL and in DROOLS.
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Conditions. The Left Hand Side (LHS) of the rule defines a conjunction of conditions
or tests on DS data elements, that include mainly: one quantitative item (length of stay),
two qualitative items (output mode of stay, patient’s age) and several symbolic items
(MD, associated diagnosis, medical or surgical procedures). Tests must be represented
in a predefined order as shown in Fig. 4. For instance, the path “a–c–f” represents the
set of conditions that should be verified to reach the DRG “G2”.

Consequences. The Right Hand Side (RHS) of the rule defines the DRG code that is
represented as a leaf node in grouping algorithm.

Checking consistency of grouping rules. Rules in DSL form are mainly comprehen‐
sible by experts but still too complicated for processing. Also, Drools does not support
reliable verification of the Knowledge-base2. For instance, it accepts describing two
rules having the same LHS and RHS which are named differently or two different rules,
in terms of LHS and RHS, and having the same names. For this reason, we propose to
add a verification module to ensure consistency of rule base in case of its updating. The
adopted approach is based on the transformation of the rule base on Directed Hyper‐
graphs [7] which is a sound method as indicated in [8]. Doing so, each operation aiming
to update the knowledge (rule) base, the process depicted in Fig. 5 will be triggered. It
allows checking the consistency of rules, mainly detecting structural anomalies.

Fig. 5. Rule verification process.

4.2 Web Services: Description and Deployment

As indicated in Sect. 3, the proposed Web Services encapsulate the Rule based-system.
Indeed, two main WSs are proposed, namely, unitary and batch grouping services. The
former takes the uploaded DS as input, executes the appropriate rules and responds back
to the client with output that is uploaded after. The batch grouping service takes as input
DSs belonging to a given date or to an interval of time between two provided dates.

2 “Drools Documentation” [Online] [Cited: 03. 18. 2017] https://docs.jboss.org/drools/release/
6.0.1.Final/drools-docs/html_single/.
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5 Experimentations

To illustrate the viability of our grouping solution, we implemented a Rule based system
as a service accessible by several HISs. We tested the proposed solution that supplies
grouper software or solution as a service.

5.1 Creation of Knowledge Base

The expert uses the knowledge acquisition tool, GR editor, to build the knowledge base
by drawing grouping algorithm in forms of Directed Hypergraphs. Adding a rule is done
by drawing the corresponding part of the DRG tree and entering the appropriate infor‐
mation for each node, and then the “drl” file is generated. The number of created rules
is one-thousand representing the considered DRG groups in our test. Moreover, the same
tool allows the expert to modify, delete, activate and deactivate rules in a simple way.
All these operations are done while the implemented verification algorithm ensures the
detection of eventual inconstancies. Once detected, the expert is informed about their
existence and their nature. After the completion of the knowledge base acquisition, we
evaluated the solution’s correctness with real world cases and provide required adjust‐
ment if necessary. By correctness, we mean that the DS is grouped into the required
groups according to user expert.

5.2 Experimental Settings and Some Tests’ Results

The developed solution allows healthcare practitioners to perform unit grouping or batch
grouping in a user-friendly manner. The user submits DS data to the Rule based-system

Fig. 6. Snapshots of the implemented grouping solution
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via WS API. After that, the recommendations and answers generated by the inference
engine are presented to the user on the screen. Figure 6 shows a snapshot of the main
interface of the developed solution.

Also, we analyze the performance of the grouping solution to perform unitary or
batch grouping. For this, we tested on a large sample of DS data that consists of 1000
DS, stemmed from six HISs. Tests performed highlight the following two aspects. First,
it appears that the variation of the execution time is influenced mainly by the number of
processed DSs. For instance, our solution can complete the grouping of 30 DSs in less
than two (02) minutes. Also, the grouping execution time is influenced by the number
of rules of the knowledge base and the number of antecedents of rule’s LHS. For this,
splitting the rule base into several files has revealed it efficiency in term of processing
time. Another aspect highlighted by performed tests is that 70% of DSs were processed
successfully. That means that the remaining 30% of DSs are not assigned any DRG
groups. The verification done upon these cases revealed the existence of data errors on
DS in terms of data incompatibilities and data incompleteness.

6 Conclusion

Providing grouping solution as a service aims to maintain and to evolve easily this
function. The developed prototype is implemented, deployed and accessible from
several HISs. The first phase of solution exploitation produced satisfying results and
proves its practicality and its usefulness. To our knowledge, combining these technol‐
ogies has not been explored till now in DRG systems. Furthermore, this work demon‐
strates other issues that would be highlighted as perspectives. As explained in experi‐
ment section, many Discharge Summaries have not been assigned a DRG. So, a focus
should be, therefore, paid to the quality of knowledge base and Discharge Summaries
data.
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Abstract. Organisations currently migrate the architecture of their tra-
ditional systems to service-oriented systems. Since their systems usually
serve a lot of clients, a diversity of the system usage may exist. The evo-
lution of a service-oriented system is facilitated if the offered services are
specific for each group of clients. However, the state-of-the-art service-
identification approaches do not consider the system usage. Thus, we
propose an online process that dynamically re-identifies services by the
arrival of new method traces of the system usage. The preliminary eval-
uation of our process on real-world case-studies shows high effectiveness
on identifying usage-aware services.

Keywords: Service identification · Online process · Usage-trace pattern
and relatedness

1 Introduction

Organisations that have relied their function on traditional systems have now
entered in the era of the digital connected world. The architecture of their sys-
tems is evolving to interconnected Service-oriented Architecture (SoA) systems
[1] that usually serve a lot of clients. SoA client is a piece of software that accesses
services. A high number of clients may imply diversity in the system usage, i.e.
different clients may use different parts of service interfaces. In this case, (group
of) clients should have been developed with respect to the (parts of) service
interfaces that they use. In this way, the evolution of SoA systems is facilitated,
since changes in service interfaces do not break the clients which do not depend
on the changed interface parts [2]. However, the existing approaches, which sup-
port architecture migration of object-oriented (OO) systems to SoA1, do not
identify services that are specific for each group of clients. On the contrary, the
approaches identify services based on internal system-artifacts exclusively.

1 For a systematic literature review, the interested reader may refer to the recent
survey in [3].

c© Springer International Publishing AG 2017
D. Benslimane et al. (Eds.): DEXA 2017, Part II, LNCS 10439, pp. 54–64, 2017.
DOI: 10.1007/978-3-319-64471-4 6
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Challenge. Since groups of clients are not available beforehand and clients of
the same group do not necessarily use exactly the same part of service interfaces,
we face the challenge of dynamically (re-)identifying services based on the system
usage.

Contribution. To address this challenge, we propose an initial version of a
usage-aware service-identification process. The process keeps histories of the
method traces of the OO system usage (we concisely call them usage traces) and
identifies services based on the traces that are related to each other. The process
is further online, since it dynamically re-identifies services by the arrival of new
usage-traces. To do so, the process includes two mechanisms. The first mecha-
nism identifies reusable single-method services (singleton services) via determin-
ing patterns in usage traces. Since it identifies the interface and implementation
of services (a.k.a. front- and back-end methods), we call it vertical (vertical lines
in Fig. 3(a)). The second (horizontal) mechanism merges singleton services to
form sets of related methods (horizontal lines in Fig. 3(a)), using the usage-trace
relatedness metric that we propose. Finally, we evaluate the effectiveness of the
mechanisms on real-world case-studies.

The rest of the paper is structured as follows. Sections 2 and 3 describe related
approaches and our running example, respectively. Section 4 defines the basic
notions. Section 5 specifies the mechanisms. Section 6 presents the evaluation
results. Finally, Sect. 7 summarizes our approach and discusses its future research
directions.

2 Related Work

The migration of OO systems to SoA typically includes the phases of the system
understanding, migration feasibility, service identification, technical evolution,
and service deployment [3]. Focusing on representative approaches that deal with
service identification from architecture perspective, we observe that the majority
of them offers guidelines to identify candidate services (e.g. [4–7]) or proposes
manual processes (e.g. [8,9]). The remaining (semi-) automated approaches (e.g.
[10,11]) adopt techniques, such as feature extraction [10] and dominance analysis
in directed graphs (e.g. [11]).

Independently of the automation degree, all the approaches identify services
by analysing internal system-artifacts, such as requirements specification, system
architecture, and source code. Moreover, the approaches cannot dynamically
improve the quality of identified services, since the former are off-line. On top
of this, the approaches, except for the recent one in [12] and ours, rely on ad-
hoc criteria for evaluating service quality. The metric adopted in [12] assesses
the cohesion and coupling of services. Our metric assesses the service usage and
is related to the usage-cohesion metric in [13]. However, the latter is applied
only on front-end methods and assesses usage cohesion in terms of specific client
groups.
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TestBucketInitializer
setUpTestBuckets() - m3

InitiateServiceClient
setUpClient() - m4

BucketMerger
mergeBuckets() - m5

ObjectMover
moveObject() - m6

BucketSplitter
splitBucket() - m7

BucketLister
listBuckets() - m8
listObjects() - m9

Menu
main() - m1
runMenu() - m2

AmazonS3
getCredentials() - m10
getRegion() - m11
getObjectSummaries() - m12
getNextMarker() - m13
doesBucketExist() - m14
doesObjectExist() - m15
copyObject() - m16
deleteObject() - m17
listBuckets() - m18
listObjects() - m19
setRegion() - m20
deleteBucket() - m21
createBucket() - m22

Fig. 1. The UML class-diagram (www.omg.org/spec/UML) of the example system.

3 Running Example

We exemplify our process with the OO system of Fig. 1 that organises user
objects (e.g. photos) into buckets stores them on the Amazon cloud using the
service S3 (aws.amazon.com/s3). To migrate the system to SoA, we initially
applied the related approach in [12] that identifies services of high cohesion and
low coupling. Following, we monitored the system usage and observed the follow-
ing client groups: (i) bucket organization (BucketSplitter and BucketMerger);
(ii) object movement (ObjectMover and BucketLister); (iii) test-bucket gen-
eration (setUpTestBuckets). Constructing the expected services based on the
client groups (Fig. 2(a)), we observe that the clients do not depend on methods
that they do not invoke. However, this observation does not hold in Fig. 2(b),
which depicts the services identified by [12].

s3
listObjects() - op9

s2
setUpClient() - op4

s4
mergeBuckets() - op5
splitBucket() - op7

s5
moveObject() - op6
listBuckets() - op8

s1
setUpTestBuckets() - op3

Client1

Client2

Client3

(a) The interfaces of the expected services

s1
setUpTestBuckets() - op3
setUpClient() - op4

s2
mergeBuckets() - op5
moveObject() - op6
splitBucket() - op7
listBuckets() - op8
listObjects() - op9

Client1

Client2

Client3

(b) The service interfaces identified by [12]

Fig. 2. The UML class-diagrams of the identified services for the example system.

www.omg.org/spec/UML
http://aws.amazon.com/s3
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4 Basic Notions

4.1 Representation Models of OO and SoA Systems

Independently of programming languages, our model represents an OO system
as a directed tree of methods (Fig. 3(a)). A method m (Table 1(1)) is mainly
characterized by the fields id, name, and isAccessorMutator2. The method
usage is characterized by its total invocation number and the set of its directly
invoked methods3 (inv and edges in Table 1(1)). Our model does not depend
on the system classes and packages.

A SoA system comprises a set of services. A service S (Table 1(2)) consists of
its interface si and implementation simpl. A service interface SI (Table 1(3))
is defined as a set of operations. Each operation OP (Table 1(4)) encapsulates
and has the same id, name, and inv with an OO method. A service implemen-
tation SIMPL (Table 1(5)) includes for each service operation the encapsulated
OO method, along with the set of all the OO methods that are (directly or
indirectly) invoked by the encapsulated method (set internalM of Table 1(5)).
A service implementation further includes the invoked operations of its nested
services (set exteranlOP of Table 1(5)).

4.2 Usage Trace

Definition 1 [Usage trace]. A usage trace T is a sequence of methods
(
id1,

id2, . . . , idN
)
that corresponds to a path of the tree system-representation. �

Definition 2 [Usage-trace history]. The history of T is defined by a discrete
function h: id → inv that maps each method id of T to the method invocation
number inv. �

Figure 3(a) depicts the usage-trace histories of the example system (node
label includes a method id and its total invocation-number inv in parentheses).
Figure 3(b) further plots the history of

(
m1, m2, m3, m4, m10

)
, in which h

has a local minimum. According to the discrete mathematics [14], h has local
minimum at idx if its discrete derivative Δ4 at idx−1 is negative (Δidx−1h < 0)
and positive at idx (Δidx

h > 0). Checking for potential local minima of h, the
following patterns can be identified.

2 The usage of common accessors/mutators indicates that methods operate on the
same data-models.

3 If a method contains a condition block (e.g. while, if), the system processor assigns
weights wi (Table 1(1)) to the edges that connect a method to the inner-block meth-
ods. Each weight corresponds to an invocation probability (Fig. 3(a) depicts the
weights that are smaller than 1.0). The processor further breaks invocation cycles
via removing the edges that close cycles.

4 The discrete derivative of a function f at n is given by the formula Δnf = f(n+ 1) −
f(n).
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Table 1. The definitions of the representation models of OO and SoA systems.

[Method]: M := (id : int, name : String, isAccessorMutator : boolean, inv :
int, edges) | edges = (wi ∈ [0, 1], mi : M)

(1)

[Service]: S := (si : SI, simpl : SIMPL) (2)

[Interface]: SI := {opi : OP} (3)

[Operation]: OP := (id : int, name : String, inv : int) (4)

[Implementation]: SIMPL := {(opi : OP, internalM, externalOP )} |
simpl.opi.id = si.opi.id ∧ internalM = {mk : M} ∧ externalOP = {opj : OP}

(5)

Definition 3 [Non-service pattern]. Let idx be a method of a usage trace,
idx participates to a non-service pattern if h at idx equals to the total times that
a system has been used by its clients (system-usage times). �

For instance, id1 and id2 in Fig. 3(b) do not belong to services, since their h

values equal to 29, which is the total system-usage times in our example.

Definition 4 [Service-interface pattern]. Let idx be a method of a usage
trace, idx belongs to a service-interface pattern if (i) idx is not an accessor or
mutator; (ii) h has local minimum at idx or is decreasing at idx−1 and non-
decreasing at idx. �

Returning to Fig. 3(b), id3 belongs to a service interface, since h has local
minimum at id3 and id3 is not an accessor or mutator.

Definition 5 [Service-implementation pattern]. Let idx be a method of a
usage trace, idx belongs to a service-implementation pattern if h is decreasing at
idx−1 and non-decreasing at idx or is constant at both idx−1 and idx. �

Returning to Fig. 3(b), id4 (resp. id10) belongs to a service implementation,
since h is decreasing at id3 and non-decreasing at id4 (resp. constant at id4 and
id10).

Definition 6 [Related usage-trace histories]. Let h1, h2 be the histories of
T1, T2, h1 and h2 are related if (i) ∃ idx ∈ T1, idy ∈ T2: |h1(idx) – h2(idy)| ≤
δ; (ii) the sub-sequences

(
idx, . . . , T1.length

)
and

(
idy, . . . , T2.length

)
have

common methods. �

Returning to Fig. 3(a), since m5 and m7 of (m1, m2, m5, m14) and (m1, m2,
m7, m14) have close invocation values (m5.inv = 5 and m7.inv = 3) and their
sub-sequences (m5, m14) and (m7, m14) have a common method, the usage-
traces are related to each other and s4 of Fig. 2(a) is defined based on them.
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4.3 Metric of Usage-Trace Relatedness

Our metric R, defined for two singleton services (s1, s2), includes two parts.
R1 assesses the degree to which s1 and s2 have been used a close num-
ber of times via calculating the percentage of the min inv divided by the
max inv of the service operations, MIN(s1.si.op.inv, s2.si.op.inv)

MAX(s1.si.op.inv, s2.si.op.inv) . R2 calcu-
lates the percentage of the common methods of the service implementations,

|s1.simpl.internalM ∩ s2.simpl.internalM |
MAX(|s1.simpl.internalM |, |s2.simpl.internalM |) . R equals to the product of R1 and
R2, assuming that R is high when both R1 and R2 are high.

5 Online Usage-Aware Service-Identification Mechanisms

Vertical service-identification. The mechanism determines the patterns in
usage-trace histories. Its underlying Algorithm 1 accepts the system-usage times
E and the tree system-representation (rooted at m0), and returns a list of sin-
gleton services sList. The algorithm traverses the tree paths via adopting
the classical Depth-First Search (DFS) (Algorithm 1(3–23)). The algorithm con-
structs each tree path that corresponds to a usage trace t (Algorithm 1(6)).
For each method idx of t (Algorithm 1(9)), the algorithm checks if idx partici-
pates to the non-service (Definition 3), service-interface (Definition 4), or service-
implementation (Definition 5) patterns in Algorithm1(10), (11–16), or (17–21),
respectively.

Returning to our running example, the algorithm determines the patterns
in the usage-trace histories of Fig. 3(a) and identifies the singleton services of
Table 2(a).

(a) The usage-trace histories of the whole system
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(b) Plotting the history of (m1, m2, m3, m4, m10)

(c) The usage-trace relatedness values of the singleton services

Fig. 3. The usage-trace histories and relatedness values for the running example.
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Algorithm 1. Vertical Service-identification
Input: int E, m0
Output: List<S> sList

1: T t ← ∅
2: S currentService ← null
3: Stack stack ← new Stack(m0)
4: while stack �= ∅ do
5: M m ← stack.pop()
6: t.add(m)
7: for all mi ∈ m.edges do stack.push(mi)

8: if m.edges = ∅ then
9: for all idx ∈ t do

10: if h(idx) = E then Continue

11: if mx.isAccessorMutator = false | mx.id = idx then

12: if

(
Δidx−1h < 0 && Δidxh > 0

)
||
(

Δidx−1h > 0 && Δidxh ≥ 0

)
then

13: OP op ← new OP (mx, h(idx))
14: currentService ← new S().si.add(op)
15: currentService.simpl.internalM.add(mx)
16: sList.add(currentService)

17: if

(
Δidx−1h > 0 && Δidxh > 0

)
||
(
h(idx−1) = h(idx)

)
then

18: if ∃sj ∈ sList : opx ∈ sList.sj .si then
19: opx.inv ← h(idx)
20: currentService.simpl.externalOP.add(opx)
21: else currentService.simpl.internalM.add(mx)

22: t ← ∅
23: end while

Horizontal service-identification. The mechanism merges services based on
related usage-trace histories. Its underlying Algorithm 2 accepts a set of single-
ton services sList and a threshold (the lowest acceptable usage-trace relat-
edness), and returns a list of (non-)singleton services. The algorithm initially
calculates the usage-trace relatedness for every pair of singleton services by using
the metric R (Algorithm 2(1)). To form service groups, the algorithm adopts the
classical agglomerative clustering-method (Algorithm 2(2–10)) [15]. Concerning
the usage-trace relatedness between two clusters (proximity), the algorithm cal-
culates their min relatedness (Algorithm 2(4–5)), which guarantees that every
service in a cluster is related to the rest services.

Table 2. The services identified by our mechanisms for the running example.
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Algorithm 2. Horizontal Service-identification
Input: List<S> sList, double threshold
Output: List<S> services

1: for all (si, sj) ∈ sList × sList do r[i][j] ← R(si, sj)

2: for all si ∈ sList do services.add(si)

3: repeat
4: (min, si, sj) ← findMinProximityPair(r, services)
5: if min ≥ threshold then
6: S s ← Merge(si, sj)
7: services.Remove(si, sj)
8: services.Insert(s)
9: update(r, services, s)

10: until |services| = 1 or min < threshold

Returning to our running example, the algorithm accepts the services of
Table 2(a) and identifies those of Table 2(b), which are the same to the expected
services (Fig. 2(a)). In particular, the algorithm merges the pairs (s3, s5) and
(s4, s6), since they have the highest R values (Fig. 3(c)). The algorithm does not
merge other services, since their R values are lower than the proximity threshold
0.2 (see Sect. 6).

6 Preliminary Evaluation

We implemented the vertical and horizontal mechanisms in Java (our research
prototype is available online5) to evaluate their effectiveness on two real-world
case-studies (see footnote 5).

Experimental setup. The first case-study is the small-sized S3 app of our
running example (8 classes and 22 methods) and the second case-study is a
medium-sized information system IS (30 classes and 95 methods). We executed
the mechanisms for a set of monitoring usage-traces and repeated the executions
for a range of proximity values. Finally, we evaluated the identified services using
the following metrics.

Effectiveness metrics. We calculated the precision and recall of the identified
services with respect to the expected services (F-measure [16]). We define the
precision (resp. recall) as the percentage of the operations, which correctly par-
ticipate in the identified services over all the operations of the identified (resp.
expected) services. We further measured the interface usage-cohesion (IUC) of
the identified services with respect to their clients via using the metric IUC
of [13]. Since IUC is defined for front-end services exclusively, we extend it for
back-end services (Eq. 6). We finally calculated the average IUC value and its
standard deviation for each case-study and proximity value.

IUC
(
i
)

:=

∑|clients|
j=1

used methods(j,i)
all methods(i)

|clients|

∣∣∣∣ j denotes a client of a front-end service i or a back-end

service i for which there is a sequence of services whose front-end service is used by j (6)
5ecs.victoria.ac.nz/foswiki/pub/Main/DionysisAthanasopoulos/MigrationSources.zip.

http://ecs.victoria.ac.nz/foswiki/pub/Main/DionysisAthanasopoulos/MigrationSources.zip
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(a) S3 app (8 classes, 22 methods)
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Fig. 4. The F-measure values for the services identified by our mechanisms in both
case-studies.
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Fig. 5. The IUC values for the services identified by our mechanisms in both case-
studies.

Results. We observe in S3 app (Fig. 4(a)) that our mechanisms identify the
expected services, since the max F-measure is achieved for the proximity 0.2. In
detail, the F-measure increases starting from a low value, then it is maximized,
and finally it decreases until a medium value. To justify this behaviour, we check
the ratios of the identified services (their number is divided by the total number
of singleton services). We observe that when the proximity is low, then the ratios
are also low, since many services are related and are finally merged (a few fat
service-interfaces are identified). For medium proximity, the ratios increase, since
many thin and/or singleton service-interfaces are identified. In the case of IS

(Fig. 4(b)), the mechanisms do not achieve max F-measure, since they identify
less services (≤10) than the 14 expected services.
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Concerning the average IUC value and its standard deviation (stdev), the
mechanisms achieve in the S3 app (Fig. 5(a)) the max (resp. min) average (resp.
stdev of) IUC value for the proximity 0.2, as expected. In the case of IS

(Fig. 5(b)), the mechanisms achieve max (resp. min) average (resp. stdev of)
IUC value for the proximity 0.3–1.0. Even if the mechanisms identify less ser-
vices than the expected ones, its average IUC is max, since the mechanisms
identify the expected front-end services.

7 Conclusions and Future Work

We proposed the initial version of an online process that re-identifies services
based on the usage of OO systems. The preliminary evaluation results of our
process on real-world case-studies show high effectiveness on identifying usage-
aware services. A future research direction is to extend the process with extra
patterns and ways to relate usage traces. Moreover, experiments on large-scale
legacy systems could be conducted.
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Abstract. In a temporal database, each data tuple is accompanied by a
time interval during which its attribute values are valid. In this paper, we
consider the null time intervals, that is, time intervals not intersected by
any time intervals in the temporal database. We deal with the problem
of computing temporal aggregates over null time intervals with length
constraints. By interval folding, we transform the problem into aggre-
gates over stabbing groups, maximal stabbing interval sets. We describe
the detailed algorithms and report the experimental results.

Keywords: Temporal database · Temporal aggregation · Stabbing
query · Null time interval · Interval folding

1 Introduction

We consider the problem of computing temporal aggregates over null time inter-
vals. In a temporal database, data tuples are typically accompanied by time
intervals that capture the valid time of the information or facts. Consider a
scheduling system where scheduled activities for individuals or groups are stored
in a temporal relation. In order to create a new activity for a group of people,
one has to find time intervals during which all members can participate. We call
such time intervals null time intervals. A time interval is said to be a null time
interval when no time intervals in the database intersect with it. The qualifying
null time intervals should also satisfy length constraint. For example there must
be at least 90 minutes free time for the new activity. Furthermore, when no
qualifying null time interval is available, a partially null time interval can also
be seen as a feasible choice. For example, a query for free time intervals of 10
members may accept results with 1 or 2 members absent.

To report qualifying null time intervals, it is important to compute tem-
poral aggregates. Support for temporal aggregates is a predominant feature of
many data management systems. When aggregating temporal relations, tuples
are grouped according to their timestamp values. There are basically two types
of temporal aggregation: instant temporal aggregation and span temporal aggre-
gation [3,7]. Instant temporal aggregation (ITA) computes aggregates on each
c© Springer International Publishing AG 2017
D. Benslimane et al. (Eds.): DEXA 2017, Part II, LNCS 10439, pp. 67–79, 2017.
DOI: 10.1007/978-3-319-64471-4 7
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time instant and consecutive time instants with identical aggregate values are
coalesced into so-called constant intervals, i.e., tuples over maximal time inter-
vals during which the aggregate results are constant [4]. On the other hand, Span
temporal aggregation (STA) allows an application to control the result size by
specifying the time intervals, such as year, month, or week. For each of these
intervals a result tuple is produced by aggregating over all argument tuples that
overlap that interval.

(a) Event time
Symbol Event Time

e1 A [1, 4]
e2 A [14, 17]
e3 B [7, 12]
e4 B [19, 21]
e5 A [25, 29]
e6 B [3, 5]

(b) Null time
Symbol Null Time

r1 A [5, 13]
r2 A [18, 24]
r3 A [30, 50]
r4 B [1, 2]
r5 B [6, 6]
r6 B [13, 18]
r7 B [22, 50]

(c) Aggregates

Null Time Group CNT

[20, 21] {A} 1

[22,24] {A,B} 2

[26, 29] {B} 1

[30,35] {A,B} 2

Fig. 1. Running example of null time aggregates on [20, 35]

In this paper, we study the problem of temporal aggregates over null time
intervals. Figure 1 gives a running example. Assume the time domain is [1, 50].
Event time in Fig. 1(a) is physically stored in a temporal database, in which
each event symbol is accompanied by an event time. Null time in Fig. 1(b) is
a derived relation during query time. For example, A has an event sequence
{[1, 4], [14, 17], [25, 29]}, from which the null time {[5, 13], [18, 24], [30, 50]} is
derived. Temporal aggregates on [20, 35] as shown in Fig. 1(c) are computed
by grouping tuples in the query range at first and then applying aggregate func-
tions to each group. During [22, 25], [30, 35], both A and B are not overlapped
by any event time, we call them truly null time, whereas [20, 21] and [26, 29] are
partially null time.

Support for null time intervals is not provided by current database products.
Syntactically, all relational database management systems (RDBMS) support a
representation of “missing information and inapplicable information”. Null (or
NULL) is a special value to indicate that a data value does not exist in the data-
base. However, to our knowledge, there not exist database systems that support
null time since it not a practical solution to explicitly store null time intervals
in databases. Neither NOT IN nor NOT EXISTS is suitable for querying time
intervals that are not intersected by other intervals because null time intervals
depend on time domain.

Our contributions include: (1) we introduce a new operation called interval
folding and transform the problem into interval stabbing problem; (2) we propose
stabbing group as a new temporal grouping method to solve the interval stabbing
problem. (3) We develop a balanced tree based data structure and algorithms
for efficient computation of temporal aggregates over null time intervals.
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The rest of paper is organized as follows. In Sect. 2, we define the problem and
propose the main techniques. Section 3 describes the main techniques. Section 4
introduces the experimental results. Section 6 concludes the paper and points
out some future directions.

2 Problem Definition

Let E = {e1, e2, · · · , ek} be the set of event symbols and N be the time domain.
The triplet (ei, si, fi) ∈ E × N × N is an event interval or real time inter-
val. The two time points si, fi are called event times, where si is the start-
ing time and fi is the finishing time, si ≤ fi. The set of all event intervals
over E is denoted by I. An event sequence is a series of event interval triplets
ES = 〈(e1, s1, f1), (e2, s2, f2), · · · , (en, sn, fn)〉, where si ≤ si+1, and si < fi.
A temporal database D is a set of records, {r1, r2, · · · , rm}, each record ri

(1 ≤ i ≤ m) consists of a sequence-id and an event interval.

Fig. 2. Real time interval vs. null time interval

For S ⊆ D, a null time interval a is an interval that for any b ∈ S, a∩b = ∅.
As shown in Fig. 2, during real time intervals events are valid, while events are
invalid during null time intervals. We assume in this paper that only real time
intervals are explicitly stored in database. Given the temporal database D and
a query interval [p, q] null time intervals can be derived as follows.

[p, q] −
⋃

[s,f ]∈D

[s, f ]

Given an event sequence q = 〈(e1, s1, f1), (e2, s2, f2), · · · , (en, sn, fn)〉, the
set T = {s1, f1, s2, f2, · · · , si, fi, · · · , sn, fn} is called a time set corresponding
to sequence q where 1 ≤ i ≤ n. If we order all the elements in T and eliminate
redundant elements, we can derive a sequence TS = 〈t1, t2, t3, · · · , tk〉 where
ti ∈ T , ti < ti+1. TS is called a time sequence corresponding to event sequence q.

When discussing time intervals, it is important to describe pairwise rela-
tionships between two time interval-based events. According to Allen’s temporal
logics [1], the basic temporal relations between any two event intervals are shown
in Fig. 3. Except (g), each of (a)–(f) has its inverse relation. For example, “A
before B” also means “B after A”, “A contains B” implies “B is contained by
A”, etc. These relationships can describe any relative position of two intervals
based on the arrangements of the starting and finishing time points.
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Fig. 3. Temporal relations between two intervals

Now we can formulate the problem we target as follows:
Null Time Reporting Problem: Given a temporal database D, a query interval

[p, q] and a parameter α, report all null time intervals b = [bs, bf ] ⊆ [p, q] and
|b| ≥ α.

2.1 Interval Folding

We introduce interval folding, an operation that transforms an interval to a
shorter one. For interval b = [bs, bf ], the α-folding of b is defined as:

b − α = [bs + (1 − λ)α, bf − λα]

where λ is a parameter, which can be any real value between 0 and 1, for example

1. λ = 0, [s, f ] → [s + α, f ]
2. λ = 1, [s, f ] → [s, f − α]
3. λ = 1

2 , [s, f ] → [s + α
2 , f − α

2 ]

The α-folding of an interval set S, denoted by S − α, is defined by applying
α-folding to each element interval (Fig. 4).

Lemma 1. Let S be a set of intervals. If
⋂

b∈S(b−α) �= ∅, then ⋂
b∈S(b−α) =⋂

b∈S b − α.

Proof. Let ŝ = max{bs | [bs, bf ] ∈ S}, f̂ = min{bf | [bs, bf ] ∈ S}. Then
⋂

b∈S

b = [ŝ, f̂ ]
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Fig. 4. Interval folding

It is obvious that max{bs+(1−λ)α | [bs, bf ] ∈ S} = ŝ+(1−λ)α, min{bf −λα |
[bs, bf ] ∈ S} = f̂ − λα, that is

⋂

b∈S

(b − α) = [ŝ + (1 − λ)α, f̂ − λα] =
⋂

b∈S

b − α.

Theorem 1. The intersection of S has a length larger than α, if and only if the
intersection of S − α is non–empty:

⋂

b∈S

b − α �= ∅ ⇔
⋂

b∈S

(b − α) �= ∅

Proof. Let x be the intersection of S and x − α �= ∅. As for any b ∈ S, b − α ⊇
x − α, therefore ⋂

b∈S

(b − α) ⊇ x − α �= ∅

On the other hand, if
⋂

b∈S(b − α) �= ∅, then by Lemma 1,
⋂

b∈S b − α =⋂
b∈S(b − α) �= ∅.

Theorem 1 tells that by α-folding, a null time reporting problem can be trans-
formed into the interval stabbing problem: given a query interval [p, q], report
all non–empty null time intervals in [p, q].

3 Temporal Aggregates over Null Time Intervals

We now present the techniques for computing temporal aggregates over null time
intervals. Given a temporal database D, a query interval [p, q] and the length
threshold α, the basic idea to compute the temporal aggregates is to derive null
time intervals from the event times, and then by α-folding, transform the problem
to interval stabbing problem. Thus, one just need to report all non–empty null
time intervals contained in the query interval.
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3.1 Instant Temporal Aggregation

A solution to interval stabbing problem is instant temporal aggregation. The key
idea is to partition the timeline into elementary intervals. The elementary inter-
vals are obtained by sorting the endpoints of argument intervals and consecutive
two endpoints define an elementary intervals. For each elementary interval, an
aggregate value is computed.

Fig. 5. Instant temporal aggregation

Figure 5 shows the temporal aggregates by instant temporal aggregation
over {< e1, s1, f1 >,< e2, s2, f2 >, · · · , < e4, s4, f4 >}. The timeline is par-
titioned into a sequence of elementary intervals ω1, · · · , ω7 from left to right:
ω1 = [s1, s2], ω2 = [ss, f1], ω3 = [f1, s3], ω4 = [s3, s4], ω5 = [s4, f2], ω6 =
[f2, f4], ω7 = [f4, f3]. With each elementary interval, we maintain a list of event
symbols Ωi and a count Ci.

ωi =
⋂

ek∈Ωi

[sk, fk], Ci = |Ωi|

3.2 Stabbing Groups

The brute–force approach to computing instant temporal aggregates requires
multiple passes to scan the argument relation. We propose a balanced tree based
approach for efficient computation. The basic idea is to maintain the aggregate
groups using a balanced search tree.

As shown in Fig. 6, each node of the balanced tree keeps a stabbing group.
A stabbing group is a set of intervals stabbed by a common set of points. An
interval b is stabbed by a point q is q ∈ b. The common set of points is called
group representative, which is actually the intersection of the argument intervals.
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Fig. 6. Balanced tree for stabbing groups

Fig. 7. Insert new intervals into the tree

In Fig. 6, the the representative of stabbing group Imid is an interval xmid.
The two children of Imid, stabbing groups Ileft and Iright have their group
representatives x left and x right, and x left < xmid < x right. The < relation is
the same as Allen’s before relation, that is, a = [as, af ], b = [bs, bf ]

a < b ⇔ af < bs

To insert a new interval into the balanced tree, we first do binary tree search
by comparing with the group representatives on the search path. Whenever the
interval to be added overlaps the group representative of a node, it is added to
that node, which may cause change to the group representative. Figure 7 depicts
how b is inserted into the tree. Suppose a is the group representative of the
target group,

1. if a overlaps b, the representative of the a is changed to a ∩ b. In addition,
a − b, and b − a are added recursively to the left and right subtrees.

2. if a contains b, the representative of the current group is changed to a ∩ b.
In addition, [as, bs], and [bf , af ] are added recursively to the left and right
subtrees.

3. if a before b, if the right child is absent, b will be added as a new right child
of a .
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3.3 Stabbing Temporal Aggregation (BTA)

We now describe the algorithm in detail. Since the temporal aggregates are
computed based on stabbing groups, the algorithm is called stabbing temporal
aggregation (BTA).

Algorithm 1. BTA (Building aggregation tree)
Input: α-folded null time intervals S = {[s1, f1], [s2, f2], · · · , [sn, fn]}
Output: Temporal aggregates of S

1: for i ← 1 · ·n do
2: b ← [si, fi]
3: t ← T.find(b)
4: if t = nil then � Add a new node
5: t.add(b)
6: else � Update existing nodes recursively
7: a ← t.ω
8: t.ω ← a ∩ b
9: t.Ω ← t.Ω ∪ {b} � For report
10: t.C ← t.C + 1 � For count
11: L ← t.leftChild
12: R ← t.rightChild
13: if a overlaps b then
14: L.insert(a − b)
15: R.insert(b − a)
16: else if a contains b then
17: L.insert([as, bs])
18: R.insert([bf , af ]);
19: end if
20: end if
21: end for
22: return T

Given a temporal database D, the algorithm takes a query interval [p, q] and
the parameter α as input, and report all null time intervals that satisfy the
length constraint. For count, report the number of qualifying null time intervals.
The process of computing aggregates are outlined as follows.

1. Query the database D for event times that intersect [p, q];
2. Derive the null time intervals from the obtained event times;
3. Apply α-folding to the null time intervals;
4. Create the balanced search tree for the α-folded null time intervals;
5. Traverse the tree and report groups and their representatives.

In Algorithm 1, we use an AVL tree T as the main data structure. T is built
by a recursively inserting intervals.
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– T.find(): Search the tree/subtree rooted on T for a given interval, return the
first node whose representative intersecting with the argument interval

– T.insert(): Insert a node to the tree/subtree rooted on T
– t.add(): Add a new node to the current location t

The time complexity of BTA algorithm is the complexity of constructing a bal-
anced search tree O(n log n). Notice step 2, 3 and 4 can be done simultaneously,
which means the proposed method needs to scan the query result only once.

4 Experimental Analysis

To verify the proposed method, we implemented naive ITA and the proposed
BTA algorithms for computing temporal aggregates over null time intervals. We
evaluate algorithms in terms of response time and memory space. The response
time includes database query, α-folding, and temporal aggregation. We do exper-
iments for two types of queries: stabbing report and stabbing count. In stabbing
report, the detail of stabbing groups are reported, while in stabbing count, only
count for each group is maintained and output.
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Fig. 8. Response times
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The input to the algorithm consists of 1, 000 event symbols and 1, 000 event
times for each event. The starting times are random numbers with uniformly
distributed on [1 · ·106]. The length of the random intervals are either uniform
or short. Uniform random intervals have a uniform distributed among [1, 2, 000].
Short random intervals have an exponentially distributed length with expected
value 2, 000.

The results are shown in Figs. 8, 9, 10 and 11. In each of the plots, x-axis
represents query intervals, ranging from 1% to 11%. First, in terms of response
time, BTA outperforms naive ITA under uniform dataset as well as exponential
dataset and for both count and report queries. Database query time as a part
of response time varies with the query ranges but it is not a dominant part
(only 10% of response time, see Fig. 9). The aggregation time is the main part
of response time has a similar trend with response time (Fig. 10). The memory
space for BTA is significantly smaller than naive ITA (Fig. 11). In total, BTA
provides better performance for computing null time aggregates.
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Fig. 10. Aggregate computation cost

5 Related Work

In [7], Kline and Snodgrass proposed an algorithm for computing temporal aggre-
gation using a main memory-based data structure, called aggregation tree. It
builds a tree while scanning a temporal relation. After the tree has been built,
the answer to the temporal aggregation query is obtained by traversing the tree
in depth-first search. It should be noted that this tree is not balanced. The worst
case time to create an aggregation tree is O(n2) for n stored tuples. In an exten-
sion of his previous work, Kline proposed using a 2 – 3 tree, which is a balanced
tree, to compute temporal aggregates [2]. The leaf nodes of the tree store the
time intervals of the aggregate results. Like the aggregation tree, this approach
requires only one database scan. The running time is O(n log n) given that the
database was initially sorted.

Interval stabbing problem is a well-known problem in computational geom-
etry and there exist a number of results, for example [5,6]. However, interval
stabbing in this context is aimed to preprocess the intervals into a data struc-
ture for repetitive query. The query time is at least Ω(1 + k) for output size k.
The preprocessing is often expensive, requires multiple scans.
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6 Conclusion

In this paper, we dealt with the problem of computing temporal aggregates over
null time intervals. Null time intervals are intervals not overlapped by any event
time intervals. We introduced α-folding and transformed the problem into the
interval stabbing problem. To compute aggregates for stabbing groups efficiently,
we proposed balanced search tree based data structure that maintains stabbing
groups and their associated aggregates. The proposed algorithm requires only
scan the argument intervals exactly once.
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Abstract. Artifacts not only combine data and process into the same semantic
entities that evolve according to precise state-based lifecycles, but they also
provide casual users with a simple and intuitive framework for modeling,
executing, and managing business processes. Despite the surge in interest, arti‐
facts still lack effective languages and tools to define, manipulate and interrogate
their instances. Most existing artifact languages and notations focuses only on
modeling and executing artifact-based processes in which data have discrete
values and fail to handle artifacts in which their data include continuous data
streams. In this paper, we present the Continuous Artifact Query Language
(CAQL) for modeling stream-based artifacts and semantically manipulating and
interrogating their instances.

Keywords: Domain specific language · Artifact Query Language · Data streams ·
Continuous query language · Complex event processing

1 Introduction

Artifact-centric processes are introduced by IBM Research labs in 2003 [16]. The arti‐
fact-centric approach, rather than entity-relationship modeling in Databases or activity-
centric modeling in Business Process Modeling, combines both data and process into
self-contained entities, known as Artifacts that serve as the basic building blocks to
model business processes. Roughly speaking, artifact-centric processes involve; a set of
artifacts each of which includes data model as attribute-value pairs, a set of tasks oper‐
ating on data models, and a state-based lifecycle describing the possible ways that tasks
can be invoked on data by following transitions between lifecycle states. An artifact type
is thus a blend of data and process acting as a dynamic entity that evolves according to
a specified lifecycle to achieve a particular goal. As reported in [8, 11], the artifact-
centric approach has successfully been applied to process management and case
handling, and has demonstrated many advantages such as enabling a natural modularity
and componentization of processes, providing a framework of varying levels of abstrac‐
tion between data used in business processes. Yet another promising application of arti‐
facts is the Internet of Things in which smart objects link networks of sensors and actua‐
tors. In this context, smart objects can be modeled as self-evolving artifacts gathering
data streams from various sensors, detecting complex events, and performing actions
on actuators. Moreover, the artifact data model should not only represent data with
discrete values but also data with continuous values originating from data streams. As
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a result, using Artifacts in the Internet of Things requires an appropriate language to
continuously process artifact data streams and handle complex events. To the best of
our knowledge, current work on artifacts still lack effective languages and tools that take
full advantage of their semantic nature in order to define, manipulate and interrogate
their instances. Most existing languages [4, 9, 20] are graphical or textual notations that
not only focus on modeling and executing traditional business processes but also neglect
to provide declarative languages similar to SQL in relational databases for specifically
managing artifact instances and handling their data streams. In order to define, manip‐
ulate and interrogate artifact instances, we have introduced the Artifact Query Language
(known as AQL) in [3]. The AQL is built on top of the relational algebra and consists of
statements each of which is translated into SQL queries that involve multiple tables,
complex joins, and nested statements. In this paper, we extend the AQL to manage arti‐
facts in which their data models contain data streams and require complex event
processing. To this end, we introduce a model for stream-based artifact systems and
define its Continuous Artifact Query Language (CAQL). Finally, we develop a prototype
for executing and testing CAQL queries.

The remainder of the paper is organized as follow. Section 2 describes the stream-
based artifact system through a motivation case study from the Internet of Things.
Section 3 presents the CAQL statements. Section 4 illustrates the prototype implemen‐
tation. Section 5 presents related works and finally, Sect. 6 concludes the paper.

2 Stream-Based Artifact System Model

A stream-based artifact system W is a triplet (C, S, R) where C is a set of Artifact
Classes, S is a set of Services, and R is a set of Artifact Rules.

In order to demonstrate the various components of stream-based artifact systems,
we introduce an example scenario about a process automating that detects and controls
fire incidents in the context of a smart home. We assume that every house is equipped
with temperature and smoke sensors and is wirelessly connected to the city control center
that remotely detects fire incidents and controls responses. Moreover, the city control
center manages, in its databases, information about every house. The city control center
detects a fire incident when house temperature sensor values become higher than 57 °C
and smoke sensor levels exceed a threshold of 3 in a range of values between 0 and 5.
When the fire incident occurs, the control system turns on the alarms, activates water
ejectors and alerts the nearest fire station with the house address and location. In addition,
the city control system informs the house habitats about the fire incidents by automati‐
cally sending short messages. When fire is extinguished and water has been depleted
from ejectors, water pumps are remotely activated to refill the ejectors. Water levels are
detected using water level sensors. Finally, when the house temperature becomes less
than 50 °C the fire is considered to be extinguished and the alarm is then turned off.
Finally, the fire incident is archived.

A Continuous Query Language for Stream-Based Artifacts 81



2.1 Artifact Classes

The purpose of every artifact is to achieve a particular goal. In the example scenario,
the Fire Control Artifact (FCA) deals with fire detection and control. All artifact
instances of one particular type (i.e., FCA) are described by an Artifact Class that
includes an Information Model in addition to a state-based Lifecycle (Fig. 1). The Infor‐
mation Model holds data about physical things or entities expressed as a set of data
attribute-value pairs of four categories:

1. Simple attributes hold one value at a time and record information about artifact
instances (i.e., instance identifier, alarm status,…).

2. Complex attributes correspond to relations and are expressed as lists of simple
attributes (i.e., House and Habitats).

3. Reference attributes refer to artifacts that are directly related to the main artifact in
Parent/Child relationships. For example, Fire Control Artifact contains a reference
to the smoke detector artifact.

4. Stream attributes represent data streams generated by streaming sources. They
consist of a list of simple attributes with an additional timestamp attribute repre‐
senting the creation time (i.e., the house’s indoor temperature).

- FireControlArtifactId
- FireDate
- FireDuration
- IsAlarmTurnedOn
- AreWaterEjectorsActivated
- AreHabitatsNotified
- AreWaterPumpsActivated

- House
- Habitats
- ClosestFireStation

- IndoorTemperature
- SmokeLevel
- WaterLevel

Fire Control Artifact

Normal

FireDetected

PrimaryProcedure
Performed

HabitatsInformed

WaterPumpsActivated

FireExtinguished

Archived

Create Fire
Control Artifact

Stream Indoor 
Temperature

Stream 
Smoke Level

Turn On
Alarm

Activate Water 
Ejectors

Notify
Habitats

Register Fire 
Data

SERVICES

{Temperature, Timestamp}
{Level, Timestamp}

Temperature
Sensor

Smoke
Sensor

Alarm
Actuator

SMSWeb 
Service

ARTIFACT CLASS

EjectorsDepleted

Ejectors
Actuator

ARTIFACT RULE ARTIFACT RULE

Lifecycle

Information Model

Fig. 1. Stream-based artifact system

The state-based Lifecycle dictates how artifact instances evolve from their initial
states to final states passing through intermediate states as triggered by Artifact Rules.
Figure 1 illustrates the Fire Control Artifact’s lifecycle consisting of eight states.

We formalize an Artifact Class c as a tuple (c, A, γsim, γcom, γref, γstr, Q, s, F) where:
c is the artifact name. A is the set of artifact attributes which includes four partitions;
simple, complex, reference, and stream attributes. γsim, γcom, γref, γstr are the type functions
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that map attributes in A to their associated data types. Q is the set of Lifecycle states
where s is its initial state and F are its final states.

2.2 Services

Services represent units of work that update artifact attributes and trigger state transitions
according to artifact lifecycles. Similarly to Semantic Web Services, services are speci‐
fied using Input, Output, Precondition, and Effect (IOPE). Thus, a Service s is the tuple
(s, CI, CO, P, E) where: s is the service name. CI is the set of input artifacts read by s.
CO is the set of output artifact modified or created by s. And, P and E are respectively
the precondition and effects of s. In stream-based artifact systems, services can be of
two types: (1) Adhoc Services are executed once when certain situations occur as speci‐
fied by Artifact Rules. Their effect is immediate and non-lasting. RegisterFireData and
TurnOnAlarm are examples of Adhoc Services. (2) Stream Services are invoked on
stream attributes when artifacts are instantiated. Stream Services continuously read data
from stream sources until the artifact instance reaches one of its final states and is
archived. StreamIndoorTemperature is an example of stream service that reads the
house’s indoor temperature sensor.

2.3 Artifact Rules

Artifact Rules are variants of declarative Event-Condition-Action (ECA) rules that
execute artifact processes in conformance with the artifact state-based lifecycle [6].
Artifact Rules fall into two categories: (1) rules that invoke services on artifacts; “on e
if ρ invoke S”. And, (2) rules that perform state transitions; “on e if ρ change state of
c to q”, where e is an external, timely, or user-generated event. ρ is a condition on the
states and data attributes of artifact instances. S is a list of services to be invoked. c is
an artifact class. And q is a state. Artifact Rules can only invoke Adhoc Services whereas
Stream Services are invoked upon artifact’s instantiation.

In stream-based artifact systems, Artifact Rules are responsible for performing
Complex Event Processing (CEP). In CEP, complex events are detected using event
expressions involving primitive and composite events. When complex events are
detected, associated ECA Rules are invoked and, if the condition holds, the specified
action is performed. In stream-based artifact systems, the states of artifact lifecycles
represent the complex events. The state transitions correspond to the event expressions
that detect the complex events. As a result, Artifact Rules that change the state of artifacts
are rules that detect complex events. And, Artifact Rules that invoke services are rules
that execute actions when complex events are detected. From the list of most common
event operators described in [7], Artifact Rules implement the fundamental event oper‐
ators; And, Or, and Sequence operators.
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3 The Continuous Artifact Query Language

The Continuous Artifact Query Language consists of nine statements as listed in
Table 1 and is divided into two sub-languages:

Table 1. CAQL statements

Statement Syntax
Create
Artifact

Create Artifact <name>
Attributes <list of attributes> States <list of
states>

Create
Service

Create Service <name>
Input <list of artifacts> Output <list of artifacts>
Precondition <expression> Effect <expression>

Create Rule Create Rule <name>
(On <event> | On <event> If <condition> | If
<condition>)
(Change State Of <artifact> To <state> | Invoke <list
of services>)

New New <artifact> Values <list of simple attribute
values>
{<complex attribute> <list of tuples>}
{<reference attribute> Having <condition>}
{<stream attribute> Using <stream service>} [Set
state to <state>]

Retrieve Retrieve <list of attributes> From <list of artifacts>
[Where <condition>] [Within <range>]

Update Update <artifact> Set <list of assignments> [Where
<condition>]

Insert Insert <attribute> Into <artifact> <list of tuples>
[Where <condition>]

Remove Remove <attribute> From <artifact> [Where <condition>]
Delete Delete <artifact> [Where <condition>]

Continuous Artifact Definition Language (CADL): The Create Artifact statement
defines an artifact class. It consists of a list of data attributes including simple, complex,
reference, and stream types, and a list of states. The query 1 in Fig. 2 depicts the definition
of the Fire Control Artifact using the Create Artifact statement. FireControlArti‐
factId, FireDate, FireDuration, WaterEjectorsActivated, and AlarmTurnedOn are
simple attributes. House is a complex attribute consisting of the Address and Surface of
the house. The “As Stream” keywords denote that IndoorTemperature and Smoke‐
Level are stream attributes, consisting of pairs of simple attributes and timestamps.
Normal, FireDetected, PrimaryProcedurePerformed, and FireExtinguished denote
states of the artifact lifecycle in which Normal is the initial state, FireExtinguished is a
final state.
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Fig. 2. CADL query examples

The Create Service statement defines a service by specifying its IOPE as illustrated
in queries 4 and 5 of Fig. 2. Input is a list of artifacts that are read by the service. Output
is a list of artifacts that are modified or instantiated by the service. The Pre-condition
is the condition that holds before the invocation of the service whereas the Effect is the
condition that holds after the invocation of the service. Condition expressions are formed
from the conjunctions of the following predicates: new(artifact), opened(stream),
closed(stream), defined(attribute), notDefined(attribute), and scalar comparison
predicates (>, <, <=, >=, =, !=). The new(artifact) predicate signifies that a new
instance of artifact is created. The opened/closed(stream) predicates signify that the
stream attribute is respectively receiving or not receiving input. The defined/notDe-
fined(attribute) predicates signifies that attribute respectively holds, or does not hold a
value.

The Create Rule statement defines rules (queries 2 and 3 of Fig. 2). Two types of
rules exist: “If condition Invoke services”, and “If condition Change State Of arti‐
fact To state”. An optional “On event” clause can be appended to rules. The event in
this case represents an external, timely, or user generated event, i.e. creation of a new
application, submission of required documents… etc. In the case that the “On event”
clause is specified, the “If condition” clause can be omitted. The condition expression
is formed from the conjunction and disjunction of the following predicates: state(arti‐
fact, state), defined(selector), notDefined(selector), and scalar comparison predi‐
cates (>, <, <=, >=, =, !=). The selector is a cascading reference to simple attributes
inside artifacts, such as selector = {artifact.attribute1, artifact.attribute1.attribute2}.
The state(artifact, state) predicate signifies that the state of artifact should be state.

Continuous Artifact Manipulation Language (CAML): The New statement instan‐
tiates an artifact instance based on its artifact class and initializes its attribute-values and
states in addition to invoking the artifact’s stream services. The New statement has
several modes of usages that can be combined to initialize: (1) some or all of the simple
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attributes using: “Values(value1, value2.)”. (2) state using: “Set State To state”, (3)
complex attributes by using name of attribute followed by a list of tuples. (4) reference
attributes by using: “attribute Having(condition)” where the child artifact referenced
by attribute should satisfy condition, The New statement also invokes stream services
on stream attributes using: “attribute Using service” (see Fig. 3).

Fig. 3. CAML query examples

The Retrieve statement expresses continuous queries that retrieve artifact instances
(i.e., queries 2 and 3 of Fig. 3). The result of a Retrieve query is continuously updated
to reflect changes in the source relations and/or the Sliding Window on streams. The
condition of the Retrieve statement is specified using the “Where condition” clause.
Three types of filtering conditions can be used: Conditions on simple attributes and states
using scalar comparison and state predicates. Conditions on complex attributes using
the include predicate; “complex attribute Include {tuple list}”. And, conditions on
reference attributes using the having predicate. Additionally, the Retrieve statement
supports the specification of a Sliding Window when stream attributes are involved. The
Sliding Window is specified using the optional “Within range” clause where range is
a time interval.

The remaining statements of the CAML are statements that manipulate artifact
instances, including Update, Insert, Remove, and Delete statements (see Fig. 3
queries 4 to 7). The Update statement is used to update simple attributes and states of
artifacts. The Insert statement is used to insert tuples into complex attributes. It is also
used to insert child artifact references into reference attributes. On the other hand, the
Remove statement is used to remove tuples from complex attributes and child refer‐
ences from reference attributes. Finally, the Delete statement is used to entirely delete
artifact instances including values of their complex, reference, and stream attributes.
Readers are invited to refer to [3] for more information on these statements.
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4 Prototyping

We develop an Eclipse RCP-based prototype with a domain-specific language for
writing and executing CAQL queries. The prototype relies on Odysseus Data Stream
Management System and its Procedural Query Language (PQL) to implement our
continuous queries using its logical operators (i.e., selections and repetitions). Figure 4
illustrates the prototype graphical interface and its architecture.

Fig. 4. Prototype graphical interface and architecture

As depicted in Fig. 4, the Xtext-based parser reads a CAQL query, performs syntax
analysis, and generates an Abstract Syntax Tree (AST). The semantic interpreter reads
the AST and generates an internal representation of the CAQL query. The CAQL query
is rewritten as a PQL logical query scripts and executed by the Odysseus server.

5 Related Works

Artifacts as building blocks for modeling processes was first introduced in [16]. In [20],
ArtiFlow is introduced to model artifact processes as finite-state machines In [9], artifact
processes are declaratively modeled using the Guard-Stage-Milestone (GSM) notations.
Works in [15] have introduced the Business Entity Definition Language (BEDL), an
XML-based language, for modeling business artifact processes. In [4], artifact processes
are defined using Active XML. On the other hand, SQL for Business Artifacts
(BASQL), introduced in [14], was a first attempt to describe SQL-like statements to
define and manipulate artifact instances. In general, these languages and notations for
modeling artifact processes have focused on modeling traditional business processes
and fail to provide suitable statements streaming based data. The CAQL was first intro‐
duced in [2]. A first version of the language, referred to as AQL, was introduced in [3].
However, AQL usages were limited to supporting existing artifact processes and did not
involve data streams, continuous queries and complex event processing. From the
Continuous Query, and Complex Event Processing (CEP) perspective, the amount of
literature is vast and divergent. The roots of continuous query go back to Materialized
Views [10] where a view is continuously updated to reflect changes to its base relations.
The concept of Data Streams was first introduced in [12] under the name of Chronicles.
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Tapestry [18] was the first to introduce the notion of continuous queries. Since then,
many sophisticated data stream management systems have been proposed like: Aurora
[1], STREAM [5], and Odysseus [17]. CEP goes back to Active Database [19] where
ECA rules or Triggers, fire when an event of interest occurs. Since events in triggers are
simple update, insert, or delete operations, works in [7] focuses on specifying complex
events. Recent works on CEP techniques [13] focuses on expressing continuous queries
that detect complex events from input streams. In comparison to CAQL, existing contin‐
uous query and complex event languages treat low-level streams and relations, while
CAQL deal with dynamic entities.

6 Conclusion

In this paper, we present the CAQL for modeling artifact processes involving data
streams and complex event processing capabilities. The CAQL allows end-users to
efficiently model high-level semantic entities, referring to smart objects or connected
devices in the context of the Internet of Things. These entities are characterized by their
data, which have discrete or continuous values. Future research perspectives include the
extension of artifact rules with event operators such as Not, Any, Aperiodic, and Peri‐
odic. Another important future work consists of conducting an experimental study of
the CAQL query performance and comparing it with existing benchmark suite in the
field of existing continuous query languages.

Acknowledgment. This work is generously supported by the Rhône-Alpes Region, through the
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Abstract. Traditional data warehouse design methods do not fully address some
important challenges, particularly temporal ones. Among them past indetermi-
nacy is not handled systematically and uniformly. Furthermore, most methods
published until now present transformation approaches by providing examples
rather than general and systematic transformation rules. As a result, real-world
applications require manual adaptations and implementations. This hinders
scalability, long-term maintenance and increases the risk of inconsistency in case
of manual implementation. This article extends the Unified Bitemporal Histori-
cization Framework with a set of specifications and a deterministic process that
defines simple steps for transforming a non-historical database schema into a
historical schema allowing data evolution and traceability, including past and
future indeterminacy. The primary aim of this work is to help data warehouse
designers to model historicized schema based on a sound theory ensuring a sound
temporal semantic, data integrity and query expressiveness.

Keywords: Data warehouse design � Temporal data warehouse � Temporal
indeterminacy � Missing information

1 Introduction

Historicization is the process that consists of transforming a non-historical (database)
schema into a historicized one. There are complex design problems that need to be
addressed [2]. A recent survey paper [4] did not identify new innovative models suc-
cessfully addressing the following gaps. First, when applied to historical data ware-
houses (HDW), the published methods require multiple manual steps (both in terms of
design and implementation) [12]. Second, the existing solutions are based on different
data models (relational, entity-relationship, object-oriented, multidimensional) and use
different structures and semantics. This diminishes generalizability and large-scale
adoption. Finally, many solutions for temporal data warehouses do not handle missing
information.
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This paper extends the Unified Bitemporal Historicization Framework1 (UBHF), to
cope with past indeterminacy. UBHF and it’s time model were formally defined in [11].

In 2006, Rizzi et al. [13] wrote: “Though a lot has been written about how data
warehouse should be designed, there is no consensus on a designmethod yet”. According
to our last survey of data warehouse design (DWD) methods [12] this is still valid.

Two major temporal models have emerged in the literature and in our domain of
interest (clinical data warehousing). The first one is the Bitemporal conceptual data
model (BCDM) a bitemporal model based on SQL. Snodgrass presents design “best
practices” to build a bitemporal schema starting from a conceptual model (entity
relationship) ending with SQL code (and TSQL2 [22] a temporal SQL extension).
BCDM was initially defined in [9], a more recent presentation can be found in [14] and
an extension to temporal indeterminacy in [3]. The second one is the
Date-Darwen-Lorentzos Model (DDLM) which is based on the relational theory. It
proposes three sub-models, two unitemporal model and one bitemporal model based on
the third manifesto relational model [5] and Allen’s interval logic [1]. In previous work,
a comparative study [10] showed interesting similarities (and some differences)
between BCDM and DDLM when using UBHF to express them [11] but none can
express past indeterminacy.

Regularly, patients cannot provide exact dates regarding important health events
that happened sometimes more than 40 years ago. In the event of a fracture, the exact
onset moment was known at some point in time but might have been forgotten, leading
to a missing date in the electronic medical record. A related but different problem
occurs when a new diagnosis is made (e.g. diabetes). While we know that the disease is
present at the time of the first diagnosis, for most diseases, the exact onset moment is
unknown and it could be days, weeks, months or even years (e.g. hypertension) before.
Currently, temporal data related to the examples above is often not included in the
database. In the case where the application forces the user to enter a precise value, the
clinicians will input an approximate date. This can lead to significant inconsistencies in
the treatment of temporal operations during queries or the exclusion of relevant
information.

2 UBHF Concepts

UBHF is a conceptual framework that defines specifications and deterministic trans-
formations based on fundamental relational and temporal concepts [7, 14]. This paper,
presents a synthesis of these concepts, a more elaborated version can be found in [11].

2.1 Time Model

UBHF uses a discrete time model based on points and intervals derived from the one
defined by Allen in [1] and used in [7]. TIMPEPOINT and PERIOD will be used as a
representative time point type and time interval type in the following sections. The

1 Technical report can be found at http://griis.ca/surl/ubfh-dexa.
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retained timelines are transaction time (@T) and valid time (@V) as defined in the
consensus glossary [8]. In the context of a HDW, the distinction between future
indeterminacy and past indeterminacy allows easier processing of the retrospective and
perspective data.

Future indeterminacy (indeterminate end) concerns facts with a known beginning
and an unknown ending. In BCDM, this endpoint is represented by the constant
« until changed » for a valid-time period and with « forever » for a transaction-time
period. These constants are encoded in the database tables as the maximal value of
TIMESTAMP type (9999-12-31 when granularity is one day). In DDLM and UBHF,
this is represented with the function ufn «until further notice» and is only used in query
expression (not for storage purpose).

Past indeterminacy (indeterminate begin) concerns facts with a known ending and
an unknown beginning. This indeterminacy is overlooked by most models including
DDLM and BCDM. In UBHF, this is represented with the function saw «since a
while» and is only used in query expression (not for storage purpose).

2.2 Timelines

UBHF represents a timeline by an attribute (called timeline attribute). A timeline
attribute can have different types and values defined as follows:

• A period timeline attribute (be): where the beginning and the end point values are
known.

• A point timeline attribute with unknown end value (bx): where the beginning point
is known and the end is unknown.

• A point timeline attribute with unknown beginning value (xe): where the beginning
point is unknown and the end is known.

The table below defines the notation used. Note that, for transaction timelines the
xe-type is not defined, as in a DBMS the beginning point of a transaction is always
known (Table 1).

2.3 Attributes and Relations

In a non-historical schema, we conventionally distinguish between key and non-key
attributes. A non-historicized relation R is denoted R(K, A), where:

Table 1. Timeline attribute definition and notation.

Notation Definition Timeline

@Vbe Valid time period Valid
@Vbx Valid time begin point
@Vxe Valid time end point
@Tbe Transaction time period Transaction
@Tbx Transaction time point
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• K = {k1,…, k|K|} is the set of key attributes (|K| � 1). Without loss of generality,
we consider that each relation contains only one key - although this key may have
more than one attribute.

• A = {a1,…, a|A|} is the set of non-key attributes (|A| � 0).

A historicized relation R is denoted R’(K, B, C, DV, DT) with A = B [ C where:

• B = {b1,…, b|B|} is the set of non-key attributes (|B| � 0) associated with a valid
timeline attribute (called historicized attributes); B is a subset of A.

• C = {c1,…, c|C|} is the set of non-key attributes (|C| � 0) not associated with a
valid timeline attribute(called non-historicized attributes); C is a subset of A.

• DV = {@V, b1@V,…, b|B|@V} is the set of valid timeline attributes, with the
following notations @V is associated with K, and bi@V is associated with bi 2 B.

DT = {@T, a1@T, …, b|A|@T} is the set of transaction timeline attribute where
@T is associated with K, and ai@T is associated with ai 2 A. In the context of R’, K
and “key” do not refer to the same entity. K is the key set of the original relation R
where the “key” of R’ is the union of K with DV and DT.

Keeping history changes may introduce redundancy, contradiction, circumlocution
and non-denseness when attributes in the same relation are modified independently.
DDLM studied these problems in detail [7] (chap. 5 and 13) and proposed constraints
to avoid them. See Sect. 4 for a generalized form of constraint definitions.

3 Historicization Process

Data modifications may introduce data inconsistency as described in previous sections.
Data inconsistency is usually addressed by schema normalization and constraint
specification. The normalization process uses lossless relational decomposition to split
a relation into smaller relations (“relparts” for short). Two types of such decomposition
are used hereafter: projection-join decomposition (PJ) and the restriction-union
decomposition (RU) [11]. The historicization process consists of the following activ-
ities which are presented in the remaining of the present section:

• Schema annotation (guided).
• Historical schema construction (automated).
• Temporal constraints specification (automated).

3.1 Schema Annotation

The aim of the schema annotation is to “parameterize” the algorithm of the schema
transformation according to the domain needs. For each relation R(K, A) of the initial
schema previously normalized in 5th normal form (5NF): Split A into B (attributes with
valid time) or C (attributes without).
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3.2 Modelling

For each relation R(K, B, C) the following steps are required:

1. Decompose the relation R into 6NF using the PJ decomposition2

PJ(R_K{K}, R_b1{K, b1}, …, R_bn{K, bn}, R_c1{K, c1}, …, R_cm{K, cm}).

To facilitate constraint definition, these (numerous) relparts are conceptually
grouped into three types of groupings [11]:

• The K-grouping of a relation R is the set of all the K relparts. A K-relpart, denoted
R_K, is a relation with K and the associated timeline attributes only.

• A bi-grouping of a relation R is the set of all bi-relparts. Collectively, the bi-
groupings are called B-groupings.

• A ci-grouping of a relation R is the set of all ci-relparts. Collectively, the ci-
groupings are called C-groupings.

For each relation R(K, B, C) the following steps are required to produce the
historical representation (i.e. R!VT(K, B, C, DV, DT)).

2. For each relpart in K-grouping and B-groupings: Add the timeline attribute @V.
3. For each relpart in K-grouping and B-groupings: Decompose each resulting rel-

parts, using RU decomposition over the @V timeline attribute to separate timeline
between @Vxe, @Vbe and @Vbx types, renaming the relparts accordingly.

4. For all relparts (in K-, B- and C-groupings): Add two transaction time relparts: one
with @Tbx and one with @Tbe.

In the following, without loss of generality, all relations are considered bitemporal.
If a relation is a transaction time relation, only the last step is required.

Fig. 1. Hierarchy of all potential relational partitions (Color figure online)

2 A PJ decomposition of a relation R is defined by its contributive projection subsets, each of them
containing the common key and the union of them being equals to the attributes of R. Here, the
subsets are precisely to the 6NF relparts of R (including the key relpart).
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3.3 Relational Partitions

Relparts are conceptually split into “partitions” to facilitate constraint definition and
query expressiveness [11]. A partition is defined regarding the relation category and
timeline category. Figure 1 shows the hierarchy of potential relational partitions that
can be found in a historical schema depending on the decomposition. In UBFH, the
structure and the constraints are defined over the leaf partitions (in blue).

In the following section a relational partition of R is denoted R@S where S is one
of the categories illustrated in the previous figure (white and blue boxes). We may also
refer to a specified grouping in a specific partition denoted R_g@S.

4 Constraints

This section presents constraint specifications that are automatically generated for a
specified relation. Constraints are defined on V partitions because they can be modified
by the user. No constraints are defined for T partitions because they cannot be modified
by the user as they are managed by the DBMS using any of the following solutions:
(a) as views when the values of the transaction timeline attribute are obtained by a
function call to the DBMS journal as in DDLM or (b) as base relations (table) when the
values of the transaction timeline attribute are set by the DBMS (as in SQL:2011 with
SYSTEM TIME), or by triggers (as in BCDM [14]). In UBHF, all solutions are
supported if they satisfy the transaction timeline semantic.

The following constraints must be defined regarding each relation of the initial
schema. A constraint is defined with a unique identifier and a boolean expression.

4.1 Candidate Keys

For each grouping R_g in partition S{N, Vxe, Vbx, Tbx, VxeTbx, VbxTbx}, the key
constraint is the same as the initial relation. The constraint of R_g@S is:

RELATION R_g@S (K, B, C, DV, DT)  KEY {K}; 

For historicized relparts with be-type timeline, the key constraint must be applied to
each time point in the period. For each grouping R_g in partition S{Vbe, VbeTbx},
add:

RELATION R_g@S (K, B, C, DV, DT)  USING(@Vbe): KEY {K, @Vbe}; 

For each grouping R_g in partition S{Tbe, VbxTbe, VxeTbe}, add:

RELATION R_g@S (K, B, C, DV, DT)  USING(@Tbe): KEY {K, @Tbe}; 
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For each grouping R_g in partition S{VbeTbe}, add:

RELATION R_g@S (K, B, C, DV, DT)  USING(@Vbe, @Tbe): KEY {K, @Vbe, @Tbe}; 

4.2 Temporal Denseness

The temporal denseness is defined over all relparts of an initial relation to ensure the
history completeness. Each initial relation R has been decomposed in one K-grouping
and some B- and C-groupings by historicization. Those groupings must stay consistent,
i.e.: each key defined in the K-relpart must also be defined in the same period in one of
its related present or missing relpart of B- and C-groupings. This constraint is inspired
by the requirements 3 and 6 in [7] and by the equality dependency defined in [6].

First, a shorthand operator, gSpace, defined in [11], is extended to cover Vxe
partition. The operator extracts the history (if any) of a specified grouping by calcu-
lating the union of all relparts of a grouping R_g with respect to the applicable par-
tition3 (@N or @V):

OPERATOR gSpace(R_g GROUPING) RETURNS RELATION  
  IF R_g is a C-grouping THEN 
    R_g@N 
  ELSE // R_g is a K-grouping or a B-grouping 
    WITH ( 
      r_xe := (EXTEND R_g@Vxe : {@V:=[saw:@Vxe]}) {ALL BUT @Vxe}), 
      r_bx := (EXTEND R_g@Vbx : {@V:=[@Vbx:ufn}) {ALL BUT @Vbx}), 
      r_be := R_g@Vbe RENAME {@Vbe AS @V} 
    ): USING (@V): r_xe UNION r_bx UNION r_be 
  END IF 
END OPERATOR

The temporal denseness may now be expressed using the two following rules:
For each bi-grouping, the constraint is defined as follows:

CONSTRAINT R_bi_denseness 
 USING(@V): gSpace(R_K) = gSpace(R_bi){K,@V} 

For each ci-grouping, the constraint is defined as follows:

CONSTRAINT R_ci_denseness  
  gSpace(R_K){K} = gSpace(R_ci){K} 

3 gSpace is defined to deal with @T and @VT partitions. In this paper only @N and @V are
represented.
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4.3 Foreign Keys

A foreign key is evaluated regarding related attributes in different relparts. In a his-
toricized relation, the associated timeline attributes must be considered to guarantee that
their related values are asserted at the same time (at each moment of the unpacked
relation). On the one hand, the foreign key in the initial schema must be maintained. Let
Rs{X}!Rd be a foreign key in the initial schema where Rs is the source relation with X
being any subset of attributes of Rs equivalent to the key (K) of Rd, the destination
relation. The constraint guarantees temporal referential consistency between groupings
by verifying that the projection of Rs on X is included in the projection of Rd on K (with
suitable renaming). Using gSpace, another shorthand operator, gUnpack, is defined,
extracting the unpacked history of an attribute x of a specified relation R:

OPERATOR gUnpack(R RelationName, x AttributeName) RETURNS RELATION  
  IF (x in K of R) THEN    UNPACK (@V): (gSpace(R_K){x,@V}) 
  ELSIF (x in B of R) THEN UNPACK (@V): (gSpace(R_x){x,@V}) 
  ELSE                     UNPACK (@V): gSpace(R_x){x} JOIN gSpace(R_K) 
  END IF 
END OPERATOR

Each foreign key Rs{X}!Rd induce the following constraint:

CONSTRAINT Rs_Rd_@V_fk 
  gUnpack(Rs, x1) RENAME {x1 AS k1}  gUnpack(Rd_K, k1) 
   
  gUnpack(Rs, xn) RENAME {xn AS kn}  gUnpack(Rd_K, kn); 

4.4 Key History Uniqueness

The key history uniqueness is defined over the value of the timeline associated with K.
It ensures non-redundancy and non-contradiction of the key attributes values over time.
In other words, it ensures consistency of the history of a tuple by verifying that the
same proposition is represented only once. This constraint is similar to requirement 1 in
[7]. For the K-relpart, the following constraint must be applied:

CONSTRAINT R_K_history 
  IS_EMPTY (R_K@Vbx JOIN R_K@Vbe WHERE @Vbx < POST(@Vbe)) AND 
  IS_EMPTY (R_K@Vbe JOIN R_K@Vxe WHERE @Vxe > PRE(@Vbe)) AND 
  IS_EMPTY (R_K@Vxe JOIN R_K@Vbx WHERE @Vxe > PRE(@Vbx)); 

4.5 Attribute History Uniqueness

The attribute history uniqueness is defined over the value of the timeline attribute
associated with a bi attribute. It ensures non-redundancy and non-contradiction of bi
values over time. This constraint is similar to requirement 4 in [7]. For each grouping
R_g in {R_b1, …, R_bn}, the following constraint must be applied:
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CONSTRAINT R_g_uniqueness  
  IS_EMPTY (R_g@Vbx {K, @Vbx} JOIN R_g@Vbe {K, @Vbe}  
    WHERE @Vbx < POST(@Vbe)) AND 
  IS_EMPTY (R_g@Vbe {K, @Vbe} JOIN R_g@Vxe {K, @Vxe} 
    WHERE @Vxe > PRE(@Vbe)) AND 
  IS_EMPTY (R_g@Vxe {K, @Vxe} JOIN R_g@Vbx {K, @Vbx}  
    WHERE @Vxe > PRE(@Vbx)); 

4.6 Key History Non-circumlocution

The key history non-circumlocution is defined over the value of the timeline attribute
associated with K. It ensures non-circumlocution of the key attributes values over time.
This constraint is similar to requirement 2 in [7]. For the K-relpart, the following
constraint must be applied:

CONSTRAINT R_K_circumlocution 
  IS_EMPTY (R_K@Vbx JOIN R_K@Vbe WHERE @Vbx = POST(@Vbe)) AND 
  IS_EMPTY (R_K@Vbe JOIN R_K@Vxe WHERE @Vxe = PRE(@Vbe)) AND 
  IS_EMPTY (R_K@Vxe JOIN R_K@Vbx WHERE @Vxe = PRE(@Vbx)); 

The two key history constraints (uniqueness and non-circumlocution) may be
combined in one.

CONSTRAINT R_K_key_history 
  IS_EMPTY (R_K@Vbx JOIN R_K@Vbe WHERE @Vbx <= POST(@Vbe)) AND 
  IS_EMPTY (R_K@Vbe JOIN R_K@Vxe WHERE @Vxe >= PRE(@Vbe)) AND 
  IS_EMPTY (R_K@Vxe JOIN R_K@Vbx WHERE @Vxe >= PRE(@Vbx)); 

4.7 Attribute History Non-circumlocution

The attribute history non-circumlocution is defined over the value of the timeline
attribute associated to a bi attribute. It ensures non-circumlocution of bi values over
time. This constraint is similar to requirement 5 in [7]. For each present value relpart
R_bi, the following constraint must be applied:

CONSTRAINT R_bi_circumlocution 

  IS_EMPTY (R_bi@Vbx {K, bi, @Vbx} JOIN R_bi@Vbe {K, bi, @Vbe}  
    WHERE @Vbx = POST(@Vbe)) AND 
  IS_EMPTY (R_bi@Vbe {K, bi, @Vbe} JOIN R_bi@Vxe {K, bi, @Vxe} 
    WHERE @Vxe = PRE(@Vbe)) AND 
  IS_EMPTY (R_bi@Vxe {K, bi, @Vxe} JOIN R_bi@Vbx {K, bi, @Vbx} 
    WHERE @Vxe = PRE(@Vbx)); 
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5 Conclusion

Most proposed DW design methods define transformation rules “by-example” and
must largely be adapted and applied manually. More specifically, regarding past
indeterminacy, some DW design methods propose “ideas” but none presents a com-
pletely integrated deterministic process. UBHF defines (a) relation, attribute and
timeline categorization to provide unique semantic; (b) a unified temporal structure and
general constraints to be independent of the domain and context (yet providing formal
definition and superior automation capabilities); (c) historicization processes with past
indeterminacy ensuring traceability over the transformation steps without losing the
initial conceptual view.

A model based on UBHF satisfies (1) data integrity with the definition of the
described constraints (2), sound temporal schema design using relational concepts and
well-defined temporal concepts (3) data schema evolution due to the normalization in
6NF (4) schema traceability and guided automation. This paper has extended UBHF
which is now suitable to guided automated historicization of a database schema
including past indeterminacy. This will enable improved modelling and query possi-
bilities in many domains, especially in healthcare.

Despite all UBHF concepts, the DW schema still not “fully” historicized. In other
words, adding the past indeterminacy induces a fourth timeline category, denoted eb,
that represents events that occur “certainly” at some period (from e to b) but the
beginning and the end point are not known. This situation may appear when two tuples
having the same ai values and two different timelines xe and bx that merge.

Future work is required to offer a fully applicative solution:

• To add the eb-type timeline.
• To model missing information.
• To implement a tool for designing historicized schema and translating it into

standard SQL code or TutorialD code so existing DBMS may be used directly.
• To evaluate UBFH approach in real applications.
• To propose a generalized set of data modification operators (insert, delete, update).
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Abstract. This paper explains the demonstration of a fast method of
Okapi BM25 term weighting on graphics processing units (GPUs) for
information retrieval by combining a GPU-based dictionary using a suc-
cinct data structure and data parallel primitives. The main problem with
handling documents on GPUs is in processing variable length strings,
such as the documents themselves and words. Processing variable sizes
of data causes many idle cores, i.e., load imbalances in threads, due to
the single instruction multiple data (SIMD) nature of the GPU archi-
tecture. Our term weighting method is carefully composed of efficient
data parallel primitives to avoid load imbalance. Additionally, we imple-
mented a high performance compressed dictionary on GPUs. As words
are converted into identifiers (IDs) with this dictionary, costly string
comparisons could be avoided. Our experimental results revealed that
the proposed method of term weighting on GPUs performed up to 5×
faster than the MapReduce-based one on multi-core CPUs.

Keywords: GPGPU · Term weighting · Dictionary · Parallel primitive

1 Introduction

Large numbers of documents have been created with the spread of computers
and the Web. A method of high throughput document processing is necessary
to process these large numbers of documents within a practical amount of time.
Much research has been carried out on utilizing commodity hardware to address
this issue. MapReduce is one of the most popular parallel programming mod-
els for processing large-scale data on large computer clusters [2]. MapReduce
has widely been used for processing documents, such as by term weighting and
inverted index construction [8].

GPUs, on the other hand, have widely been adopted in much research and
many applications because they offer high performance computing by utilizing
many cores and high levels of memory bandwidth. Emerging general-purpose
computing on GPUs has led to the drastic expansion of fields of application. For
example, many high performance numerical calculation libraries support GPUs

c© Springer International Publishing AG 2017
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for their floating point operations1. Furthermore, even high performance non-
numerical calculation libraries have come to support GPUs. For instance, a graph
processing library utilizes GPU computing primitives and optimization strate-
gies to achieve a balance between performance and expressiveness [18]. The effec-
tive use of data parallel primitives is the key to constructing high performance
programs. Although string processing has been recognized as being unsuitable
for GPUs, some GPU-accelerated algorithms have been proposed such as string
matching for database applications [16].

There have been some variations in MapReduce for various platforms such
as GPUs [3] as well as shared memory processors [17] and clusters2. However,
MapReduce cannot extend the potential power of GPUs due to the load imbal-
ance among tasks.

This paper proposes an implementation of an efficient dictionary on GPUs
as a new data parallel primitive for document processing, and a methodology of
constructing efficient document processing by using the dictionary and existing
data parallel primitives on GPUs. We then discuss its applicability to a realis-
tic application. We particularly focus on the high performance calculations of
Okapi’s BM25 term weighting [15] which is a widely used term weighting scheme
in information retrieval systems by using these primitives on GPUs as an exam-
ple, rather than simple string match computations. Many strings need to be
compared in document processing, e.g., exact matches of two words and sorting
a set of words. However, comparing strings involves very costly calculations on
GPUs because of their variable sizes. The dictionary is very useful when handling
many strings in document processing because it efficiently converts all words in
a document into corresponding integer IDs so that costly comparisons of strings
are replaced with low cost comparisons of integers on GPUs.

When Web pages are processed, the size of the vocabulary increases because
they contain numerous proper nouns, such as named entities and URLs. The
dictionary size, however, must remain small even for large vocabularies due to
the memory size limitations of GPUs. Therefore, we improved a compressed
dictionary algorithm with a succinct data structure [7] to implement a GPU-
accelerated dictionary, so that a large vocabulary could be handled even with
the limited memory size of GPUs.

We also conducted experiments to demonstrate the power of our dictionary
and the suitability of combining it with other existing data parallel primitives
for calculating BM25 term weights as an example of document processing.

The rest of the paper is organized as follows. Section 2 refers to the back-
ground for this study including parallel primitives, and Sect. 3 describes an
implementation of BM25 term weighting with our dictionary on GPUs. The
experimental results are discussed in Sect. 4, which are followed by concluding
remarks in Sect. 5.

1 https://developer.nvidia.com/gpu-accelerated-libraries.
2 http://hadoop.apache.org/.

https://developer.nvidia.com/gpu-accelerated-libraries
http://hadoop.apache.org/
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2 Background

2.1 Notations

Let Σ be a finite set of alphabets. We denote the text of length n by T =
c1c2c3 . . . cn, ci ∈ Σ. We have Σ = {a, b, . . . , z}, |Σ| = 26 for the English text.
When T is written in a natural language, it is assumed that almost all T is
composed of a finite vocabulary, Vk, where k = |Vk|. Then, T is expressed as
T = t1t2t3 . . . tm, ti ∈ Vk. Let d be the ID of a document and t be the ID of a
term.

2.2 Term Weighting

The weight of term t in document d on Okapi’s BM25 term weighting scheme
[15] is defined by Eq. (1).

wtd = log
N

dft
· (k1 + 1)tftd
k1((1 − b) + b × (Ld/Lave)) + tftd

, (1)

where N is the number of documents, dft is the number of documents that
contain term t, and tftd is the frequency of term t in document d. Here, Ld is
the length of document d and Lave is the average of all Ld. The variables, k1
and b, are tuning parameters.

2.3 Term Weighting Method Using MapReduce

Map. Each document is assigned to a map worker. The map worker extracts
terms from the document that is assigned, and then generates key-value pairs,
each of which contains term t as a key and document ID d as a value. If the same
term appears multiple times, pairs are generated multiple times. The generated
pairs are stored, and the length of pairs is equal to that of document d.

Reduce. A reduce worker processes the group of key-value pairs that have the
same term, t, as a key. The list of document ID d is obtained from aggregated
values. When term t appears multiple times in document d, the same number
of d exists in the list. For each d, tftd is obtained by counting the number of d
in the list. In addition, dft is calculated by counting the number of unique d in
the list.

We sort the list of d and use the sorted list of d to obtain tftd, dft, and wtd.
First, the whole list is scanned to obtain dft. Then, the list is scanned again to
obtain tftd, while wtd is calculated each time.

2.4 Dictionary

A dictionary is a data structure that handles a set of strings. A set of strings
with supplementary information such as ID and description is stored in the dic-
tionary in advance. After that, we can use this dictionary to determine whether
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Fig. 1. Example of trie.

C[b]=4

a ab aba b ba bb bc c cc

b ba bb bc

0 1 2 3

Fig. 2. Example transition from
each node by b. Bb = 1100100010,
C[a] = 1, C[b] = 4, C[c] = 8.

Table 1. Example of state transition table (STT).

0 1 2 3 4 5 6 7 8 9

a 1 −1 −1 −1 2 3 −1 −1 −1 −1

b 4 5 −1 −1 6 −1 −1 −1 7 −1

c 8 −1 −1 −1 −1 −1 −1 −1 9 −1

a certain string is included in the dictionary or not. If the string is included,
its supplementary information is retrieved. The ideal dictionary algorithm in
areas managing large-scale vocabulary and/or requiring limited memory capac-
ity needs to have features that achieve a minimal memory footprint and fast
lookup operation. Mart́ınez-Prieto et al. conducted a comparative study of com-
pressed string dictionaries from the viewpoint of both theoretical and practical
performance [9].

Dictionary Encoding. Let us consider mapping that converts word w into
corresponding ID t. Using this mapping, T is expressed as a dictionary-encoded
sequence of integers T = t1t2t3 . . . tm.

Instead of expressing T as a string, dictionary encoding enables an efficient
comparison of words and conserves memory space in most situations.

STT. Trie is one of the data structures that support the retrieving of infor-
mation using variable length keys [4]. It is represented as a tree structure. The
edges are labeled with a character. Each node corresponds to a prefix of the key.
The information associated with the key can be retrieved by tracing the edges
from the root. The state transition table (STT) explicitly stores the next node
ID for all nodes and for all characters.
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For example, Fig. 1 and Table 1 outline the trie and the corresponding STT
that has aba, ba, bb, cb, and cc as keys. In this example, −1 denotes that the
transition is unavailable.

XBW. We applied compressed prefix matching with the XBW proposed by Hon
et al. [7] to convert words on GPUs. Note that we used the algorithm without
further compression because of noticeable overheads. See Hon et al. [7] for the
theoretical details.

The reverse prefix is defined as the concatenation of characters from the
node to the root. The ID of each node is assigned in lexicographical order of the
associated reverse prefix. Note that the ID of the root node is zero. There is an
example of the assigned IDs in Fig. 1.

The bit-vector, Bc, is constructed for each character c. The i-th element of the
bit-vector Bc indicates node i can transition by character c if the i-th element
is one. The function, rank(i, Bc), is defined as the number of 1 s in Bc[0, i).
Additionally, the smallest node ID for each character c, where a node’s reverse
prefix begins with c is stored as C[c].

The node transition by c from node x is obtained in a two-step procedure.

1. If the x-th element of Bc is zero, there is no valid transition.
2. If there is a valid transition, the next node ID is calculated with rank(x,Bc)+

C[c].

Figure 2 outlines example transitions from each node by b. The nodes that
can transition with b have an arrow labeled with a rank. Two examples are given
below:

– Transition by b from root node. rank(0, Bb) + C[b] = 0 + 4 = 4
– Transition by b from node 8. rank(8, Bb) + C[b] = 3 + 4 = 7

Bit-Vector. RRR [14] is used for the bit-vector supporting rank in O(1) time.
The bit-vector is divided into blocks with bits of length t. The blocks are classified
according to the number of 1 s in the bits. Thus,

(
t
k

)
blocks belong to class k

and each block has unique index r. Therefore, the pair, (k, r), identifies a block.
There are two methods of decoding from a pair to bits, i.e., using a pre-computed
table or computing on the fly [12]. Additionally, a superblock groups some blocks
and stores ranks and pointers at the beginning bits of the superblock.

2.5 GPU Architecture

We used a GTX 970, which is a GPU with the Maxwell architecture, for evalu-
ation and the program was written using CUDA. See the official documents [13]
for further details on the GPU architecture.

All threads within a warp perform one common instruction in a lockstep.
When the threads within a warp follow different execution paths, each path is
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Fig. 3. Example behavior of parallel primitives.

executed one by one while the threads following the others discard the results.
This is called warp divergence, which is one of the causes of low performance.

Global memory is basically accessed via 128-byte memory transactions. When
all threads within a warp access a continuous 128-byte memory region, these
memory accesses are coalesced. These coalesced accesses are important to max-
imize the performance of memory access.

2.6 Data Parallel Primitives

Data parallel primitives on GPUs are the fundamental algorithms that are used
as building blocks for constructing programs. Some efficient algorithms such
as sort [11], scan [6], and merge [5] have been proposed. In addition, several
implementations and libraries are available. We used the ModernGPU [1] library
in the research discussed in this paper.

This section describes the data parallel primitives that comprised our pro-
posed term weighting method. Figure 3 outlines example behaviors by each
primitive.

Scan. Scan, or prefix sum, takes an associative binary operator, ⊕, and an array,
[a0, a1, a2, ..., an−1], as input, and then generates an array, [a0, (a0⊕a1), ..., (a0⊕
a1⊕ ...⊕an−1)]. If the i-th output includes the i-th input, it is called an inclusive
scan. Instead, if the i-th output does not include the i-th input, it is called an
exclusive scan.

Sort. Radix sort [11] is considered to be the fastest sorting algorithm on GPUs.
However, there is a limitation on the property of keys to perform radix sort. For
example, radix sort cannot perform with variable length keys such as strings.
In comparison with sorting algorithms, merge sort based on efficient merge [5]
is competitive with radix sort. Still sorting variable length keys with merge
sort yields suboptimal performance on GPUs. We used merge sort [1] as an
implementation of a sort primitive.
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Fig. 4. Overview of proposed term weighting method using data parallel primitives.

Compact. Compact, or filter, extracts the elements that satisfy a predicate
from input arrays. It consists of three steps. First, it marks the elements that
satisfy a condition. Then, it calculates their indices. Finally, it generates output
arrays by using the indices (Fig. 4).

Load Balancing Search. Load balancing search takes an array of length k
in which elements represent the positions of the boundary of an array of length
n that needs to be generated. Then, it generates an array of length n in which
elements represent the indices to denote what part of an array is of length k. It
can be regarded as a special case of a vectorized sorted search [1].

Count. Count is the operation that counts the numbers of unique keys in an
input array. It is not so much a primitive as a composition of primitives. However,
we describe it here because we employed it several times in our proposed method.
First, it sorts an input array if needed. Then, it extracts the indices of boundaries
using compact. The predicate for compact is whether or not the key is different
to the preceding key. After that, it calculates the number of keys by subtracting
the index from the succeeding index for each index. The corresponding key with
the number can be retrieved by using the indices of boundaries.

3 Term Weighting Method Using Data Parallel
Primitives

Assumption. We calculate all wtd corresponding to the pair, 〈t, d〉, when doc-
ument d contains term t. A set of documents is represented as a sequence of
terms separated by a space. The boundary between documents is represented as
a blank line.

Step 1: Extract Word. We need to extract terms from a document to calculate
term weights. As we assumed that documents would be preprocessed by the
method described above, two conditions hold:

1. The character is the first character of a word, if the character is an alphabet
and the preceding is a blank character.
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2. The character is the first character of a document, if the character is an
alphabet and the preceding is a new line character.

An array of indices denoting the positions of the first character of each term
can be obtained by compact using predicate 1. Additionally, a Boolean array
denoting whether the corresponding term is the first term in the document can
be obtained. It is used to generate a document index in the next step.

Step 2: Assign Document ID. We have no information on which term belongs
to which document. We can obtain an array of monotonic values by using the
inclusive scan of sum, where terms within the same document have the same
value. We used these values as document ID d.

Step 3: Calculate Document Length. The number of terms in each docu-
ment is needed to calculate BM25. It can be obtained by count of an array of
document IDs.

Step 4: Sort. The positions of terms and document IDs are sorted in this step
by the position of the terms as the key and the document IDs as the value. The
position of the terms is compared with the corresponding term by using string
comparison. We used stable sort so that document IDs could preserve monotonic
order within the same terms.

Step 5: Calculate tf td . The number of elements that have the same term and
document ID is tftd, which is obtained by count.

Step 6: Calculate df t . The array of unique pairs of term t and document ID d
was obtained in the previous step. The number of elements that have the same
term is dft in this array. In the same way, dft is obtained by count.

Step 7: Assign df t . We need both tftd and dft to calculate wtd. If one thread
handles one dft, it is easy to obtain tftd from dft by calculating offsets and
iterating dft times. However, some threads may calculate large amounts of BM25
weights in this way while others only calculate a few. Thus, significant load
imbalance occurs and warp divergence adversely affects performance.

We created an expanded array of dft whose element had a one-to-one corre-
spondence to tftd to avoid this imbalance and balance the load. This array is
generated by using load balancing search.

Step 8: Calculate BM25. Since the values necessary for calculation are
obtained with these seven steps, BM25 weights are calculated with Eq. (1).

3.1 Implementation of Dictionary

We implemented the dictionary with XBW, as described in Subsection 2.4. First,
the block size is set to 15. Class k ranges from [0, . . . , 15]. Thus, class k is rep-
resented as a 4-bit integer. The superblock groups 16 blocks. A rank, a pointer,
and 16 classes are stored in a structure. The size of the structure is 16 bytes.
This structure is handled as built-in vector type uint4 so that it can be fetched
in a single memory transaction.
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We use the table for decoding a pair, (k, r). The number of entries is 215

and the size of each entry shares 2 bytes. Thus, the size of the table is 64 KB
in total. The constant, �log

(
t
k

)�, and offsets for accessing the table are cached
in the shared memory.

Modifications to Term Weighting Method. It was assumed that the dic-
tionary would be constructed in advance and reside in the CPU side memory.
The dictionary was transferred to the GPU side memory along with input doc-
uments. We added the converting step before the sort step. This step converted
the positions of terms into IDs by using the dictionary. Comparisons of the terms
were replaced by those of IDs after this step.

If there is a term that is not listed in the dictionary, this term is treated as
an unknown term, and the same ID is assigned to all unknown terms. Note that
the existence of unknown terms never affects the term weight of other terms,
although the term weight of unknown terms becomes the same value.

4 Evaluation

This section compares four methods where former two methods are compari-
son methods and latter two methods are proposed methods and evaluates their
performance:

MapReduce Phoenix++ (MRP). This is a MapReduce based method on
multi-core processors using Phoenix++ [17]. We conducted experiments using
eight threads, which is the same as the number of logical cores.

MapReduce Mars revised (MRM). This is a MapReduce based method on
GPUs using Mars [3]. We replaced the original sort algorithm to the merge-
based sort primitive to enable a fair comparison. The merge-based sort prim-
itive is faster than the original sort algorithm and the overhead of sorting is
a bottleneck in the shuffle step.

Parallel Primitives (PP). This is a data parallel primitives based method on
GPUs without a dictionary. The number of threads per block is heuristically
determined for each kernel and the number of blocks is set to sufficiently large
in order to exploit the latency hiding ability of GPUs.

Parallel Primitives with Dictionary (PPD). This is a data parallel prim-
itives based method on GPUs with the dictionary to convert terms into IDs.

We measured the execution times from when all inputs resided in the CPU
side memory until calculated results were stored back into the CPU side memory.
Hence, the data transfer time between the CPU and the GPU was included if a
GPU was used.

4.1 Setup

We collected the frequencies of terms from around 50 million English pages in
the Text REtrieval Conference (TREC) ClueWeb09 Category B3. The terms
3 http://trec.nist.gov/.

http://trec.nist.gov/
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were case insensitive and only consisted of letters of the alphabet. Thus, Σ =
{a, b, . . . , z} and |Σ| = 26. We used the top-k terms when the vocabulary size
is k.

We used artificially created documents for evaluation. The words in the doc-
ument were randomly selected by using discrete distribution based on the above
frequencies of terms. The lengths of the documents were randomly determined
by using a lognormal distribution whose parameters were μ = 6.0 and σ = 1.1.
Table 2 lists the statistics for the datasets that were generated. Here, nw is the
total number of words, ndl is the number of documents, ntf is that of tftd, and
ndf is that of dft.

Table 2. Statistics on datasets.

nw ndl ntf ndf

100MB 17,881,505 24,411 11,029,756 447,663

200MB 35,767,202 48,725 22,074,419 687,255

300MB 53,651,412 73,163 33,119,396 882,477

400MB 71,532,437 97,683 44,123,823 1,051,534

500MB 89,409,102 122,178 55,165,752 1,203,716

The experiments were conducted on a PC with an Intel Core i7-6700K, 16 GB
of DDR4 memory, and an NVIDIA GeForce GTX 970, running on Ubuntu 14.04
and CUDA 7.5.

4.2 Results

Figure 5 compares the performance of the four methods. Both the proposed
methods based on parallel primitives on GPUs, PP and PPD, outperformed the
multi-core CPUs. In particular, PPD, which used the dictionary, outperformed
MRP by a factor of 5.0–5.1 in terms of runtime. The advantageous effects of
using the dictionary were observed by comparing PPD and PP. PPD reduced
the overall runtime by a factor of 3.8–4.5. In contrast, MRM, which used Mars
on GPUs, failed to gain in performance against MRP. Furthermore, its memory
requirements were larger those of the other methods; therefore, MRM could not
run with datasets of more than 400 MB.

Figure 6 has breakdowns of the execution times for MapReduce-based MRP
and MRM running on CPUs and GPUs. The shuffle step aggregates key-value
pairs. This step is implemented by sort in Mars and hash tables in Phoenix++.
Thus, the time for shuffle is included within map and reduce steps in Phoenix++.
The merge step gathers the results of each reduce worker into one list of key-
value pairs. Although the reduce step of MRM does not contain any operation
handling strings, this step expends a large portion of the execution time. This
is due to load imbalance within threads, which deteriorates performance.
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Fig. 5. Execution times for methods.

Fig. 6. Breakdown of execution time of
MapReduce based methods.

Fig. 7. Breakdown of execution time
for data parallel primitive based meth-
ods. dtoh: data transfer time from GPU
to CPU. htod: data transfer time from
CPU to GPU. Each step corresponds
to steps in Sect. 3.

Figure 7 has the breakdowns for the execution times of data parallel primi-
tives based methods. The steps in the PP method that handle variable length
strings such as sort and the calculations of tftd and dft, expend a large portion of
the execution time. In particular, sorting dominates the overall execution time.
In contrast, the PPD method, which employs the dictionary, reduces the over-
heads of costly sorting and comparing of strings by converting terms into IDs in
advance. Although a converting step has been added, the cost of converting and
sorting strings by IDs is sufficient smaller than sorting by strings.

PPD achieves significant speedup by using the dictionary. There are two dis-
advantages in compensation for using the dictionary. First, an additional cost
for converting terms is involved. Second, it cannot calculate weights of terms
that are not listed in the dictionary. Moreover, execution without data trans-
fer expends about 45% of the time. However, it is important to use a fast and
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compact dictionary for applications that need to handle large amounts of vocab-
ulary such as those in information retrieval.

4.3 Evaluation of Dictionary

This section describes how we compared the proposed implementation of the
dictionary with a näıve one based on a trie using a state transition table (STT).
STT is the fastest method if the cost of memory access is constant. In reality,
the memory subsystem of GPUs is complicated and varies depending on the
architecture [10,19]. It must be noted that random access is inherently unavoid-
able to achieve these algorithms for the dictionary. Hence, their performance is
heavily influenced by memory hierarchies and the cache replacement algorithms
of the hardware.

Setup. We used two types of text:

Tfreq. This is an artificial text using discrete distribution that is the same as
that in Subsect. 4.1.

Tunif . This is an artificial text using uniform distribution.

There are two parameters m and k for texts. Parameter m is the number of
words in a text and k is that of words in the vocabulary.

Thread i converts the i+ jN -th word, where N is the number of threads and
j is the natural number. We measured execution times by changing the number
of threads and that of blocks. The minimal execution times are provided in the
following results.

Fig. 8. Memory footprint of dictionary.
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Fig. 9. Runtime in milliseconds of con-
verting words where Tfreq, k = 100K,
10M, and length of text m is varied.

Fig. 10. Total memory usage on GPUs
by converting words where Tfreq, m =
100M, and number of words in vocab-
ulary is varied.

Fig. 11. Runtime per character in
nanoseconds of converting words where
Tfreq, m = 100M, and number of words
in vocabulary is varied.

Fig. 12. Runtime per character in
nanoseconds of converting words where
Tunif , m = 100M, and number of
words in vocabulary is varied.

Results. The memory footprint of the dictionary in our setup is plotted in
Fig. 8. The XBW for a large vocabulary requires a memory footprint that is
about 40× less than that of STT.

The execution time in Fig. 9 is proportional to the size of input in all cases.
The performance of STT is heavily dependent on the vocabulary size. In contrast,
the proposed method slightly increases the execution time.

Figure 11 has the execution time per character, while the total memory usage
is shown in Fig. 10. The input text is Tfreq, m = 100M, and imitates an actual
text by using term frequencies. The execution time of STT increases along with
vocabulary size. The proposed method outperforms STT in this scenario for a
large vocabulary.
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Table 3. Mean and variance in length of words in text.

Vocabulary size k 10K 100K 1M 10M

Tfreq Mean 4.55 4.78 4.84 4.86

Variance 6.34 6.91 7.09 7.24

Tunif Mean 6.66 7.12 7.84 9.44

Variance 6.42 7.04 8.32 17.2

Behavior is that in Fig. 12 when the input text is Tunif . Both methods
increase execution times along with vocabulary size. When using a uniform dis-
tribution, the characteristics of text change according to vocabulary size. The
variance in the length of words increases because rare words are often longer.
The mean and variance in the length of words in a text are summarized in
Table 3. The variance in the length of words causes warp divergence. The pro-
posed method suffers more from the effect of warp divergence, since it requires
more operations than STT.

5 Conclusion

We proposed the implementation of an efficient compressed dictionary on GPUs
and a methodology to construct a very fast BM25 term weighting algorithm
with a dictionary and existing data parallel primitives on GPUs as an example of
major document processing. The experimental results revealed that the proposed
dictionary required a footprint with 40× less memory than STT, and that GPUs
were able to achieve obvious speedup against CPUs in processing documents by
properly composing the dictionary and data parallel primitives.

Although performance in converting words into integer IDs depended on the
characteristics of text and vocabulary, the proposed dictionary was competitive
with STT in our setup with a large vocabulary. By using the dictionary to avoid
string comparisons, GPUs with the dictionary performed up to 5.1× faster than
multi-core CPUs and up to 4.1× faster than GPUs without the dictionary. The
importance of a compact and fast dictionary was clarified as it proved to be very
effective in efficiently processing documents.

Further studies are needed to conclude whether data parallel primitives and
the dictionary can be applied to other document processes. The simplest paral-
lelization method in terms of the dictionary was used for converting words into
IDs. Since the processing time for each word depended on the length of words,
we considered that some sophisticated scheduling method that could rearrange
words could balance the load among threads and achieve greater improvements
to performance.
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Abstract. This paper describes a collaborative modeling environment
to support the analysis and interpretation of statutory texts, i.e., laws.
The paper performs a case study on formalizing the product liability
act and proposes a data-centric process that enables the formalization of
laws. The implemented application integrates state-of-the-art text min-
ing technologies to assist legal experts during the formalization of norms
by automatically detecting key concepts within legal texts, e.g., legal
definitions, obligations, etc. The work at hand elaborates on the imple-
mentation of data science environment and describes key requirements,
a reference architecture and a collaborative user interface.

Keywords: Formalizing norms · Semantic modeling · Computable law ·
Data analytics · Text mining · Apache UIMA · Reference architecture

1 Introduction

Although, several legislations have the ambitious goal that laws should be under-
standable by everyone (see [1]), understanding and interpreting legal norms is
a difficult and complex task. Civil law systems have developed complex inter-
pretation canons, that can be used during the interpretation of legal norms to
avoid misinterpretations and to unveil and determine the intrinsic uncertainty
and vagueness [2,3].

Since the interpretation of laws is a repeating, data-, time-, and knowledge-
intensive task, the lack of appropriate tool-support is counter-intuitive in several
ways. On the one hand, providing tool-support to model and store the result of
the interpretation process is a measure to unveil intrinsic vagueness, inconsis-
tencies, complex regulations. On the other hand, the development of an applica-
tion to collaboratively formalize and refine a semantic model of normative texts
becomes—due to the advances in enterprise information systems engineering and
because of text mining algorithms—more and more attractive [4,5]. Up to now,
there is a gap between the technological possibilities and the current support of
legal interpretation processes, which holds especially for the legal domain in Ger-
many. In 2015 the dutch researcher van Engers explicitly stated: “While many
c© Springer International Publishing AG 2017
D. Benslimane et al. (Eds.): DEXA 2017, Part II, LNCS 10439, pp. 118–125, 2017.
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attempts to automate law [. . . ] have been made before, hardly any attention
has been paid to the ’translation process’ from legal rules expressed in natural
language to specifications in computer executable form” [6].

It is unlikely, that the interpretation process can be fully automated through
algorithms. Instead, the advances in natural language processing (NLP) and
detection of patterns in legal texts are considered to be supportive to legal (data)
scientists and practitioners. The paper’s contribution can be stated as follows:

(i) How does a data-driven process aiming at the analysis and interpretation
of normative texts look like?

(ii) How can prevalent textual representation with normative content, e.g., laws,
be transformed into models?

(iii) What are requirements for an application supporting the collaborative
derivation of models using NLP technologies?

2 Analysis and Interpretation of Normative Texts

The potential of tool-support during the analysis and interpretation of normative
texts and the subsequent formalization in semantic models can be described by
a process model shown in Fig. 1.

Fig. 1. Structured and data-centric process of collaboratively analyze, interpret, and
model normative texts with specification of clear roles and potential tool-support.

The process is built upon the legal theory and interpretation canon proposed
by Larenz and Canaris (see [2]) and consists of four steps:

1. Import. Integration of relevant literature into the system requires a generic
data model representing the particularities of normative texts, such as struc-
tural information. Depending on the case, that a legal expert wants to deal
with, an import of various literature, e.g. laws, contracts, judgments, com-
mentaries, etc., needs to be performed.
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2. Analysis. During the analysis step, legal experts explore and investigate the
key norms and relationships between them. They implicitly determine the
relevance of norms and their applicability by considering particular linguistic
and semantic patterns which indicate whether a norm is relevant in a case,
respectively a set of cases, or not.

3. Interpretation. During the interpretation step the textual representation of
norms is transferred into a coherent semantic and normative model (see Figs. 2
and 3). This could be an explication of the mental model of an experience
lawyer or legal scientist might has. The example in Sect. 3 illustrates how
the determination of obligations, exclusions, prohibitions, etc. can be assisted
during the interpretation process. It supports the legal experts to access the
content of the law and prevents him of missing important norms.

4. Application. The models arising from the textual interpretations can be
stored in order to provide access to different collaborating users. Based on the
interpretation and creation of the model the system automatically generates
forms which allow end-users to describe a particular case. Thereby, the user
inputs the known evidence from a fact and the system automatically infers
the solution represented by derived attributes.

3 The Product Liability Act

3.1 Semantic Modeling to Represent the Structure and Semantics
of Legal Norms

Based on linguistic and semantic analysis of legal texts, it is possible to support
the interpretation by proposing important semantic legal concepts.

The act explicitly states that there has to be a product (Sect. 2) with a defect
(Sect. 3) causing a damage (Sect. 3) on a legally protected good (Sect. 1). This
might be the life (in case of death) or the physical or psychological integrity (in
case of injury) of a person or items that are possessed by a person. If this is the
case, then the producer of the product (Sect. 4) becomes liable for the damage.
The law also specifies reasons releasing the producer from his liability (Sect. 1).
For sake of simplicity, we omit attributes of the types described by the legislator,
such as the manufacturing date of a product. Obviously, it is possible—and
depending on purpose of the modeling necessary—to deviate from the textual
representation, by either modeling more or less information than provided in
the text, e.g., interpretation. However, the proposed modeling approach does
not make constraints regarding the quality of the model. This is intentionally
left to the user.

3.2 Executable Models Representing Decision Structures
and Behavioral Elements

Beside the semantic model representing types with their attributes and the rela-
tionships among them, the decision structure of norms has to be represented.
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Fig. 2. Model based formalization of the product liability act in a web based envi-
ronment. Types, attributes, and relations, can be linked with text, which is then
highlighted.

Fig. 3. The form is automatically generated and evaluated by the reasoning engine.
End-users have to provided the facts, i.e., filling the form.

This so-called executable model contains the decision structures, i.e. derived
attributes. Consequently, the models aim at capturing the executable (or com-
putable) logic that can be used to decide whether someone has a claim or not.
Those derived attributes are expressed in a domain specific language (MxL) and
are evaluated at run time based. Those statically type-safe expressions do not
only support the specification of first-order propositional logic but also higher-
order logic and almost arbitrarily complex arithmetical operations.

Figure 2 shows semantic model of the product liability act. Each type in the
model contains different attributes and relations to other types.

Thereby, it is necessary that the set of facts contains a product (Sect. 2)
and a producer (Sect. 4) who has manufactured the product. In addition, there
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needs to be a defect (Sect. 3) causing a damage. In principle, producers are liable
for damages that a product manufactured by him has caused. Of course, there
are several exclusions that release the producer from his liability (Sect. 1). The
existence or absence of those exclusions decides whether there is an effective
liability or not. So if the producer is effectively liable and if there is a legally
protected and damaged good, then the plaintiff has a claim according to the
product liability act.

4 Technological Requirements

The requirements (listed in Table 1) served as the base line for the implementa-
tion of the data science environment. To ensure an easy extension and adaptabil-
ity, the system follows the principle of high cohesion and low coupling regarding
its components. Technologically, the environment was implemented as a web
application and the programming language used in the back-end was Java. Elas-
ticsearch serves as the data storage, which allows an efficient handling of a large
amount of textual data. The execution and reasoning engine, which is already
existing and maintained at our research group, is accessed via a REST API. It
fulfills all technological requirements to store the models [7]. The execution and
reasoning engine integrates a DSL, i.e. MxL, which allows the specification of
complex queries as well as logical and arithmetic operations [8].

5 Concept and Implementation of a Collaborative Web
Application

Based on a case study of the product liability act presented in Sect. 3 and the
process shown in Fig. 1, several requirements can be derived that have to be met
by a text mining and semantic modeling environment to foster collaboration. On
this fundament we propose a reference architecture and an implementation.

5.1 Reference Architecture

Based on the requirements from Table 1 and on the framework proposed in [9])
it is possible to define a reference architecture focusing on the analysis of legal
texts and the creation of semantic and executable models.

The data and text mining engine is the central component of the platform
supporting the modeling process by unveiling linguistic and semantic patterns.
Since the main task consists of the creation of semantic and executable models
based on textual descriptions that are usually of normative character, the assis-
tance during the analysis and interpretation consists in parts of the automated
detection of relevant sentences and phrases (patterns).

Within the data and text mining engine, several components have to be pro-
vided, e.g., dictionaries and pattern definitions. The legal language has some
particularities that make it well suited for the analysis by NLP [10], for exam-
ple the usage of particular linguistic patterns (phrases or words) that indicate
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Table 1. Main requirements for collaborative tool-support to model the semantics of
statutory texts structured into four phases.

Import

1 Flexible import structure Baseline for the analysis and interpretation is the
consideration of various literature (laws, judgments,
contracts, commentaries, etc.) that is present in
different sources (xml, html, pdf, etc.)

2 Mapping and indexing of legal data The legal literature has to be indexed and mapped to
a data model, that does not only preserve the content,
i.e. text and metadata, but also structural properties,
such as references and nested content

Analysis

3 Preserving textual representation Enabling users to access the content, i.e. legal
literature. The visualizations of legal literature has to
show the structural information, such as nestedness
and links between articles and documents

4 Collaborative creation and maintenance of patterns The creation, refinement and deletion of the required
pattern definitions should be done collaboratively in
the application, so that different users are able to
share their knowledge and contributions

5 Lifecycle management of pattern descriptions Support of the full lifecycle of the pattern
specifications, namely creation, refinement,
evaluation, and maintenance

6 Automated pattern detection Automated identification of linguistic and semantic
patterns through data and text mining components

7 Reuse of existing NLP components Building of NLP pipelines, that allow the easy reuse
and sharing of highly specified software components
for NLP

8 Evaluation of annotation quality Possibility to view the annotations, to examine
precision and recall manually, or to export this
information to compare against a manually tagged
corpus

9 Manually annotating and commenting of legal texts Users should be able to manually add relevant
semantic information and comments to the legal
literature

10 Storing of annotations Storing and indexing the automatically determined
and manually added annotations

Interpretation

11 Creation of semantic and executable model elements Step-wise definition of model elements (types,
attributes, relationships, operators) for semantic and
executable models

12 Lifecycle support for semantic models Defining, maintaining and storing of static model
elements, such as types, attributes, relationships

13 Lifecycle support for executable models Defining, maintaining and storing of executable model
elements, such as types, relationships, operators

14 Connecting model elements with text phrases Creation of connections between model entities and
the relevant (interpreted) text. Thereby various levels
of the interpreted text should be linkable to model
elements, such as words, phrases, sentences, sections,
and documents

15 Domain specific language (DSL) to express semantics of
operators

Specification of the operations and executable
semantics of relationships with a model-based
expression language

Application

16 Access to existing models Viewing and exploring of semantic and executable
models to grasp the result of prior interpretation
processes

17 Application of decision models Executing the defined models through intelligent
form-based or spreadsheet-based reasoning
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Fig. 4. The reference architecture for collaborative modeling of normative texts based
on linguistic and semantic text analysis (extension of [9]).

particular legal ideas or concepts. This is what makes pattern determination
valuable for the legal domain (see also [11]). In order to determine patterns
which are more elaborate than common regular expressions, it is necessary to
integrate a component that allows the specification of patterns which can easily
nest, reuse and recombine those pattern specifications (rules). Our implemen-
tation integrates Apache Ruta (rule-based text annotation), which shows some
great potential as a linguistic pattern definition technology [11] (Fig. 4).

Modeling component. The modeling engine offers the required functionality
to access, create, refine, maintain, and delete models. The differentiation between
the semantic model and the executable model is necessary. In contrast to the
semantic model, the executable model requires the definition of the executable
semantics, i.e., functions and operators, between model elements, i.e., defining
derived attributes based on atomic attributes. Figure 2 shows the types which
are input, namely producer, product, etc., whereas “legally protected good” is
a type, which is the output (relevant intermediate result) of an operator. The
semantics of these operators can be expressed using an existing model-based
expression language (as described above).

The modeling engine is also capable of managing the associations between
model elements and text phrases. It offers proper technical functions and services,
and is also the component that observes changes in the textual representation
that might lead to changes within the semantic and executable models.

Execution and reasoning engine. The execution of the model is done by an
existing reasoning engine. Heart of the engine is a model-based domain specific
expression language (MxL), that was developed at our research group [8]. It is a
type-safe functional expression language, implemented in Java and hosted within
a web application that can be accessed via a REST API. This expression lan-
guage allows the specification of almost arbitrarily complex logical and numerical
operations. These operations accept typed input values (integer, string, boolean,
model elements, etc.) and compute a typed output. The operations are part of
the interpretation process and can therefore be linked to the text.
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6 Conclusion

In this paper we have developed a collaborative data-driven process that struc-
tures the analysis and interpretation of normative texts by leading to executable
models of statutory texts, i.e., laws.

We have identified four phases that are required to formalized legal norms:
Import, analysis, interpretation, and application. For each step we have identified
and implemented tool-support.

In a case study we have shown the approach by formalizing a basic claim
arising from the product liability act. Based on the proposed data- and tool-
centric process we have derived key requirements. Finally, we showed how the co-
existence of these semantic models and the corresponding textual representation
can be implemented in a collaborative web environment.
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Abstract. Semantic search has a great potentiality in helping users
to make choices, since it appears to outperform traditional keyword-
based approaches. This paper presents an ontology-based semantic search
method, referred to as influential SemSim (i-SemSim), which relies on
the Bayesian probabilistic approach for weighting the reference ontology.
The Bayesian approach seems promising when the reference ontology is
organized according to a Directed Acyclic Graph (DAG). In particular,
in the proposed method the similarity among a user request and seman-
tically annotated resources is evaluated. The user request, as well as each
annotated resource, is represented by a set of concepts of the reference
ontology. The experimental results of this paper show that the adoption
of the Bayesian method for weighting DAG-based reference ontologies
allows i-SemSim to outperform the most representative methods selected
in the literature.

Keywords: Semantic search · Bayesian network · Semantic annotation ·
Similarity reasoning · Weighted reference ontology

1 Introduction

SemSim is a semantic similarity search method that operates starting from
semantic annotations associated with resources in a given search space [2]. A
semantic annotation, as well as a request vector, is defined as a set of char-
acterizing features represented by concepts of a reference ontology. In order to
compute the semantic similarity between a request vector and a semantic anno-
tation, SemSim is based on a Weighted Reference Ontology (WRO), where each
concept is associated with a weight corresponding to the probability that, select-
ing a resource at random, the resource is characterized by that concept.

In a previous work [3], we have explored the use of a Bayesian approach to
ontology weighting, applied to tree-shaped ontologies, that improved the perfor-
mance of SemSim. The contribution of this paper is twofold: firstly, we show that
the Bayesian approach can be effectively used also for DAG-shaped WRO; sec-
ondly, we present the influential SemSim (i-SemSim) method, which is conceived
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to address particular scenarios where the annotation vectors and the request vec-
tors contain a concept that is more relevant (influential), in order to characterize
the resource, than the other concepts in the vector. The underlying idea is to
capture the user’s mental model by identifying one feature of the resource that is
dominant with respect to the others for describing it. Indeed, in the user evalua-
tion, the similarity between an annotation vector and a request vector is usually
biased by the existence of a more relevant concept in the annotation vector,
independently of the other features. The experimental results of this paper show
that i-SemSim improves the SemSim performance and, in most of the considered
cases, it outperforms the selected similarity methods.

The paper is organized as follows. In the next Section, the Related Work
is given, in Sect. 3, the notions of a WRO, request and annotation vectors are
recalled. In Sect. 4, the Bayesian approach for weighting ontologies defined in
[3] is extended to DAG-shaped ontologies, and in Sect. 5 the i-SemSim method
is defined. Finally, in Sect. 6 the experimental results are given and Sect. 7 con-
cludes.

2 Related Work

In this section, we recall some representative proposals concerning the weighting
of the concepts of an ontology and the integration of Bayesian Networks (BN)
and Ontologies.

In [11] a method has been proposed for measuring the information content
(IC) of terms based on the assumption that the more descendants a concept
has the less information it expresses. Concepts that are leaf nodes are the most
specific in the taxonomy and their information content is maximal. Analogously
to our proposal, in this method the information content is computed by using
only the structure of the specialization hierarchy. However, it forces all the leaves
to have the same IC, independently of their depth in the hierarchy.

The method for measuring semantic similarities proposed in [4] is based on
edge-counting and the information content theory. In particular, different ways of
weighting the shortest path length are presented, although they are essentially
based on WordNet frequencies. In this work, we do not adopt the WordNet
frequencies. Firstly, because we deal with specialized domains (e.g., personal
computer) requiring specialized domain ontologies, and WordNet is a generic
lexical ontology, secondly, because there are concepts in WordNet for which the
frequency is not given.

Regarding the integration of BN with ontologies, in [12], a similarity measure
for the retrieval of medical cases has been proposed. This approach is based on
a BN, where the a priori probabilities are given by experts on the basis of cause-
effect conditional dependencies. In our approach, the a priori probabilities are
not given by experts and rely on a probabilistic-based approach.

In [6], an ontology mapping-based search methodology (OntSE) is proposed
in order to evaluate the semantic similarity between user keywords and terms
(concepts) stored in the ontology, using a BN. Furthermore, in [5], the authors
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emphasize the need of having a non-empirical mathematical method for comput-
ing conditional probabilities in order to integrate a BN in an ontology. In partic-
ular, in the proposed approach the conditional probabilities depend only on the
structure of the domain ontology. However, in the last two mentioned papers,
the conditional probability tables for non-root nodes are computed starting from
a fixed value, namely 0.9. In line with [5], we also provide a non-empirical math-
ematical method for computing conditional probabilities, but our approach does
not depend on a fixed value as initial assumption. In fact, in i-SemSim the con-
ditional probabilities are computed on the basis of the weight wa, which depends
only on the structure of the domain ontology, i.e., the probability of the parent
node divided by the number of sibling nodes.

3 Weighted Ontologies and Ontology-Based Feature
Vectors

Similar to our previous work in [2,3], in this paper we adopt a simplified notion
of ontology consisting of a set of concepts organized according to a specialization
hierarchy. In particular, an ontology Ont is a taxonomy defined by the pair:

Ont =< C, ISA >

where C = {ci} is a set of concepts and ISA is the set of pairs of concepts in C
that are in subsumption (subs) relation:

ISA = {(ci, cj) ∈ C × C|subs(ci, cj)}

However, in this work, we assume that the hierarchy is a direct acyclic graph
(DAG), instead of a tree.

A Weighted Reference Ontology (WRO) is then defined as follows:

WRO =< Ont,w >

where w, the concept weighting function, is a probability distribution defined on
C, such that given c ∈ C, w(c) is a decimal number in the interval [0. . .1].

With respect to the SemSim method proposed in [3], in this paper the weight
wa (a standing for a priori, as it will be explained in the next section) has been
introduced by revisiting the uniform probabilistic approach, in order to take into
account the DAG-shaped ontology, where a concept can have more than one
parent. Figure 1 shows the WRO drawn upon the personal computer domain
that will be used in the running example. In this figure, the weights wa have
been assigned by taking into consideration that in a DAG multiple inheritance
is allowed. In other words, given a concept c ∈ C, there can exist more than one
concept ci such that (ci, c) ∈ ISA, and we have:

wa(c) = min { wa(ci)
|children(ci)| |ci ∈ parent(c)},
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where parent(c) is the set of parents of c in the ISA hierarchy. For instance,
let us consider the concept SmallSizeMediumResScreen (where Res stands for
resolution). The associated wa is 0.013 because SmallSizeMediumResScreen has
two parents, namely MediumResScreen and SmallSizeScreen, which have both
wa equal to 0.04, with three and two children, respectively.

Fig. 1. The WRO of our running example with the corresponding wa and wb weights.
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The WRO is then used to annotate each resource in the Universe of Digital
Resources (UDR) by means of an OFV 1, which is a vector that gathers a set
of concepts of the ontology Ont, aimed at capturing its semantic content. The
same also holds for a user request, and is represented as follows:

ofv = (c1, ..., cn), where ci ∈ C, i = 1, ..., n

Note that, when an OFV is used to represent a user request, it is referred to
as semantic Request Vector (RV ) whereas, if it is used to represent a resource, it
is referred to as semantic Annotation Vector (AV ). They are denoted as follows,
respectively:

rv = {r1, . . . , rn},
av = {a1, . . . , am},

where {r1, . . . , rn} ∪ {a1, . . . , am} ⊆ C.

4 Bayesian Networks for Weighted Ontologies

Our proposed solution exploits the Bayesian Networks (BN) approach for ontol-
ogy weighting. BN, known as directed graphical models within statistics, have
been defined in the late 1970s within cognitive science and artificial intelligence.
They have been emerged as the method of choice for uncertain reasoning [9]
according to their capacities for inferences combined with a sound probabilistic
foundation. A BN is a DAG, where each node represents a domain variable, and
each arc between nodes represents a probabilistic dependency between the asso-
ciated nodes. Each node is associated with a conditional probability distribution,
which quantifies how much a node depends on or is influenced by its parents.

Note that the root nodes (nodes without parents) are independent of any node
but they influence their children. Whereas, the leaf nodes (leaves) are dependent
on their parents and do not influence any node. Thus, the nodes that are not
directly connected in the BN are conditionally independent of each other.

Given X1, ...,Xn random variables, according to the global semantics of BN,
their full joint distribution is defined as follows:

P (x1, ..., xn) =
∏

i
P (xi|pai)

where xi is a value of the variable Xi, pai is a set of values for the parents of Xi,
and P (xi|pai) denotes the conditional probability distribution of xi given pai.

Therefore, in a BN, each node is associated with a probability function that
takes, as input, a particular set of values for the node’s parent variables, and
gives (as output) the probability of the variable represented by the node. These

1 The proposed OFV approach is based on the Term Vector (or Vector Space) Model
approach, where terms are substituted by concepts [10].
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probability functions are specified by means of conditional probability tables2,
one for each node of the graph.

In our approach, we build a BN isomorphic to the ISA hierarchy, referred to
as Onto-Bayesian Network (OBN). In the OBN , according to the BN approach,
the concepts are boolean variables and the Bayesian weight associated with a
concept c, indicated as wb, is the probability P that the concept c is True (T ),
i.e.:

wb(c) = P (c=T )

In order to compute the weights wb, conditional probability tables are defined by
using the wa which has been proposed according to the probabilistic approach
recalled in the previous section, as a priori weight. In particular, given a concept
c, we assume that:

P (c=T |c1 =T, . . . , cn =T ) = wa(c)

where c1, . . . , cn are the parents of c according to the ISA relation.
In order to illustrate the underlying idea, let us consider the concepts Inter-

face and VideoInterface of the ontology shown in Fig. 1. The concept Inter-
face (I for short) has as parent Thing, which is always True (wa(Thing) =
wb(Thing) = 1). Consequently, the weight wb of I coincides with the weight
wa, i.e., wb(I) = wa(I), where wa(I) = P (I =T |Thing=T ) = P (I =T ) = 0.2,
as shown in Table 1. Now consider the concept VideoInterface (V ), where its
conditional probability depends on the True/False (T/F) values of its parent
Interface (see Table 2), that is wa(V ) = P (V =T |I =T ) = 0.1 and, consequently,
P (V =F |I =T ) = 0.9. The weight wb associated with V , wb(V ) = P (V =T ),
is computed based on the probability of its parent Interface by taking into
account the Kolmogorov definition (given two variables A and B: P (A,B) =
P (A|B)P (B)), as follows:

P (V =T ) =
∑

v∈{T,F} P (V =T, I = v)

= P (V =T, I =T ) + P (V =T, I =F )
= P (V =T |I =T )P (I =T ) + P (V =T |I =F )P (I =F )
= 0.2 × 0.1 + 0 × 0.9 = 0.02

Therefore, the Bayesian weight wb(V ) = P (V =T ) = 0.02, as shown in
Table 3.

Now let us consider the concept MediumSize&MediumResScreen (MM , for
short). In order to calculate wb(MM), we need the Bayesian weight of MM par-
ents. Similar to the example above, we can compute wb of the concepts Medium-
SizeScreen (MS), and MediumResScreen (MR), that is wb(MS) = wb(MR) =
0.008. Furthermore, we need wa(MM). As we can see in Fig. 1, MM is a child of

2 A conditional probability table is defined for a set of (non-independent) random
variables to represent the marginal probability of a single variable w.r.t. the others.
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Table 1. Probability table of Interface-I

I

T F

0.2 0.8

Table 2. Conditional probability table of VideoInterface-V

V

I T F

T 0.1 0.9

F 0 1

both MS and MR. According to the uniform probabilistic approach, the weight
of MM is evaluated on the basis of the weights of its parents, which are 0.013
(i.e. the a priori weight of MR, that is 0.04, divided by 3), and 0.02 (i.e. the a
priori weight of MS, that is 0.04, divided by 2), respectively. Thus, according to
the formula given in Sect. 3, wa(MM) is the minimum between 0.013 and 0.02.

The Bayesian weight of MM , wb(MM), is given according to the conditional
probability shown in Table 4 as follows:

P (MM =T ) =
∑

v,v′∈{T,F} P (MM =T,MR = v,MS = v′)
=
∑

v,v′∈{T,F} P (MM =T |MR = v,MS = v′)P (MR = v,MS = v′)
=
∑

v,v′∈{T,F} P (MM =T |MR = v,MS = v′)
P (MR = v|MS = v′)P (MS = v′)

= P (MM =T |MR = T,MS = T )P (MR = T |MS = T )P (MS = T )
+P (MM =T |MR = T,MS = F )P (MR = T |MS = F )P (MS = F )
+P (MM =T |MR = F,MS = T )P (MR = F |MS = T )P (MS = T )
+P (MM =T |MR = F,MS = F )P (MR = F |MS = F )P (MS = F )

(1)

In the above formula, the only non null addend is the following:
P (MM = T |MR = T,MS = T )P (MR = T |MS = T )P (MS = T )

which becomes:

P (MM = T |MR = T,MS = T )P (MR = T |S = T )P (MS = T )
= wa(MM) × wa(MR) × wb(MS) = 0.013 × 0.04 × 0.008 = 0.00000416

where S stands for Screen which is the parent of both MR and MS. Note that
in the expression above according to the ISA hierarchy, MS = T implies that

Table 3. Probability table of VideoInterface-V

V

T F

0.02 0.98
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Table 4. Conditional probability table of MidumSizeScreen&MediumResScreen-MM

MM

MS MR T F

T T 0.013 0.987

T F 0 1

F T 0 1

F F 0 1

S = T , therefore, P (MR = T |MS = T ) is equal to P (MR = T |S = T ) because
the dependency of MR on MS can be re-conducted to the dependency of MR
on S.

5 i-SemSim

In order to introduce i-SemSim, the SemSim method [2,3], is recalled which is
the basis of the proposed approach.

The SemSim method has been conceived to search for the resources in the
UDR that best match the RV, by contrasting it with the various AV, associated
with the digital resources to be searched. This is achieved by applying the semsim
function, which has been defined to compute the semantic similarity between
OFV.

In SemSim, the weights are used to derive the information content (IC) of
the concepts that, according to [8], represent the basis for computing the concept
similarity. In particular, according to the information theory, the IC of a concept
c is defined as:

IC = −log(w(c))

The semsim function is based on the notion of similarity between concepts
(features), referred to as consim. Given two concepts ci, cj , it is defined as follows:

consim(ci, cj) =
2 × IC(lub(ci, cj))
IC(ci) + IC(cj)

(2)

where the lub represents the least abstract concept of the ontology that subsumes
both ci and cj . While in a tree the least upper bound, lub(ci, cj), is unique, in
a DAG it is not always uniquely defined. In this work, if more than a lub exists,
the one with the greatest IC is selected.

Given an instance of RV and an instance of AV , say rv and av respectively,
the semsim function computes the consim for each pair of concepts in the set
formed by the Cartesian product of rv, and av. However, we focus on the pairs
that exhibit high affinity. In particular, we adopt the exclusive matching phi-
losophy, where the elements of each pair of concepts do not participate in any
other pair. The method aims to identify the set of pairs of concepts of the rv and
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av that maximizes the sum of the consim similarity values (maximum weighted
matching problem in bipartite graphs [1]). In particular, given:

rv = {r1, ..., rn}
av = {a1, ..., am}

as defined in Sect. 3, let S be the Cartesian Product of rv and av:

S = rv × av

then, P (rv, av) is defined as follows:

P(rv, av) = {P ⊂ S| ∀ (ri, aj), (rh, ak) ∈ P,
ri �= rh, aj �= ak, |P | = min{n,m}}.

Therefore, on the basis of the maximum weighted matching problem in bipartite
graphs, semsim(rv,av) is given below:

semsim(rv, av) =
maxP∈P(rv,av){

∑
(ri,aj)∈P consim(ri, aj)}

max{n,m} (3)

As mentioned in the Introduction, i-SemSim is conceived in order to address
particular scenarios where the annotation vector, or the request vector, contains
a concept that better characterizes the resource than the other concepts. For
instance, consider our running example concerning the computer domain. The
first concept of each annotation vector specifies the type of computer the anno-
tated resource belongs to (e.g., desktop, laptop). If the user is searching for a
desktop computer, he/she will certainly discard laptops and tablets, even if the
other requested features (e.g., type of screen and CPU) match. On the other
hand, if there is not a characterizing feature, the risk is that a laptop results
more similar to a desktop than to a hybrid tablet. This is the case of the SemSim
method, as well as the other representative methods which we have selected in
the experimental results Section (see Sect. 6).

The i-SemSim method rewards those resources that are annotated with either
the most relevant concept in the request or a sub-concept of it. The related i-
semsim function is defined as follows:

i-semsim(rv, av) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

semsim(rv, av) + (1 − max
avi∈UDR

semsim(rv, avi)),

if av contains a concept that is subsumed

by the most characterizing concept of rv

semsim(rv,av), otherwise

(4)

For instance, suppose the user wants to buy a desktop and formulates his/her
needs according to the HiPerformance request vector in Table 5. Consider now
the annotation vectors av2 and av7 defined in Table 6 representing the former a
desktop and the latter a tablet. He/she will consider the HiPerformance request
vector more similar to av2 than av7 because av2 represents the same typology
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of computer requested by the user. Nevertheless, if we compute the similarity
between each of the two annotation vectors and the request vector by means of
the majority of the representative methods defined in the literature, including
SemSim, av7 is more similar to the HiPerformance request vector than av2.
Whereas, if we apply the i-semsim function, we have that rv is more similar
to av2 than to av7, as expected (see the next Section about the experimental
results).

6 Experimental Results

In this section an experiment is illustrated which allows us to compare our pro-
posal with some of the representative methods defined in the literature. In the
experiment we suppose a user wants to buy a new computer and has to choose
among possible computer offers. In particular, assume we have three possible
kinds of customer requirements, each expressed in the form of a request vector,
and ten possible computer offers, each expressed in the form of an annotation
vector. The request vectors and the annotation vectors are taken from the com-
puter ontology of Fig. 1. In the experiment we selected 22 people and we asked
them to specify how much each computer offer matches each of the three kinds
of customer requirements, giving a score from 1 to 4, 1 standing for strong sim-
ilarity, and 4 for low or no similarity at all.

Table 5. Request vectors

LowCost = (Laptop, SmallSizeMediumResScreen, VGA, WiFi, MidCapacityHD,
DualCore)

HiPerformance = (Desktop, LargeSizeHiResScreen, HDMI, Cable-Ethernet, WiFi,
HiCapacityHD, OctaCore)

Nomadic = (Tablet, SmallSizeScreen, MicroHDMI, WiFi, BlueTooth, LTE,
MidCapacitySSD, QuadCore)

The three kinds of customer requirements are expressed by the three request
vectors given in Table 5, named LowCost, HiPerformance, and Nomadic, respec-
tively. The computer offers are expressed by the ten annotation vectors av1,...,
av10 which are illustrated in Table 6. For instance, the LowCost request vector
corresponds to the requirements of a customer who needs a Laptop having a
small size and a medium resolution screen, a VGA video interface, the WiFi
network interface, a medium capacity Hard Disk mass storage, and a Dual Core
CPU. On the computer offer side, for instance, the offer av1 describes a Laptop
with a small size screen, a DVI video interface, a Wireless network interface, a
medium capacity Hard Disk mass storage, and a Dual Core CPU.



136 A. Formica et al.

Table 6. Annotation vectors

av1 = (Laptop, SmallSizeScreen, DVI, Wireless, MidCapacityHD)

av2 = (Desktop, LargeSizeMediumRes, StandardHDMI, Cable-Ethernet,
MidCapacityHD, DualCore)

av3 = (Tablet, SmallSizeMediumResScreen, MiniHDMI, BlueTooth, 3G,
LowCapacitySSD, DualCore)

av4 = (HybridTablet, MediumSizeHiResScreen, MiniHDMI, WiFi, 4G,
MidCapacitySSD, OctaCore)

av5 = (Desktop, LargeSizeHiResScreen, VGA, Cable-Ethernet, HiCapacitySSD,
OctaCore)

av6 = (Desktop, LargeSizeHiResScreen, MiniHDMI, WiFi, Ethernet,
MidCapacityHD, QuadCore)

av7 = (Tablet, SmallSizeHiResScreen, HDMI, WiFi, CellularNet,
HiCapacitySSD, OctaCore)

av8 = (Laptop, MediumSizeMediumResScreen, MicroHDMI, WiFi, CellularNet,
QuadCore)

av9 = (HybridTablet, MediumSizeHiResScreen, HDMI, WiFi, BlueTooth,
HiCapacityHD, QuadCore)

av10 = (Laptop, MediumSizeHiResScreen, VGA, Cable-Ethernet, WiFi,
MidCapacityHD, DualCore)

Table 7. Pearson correlation for LowCost request vector

HJ SemSim i-SemSim Dice Jaccard Salton WSum

av1 0.87 0.65 0.91 0.36 0.22 0.07 0.55

av2 0.39 0.60 0.60 0.33 0.20 0.06 0.33

av3 0.36 0.52 0.52 0.31 0.18 0.05 0.31

av4 0.49 0.39 0.65 0.15 0.08 0.02 0.23

av5 0.27 0.42 0.42 0.17 0.09 0.03 0.17

av6 0.30 0.47 0.47 0.31 0.18 0.05 0.31

av7 0.46 0.41 0.41 0.15 0.08 0.02 0.15

av8 0.60 0.53 0.79 0.33 0.20 0.06 0.33

av9 0.46 0.46 0.72 0.15 0.08 0.02 0.23

av10 0.90 0.73 0.99 0.77 0.63 0.12 0.77

Corr. 1.00 0.74 0.92 0.68 0.69 0.72 0.84

For each of the three request vectors LowCost, HiPerformance, and Nomadic,
the Human Judgment (HJ) has been evaluated as the average of the scores given
by the 22 people that filled out the form of our experiment. Successively, the
similarity between each of the three request vectors and each of the ten anno-
tation vectors has been evaluated according to SemSim, i-SemSim, as well as
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Table 8. Spearman correlation for LowCost request vector

HJ SemSim i-SemSim Dice Jaccard Salton WSum

av1 2 2 2 2 2 2 2

av2 7 3 6 3 3 3 3

av3 8 5 7 5 5 5 5

av4 4 10 5 8 8 8 7

av5 10 8 9 7 7 7 9

av6 9 6 8 5 5 5 5

av7 5 9 10 8 8 8 10

av8 3 4 3 3 3 3 3

av9 6 7 4 8 8 8 7

av10 1 1 1 1 1 1 1

Corr. 1.00 0.44 0.79 0.48 0.48 0.48 0.54

Table 9. Pearson correlation for HiPerformance request vector

HJ SemSim i-SemSim Dice Jaccard Salton WSum

av1 0.22 0.35 0.35 0.00 0.00 0.00 0.08

av2 0.60 0.59 0.77 0.31 0.18 0.05 0.38

av3 0.16 0.42 0.42 0.00 0.00 0.00 0.07

av4 0.42 0.57 0.57 0.29 0.17 0.04 0.36

av5 0.76 0.68 0.86 0.62 0.44 0.10 0.62

av6 0.69 0.81 0.99 0.57 0.40 0.08 0.64

av7 0.43 0.65 0.65 0.43 0.27 0.06 0.43

av8 0.37 0.45 0.45 0.15 0.08 0.02 0.23

av9 0.43 0.63 0.63 0.43 0.27 0.06 0.43

av10 0.24 0.61 0.61 0.29 0.17 0.04 0.29

Corr. 1.00 0.77 0.90 0.86 0.88 0.88 0.92

the selected representative methods Dice, Jaccard, Salton, and WeightedSum
(WSum). For each request vector, the Pearson and Spearman correlations have
been computed. We recall that the Pearson correlation evaluates the linear rela-
tionship between continuous variables, whereas Spearman correlation evaluates
the monotonic relationship between continuous or ordinal variables [7].

The Pearson and Spearman correlations with HJ are shown in Tables 7 and 8,
for the request vector LowCost, in Tables 9 and 10, for the request vector HiPer-
formance, and in Tables 11 and 12, for the request vector Nomadic, respectively.
According to the experimental results, in the case of the LowCost request vector,
i-SemSim shows the highest Pearson correlation (0.92) with an increment of 0.08
with respect to the WSum best result among the others (see Table 7), and the
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Table 10. Spearman correlation for HiPerformance request vector

HJ SemSim i-SemSim Dice Jaccard Salton WSum

av1 9 10 10 9 9 9 9

av2 3 6 3 5 5 5 5

av3 10 9 9 9 9 9 10

av4 6 7 7 6 6 6 6

av5 1 2 2 1 1 1 2

av6 2 1 1 2 2 2 1

av7 4 3 4 3 3 3 3

av8 7 8 8 8 8 8 8

av9 5 4 5 3 3 3 3

av10 8 5 6 6 6 6 7

Corr. 1.00 0.84 0.94 0.91 0.91 0.91 0.92

Table 11. Pearson correlation for Nomadic request vector

HJ SemSim i-SemSim Dice Jaccard Salton WSum

av1 0.46 0.35 0.35 0.15 0.08 0.03 0.23

av2 0.19 0.27 0.27 0.00 0.00 0.00 0.00

av3 0.64 0.59 0.86 0.27 0.15 0.04 0.33

av4 0.76 0.55 0.82 0.27 0.15 0.04 0.33

av5 0.16 0.29 0.29 0.00 0.00 0.00 0.00

av6 0.28 0.48 0.48 0.27 0.15 0.04 0.27

av7 0.78 0.62 0.89 0.27 0.15 0.04 0.47

av8 0.54 0.54 0.54 0.43 0.27 0.06 0.50

av9 0.78 0.60 0.87 0.40 0.25 0.05 0.53

av10 0.33 0.37 0.37 0.13 0.07 0.02 0.13

Corr. 1.00 0.89 0.93 0.75 0.72 0.72 0.86

highest Spearman correlation (0.79), with an increment of 0.25 with respect to
the WSum best result (see Table 8). In the case of the Nomadic request vector,
i-SemSim shows the highest Pearson correlation (0.93) with an increment of
0.04 with respect to the SemSim best result among the others (see Table 11),
whereas in the case of Spearman correlation, both SemSim and i-SemSim show
the highest results (0.93), with an increment of 0.07 with respect to the WSum
best result (see Table 12). Finally, in the case of the request vector HiPerfor-
mance, i-SemSim still shows the highest Spearman correlation (0.94), with an
increment of 0.02 with respect to the WSum best result (see Table 10) whereas,
in the case of Pearson, the highest correlation is shown by WSum (0.92), with
an increment of 0.02 with respect to the i-SemSim best result (see Table 9).
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Table 12. Spearman correlation for Nomadic request vector

HJ SemSim i-SemSim Dice Jaccard Salton WSum

av1 6 8 8 7 7 7 7

av2 9 10 10 9 9 9 9

av3 4 3 3 3 3 3 4

av4 3 4 4 3 3 3 4

av5 10 9 9 9 9 9 9

av6 8 6 6 3 3 3 6

av7 1 1 1 3 3 3 3

av8 5 5 5 1 1 1 2

av9 2 2 2 2 2 2 1

av10 7 7 7 8 8 8 8

Corr. 1.00 0.93 0.93 0.74 0.74 0.74 0.86

Overall, the results of our experiment show the best Pearson and Spearman
correlations of i-SemSim with HJ with respect to the other proposals in the cases
of both the request vectors LowCost and Nomadic, with an average increment
of about 0.17, in the former case, and an average increment of about 0.06, in
the latter case. With regard to the request vector HiPerformance, i-SemSim still
shows the best result in the case of Spearman correlation, with an increment of
0.02 with respect to WSum, whereas the opposite holds in the case of Pearson
correlation, i.e., WSum shows in increment of 0.02 with respect to i-SemSim,
and this is the only case where i-SemSim doesn’t show the best result.

7 Conclusion

In this paper, we presented the evolution of SemSim, referred to as i-SemSim,
that allows us to deal with DAG-shaped WRO. Furthermore, we improved the
search mechanism by adopting, in the user request, the possibility to indicate
one feature as the most influential (i.e., relevant) among the others listed in the
request vector. The paper also presents the experimental results that show that
the proposed method outperforms the previous versions of SemSim and, at the
same time, the most popular similarity methods proposed in the literature. As
a future work, in order to further investigate the i-SemSim method, we plan to
address a new application domain characterized by a search space within high
energy physics.
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Abstract. As an actively investigated topic in machine learning,
Multiple-Instance Learning (MIL) has many proposed solutions, includ-
ing supervised and unsupervised methods. We introduce an indexing
technique supporting efficient queries on Multiple-Instance (MI) objects.
Our technique has a dynamic structure that supports efficient insertions
and deletions and is based on an effective similarity measure for MI
objects. Some MIL approaches have proposed their similarity measures
for MI objects, but they either do not use all information or are time
consuming. In this paper, we use two joint Gaussian based measures
for MIL, Joint Gaussian Similarity (JGS) and Joint Gaussian Distance
(JGD). They are based on intuitive definitions and take all the informa-
tion into account while being robust to noise. For JGS, we propose the
Instance based Index for querying MI objects. For JGD, metric trees can
be directly used as the index because of its metric properties. Extensive
experimental evaluations on various synthetic and real-world data sets
demonstrate the effectiveness and efficiency of the similarity measures
and the performance of the corresponding index structures.

1 Introduction

First motivated by the problem of drug activity predictions, Multiple-Instance
Learning (MIL) deals with Multiple-Instance (MI) objects that are sets (or bags)
of instances [1]. For objects with inherent structures, which are very common in
real-world data, MI is a natural way to represent them. Therefore, various MIL
methods have been proposed in many application domains like image classifica-
tion [2], text categorization [3], activity recognition [4], etc.

With the increase of generated and stored data quantity, the efficiency of
querying on MI data becomes a more and more important aspect. However,
dynamic index structures for MI objects are yet to be developed and tested. A
competitive candidate for such a structure has the properties to guarantee the
query accuracy and to keep high efficiency in similarity calculations and pruning
steps, which largely depends on the choice of similarity measures.

For MIL itself, the study of similarity measures is also the future direction.
Most of MIL approaches are under a set of assumptions including the standard
c© Springer International Publishing AG 2017
D. Benslimane et al. (Eds.): DEXA 2017, Part II, LNCS 10439, pp. 143–157, 2017.
DOI: 10.1007/978-3-319-64471-4 13
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assumption [1] and the collective assumption [5]. For all these assumptions, each
instance is assumed to have an explicit label, known or unknown, which is the
same type as the label of the MI object. These assumptions work well for many
applications such as drug activity predictions and content based image retrieval.
However, they cannot deal with situations when the instances or bags have no
labels, or there is no clear relation between instance-level labels and over-all
labels. For example, the performance of an athlete is a MI object when the
statistics of each match is regarded as an instance. It is impossible to obtain the
learning model from instance spaces because there is a large number of instances
(more than 0.7 million) need to be labeled, and even for a single instance it is
difficult to label it for the evaluation of athletes. Figure 1(a) shows the Andrews
plot (a smoothed version of parallel coordinate plot) of ten match logs from three
NBA players, M. Jordan, K. Bryant and D. Harris. Each match log includes
three statistics, minutes, field goal made and field goal attempted. As shooting
guards, Jordan and Bryant have similar statistics, except that two match logs
of Bryant are more like that of Harris who is a point guard. Nevertheless, due
to the difference of play positions, it is not fair to label those two logs the same
as the logs of Harris while label the other eight the same as the logs of Jordan.
With the help of similarity measures, we can avoid these problems by taking
each MI object as a whole, instead of starting with learning in instance spaces.

Fig. 1. Demonstration of motivations.

Some MIL algorthms have introduced their similarity measures for MI
objects, such as minHausdorff distance [6] and φ-quantile distance [7]. What is
more, all distance functions that measure (dis)similarities between point sets can
be used for MI objects. However, they either lose the information of MI objects
or are time consuming. Take MI objects X ,Y (Fig. 1(b)) for example, they have
one instance in common and the centers of instances are the same. Hausdorff
distance between X and Y is highly determined by the position of instance x0,
making it extremely sensitive to outliers. Since the means of instances in X and
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Y are equal, in algorithm SimpleMI, the dissimilarity of X and Y is zero although
the two objects are not exactly the same.

A suitable similarity measure has competencies to be robust to noise, to be
efficient in its computation, and to facilitate indexes and further analysis. As we
will demonstrate, similarity measures used in this paper, Joint Gaussian Similar-
ity (JGS) and Joint Gaussian Distance (JGD), are effective and efficient, and also
support indexes for improving data retrieval operations. The main contributions
of this paper are:

– We introduce Instance based Index to execute efficient queries on MI objects
using JGS. Instance based Index stores a fixed number of instances in each
entry, and has an effective strategy to prune non-qualified candidates.

– As a metric, JGD enables any metric tree to index MI objects. We apply
VP-tree [8] on the index of MI objects using JGD.

– Experimental results show the effectiveness of JGS and JGD, and the effi-
ciency of both indexes for MI objects.

The rest of this paper is organized as follows. In Sect. 2, we survey the pre-
vious work. Section 3 introduces JGS and JGD, and Sect. 4 describes the idea of
Instance based Index for MI objects. Section 5 shows the experimental studies to
verify the effectiveness of similarity measures and the efficiency of the proposed
index. Finally, Sect. 6 summarizes this paper and presents some ideas for further
research.

2 Related Work

In this section we give a brief survey and discussion of similarity measures for
MI objects and indexes in previous work.

2.1 Similarity Measures for MI Objects

MIL algorithms can be grouped into three categories, the instance space based
paradigm, the embedded space based paradigm and the bag space based para-
digm [9]. For the last paradigm, the similarity measure for MI data is the essen-
tial part. In the bag space based paradigm, algorithms treat each bag as a single
object and define similarity measures for bags. In this case, all distance based
technologies can be used in MIL, such as k-NN, SVM, k-mediods, DBSCAN,
etc.

All distance functions that measure the (dis)similarity between point sets
can be used for MI objects, including Hausdorff distance [10], Sum of Minimum
Distance (SMD) [11], Chamfer matching [12], EMD [13], Netflow distance [14],
etc. What is more, some MIL algorithms have introduced their similarity mea-
sures for MI objects. J. Wang and J. Zucker have proposed modified Hausdorff
distances for Bayesian k-NN and Citation k-NN, and concluded that the minimal
Hausdorff distance slightly outperformed the maximal one [6]. It is worth noting
that these two algorithms can also handle general classification tasks besides
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MIL, and it is the similarity measures that solve the MIL problem. Similarly,
W. Zhang et al. have applied Quantile based k-NN on MI data, defining φ-
quantile distance [7]. X. He has proposed Probabilistic Integral Metric (PIM) on
the basis of an idea that each MI object is a manifestation of some templates
[15]. L. Sørensen et al. have compared BWmax and BWmean distance, and
found that the latter had a better performance [16]. T. Fukui and T. Wada have
introduced four similarity measures based on Diverse Density measure in their
clustering algorithm, but all these measures can only handle the binary situation
[17]. Metric learning has been extended to MIL [18,19], however, they actually
learn a metric for instances, replacing Euclidean distances with Mahalanobis
distances.

The existing similarity measures range from simple and efficient ones like
Hausdorff distance to complex ones like Netflow distance and PIM, but only
a few of them are metrics and take account of the information of all instances.
Taking Hausdorff distance for example, it is a metric, but it only uses the distance
between two single instances of bags, which makes it sensitive to noise.

2.2 Index

Index structures, besides linear scan, are essential techniques to make accesses
to data more efficient.

Most of indexes are based on classical binary search algorithms, for instance,
k-d tree [20], R-tree [21], etc. Spatial objects that can be treated as vectors are
grouped by L-norm distance. Gauss-tree [22] and Gaussian Components based
Index (GCI) [23] store objects in parameter space instead of feature spaces, and
customized distance measures are used.

For general case where only a collection of objects and a function for measur-
ing (dis)similarities are given, metric trees are introduced. However, similarity
measures are required to satisfy the triangle inequality to prune candidates using
the result of each similarity comparison. Metric trees includes M-tree [24], VP-
tree [8], etc.

3 Joint Gaussian Based Measures

In this section, we present the ideas of JGS and JGD for MI objects. Firstly,
we introduce Multiple-Instance Density and generalize it to Potential Instance
Density for MI objects. Then we introduce JGS and JGD as the similarity mea-
sures.

3.1 Density of Instances

Being a finite set of instances, a MI object can be treated as a probability
density function of instances. Instead of assuming that all the instances of a bag
are generated from a known distribution such as a Gaussian model [25–27], we
use a Gaussian distribution to represent the suppositional density around each
instance. We define Potential Multiple-Instance Density as follows.



Indexing Multiple-Instance Objects 147

Definition 1 (Potential Multiple-Instance Density). Given a MI object X =
{xi}n1 where xi is a feature vector in a space R

D, Potential Multiple-Instance
Density fX (t) is represented by:

fX (t) =
∑

1≤i≤n

wi
1√

2πσ2
X

e
− (t−xi)

2

2σ2
X (1)

where wi is the weight of instance xi,
∑n

1 wi = 1, and σ2
X is the potential variance

of X .

3.2 Joint Gaussian Measures

Representing MI objects by their Potential Multiple-Instance Density functions,
we apply JGS and JGD [28] on them. JGS is a measure of similarity for MI
objects while JGD is a measure of dissimilarity and also a metric.

JGS considers all the potential positions of suppositional instances, and sums
up the joint densities for two MI objects. The definition of JGS is shown as
follows.

Definition 2 (Joint Gaussian Similarity). Given two MI objects X ,Y ∈
P(RD), JGS can be determined on the basis of Potential Multiple-Instance Den-
sity in the following way:

dJGS(X ,Y) =
∫

RD

fX (t)fY(t)dt

=
∑

x∈X

∑

y∈Y
wxwy

1√
2π(σ2

X + σ2
Y)

e
− ‖x−y‖2

2(σ2
X +σ2

Y )
(2)

where ‖ · ‖ is Euclidean distance between feature vectors.
We assume σX = σY = α ·σ, where α > 0 and σ is the variance of Euclidean

distances between all instances of all bags.

The value of JGS between MI objects cannot exceed one, and if the instances
of two MI objects are far from each other, it is close to zero. To obtain a high
JGS, it is required that two MI objects have common or similar instances as
many as possible.

In contrast to integrating the joint density of potential instances, JGD uses
the square differences between two density functions and it is a measure of
dissimilarity. The definition is shown as follows.

Definition 3 (Joint Gaussian Distance). Given two MI objects X ,Y ∈ P(RD),
JGD sums up the square differences between their Potential Multiple-Instance
Density values over the space R

D.

dJGD(X ,Y) =
(∫

RD

(fX (t) − fY(t))2 dt

) 1
2

=
√

dJGS(X ,X ) + dJGS(Y,Y) − 2dJGS(X ,Y)

(3)
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Fig. 2. Demostration of JGS and JGD between MI objects U ,V in a two-dimensional
space.

Figure 2 demonstrates JGS and JGD between two MI objects U ,V, of which
the instances are marked by blue dots and green crosses, respectively. Two Poten-
tial Multiple-Instance Density functions are generated from the corresponding
MI objects. The most similar instances between U ,V are u1&v1 and u2&v2. As a
measure of similarity, generally JGS integrates the similar parts of instances, as
shown in the top-left of the figure. On the contrary, JGD mainly integrates the
rest part, which includes two instances in U and three instances in V, as shown
in the top-right of the figure.

As mentioned earlier, JGD is a metric for MI objects. Having MI objects
represented in this way, we can also extend several similarity measures designed
for Gaussian Mixture Models to MIL [29–31], but none of them is a metric.

4 Index

In this part we discuss index techniques for querying MI objects with JGS and
JGD. Since JGS is not a metric, we need to design a specialized index structure
to ensure the query efficiency and accuracy. As for JGD, we employ VP-tree, a
hierarchical structure, directly to speed up both k-NN queries and range queries
while guaranteeing the accuracy.

Instance Based Index. Due to the potential unequal numbers of instances
in MI objects, traditional index techniques like R-tree cannot be used on MI
data. To tackle this problem, on basis of GCI [23], we introduce Instance based
Index for MI objects using JGS. Firstly we store all the instances of MI objects
into a Gauss-tree [22] which supports efficient queries for Gaussian distributions,
thus Instance based Index shares the same insertion and deletion strategies with
the Gauss-tree. Then we build an extra structure to locate and store potential
candidates.

As shown in Fig. 3, MI objects are decomposed into instances and stored in
a Gauss-tree. Given a query object XQ = {xj}nQ

j=1, where nQ is the number of
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Fig. 3. Instance based Index for querying MI objects with JGS.

instances in XQ, we start the ranking of instances by JGS between them and
XQ, and get the candidates list of MI objects. As for the query processing, we
assume that we always have a pruning threshold τ , below which the correspond-
ing objects of the instances are not of interest. Only for these instances that have
higher JGS than τ , their corresponding MI objects will be retrieved to execute
the expensive calculation of JGS between MI objects, which we call the refine-
ment. τ can either be defined by the user in range queries, or be the k-th ranked
JGS with the query object in k-NN queries. In the latter case we start with
τ = 0 and update it whenever we find a greater k-th JGS than τ . For instances
that have lower JGS than τ , we can safely exclude the corresponding MI objects
if they have not been retrieved yet.

Given an index node P = [w̌p, ŵp; {x̌pi, x̂pi}D1 ; ňp, n̂p], in the prune stage of
instance candidates, we determine whether or not this node contains any instance
that has a higher JGS than the threshold τ by its upper bound ˆdJGS(XQ, P )
shown as follows.

ˆdJGS(XQ, P ) =
∑

xj∈XQ

d̂JGS(xj , P )

=
∑

xj∈XQ

∏

1≤i≤D

d̂JGS(xji, xpi)
(4)

where d̂JGS(xji, xpi) is the i-th dimensional upper bound of JGS between a query
instance xj and instances xp stored in a node in the Gauss-tree, and it can be
reached when the following conditions are met:

⎧
⎪⎪⎨

⎪⎪⎩

wp = ŵp

xpi = x̌pi if xji < x̌pi

xpi = x̂pi if xji > x̂pi

xpi = xji if x̌pi ≤ xji ≤ x̂pi

(5)
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Algorithm 1. Instance based Index for the k-NN Query
Data: int k, Node root, Query Object XQ

Result: PriorityQueue results
1 PriorityQueue results = new PriorityQueue() ; /* Ascending */

2 PriorityQueue activePages = new PriorityQueue() ; /* Descending */

3 results.put(-1, -MAX REAL);
4 activePages.put(root, MAX REAL);
5 τ = 0;
6 while activePages.isNotEmpty() and

results.getMinJGS()<activePages.getMaxJGS() do
7 P = activePages.getFirstPage;
8 activePages.removeFirstPage();
9 if P .isDataPage() then

10 Entry E = P .data;

11 if ˆdJGS(XQ, P ) > τ then
12 Xcandidate = E.getMIobject;
13 results.put(Xcandidate, dJGS(Xcandidate,XQ));

14 if results.size> k then
15 results.removeFirst;

16 τ =results.getMinJGS();

17 else
18 children = P .getChildren();
19 while children.hasMoreElements() do
20 child = children.getNextElement();

21 probability = ˆdJGS(XQ, child);
22 activePages.put(child,probability);

The pseudo code in Algorithm 1 shows Instance based Index for k-NN queries.
As for range queries, an unknown number of possible candidates for a query
object are returned by fixing threshold τ as a given parameter T .

Index for Queries in Metric Spaces. To index data in metric spaces, metric
trees exploit the metric property, the triangle inequality, to have more efficient
access to data. Because of the metric properties of JGD, various metric trees can
be employed to speed up queries for MI objects with JGD. In this paper we use
VP-tree to evaluate the performance of JGD.

4.1 Time Complexity

Given two MI objects in a D-dimensional space, both JGS and JGD have the
same time complexity as that of Hausdorff distance, O((m+n)D), where m and
n are the cardinalities of MI objects.

To apply k-NN search for a query object in a database of N MI objects that
have maximally m instances in each object, the time complexity of the linear scan
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is O(Nm). Storing these N MI objects into Instance based Index, the average
query time complexity is O(log(Nm)) + αO(Nm). α varies in (0, 1], and it is
related to the distribution of instances and the setting of the Gauss-tree.

5 Experimental Evaluations

In this section, we provide experimental evaluations on both synthetic and real-
world data to show the effectiveness and efficiency of two measures and indexes.

All experiments are implemented1 with Java 1.7, and executed on a regular
workstation PC with 3.4 GHz dual core CPU equipped with 32 GB RAM. To
keep the consistency of the codes, we use the reciprocal value of JGS as its
dissimilarity value. For all experiments, we use the 10-fold cross validation and
report the average results over 100 runs.

5.1 Data Sets

Synthetic data2 is generated from a normal distribution. It varies in the number
of MI objects, the number of instances in each object and the dimensionality.

Musk data3 is a benchmark data for MIL. It has two data sets, Musk 1 and
Musk 2, the details of which have been described by T. Dietterich et al. [1].
Fox, Tiger and Elephant data4 is another benchmark data. It is generated from
image data sets after preprocessing and segmentation [3]. Besides these data
sets, we also use two other real-world data sets5, CorelDB data and Weather
data. CorelDB data consists of extracted features from images. Each image is
smoothed by a Gaussian filter and then it generates a 9×9 grid of pixels of which
the 7 × 7 non-border are chosen as instances. The features of each instance
are color differences between a pixel and its neighbours. Weather data is the
historical weather data of airports around the world. Each instance of airports is
the average statistics in a month. We use the main categories of Köppen climate
classification system to label each airport.

5.2 Parameter Setting

To evaluate the influence of parameter α in Eq. 2, we perform 1-NN classifications
on Musk data. The classification accuracies when varying α are shown in Fig. 4.
The accuracies of both data sets shoot up before α reaches 1, especially for
JGS, and level off afterward. Therefore, we choose α = 1 for all the following
experiments.

1 https://drive.google.com/open?id=0B3LRCuPdnX1BMFViblpaS1VKZmM.
2 https://drive.google.com/open?id=0B3LRCuPdnX1BVHFjeWpiLWF3M2M.
3 https://archive.ics.uci.edu/ml/machine-learning-databases/musk/.
4 http://www.miproblems.org/datasets/foxtigerelephant/.
5 https://drive.google.com/open?id=0B3LRCuPdnX1BYXpGUzlxYVdsSDA.

https://drive.google.com/open?id=0B3LRCuPdnX1BMFViblpaS1VKZmM
https://drive.google.com/open?id=0B3LRCuPdnX1BVHFjeWpiLWF3M2M
https://archive.ics.uci.edu/ml/machine-learning-databases/musk/
http://www.miproblems.org/datasets/foxtigerelephant/
https://drive.google.com/open?id=0B3LRCuPdnX1BYXpGUzlxYVdsSDA
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Fig. 4. Classification accuracies on Musk data.

5.3 Effectiveness

In this part, we evaluate the performances of proposed similarity measures on
both supervised and unsupervised learning. The parameters of PIM are set to
the optimum in the original paper, where the variance of template distribution
is 5000 and the number of samples is 1000. For φ-quantile distance, φ is set to
0.5 as suggested in the original paper.

Classification on Real-World Data Sets. Since we are not interested in tun-
ing the classification accuracy to its optimum, k-NN rather than the other more
complex techniques is used to compare the effectiveness of similarity measures
here.

The accuracies of classification on seven real-world data sets are shown in
Table 1. JGD achieves the best performance on six data sets, and its result is
still considerable on Elephant data. The performance of JGS is moderate except
on Weather data.

Table 1. Classification results of k-NN on real-world data sets (k = 10)

Musk1 Musk2 Fox Tiger Elephant CorelDB Weather Avg.

Hausdorff .716 ± .134 .707 ± .155 .655 ± .108 .774 ± .094 .829 ± .087 .803 ± .059 .469± .026 .707

SMD .704± .143 .712± .165 .668± .094 .764± .099 .810± .088 .856± .050 .471± .026 .712

Chamfer .716± .141 .720± .154 .658± .111 .796± .093 .816± .084 .856± .050 .470± .026 .718

EMD .729± .138 .705± .163 .668± .104 .809± .079 .835± .086 .873± .051 .470± .028 .727

Netflow .729± .138 .725± .164 .669± .103 .811± .078 .835± .086 .873± .051 .470± .028 .730

minHausd .729± .137 .725± .144 .674± .104 .783± .096 .806± .099 .436± .063 .299± .024 .635

φ-quantile .669± .174 .654± .157 .638± .115 .751± .101 .797± .091 .793± .063 .432± .026 .676

PIM .723± .152 .702± .169 .667± .099 .719± .092 .776± .095 .871± .049 .471± .026 .704

BWmean .711± .163 .737± .131 .600± .103 .703± .110 .588± .113 .878± .047 .472± .026 .670

JGS .761± .136 .718± .149 .656± .116 .778± .107 .821± .081 .837± .057 .161± .026 .676

JGD .871± .109 .801± .142 .694± .101 .813± .083 .808± .091 .878± .051 .477± .030 .763
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Table 2. Clustering results of k-medoids

CorelDB (k=4) Weather (k=5)

Purity NMI Purity NMI

Hausdorff .691± .052 .499± .078 .668± .060 .368± .032

SMD .805± .065 .663± .057 .670± .049 .380± .030

Chamfer .811± .070 .667± .062 .669± .053 .378± .035

EMD .809± .072 .716± .066 .649± .058 .365± .035

Netflow .824± .065 .730± .052 .651± .056 .368± .032

minHausdorff .680± .063 .500± .066 .537± .041 .202± .044

φ-quantile .761± .056 .683± .059 .635± .037 .335± .020

PIM .808± .068 .671± .064 .647± .057 .366± .030

BWmean .808± .076 .705± .079 .529± .035 .207± .046

JGS .595± .061 .372± .093 .613± .065 .355± .036

JGD .825± .081 .736± .072 .673± .057 .374± .033

Clustering on Real-World Data Sets. We perform clustering experiments
to compare the usability of proposed similarity measures for unsupervised data
mining. k-medoids is used in this paper because unlike k-means, it works with
arbitrary similarity measures. We evaluate clustering results with two widely
used criteria, Purity and Normalized Mutual Information (NMI).

Evaluation results on CorelDB data and Weather data that have more than
two classes are shown in Table 2. We can see that the performance of JGD is
the best or comparable to the best on this task, while JGS achieves a moderate
performance.

5.4 Efficiency

In this part, we compare the efficiency of JGS, JGD and the other similarity
measures. We start with the time cost6 of all the similarity calculations when
varying the dimensionality and the number of instances of each MI object, and
then investigate the performances of five metrics supported by VP-tree, as well
as JGS supported by Instance based Index.

Time Complexity. All the similarity measures compared in this paper have a
linear relation with the dimensionality and the number of instances in each MI
object. Since the curves of SMD and Chamfer almost duplicate that of Hausdorff,
their results are not included in Fig. 5.

Due to the inherent complexity of EMD, Netflow and BWmean distance,
the influence of dimensionality becomes evident after the dimensionality reaches
512, as shown in Fig. 5(a), where the number of instances is fixed to ten.
6 The time cost in this paper refers to the CPU time.
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Fig. 5. Time cost of similarity calculations on synthetic data.

Hausdorff distance, SMD, Chamfer, minHausdorff distance and JGS are the most
efficient measures. JGD costs slightly more run-time than these relatively simple
measures, but it is much efficient than sophisticated measures like PIM. Fixing
the data dimensionality to two, the run-time of similarity measures increases
linearly with the number of instances in each MI object, and the performance
of JGD is almost comparable with that of the most efficient techniques like
Hausdorff distance (Fig. 5(b)).

Index. We study the scalability of five metrics with VP-tree and JGS with
Instance based Index here. The capacity of nodes in the VP-tree is set to 32,
while the minimum and maximum node capacity of the Instance based Index
are set to 10 and 50, respectively.

Firstly linear scan queries are applied on synthetic data, and there are ten
two-dimensional instances in each MI object. As shown in Fig. 6, the run-time of
all six measures increase linearly with the number of objects. JGD and JGS have

Fig. 6. Time cost of 1-NN queries using linear scan on synthetic data.
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Fig. 7. Acceleration ratio of 1-NN queries using indexes on synthetic data. * indicates
that Instance based Index is used, while VP-tree is applied for other measures.

almost the same performance as Hausdorff distance which is the most efficient
among all the proposed techniques.

To evaluate the performance of five metrics and JGS when using indexes, we
report the ratio of linear scan query time and the index query time on synthetic
data. The higher the ratio is, the more the similarity measure benefits from
indexes. As shown in Fig. 7, JGD profits the most and its acceleration ratio
is much higher than those of the others for this experiment. As for JGS with
Instance based Index, it achieves higher speed-up rates than the left four metrics.

6 Conclusion and Future Work

In this paper, we have evaluated JGS and JGD for MIL. They use all the infor-
mation of MI objects and they are robust to noise. Evaluations on both synthetic
and real-world data demonstrate the better performances of them than the other
similarity measures, especially for JGD.

To achieve more efficient queries for MI objects, we have introduced Instance
based Index using JGS. To the best of our knowledge, Instance based Index is the
very first specialized dynamic index structure designed for MI objects. For JGD,
it has the ability to employ any metric tree to accelerate queries because of its
metric properties. The performance of JGD on VP-tree significant outperforms
the other metrics.

For the future work, a specialized index for JGD is a promising perspective
to obtain a better performance than existing index structures. Making use of the
characteristic of MI objects, the customized index could exploit the potential of
efficient queries for MIL.
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Abstract. Efficient similarity search for data with complex structures
is a challenging task in many modern data mining applications, such as
image retrieval, speaker recognition and stock market analysis. A com-
mon way to model these data objects is using Gaussian Mixture Models
which has the ability to approximate arbitrary distributions in a concise
way. To facilitate efficient queries, indexes are essential techniques. How-
ever, due different numbers of components in Gaussian Mixture Models,
existing index methods tend to break down in performance. In this paper
we propose a novel technique Normalized Transformation that reorga-
nizes the index structure to account for different numbers of components
in Gaussian Mixture Models. In addition, Normalized Transformation
enables us to derive a set of similarity measures on the basis of existing
ones that have close-form expression. Extensive experiments demonstrate
the effectiveness of proposed technique for Gaussian component-based
indexing and the performance of the novel similarity measures for clus-
tering and classification.

1 Introduction

Information extraction systems face great challenges in the representation and
analysis of the data, especially with the rapid increase in the amount of data.
Take player statistics for example, far more than field goal made, rebounds and
etc., SportVU utilizes six cameras to track the real-time positions of NBA players
and the ball 25 times per second [1]. Comprehensive and sophisticated data
generated by SportVU provides a possibility to make the best game strategy
or to achieve the most effective team building, but it increases the difficulty of
following modeling and analysis as well. Besides, many modern applications like
speaker recognition systems [2,3], content-based image and video retrieval [4,5],
biometric identification and stock market analysis not only can benefit from the
retrieval and analysis of complex data, or the distributions of data, but also are
limited by them.

Various statistical models have been proposed in this actively investigated
research field. As a general class of Probability Density Functions (PDF),
c© Springer International Publishing AG 2017
D. Benslimane et al. (Eds.): DEXA 2017, Part II, LNCS 10439, pp. 158–171, 2017.
DOI: 10.1007/978-3-319-64471-4 14
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Gaussian Mixture Models (GMMs) consist of a weighted sum of univariate or
multivariate Gaussian distributions, allowing a concise but exact representation
of data distributions. Storing complex data as GMMs will dramatically reduce
the resource consumption and guarantees the accuracies of retrieval operations.

Besides the data representation, another important aspect is the design of
similarity measures that aims at facilitating indexes and further analysis. Match-
ing probability [6] sums up the joint probabilities of two PDFs, and for GMMs
it has s closed-form expression which is essential for efficient calculations. What
is more, several similarity measures that have closed-form expressions can be
reformed into the functions of matching probability [7–9]. Since GMMs might
have different numbers of Gaussian components in them, traditional indexes
designed for fixed-length vectors cannot be applied directly. For the indexes of
distributions, such as U-tree, their performances deteriorate on mixture mod-
els [10]. Storing the components, instead of GMMs, into entries, both Gaussian
Component based Index (GCI) [11] and Probabilistic Ranking Query (PRQ) [12]
provide solutions for efficient range queries and nearest-neighbour queries on
GMMs using matching probability. However, the efficiency of the two indexes
vary with the distributions of components in GMMs because of the settings of
nodes, which encourages us to improve the situation. As we will demonstrate,
the main contributions of this paper are:

– We introduce a generalization technique called Normalize Transformation.
After Normalize Transformation, indexes based on matching probability can
achieve the better performances of queries on GMMs.

– Normalize Transformation enables us to derive a set of new similarity mea-
sures from the existing ones. The normalized versions of the similarity mea-
sures share the same time complexity of their origins.

– Our experimental evaluation demonstrates the efficiency of filtering in GCI
using normalized matching probability and the better performances of nor-
malized similarity measures over their origins.

The rest of this paper is organized as follows: In Sect. 2, we survey the pre-
vious work. Section 3 gives the basic definition of GMM and matching probabil-
ity. Section 4 introduces the motivation of the Normalized Transformation, and
demonstrates how it works. Section 5 shows the experimental studies for verify-
ing the efficiency and effectiveness of the proposed similarity measures. Section 6
summarizes the paper.

2 Related Work

This section gives a survey and discussion of similarity measures and indexes for
GMMs in previous work.

2.1 Definitions of Similarity

Similarity measures for GMMs can be grouped into two categories, having closed-
form expressions for GMMs or not. For measures that have no closed-form
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expression, Monte Carlo sampling or other approximation approaches are
applied, which may be time consuming or imprecise.

Kullback-Leibler (KL) divergence [13] is a common way to measure the dis-
tance between two PDFs. It has a closed-form expression for Gaussian distribu-
tions, but no such expression for GMMs exists.

To compute the distance between GMMs by KL divergence, several approxi-
mation methods have been proposed. For two GMMs, a commonly used approx-
imation for KL divergence between them is Gaussian approximation. It replaces
two GMMs with two Gaussian distributions, whose means and covariance matri-
ces depend on those of GMMs. Another popular way is to use the minimum KL
divergence of Gaussian components that are included in two GMMs. Moreover,
Hershey et al. [14] have proposed the product of Gaussian approximation and
the variation approximation, but the former tends to greatly underestimate the
KL divergence between GMMs while the latter does not satisfy the positiv-
ity property. Besides, Goldberger et al. [15] have proposed the matching based
KL divergence (KLm) and the unscented transformation based KL divergence
(KLt). KLm works well when the Gaussian elements are far apart, but it can-
not handle the overlapping situations which are very common in real-world data
sets. KLt solves the overlapping problem based on a non-linear transformation.
Cui et al. [16] have compared the six approximation methods for KL divergence
with Monte Carlo sampling, where the variation approximation achieves the best
result quality, while KLm gives a comparable result with a much faster speed.

Besides the approximation similarity methods for GMMs, several methods
with closed-form expression have been proposed. Helén et al. [7] have described
a squared Euclidean distance, which integrates the squared differences over the
whole feature space. It has a closed-form expression for GMMs. Sfikas et al.
[8] have presented a KL divergence based distance C2 for GMMs. Jensen et al.
[9] used a normalized L2 distance to measure the similarity of GMMs in mel-
frequency cepstral coefficients from songs. Beecks et al. have proposed Signature
Quadratic form Distance for modeling image similarity in image databases [17].

2.2 Indexing Techniques

For the indexes of GMMs, there are several techniques available, including uni-
versal index structures designed for uncertain data and GMM-specific methods.

U-tree provides a probability threshold retrieval on general multi-dimensional
uncertain data [10]. It pre-computes a finite number of Probabilistically Con-
strained Regions (PCRs) which are possible appearance regions with fixed prob-
abilities, and uses them to prune unqualified objects. Although U-tree works well
with single-peak PDFs, its effectiveness deteriorates for mixture models such as
GMMs. The reason behind this is that it is difficult for PCRs to represent mix-
ture models, especially when the component numbers increase.

Rougui et al. [18] have designed a bottom-up hierarchical tree and an iterative
grouping tree for GMM-modeled speaker retrieval systems. Both approaches
provide only two index levels, and are lack of a convenient insertion and deletion
strategy. Furthermore, they can not guarantee reliable query results.
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Instead of index curves as spatial objects in feature spaces, Probabilistic
Ranking Query (PRQ) technique [12] and Gaussian Component based Index [11]
search the parameter space of the means and variances of GMMs. However, PRQ
can not guarantee the query accuracy since it assumes that all the Gaussian
components of candidates have relatively high matching probabilities with query
objects, which is not common in general cases. For both indexes, their prune
strategies are highly effected by the distributions of Gaussian components.

3 Formal Definitions

In this section, we summarize the formal notations for GMMs. A GMM is a
probabilistic model that represents the probability distribution of observations.
The definition of the GMM is shown as follows.

Definition 1 (Gaussian Mixture Model). Let x ∈ R
D be a variable in a

D-dimensional space, x = (x1, x2, ..., xD). A Gaussian Mixture Model G is the
weighted sum of m Gaussian functions, defined as:

G(x) =
∑

1≤i≤m

wi · Ni(x) (1)

where
∑

1≤i≤m wi = 1, ∀i ∈ [1,m], wi ≥ 0, and Gaussian component Ni(x) is
the density of a Gaussian distribution with a covariance matrix Σi:

Ni(x) =
1√

(2π)D|Σi|
exp

(
−1

2
(x − μi)TΣ−1

i (x − μi)
)

As we can see in Definition 1, a GMM can be represented by a set of m
components, and each of them is composed of a mean vector μ ∈ R

D and a
covariance matrix Σ ∈ R

D×D. It is worth noting that only for GMMs that have
diagonal covariance matrices, matching probability for GMMs has closed-form
expressions, so are the other similarity measures1. The definition of matching
probability is shown as follows.

Definition 2 (Matching Probability [6]). Let G1 and G2 be two GMMs with
diagonal covariance matrices, and they have m1 and m2 Gaussian components,
respectively. Let x be a feature vector in R

D. Matching probability between G1

and G2 can be derived as:

mp(G1,G2) =
∫

RD

G1(x)G2(x)dx

=
m1∑

i=1

m2∑

j=1

w1,iw2,j

D∏

l=1

e
− (μ1,i,l−μ2,j,l)

2

2(σ2
1,i,l

+σ2
2,j,l

)

√
2π(σ2

1,i,l + σ2
2,j,l)

(2)

1 To the best of our knowledge.
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where σ1,i,l and σ2,j,l are the l-th diagonal elements of Σ1,i and Σ2,j , respectively.
Matching probability between two GMMs cannot exceed one, and if the two

GMMs are very disjoint, it is close to zero. To obtain a high matching probability,
it is required that two GMM objects have similar shapes, i.e. similar parameters
(μ, σ2, w).

4 Normalized Transformation

In this section, we introduce Normalized Transformation. At first the motivation
of Normalized Transformation is given. Secondly the details of this technique and
the improvement of nodes in GCI are described. Thirdly we derive a set of novel
similarity measures from the previous work using Normalized Transformation.

4.1 Motivation

Because of the potential unequal number of components and the complex struc-
tures of mixture models, traditional indexes can not be applied on GMMs
directly. To tackle the problem, GCI provides an intuitive solution that stores
the Gaussian components in a parameter space and prunes unqualified GMM
candidates in a conservative but tight way [11].

Given N GMM-modeled objects, of which the maximum Gaussian compo-
nents is m, we store the n components into GCI with the minimum number of
entries in each node being r. In this case, the time complexity of average queries
by GCI is O

(
logr

(
N(mn )

))
+ αO (Nm), where α refers to the percentage of the

retrieved GMMs over all the objects. In this expression, the elementary opera-
tion of the first part is the minimum bounding rectangle calculation, and it is
cheaper to calculate than that of the second part, matching probabilities between
GMMs, especially when GMMs have large numbers of components. α varies in
(0, 1], and it is related to data distributions and the settings of the index. In the
worst case, i.e., all the entries in the index have to be refined, the second part
of the time complexity will be equal to that of the linear scan: O (Nm).

In GCI, each entry stores Gaussian components gi = wiN (μi, σ
2
i ). For effi-

cient queries, GCI derives the upper bound of matching probability, ˆdmp(Gq, P ),
between a query object Gq and a node of entries P = [w̌, ŵ, μ̌, μ̂, σ̌2, σ̂2]. This
upper bound is used for filtering unqualified components safely. Obviously, it is
reached when ŵ is taken. Take Fig. 1 for example, the upper bound of matching
probability between a query component and stored components is determined by
the weight of the highest component d and the (μ, σ2) of three left-bottom com-
ponents, a, b and c, which have the similar (μ, σ2) with the query component.
Under this circumstance, GCI gets a very high value of ˆdmp(Gq, P ). However,
having very small wights, components a, b and c play tiny influence in the cor-
responding GMMs. As for the main components of the corresponding GMMs,
components d and e are very disjoint with the query components. Thus the com-
ponents stored in this node have no strong proof to be refined. The high value of
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Fig. 1. Demonstration of a node P of GCI for univariate GMMs. Green crosses indicate
the stored entries of P , and blue dot indicates one of query component of a query GMM.
(Color figure online)

Fig. 2. Normalized Transformation of a Gaussian component in an univariate space.
The red solid line indicates an original component with a mean of zero and a stan-
dard variation of two. The green dash line and green dot line indicate two normalized
components that have a weight of 0.1 and 0.2, respectively. (Color figure online)

ˆdmp(Gq, P ), however, will lead to a set of unnecessary and expensive matching
probability calculations between the corresponding GMMs and the query GMM.

The conservative strategy guarantees the accuracy of queries, but unnec-
essary calculations are always very willing to be excluded when possible, i.e.,
achieving a lower rate of refinement, which leads us to a normalized way to
simplify the issue and avoid the situation above.

4.2 Normalized Indexing Strategy

In this paper, we propose Normalized Transformation g′
i for a GMM component

gi = N (μi, σ
2
i ) with a weight wi:

g′
i = N

(
μi,

σ2
i

wi

)
(3)

Take a Gaussian component N (0, 22) for example, as demonstrated in Fig. 2,
the distributions of two normalized components (green dash line and green dot
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Fig. 3. Demonstration of the normalized node P ′ of GCI for univariate GMMs. Green
crosses indicate the stored components, and blue dot indicates one of query component
of a query GMM. (Color figure online)

line) are more flat than the original Gaussian distribution (red solid line). For
a Gaussian component in a GMM, the smaller the weight is, the smaller the
contribution of this component makes to the GMM. The normalized component
keeps the same trend. The transformed variance σ′

i = σi/
√

wi becomes greater
with the decrease of the weight wi, making the normalized component more flat.

Storing normalized GMMs in GCI, the demonstration node P in Fig. 1 will be
transformed into a rectangle P ′ in the parameter space of μ and σ2/w, as shown
in Fig. 3. Stored components a, b, and c that have similar μ and σ with the
query component but tiny wights now are separated from the original node. In
the present scene, the upper bound of matching probability ˆdmp(Gq, P

′) provides
a more objective reference than ˆdmp(Gq, P ) to determine whether the stored
components need to be refined or not, thus a more tight prune strategy can be
achieved.

4.3 Normalized Similarity Measures

Based on Normalized Transformation, we can derive the normalized matching
probability of two GMMs from Eq. 2. It is shown as follows.

mp′(G1,G2) =
m1∑

i=1

m2∑

j=1

D∏

l=1

e
− (μ1,i,l−μ2,j,l)

2

2(σ2
1,i,l

/wi+σ2
2,j,l

/wj)

√
2π(σ2

1,i,l/wi + σ2
2,j,l/wj)

(4)

Since several similarity measures with closed-form expression for GMMs are
the functions of matching probability [7–9,19], we can easily extend them into
a set of novel similarity measures. These normalized measures share the same
time complexities with their origins, and they have closed-form expressions for
GMMs as well. The definitions are shown as follows.
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dSE′ (G1,G2) = mp′(G1,G1) + mp′(G2,G2) − 2mp′(G1,G2) (5)

dIED
′ (G1,G2) =

√
mp′(G1,G1) + mp′(G2,G2) − 2mp′(G1,G2) (6)

dC2
′ (G1,G2) = − log

(
2mp′(G1,G2)

mp′(G1,G1) + mp′(G2,G2)

)
(7)

dNL2
′ (G1,G2) = 2

(
1 − mp′(G1,G2)√

mp′(G1,G1) · mp′(G2,G2)

)
(8)

5 Experimental Evaluation

In this section, we provide experimental evaluations on synthetic and real-world
data sets to show the effectiveness of Normalized Transformation for GCI and
the effectiveness of normalized similarity measures on both classification and
clustering.

All the experiments are implemented with Java 1.7, and executed on a regular
workstation PC with 3.4 GHz dual core CPU equipped with 32 GB RAM. For
all the experiments, we use the 10-fold cross validation and report the average
results over 100 runs.

5.1 Data Sets

Synthetic data and three kinds of real-world data, including activity data, image
data and audio data, are used in the experiments. GMMs are estimated from
data using iterative Expectation-Maximization (EM) algorithm2.

The synthetic data sets3 are generated by randomly choosing mean values
between 0 and 100 and standard deviations between 0 and 5 for each Gaussian
component. The weights are randomly assigned, and they sum up to one within
each GMM. Since there is no intuitive way to assign class labels for GMMs in
advance, here we use the synthetic data sets only for the evaluation of indexes.

Activity Recognition (AR) data4 is collected from 15 participants perform-
ing seven activities. The sampling frequency of triaxial accelerometer is 52 Hz.
Assuming that participants complete a single activity in three seconds, we regard
the 150 continuous measurements of acceleration on three axes as one data
object.

Amsterdam Library of Object Images5 (ALOI) is a collection of images taking
under various light conditions and rotation angles [20]. In this paper we use the
gray images recording 100 objects from 72 viewpoints. For ALOI data, every
image (192 × 144) is smoothed by a Gaussian filter with a standard deviation
of five.

2 Implementation provided by WEKA at http://weka.sourceforge.net/doc.dev/weka/
clusterers/EM.html.

3 https://drive.google.com/open?id=0B3LRCuPdnX1BSTU3UjBCVDJSLWs.
4 http://archive.ics.uci.edu/ml/machine-learning-databases/00287/.
5 http://aloi.science.uva.nl/.

http://weka.sourceforge.net/doc.dev/weka/clusterers/EM.html
http://weka.sourceforge.net/doc.dev/weka/clusterers/EM.html
https://drive.google.com/open?id=0B3LRCuPdnX1BSTU3UjBCVDJSLWs
http://archive.ics.uci.edu/ml/machine-learning-databases/00287/
http://aloi.science.uva.nl/
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Speaker Recognition6 (SR) consists of 35 h of speech from 180 speakers. We
select the speeches from ten speakers to form our audio data set, the Speaker
Recognition (SR) data. The names of the ten speakers are as follows: Aaron,
Abdul Moiz, Afshad, Afzal, Akahansson, Alexander Drachmann, Afred Strauss,
Andy, Anna Karpelevich and Anniepoo. Every wav file is split into ten fragments,
transformed into frequency domain by Fast Fourier Transform. The SR data has
ten classes (corresponding to ten speakers), and each of them has 100 GMM
objects.

5.2 Effectiveness of Queries in GCI

We study the performance of matching probability and normalized matching
probability when using GCI to facilitate efficient queries. GMMs are decomposed
into Gaussian components that stored into the entries of GCI. The minimum and
maximum node capacity of GCI are set to 100 and 500, respectively. Original
Gaussian components are stored when using matching probability as the similar-
ity measure, while normalized Gaussian components are stored for normalized
matching probability.

Fig. 4. Number of refined GMMs in GCI when varying the number of stored GMMs in
Synthetic data. Each GMM here has ten Gaussian components in a univariate space.

We apply k-Nearest Neighbors (k-NN) queries using both similarity measures
when varying the number of GMM objects and report the number of refined
objects in Fig. 4. With the increasing number of stored GMM objects, both sim-
ilarity measures need to refine more and more GMMs, but normalized matching
probability significantly reduced the number of expensive calculations between
GMMs.

6 http://www.repository.voxforge1.org/downloads/SpeechCorpus/Trunk/Audio/
Main/16kHz 16bit/.

http://www.repository.voxforge1.org/downloads/SpeechCorpus/Trunk/Audio/Main/16kHz_16bit/
http://www.repository.voxforge1.org/downloads/SpeechCorpus/Trunk/Audio/Main/16kHz_16bit/
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5.3 Effectiveness of Normalized Similarity Measures

Classification. In the evaluation of classification, only k-NN, rather than the
other more complex techniques, is used to compare the effectiveness of the simi-
larity measures, since we are not interested in tuning the classification accuracy
to its optimum.

We start with experiments on SR data sets when varying k in k-NN, and the
classification is applied based on original and normalized similarity measures.
Classification accuracies are shown in Fig. 5. From this figure we can see that
all four normalized similarity measures outperform their origins, and all the
accuracies slightly decrease with the increase of k.

Fixing k as 1, we report the classification results on AR data when varying
the number of Gaussian components in estimated GMMs. As shown in Fig. 6,
the normalized similarity measures achieve better classification results than the
origins in most cases when the number of Gaussian components is high enough.
Only at starting points, normalized similarity measures, especially for NL2, have
lower accuracies than their origins. GMMs have better representations of data
objects with the increase of components number, however, the training time
of EM algorithm increases at the same time. To tune the number of Gaussian

Fig. 5. Classification accuracies on SR data. For each data object, a five-component
GMM is estimated.
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Fig. 6. 1-NN classification accuracies on AR data.

components into the optimum for a given similarity measure, Bayesian Infor-
mation Criterion can be applied. For the following experiments, we choose the
component numbers by the rule of thumb instead.

Figure 7 shows the 1-NN classification results on three read-world data sets.
All similarity measure, SE, IED, C2 and NL2, have similar performances, and
their normalized versions outperform the origins.

Fig. 7. 1-NN classification accuracies on three real-world data sets. The numbers of
Gaussian components in each GMM object for (a), (b) and (c) are ten, five and five,
respectively.
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Fig. 8. Evaluations of k-medoids clustering results on three real-world data sets. The
components numbers of GMMs are the same as these in Fig. 7. The k for three data
are seven, ten and ten, respectively.

Clustering. We perform clustering experiments to compare the usability of
the normalized similarity measures for unsupervised data mining. Instead of k-
means algorithm, the k-medoids is used since it works with arbitrary similarity
measures, making it more suitable here. We evaluate the clustering results using
three widely used criteria, Purity, Normalized Mutual Information (NMI) and
F1 Measure (FM).

Figure 8 illustrates the evaluation of clustering results when using different
similarity measures on three real-world data sets. All three criteria have the
same pattern for all the similarity measures on three data sets. The normalized
similarity measures have a better performance than their origins.

6 Conclusions

In this paper, we have introduced Normalized Transformation that aims to
improve the retrieval performance of index for Gaussian Mixture Models, and it
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also enable us to derive a set of normalized similarity measures from proposed
ones that have closed-form expressions for GMMs. These normalized similarity
measures share the same time complexities with their origins. Queries on GMMs
using Gaussian Component based Index have illustrated the effectiveness of Nor-
malized Transformation, achieving a much lower refinement rate than the origi-
nal matching probability. For the effectiveness of normalized similarity measures,
we have demonstrated the experimental evaluations on the real-world data sets.
The normalized similarity measures outperform their origins on different types
of data sets in both classification and clustering.
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Abstract. In recent years, microprocessor vendors aiming for dramatic
performance improvement have introduced manycore processors with
over 100 cores on a single chip. To take advantage of this in database
and storage systems, it is necessary for B-trees and their concurrency
control to reduce the number of latch collisions and interactions among
the cores. Concurrency control methods such as physiological partition-
ing (PLP), which assigns cores to partitions in a value–range partition,
have been studied. These methods perform effectively for nearly sta-
tic and uniform workloads using multicore processors. However, their
performance deteriorates significantly if there is major restructuring of
B-trees against skew and for changing workloads. The manycore app-
roach has a high likelihood of causing workload skew, given the lower
power of each core, with an accompanying severe degradation in per-
formance. This issue is critical for database and storage systems, which
demand consistent high performance even against dynamic workloads.
To address this problem, we propose an efficient new concurrency control
method suitable for manycore processor platforms, called the selecting
accessible replicated pages (SARP) B-tree concurrency control method.
SARP achieves a consistent high performance with robustness against
workload skew by distributing the workload to many cores on manycore
processors, while reducing latch collisions and interactions among the
cores. By applying parallel B-trees to shared-everything environments,
SARP selects execution cores and access paths that distribute workloads
widely to cores with appropriate processor characteristics. Experimental
results using a Linux server with an Intel Xeon Phi manycore processor
demonstrated that the proposed system could achieve a throughput of
44 times that for PLP in the maximum-skew case and could maintain
the throughput at 66% of a throughput for uniform workloads.

1 Introduction

Recently, microprocessor vendors have found it increasingly difficult to make
CPUs with higher clock rates than those in previous-generation CPUs. Instead,
c© Springer International Publishing AG 2017
D. Benslimane et al. (Eds.): DEXA 2017, Part II, LNCS 10439, pp. 172–189, 2017.
DOI: 10.1007/978-3-319-64471-4 15
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improved performance has been achieved by developing multicore CPUs, which
have multiple microprocessor “cores” on a single chip. However, increasing the
performance of multicore processors is also becoming difficult, because of phys-
ical limitations on placing more cores of the standard type on a single chip.
Microprocessor vendors are therefore developing single-chip “manycore” CPUs,
such as the 72-core Intel Xeon Phi, and are looking to processors with hundreds
of cores in the future. This is possible because the performance (frequency and
instruction per clock) of each core on a manycore platform is lower than the
performance of each core on a multicore platform, but the overall performance
of a manycore chip can be higher than that for a multicore platform. The ear-
liest manycore processors could be used only in combination with a separate
main processor and could support only small-capacity main memories. They
were applied to specific workloads as auxiliary processors to the main processor,
and the scope of their application was narrow. Manycore processor vendors are
now changing the target applications for manycore processors. The latest many-
core processors can perform independently of a main processor and can support
large-capacity main memories. They can not only execute applications suited to
mainstream multicore processors but also complex major applications such as
database systems and storage subsystems.

On the other hand, distributed approaches and distributed software plat-
forms such as Hadoop [3] are also widespread, and share-nothing environments
are typically mainstream. In practice, many enterprise applications will be con-
structed as distributed applications on a plurality of multicore server clusters.
Therefore, it is necessary that methods suited to multicore/manycore platforms
are extended to distributed environments.

Multicore processors are already widely used, with many concurrency con-
trol protocols for shared-everything environments being proposed for such sys-
tems [4,6,11–16,18–22]. The main aim of these protocols is to be latch-free in a
multicore-processor environment. Although these methods can improve the per-
formance for a single node dramatically, they focus on having a single node in
a shared-everything environment, making it difficult for them to be extended to
the distributed environments found in the real world.

Physiological partitioning (PLP) [19] and ATraPos [20] achieve their latch-
free status by assigning processor cores to each partition in a value–range parti-
tion. These methods not only free B-trees from acquiring latches but also consider
the allocation of caches in processors. Approaches based on this value–range par-
tition have the potential to extend to distributed environments. Although these
methods are effective against nearly uniform and unchanged workloads on mul-
ticore processors, they are vulnerable to dynamic skew in workloads. Their per-
formance deteriorates significantly when there is major restructuring of B-trees
to avoid skew and when the workload changes. Furthermore, manycore systems
have a high likelihood of causing workload skew, given the lower power of each
core, with an accompanying severe degradation in performance. This issue is
critical for database and storage systems used as in mission-critical online trans-
action processing, which cannot allow for a decline in performance and demand
consistent high performance even with dynamic workloads.
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In this paper, we propose a new concurrency control method for manycore
environments, called the selecting accessible replicated pages (SARP) B-tree
concurrency control method. SARP achieves consistent high performance with
robustness against large-scale skew of workloads by distributing the workload to
many cores in a manycore system, while reducing latch collisions and interactions
among the many cores. SARP is based on a parallel B-tree for shared-everything
environments and concurrency control, but in the future, it could be extended
to shared-nothing environments that share no memory or disk among proces-
sors attract a great deal of attention. It selects a strategy for distributing the
workload to many cores by applying a parallel B-tree to the shared-everything
environment, using a distribution that is appropriate to the characteristics of
each processor. This treats effectively any large skews in the workload and min-
imizes the redirection communication among the cores. SARP also introduces
three techniques for reducing the more frequent latch collisions from large-scale
workload skew when using manycore processors. Experimental results using a
Linux server with an Intel Xeon Phi manycore processor demonstrated that the
proposed method could achieve a throughput of 44 times that for PLP in the
maximum-skew case and could maintain the throughput at 66% of a throughput
for uniform workloads.

The remainder of the paper is organized as follows. First, we review related
work in Sect. 2. Section 3 outlines some prior technologies, namely the parallel
B-tree, the Fat-Btree, and LCFB. The proposed method in this paper is based on
these technologies. In Sect. 4, we describe our proposed new concurrency control
method for B-tree structures on manycore platforms. Our experimental results
are reported in Sect. 5. The final section presents the conclusions of this paper.

2 Related Work

Adopting a latch-free approach reduces cache pollution that processor cache for
each core purged by each core in a multicore processor environment. The Fos-
ter B-tree [6] combines the advantages of B-link trees, symmetric fence keys,
and write-optimized B-trees [5]. OLFIT [4], Mass-tree [18], and Silo [22] use
the technique of checking the version of pages before and after reading pages
instead of latching for page reads. The Master-tree [13] was proposed for a
rich NVRAM environment, as a combination of the Foster B-tree and Silo.
Other proposals [11,14,16] use read-copy-updates and compare-and-swap tech-
niques. Intel Transactional Synchronization Extensions [12,15] have also been
used. PALM [21] uses a bulk synchronous parallel technique.

PLP [19] achieves latch-free status by assigning processor cores to each par-
tition in a value–range partition. It uses a multiroot B-tree for the value–range
partition. Each core in the partition can avoid latches because at most one core
accesses each page in each partition. ATraPos [20], which is based on PLP, is
a storage manager design that is aware of the nonuniform access latencies of
multisocket systems. To reduce the latches for system states in PLP, ATraPos
divides the system state into states for each CPU socket. ATraPos also supports
dynamic repartitioning for a multiroot B-tree based on the usage of CPU cores.
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Fig. 1. Fat-Btree.

Table 1. Latch matrix.

Mode IS IX S SIX X

IS � � � �
IX � �
S � �
SIX �
X

PLP and ATraPos not only free the B-tree from acquiring latches but also
consider the allocation of caches in processors, and these methods are effective
traditional methods for multicore/manycore processors for nearly unchanging
and uniform workloads. Moreover, these approaches, based on multi B-trees and
the value–range partition, can potentially extend to distributed environments.
However, they are vulnerable to workload skew, and it would be difficult for
them to perform well with over 100 cores in a multicore system. Both PLP and
ATraPos need to largely reconstruct the B-tree structure to rebalance the skewed
workload for each partition. Reconstructing the B-tree structure in either PLP
or ATraPos will severely affect the performance. For a manycore platform, the
executing capacity of each core is low. Therefore, the impact of reconstruction
for manycore processors will be even larger than for multicore processors, and
this issue will become critical.

3 Background

3.1 Fat-Btree

A Fat-Btree [23] is a form of parallel B-tree in which the leaf pages of the
B+-tree are distributed among the processing elements (PEs). Each PE has a
subtree of the whole B-tree containing the root node, and intermediate index
nodes between the root node and leaf nodes allocated to that PE. Fat-Btrees
have the advantage of being parallel B-trees (which hashing does not have) and
they are naturally height balanced. Figure 1 shows an example of a Fat-Btree
using four PEs.

Although the number of copies of an index node increases with the node’s
proximity to the root node of the Fat-Btree, the update frequency of these nodes
is relatively low. On the other hand, leaf nodes have a relatively high update
frequency, but are not duplicated. Consequently, nodes with a higher update
frequency have a lower synchronization overhead. Moreover, for Fat-Btrees, index
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pages are only required for locating the leaf pages stored in each PE. Therefore,
Fat-Btrees will have a high cache hit rate if the index pages are cached in each
PE. Because of this high cache hit rate, update and search processes can be
executed quickly, compared to those for conventional parallel B-tree structures.

3.2 SMOs

Structure-modification operations (SMOs) involve page-split and page-merge op-
erations. Page splits are performed when pages become full, whereas page merges
are performed when pages become empty. B-trees in real database systems usu-
ally perform only page merges when pages become empty. This follows nodes
not being required to fill beyond being half full because this was not found to
decrease occupancy significantly for practical workloads [10]. Because the consis-
tency of the B-tree must be guaranteed when SMOs occur, concurrency control
for the B-tree is necessary. Concurrency control is also very important because
it largely influences the system throughput when SMOs occur.

3.3 Latches

Some kind of concurrency control method for the B-tree is necessary to guar-
antee consistency. Instead of using locks, fast and simple latches are usually
used for concurrency control during a traversal of the index nodes in the B-
tree [7]. A latch is a form of semaphore and the latch manager does not have a
deadlock-detection mechanism. Therefore, the concurrency control for a B-tree
node should be deadlock free.

In this paper, a latch is assumed to have five modes: IS, IX, S, SIX, and X, as
shown in Table 1 [7]. The symbol “�” means that the two modes are compatible,
i.e., two or more transactions can hold a latch at the same time.

Because parallel B-tree structures, including the Fat-Btree, have duplicated
nodes, a special protocol for the distributed latch manager is required to satisfy
latch semantics. Requested IS and IX mode latches can be processed only on a
local PE, whereas the other modes must be granted on all the PEs storing the
duplicated nodes to be latched. That is, the IS and IX modes have much smaller
synchronization costs than the S, SIX, and X modes, which require communi-
cation between the PEs. The S, SIX, and X mode latches on remote copies are
acquired by using their pointers. In addition, such latches must be set in linear
order to avoid deadlock, such as ordering by logical PE number. This means that
the synchronization cost will grow in proportion to the number of PEs storing a
copy of the node to be latched.

3.4 LCFB

LCFB [24] is a concurrency control protocol that improves the performance of
parallel B-trees. It requires no latch-coupling in optimistic processes and reduces
the amount of communication between PEs during a B-tree traversal. To detect
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access-path errors in the LCFB protocol caused by the removal of latch-coupling,
we assign boundary values to each index page. The access-path errors show that
it mistakes to reach a leaf page not having target key and value. Because a page
split may cause page deletion in a Fat-Btree, we also propose an effective method
for handling page deletions without latch-coupling.

In traditional protocols with latch-coupling, a traversal reaches a leaf using
latch-coupling with IS or IX latches. For the transfer of access requests to another
PE (called the redirection), a message is sent to a destination PE to acquire a
latch on the child, to the source PE to release the latch on the parent, and to
the destination PE to process the child in the destination PE. The redirection
requires three sequential messages per transfer. If a traversal reaches a leaf with-
out latch-coupling, as in LCFB, only one message per transfer is required. LCFB
improves the response time by reducing the need for network communication.
Because the cost of network communication is large during traversal, LCFB can
obtain some dramatic effects from relatively small changes.

Searches of LCFB use latch-coupling with IS latches on index nodes and
use S latches on leaf nodes. Inserts in LCFB basically use latch-coupling with
IX latches on index nodes and use X latches on leaf nodes. When structure-
modification operations (SMOs) occur, inserts in LCFB also use X latches on the
minimum-necessary number of index nodes. The LCFB is defined more precisely
in [24].

4 Proposed Method

We propose SARP, a new concurrency control method that improves the perfor-
mance of B-trees in manycore environments. SARP applies the parallel B-tree for
a shared-nothing environment to shared-everything environments. It assigns each
PE and partition of a parallel B-tree to a logical core on a manycore/multicore
platform, as described in Sect. 4.1. SARP’s basic execution of search and insert
operations are based on the LCFB and the Fat-Btree, using the three proposed
techniques described in Sect. 4.6. On B-tree traversal, each core preferentially
accesses pages on the assigned partition, selecting an accessible and optimal
page. It then either accesses the directory for the selected page or redirects to
another core, as described in Sect. 4.2. It executes this selection on each B-tree
node until it reaches a target leaf page. SARP introduces three techniques for
reducing the frequent latch collisions caused by the large workload skew on
manycore systems, as described in Sects. 4.3–4.5.

4.1 Assigning Parallel B-Tree Partitions to a Logical Core

Figure 2 is an overview of the proposed parallel B-tree system used for the exper-
iments described in Sect. 5. All logical cores have one client module each and one
PE. To bind each module to its specified core, we use the ability for an operating
system (OS) to bind one or more processes to one or more processors: a tech-
nique called CPU affinity [17]. All PEs share the parallel B-tree and all B-tree
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Fig. 2. System overview. Fig. 3. Replicating the subroot index
pages.

Partitions. SARP assigns each partition to a particular PE, called the owner
PE in this paper. The PEs in SARP access their own partition on a priority
basis but can access other partitions if needed. Traditional PLP or LCFB also
assigns each partition on the Fat-Btree to a particular PE, but a PE can access
only its own partition. To access data in other partitions, redirection to another
PE is needed. SARP not only distributes workloads to many PEs on manycore
processors, but also reduces the cost of redirection communications, depending
on the situation. In our experimental system, client modules send requests to
PEs, which execute operations on the parallel B-tree. We are dealing with var-
ious applications such as database management systems, storage systems, and
their convergent systems. For such applications, the B-tree will be partitioned
into modules with processors, just like our experimental system.

One of the benefits of CPU affinity is its ability to optimize cache perfor-
mance. Scheduling a software process to execute on a specified processor core
can result in efficient use of that processor by reusing preloaded resources such as
the data in the cache levels. Many OSs, from Windows Vista to Linux, already
provide a system call to set the CPU affinity for a process. By invoking this
affinity, processes can dedicate resources such as processor execution time and
processor caches to a PE’s own resources in shared-nothing environments.

4.2 Selecting the Next Page

To scale the access throughput to a narrow range of partitions by distributing
workloads, SARP selects PEs suited to accessing each page using the character-
istics of the processor architectures. In traditional methods and shared-nothing
environments, the owner PE can process its own page but has to send redi-
rections to the owner PE to process other pages. On the other hand, SARP’s
shared-everything environment allows non-owner PEs to process any page as
necessary, with the PE processing a parent page trying to continue to process
the next page.
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The important characteristic of a processor architecture is the relationship
between the bus bandwidth among the processor cores and the processing power
of each core when sending or receiving redirections. If the bandwidth is high, the
cost of reading other PE’s pages via the bus is low. Therefore, workloads should
tend to be distributed across the available PEs. If the processing power is low,
the cost of sending and receiving redirection is high. Therefore, the PE should
continue processing without redirection.

A manycore processor has the characteristic that the bandwidth is high and
the processing power is low. Therefore, the PE first receiving a request should
continue without redirection. In this way, SARP can distribute workloads to
all cores on the manycore processor. A multisocket multicore processor has the
characteristics that the processing power is high, and the bandwidth is high
within the processor sockets but is low between sockets. Therefore, if the PE
first receiving a request can go to the next page within its socket, then it should
continue without redirection. If not, it should send a redirection to the PE asso-
ciated with the next page. With this strategy, SARP can distribute workloads
mainly within each socket on a multisocket multicore processor.

4.3 Redirection by Detecting a Latch Collision (Technique A)

To avoid latched pages and to traverse to the leaf nodes via access paths without
latch collisions, SARP employs a technique that sends redirections to prior owner
PEs when it detects latch collisions (Technique A). The prior owner PE shows
the one PE that has a right to update each page in a SMO. Consider a PE trying
to acquire a latch in a traditional method. If another PE is engaged in acquiring
another latch or if the new latch and other existing latches are not compatible,
the PE will wait for these conditions to change. In this situation, SARP will
send redirections to prior owner PEs. This will reduce the number of PEs that
concurrently acquire latches on the same page and will reduce the likelihood of
latch collisions. By combining this with the technique described in Sect. 4.5, it
will be redirecting to latch-free pages.

4.4 Replicating the Subroot Index Pages (Technique B)

To widen the access paths without latch collisions, SARP adopts a technique that
replicates index pages at the next level of the root (subroot index pages) for all
PEs (Technique B), as shown in Fig. 3. Latch collision at the root is infrequent,
except during SMOs, because a number of parallel B-trees, including Fat-Btree,
have root indices for all partitions. On the other hand, latch collision in subroots
can be very frequent, depending on the condition of the B-tree structure. In the
common worst case, most requests could be concentrated on a single subroot
page following workload skew. To address this issue, SARP keeps copies of all
subroot index pages when subroots are created by SMOs on the roots or the
subroots, whereas unnecessary pages are deleted in traditional parallel B-tree
methods.
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4.5 Being Latch-Free in the Assigned Index Pages (Technique C)

To create access paths that are partially latch-free during traversal, SARP allows
only the owner PEs assigned to the partition to perform SMOs on that partition
and to traverse partially while latch-free (Technique C). SARP considers whether
the PE owns the page when accessing a page. If the PE does not own the page, it
processes it in the conventional way that the PE acquires the IS or IX latch like
conventional LCFB on the pages. If the PE owns the page, it checks the mode of
the latch on that page. If the mode is X, it processes it in the conventional way.
If the mode is not X, it locates entries in the page without the latch. SARP can
perform this technique because although SARP allows non-owners to access the
pages, it allows only the owner to modify the page. If an X latch is not acquired
on the page the owner PE is accessing, the SMO does not occur on that page at
that time, waiting until the owner PE finishes or interrupts the current traversal.
Although Techniques A and B will be mainly used by the PE assigned to each
partition, the three techniques together have a synergistic effect.

4.6 Search and Insert

In this section, we describe the operations for search and insert using the pro-
posed techniques. Traversal for searches and inserts by SARP is based on LCFB,
but SARP uses additional considerations when accessing each page and selecting
the next page. The following steps are performed for each index page until the
traversal reaches the leaf nodes.

(1) When a PE tries to access a page, check if the PE owns the page.
(2) If the PE is the owner, check the mode of the latch. Otherwise, go to (4).
(3) Following the check in (2), if the mode of the latch is not X, go to (5).
(4) Try to acquire a latch in the usual way. If the PE detects a latch collision,

send a redirection to an owner. The owner then continues from (1).
(5) Release the latch on the parent page if needed.
(6) Read the page and locate the next pages.
(7) Check if the next pages include pages that do not require redirection. If it

does, send a redirection to an owner.
(8) Go back to (1) with the next page.

The behavior of SARP on a leaf page is identical to that of LCFB, and the
SMOs in SARP are identical to those of LCFB except for the replicating of
subroots.

5 Experiments

To investigate whether the proposed methods are effective, we implemented PLP
and the proposed method on Linux servers. Moreover, to test the effectiveness
of the three techniques for avoiding latch collisions proposed in Sect. 4, we pre-
pared five configurations comprising various combinations of these techniques.
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Table 2. Combinations of proposed techniques evaluated in experiments.

SARP SARP-R SARP-RR SARP-RRL

Technique A � � �
Technique B � �
Technique C �

Fig. 4. Example of workloads in the experiments.

Table 2 shows the combinations of proposed techniques evaluated in the exper-
iments. Technique A was described in Sect. 4.3, Technique B was described in
Sect. 4.4, and Technique C was described in Sect. 4.5. The PLP used a multi-
rooted B+Tree [19], and the proposed method used a Fat-Btree and the extension
of a Fat-Btree using Technique B. Because we were interested in the performance
at the intermediate point at which workloads change, we measured the perfor-
mance of a PLP that does not reconstruct the B-tree because of workload skew
in this experiment. If there was reconstruction in the PLP or the ATraPos func-
tions, the performance during reconstruction would be dramatically lower than
the performance in this experiment. Figure 4 shows an example of workloads in
the experiments in Sect. 5.5. The horizontal and vertical axes are the number
of workloads and the key address of B-tree respectively. If operated partition is
32, the workload are sent to all 32 partitions and is uniform in all partition. If
operated partition is 1, the workloads are sent to only partition 1 and is uniform
in partition 1.

We evaluated the performance of our proposed method for the three different
platforms shown in Table 3. The experiments reported in this paper were orga-
nized as follows. First, as described in Sects. 5.1–5.3, we evaluated each method
under varying conditions using a previous-generation Xeon Phi 5110P, to check
the effectiveness of each method under varying conditions on a manycore plat-
form. As described in Sect. 5.4, we evaluated each method using the latest Xeon
Phi 7210, which showed that the proposed methods are also efficient on the
latest manycore platforms. As described in Sect. 5.5, we evaluated each method
on a mainstream multicore platform Xeon E5-4650, showing that the proposed
methods are effective for mainstream servers.
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Table 3. Experimental environments.

Processor Intel
Xeon
Phi
5110P

Intel
Xeon
Phi
7210

Intel
Xeon
E5-4650

Sockets 1 1 4

Cores/Socket 60 64 8

Frequency 1.053
GHz

1.3
GHz

2.7 GHz

Memory 8 GB 192
GB

64 GB

Table 4. Parameters used for the
experiments.

Page size: 4 KByte

Tuple size: 8 Byte

Max no. of
entries in an
index node:

240

Max no. of tuples
in a leaf node:

240

Table 4 gives the basic parameter values we set for the experiments. These
values were chosen to identify clearly any differences between the protocols. The
proposed method based on LCFB also stores the additional upper and lower
boundary values in a node. Therefore, the traditional methods and the proposed
methods should have different fanout. Because the difference is very small, we
ignored it in this paper.

5.1 Comparison with Different Numbers of Operational Partitions

120 client modules sent requests to the PEs containing a B-tree with 20 M tuples,
for 10 s. The access frequencies were uniform for the operational B-tree parti-
tions. The number of PEs was fixed at 120 on 60 physical cores and 120 logical
cores, and the update ratio was fixed at 25%. Figure 5 shows the throughput for
the five concurrency control methods as the number of B-tree partitions oper-
ated on by client modules varies from 1 to 120. Figure 6 shows the execution
time for the five concurrency controls when the number of operational partitions
was one.

When the number of operational partitions is reduced, the PLP performance
decreases sharply. This is because most of the manycore processor cores are free
and total execution times for the manycore processor are very low, as shown
in Fig. 6. In contrast to PLP, the proposed methods can provide reasonable
throughput even if the number of operational partitions is low. Reductions in
throughput for the proposed methods are much less than those for PLP even
when the workload skew occurs. This is because the reduction of latch colli-
sions by the three proposed techniques reduces not only the execution times for
acquiring latches but also the waiting times for other requests to process latches,
as shown in Fig. 6. The distribution of workloads in SARP reduces idle times.
SARP-R’s Technique A substantially reduces the execution time for acquiring
latches and the idle time caused by waiting for other requests to process latches.
SARP-RR’s Technique B also substantially reduces this idle time. SARP-RRL’s
Technique C reduces the execution times for acquiring latches and the idle time.
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Fig. 5. Comparison with different
numbers of operational partitions on
the Xeon Phi 5110P.

Fig. 6. Execution time when one par-
tition was operated by the Xeon Phi
5110P.

In addition, when the number of operational partitions is 120, SARP-RRL
improves on PLP even under conditions for which PLP is most effective. This
is because the effects of the combination of Techniques A, B, and C and the
reduction in communications exceeds the effects of latch-free operation by PLP.

SARP-RRL achieved a throughput of 44 times that for PLP when the number
of operational partitions was one, and maintained the throughput at 66% of a
throughput for uniform workloads.

5.2 Comparison with Changing Update Ratio

120 client modules sent requests to the PEs containing a B-tree with 20 M tuples,
for 10 s. The access frequencies were uniform among all B-tree partitions, and
the number of PEs was fixed at 120 on 60 physical cores and 120 logical cores.
Figure 7 shows the throughput for the five concurrency control methods as the
update ratio changes from 0% to 100%.

When the update ratio was 0%, the throughput for all proposed methods is
higher than those for PLP. Unlike PLP, the effect of reduced communications
among the PEs exceeds the increase in the cost of latching for traversals in
the proposed method. On the other hand, when the update ratio is high, only
SARP-RRL offers a slight improvement over PLP. This is because PLP is latch-
free for SMOs and the proposed system has to acquire latches during SMOs.
The increase in cost for latches for traversals and SMOs in most versions of the
proposed methods exceeds the effect of reduced communications among PEs.
However, because SARP-RRL can reduce latch acquisition via Technique C, the
effect of reducing communications among PEs can then exceed the cost of latches
for traversals and SMOs.
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Fig. 7. Comparison of concurrency
control protocols with changing update
ratio.

Fig. 8. Comparison of response time.

Table 5. Workload parameter values.

Concurrent workloads Delay [microsecond]

2880 0

1920 0

1440 0

960 0

480 0

240 0

120 0

120 50

120 100

Fig. 9. Comparison with different
numbers of operational partitions
on the Xeon Phi 7210.

5.3 Comparison of Response Times

120 client modules sent requests to the PEs containing a B-tree with 20 M tuples,
for 10 s. The access frequencies were uniform among all B-tree partitions, the
number of PEs was fixed at 120 on 60 physical cores and 120 logical cores,
and the update ratio was fixed at 25%. Figure 8 shows the response time for
client modules corresponding to the throughput for PLP and SARP-RRL as
the workloads change in accordance with Table 5. The delay shows the delay
time between received time of a previous operation and sending time of a next
operation.

SARP-RRL offers an improvement in response time when compared to
PLP. This is because SARP-RRL requires less communication among the PEs.
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SARP-RRL redirects requests during traversal of the B-tree only when latch
collisions occur on manycore processors. It does not have to redirect requests
to other PEs for uniform workloads. SARP-RRL’s response time is 20% of that
of PLP for the case of clients requesting some 6,000,000 operations per second
and SARP-RRL is 500% better than PLP on the benchmark of response time
in high workloads.

5.4 Comparison of Different-Generation Manycore CPUs

120 client modules sent requests to the PEs containing a B-tree with 20 M tuples,
for 10 s. The access frequencies were uniform for the operational B-tree parti-
tions, the number of PEs was fixed at 120 on 60 physical cores and 120 logical
cores, and the update ratio was fixed at 25%. Figure 9 shows the throughput
for the two concurrency control methods on the Xeon Phi 7210 as the num-
bers of B-tree partitions operated on by client modules changes from 1 to 120.
Figure 10(a) shows the execution times divided into processor behaviors for the
Xeon Phi 7210 and Fig. 10(b) shows the execution times divided into processor
behaviors for the Xeon Phi 5110P, as described in Sect. 5.1, when the number
of B-tree partitions operated on by client modules is one. In Fig. 10, dark gray
bar charts show core execution times, light gray bar charts show data cache miss
times, black bar charts show instruction cache miss times, and white bar charts
show TLB miss times. Figure 10 is based on the latencies given in [8,9] and the
performance counters given in [8,9].

Similarly to the results for the manycore processor described in Sect. 5.1, the
proposed methods using the latest manycore processor substantially improve on
the throughput achieved by PLP when the workload skew is large. This is because

Fig. 10. Comparison using different-generation manycore CPUs.
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Fig. 11. Comparison of throughput for multicore and manycore platforms.

the characteristics of the latest manycore processor are mostly unchanged. This
can be inferred from the fact that the rates for each factor of the execution times
when divided into processor behaviors are similar, as shown in Fig. 10. The effects
of the clocking up of each core and the improvement in core mechanisms improve
the performance of each factor almost evenly. Therefore, this result indicates that
the current design of manycore processors is ongoing, and the proposed methods
will be effective not only for current manycore processors but also for manycore
processors in the near future.

5.5 Comparison of Performance in Manycore and Multicore
Environments

32 client modules sent requests to the PEs containing a B-tree with 20 M tuples,
for 10 s. The access frequencies were uniform for the operational B-tree parti-
tions, the number of PEs was fixed at 32 on 32 physical and 32 logical cores, and
the update ratio was fixed at 25%. Figures 11(a) and (b) show the throughput
for the five concurrency control methods on the Xeon E5-4650 and the Xeon
Phi 5110P, respectively, as the number of B-tree partitions operated on by client
modules changes from 1 to 32. Figures 12(a) and (b) show the execution time
for the five concurrency control methods on the Xeon E5-4650 and the Xeon Phi
5110P, respectively. Figures 13(a) and (b) shows the execution times divided into
processor behaviors on the Xeon Phi 7210 and the Xeon Phi 5110P, respectively,
when the number of B-tree partitions operated on by client modules is one.
Figure 13 is based on the latencies given in [1,8] and the performance counters
given in [2,8].
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Fig. 12. Comparison of processing details for multicore and manycore platforms.

Fig. 13. Comparison based on performance counters for multicore and manycore plat-
forms.

The improvements achieved by the proposed method for the Xeon-based
platform are smaller than those for the Xeon Phi-based platform, even when
the number of B-tree partitions operated on by client modules is one. There
are two reasons for this. First, the proposed system distributes requests only
to PEs within the same socket of the Xeon processor because the throughput
deteriorates when requests are distributed between Xeon sockets. Second, one
PE on the socket can monopolize all the capacity of the last-level cache shared
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within the Xeon socket. Even when the workload is concentrated to one PE on
PLP, this PE monopolizes all the capacity of the last-level cache.

Moreover, the three techniques for the reduction of latch collisions have little
effect. This is mainly because the time to access data in the main memory is
dominant for the Xeon, as shown in the comparison of Figs. 13(a) and (b). The
ratio of data miss time to usage time in Xeon is much larger than that in Xeon
phi. It is also because the performance impact of latch collisions among the
eight PEs per socket on the Xeon is insignificant, as shown in the comparison of
Figs. 12(a) and (b).

There is a single point for which the throughput of SARP-R exceeds that
of SARP-RR on the Xeon Phi. This is when the number of B-tree partitions
operated on by client modules is four, as shown in Fig. 11(b). It occurs because
the impact of reduced usage of processor by redirects to prior PEs exceeds the
performance impact of latch collisions on the total of 32 PEs.

6 Conclusion

Manycore processors have a significant tendency to cause workload skew in each
core, which can seriously affect the overall performance. This issue is critical for
database and storage systems, which demand consistent high performance even
for dynamic workloads. To address this issue, we propose SARP, a new concur-
rency control method for B-trees that is suited to manycore processor platforms.
SARP achieves consistent high performance with robustness against workload
skew by distributing the workload to the manycore PEs so as to reduce latch
collisions and interactions among the cores. SARP is based on parallel B-trees
for shared-nothing environments and their concurrency control. It selects a strat-
egy for distributing workloads widely among cores by applying parallel B-trees
to shared-everything environments. The strategy matches the characteristics of
each processor, and it treats large workload skews effectively. SARP introduces
three techniques for reducing the many latch collisions caused by many parallel
contexts on a manycore platform. Experimental results using an Intel Xeon Phi
demonstrated that the proposed system could achieve a throughput of 44 times
that for a traditional PLP system in the maximum-skew case and could sustain
66% of a throughput in uniform workloads.

In future studies, we plan to extend the proposed method to distributed
environments on plural manycore or multicore servers. Moreover, we would like
to develop the method to consider factors other than hardware configuration
when selecting a PE for execution.
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Abstract. Data confidentiality is concerned in Database-as-a-Service
(DBaaS) model. Encrypted database management system (EDBMS)
addresses this concern by the data owner (DO) encrypting its private
data before storing them in the database hosted by a third party service
provider (SP). Indexing at SP over encrypted data is not straightfor-
ward. Most existing indexing methods are either order-preserving, or
requiring DO to involve in query computation. Order-preserving index is
vulnerable to inference analysis. Having DO to compute query beats the
purpose of DBaaS model which is to delegate the database works of DO
to SP. We developed a non-order-preserving indexing method that does
not require DO’s involvement in query processing at SP. Our empirical
study shows that our indexing method can reduce selection processing
cost by an order of magnitude compared to the case without the index.

1 Introduction

Data confidentiality is concerned in database-as-a-service (DBaaS) model. When
a data owner (DO) uses the database service hosted by a third party service
provider (SP), there is security risk that SP is compromised by an attacker and
steals DO’s data. In encrypted database management system (EDBMS), DO
encrypts its data before storing them at SP. Data confidentiality is addressed
but it raises a challenge for SP to compute query over encrypted data. Many
works have been done to facilitate query processing in EDBMS. In general, the
developed methods are more expensive than query processing over plain data.
Some works also develop order-preserving indexing mechanism so as to improve
query processing speed. However, order-preserving schemes have been shown to
be highly vulnerable to inference analysis [12,16]. Thus, a non-order preserving
indexing method is desired.

1.1 Related Work

Query processing in EDBMS. There are numerous approaches developed to
facilitate query processing in EDBMS. In TrustedDB [4] and Cipherbase [2,3], a
trusted machine (TM) is deployed at SP (e.g., TrustedDB uses IBM PCI Cryp-
tographic Coprocessor and Cipherbase uses FPGA). TM is assumed not to be
compromised by attacker. DO sends the decryption key to TM while encrypted
c© Springer International Publishing AG 2017
D. Benslimane et al. (Eds.): DEXA 2017, Part II, LNCS 10439, pp. 190–198, 2017.
DOI: 10.1007/978-3-319-64471-4 16
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data is stored at SP. Any query processing related to encrypted data is then
done by TM.

In SDB [10,22] and Sharemind [5], secret sharing is used to ‘encrypt’ data.
Each data item is split into several shares. Some shares are held by DO and the
others are held by SP1. Without collecting DO’s shares, SP cannot recover any
plain value. To process a selection for an encrypted tuple, SDB and Sharemind
each developed different secure multi-party computation (MPC) [8] protocols,
which involve message exchange between parties and local computation at each
party.

The above systems do not reveal the order of tuples to SP. Our indexing
method can be applied in these systems.

In CryptDB [18]/MONOMI [21], order preserving encryption (OPE) is used
to support selection processing. OPE possesses a property that x > y if E(x) >
E(y) for any x, y. OPE allows SP to observe the plain comparison result and so
SP can easily process selection query. Since CryptDB/MONOMI leak ordering
information to SP already, our non-order-preserving index does not apply to
them.

Indexing in EDBMS. Some EDBMS has developed/used some indexing meth-
ods. In Cipherbase [2,3], an encrypted B+-tree (EBT) is used for indexing. The
encrypted tuples are organized in a B+-tree structure while all the keys in EBT
are encrypted. This allows SP to observe the total order of plain values of tuples
from EBT. Such order-preserving property is vulnerable to inference analysis
[12,16]. We will discuss more about inference analysis in next section.

In CryptDB [18], since data is encrypted using OPE [13,17], indexing can be
done directly on encrypted data. Similar to EBT, the order-preserving property
leaves EDBMS at high security risk against inference analysis.

There are other indexing methods. SDB [10,22] uses domain partitioning
method [9,11] to build an index but it leaks significant information about
plain data to SP. Client-centric approach [6,7,14,19] allows DO to traverse the
encrypted index stored at SP securely but DO has a significant amount of work-
load, which is not suitable in the cloud environment The above methods are
considered not suitable in our problem.

Inference analysis An attacker is assumed to obtain an approximate distrib-
ution of plain data as background knowledge, e.g., from information published
from other sources. The attacker compares the ordered encrypted data with the
known distribution of plain data and outputs a guess of the plain value of each
encrypted value. From the results of [12,16] and our experiment in Sect. 3.1,
the attacker can recover plain data accurately from the ordering information.
EDBMS is not secure if it leaks order information.

1 Sharemind uses multiple service providers instead of one serive provider in SDB.
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Privacy preserving applications Our indexing method is similar to data
perturbation techniques used in privacy preserving applications [1,15,20], where
DO generates a ‘safe’ dataset from the original plain dataset and lets others view
the ‘safe’ dataset freely. They differ in the ways to perturb the data, e.g., a plain
value 3 may be generalized to a range ‘1–10’ [15,20] or become 5 after adding
noise [1]. Existing data perturbation methods are not suitable in our case since
these methods have not considered what information SP can observe in query
processing.

1.2 Scope of Our Work

We aim to develop an indexing method to facilitate selection processing in
EDBMS. The selection criteria ϕ is in the form of a propositional formula of
comparison predicates. Each comparison predicate is in the form of x op y where
x, y can be (numeric) attributes in the table or user-defined query parameters
and op is one of the following: >, ≥, =, <, ≤. Since EDBMS can process the
comparison predicates one by one, our discussion in the rest of paper will focus
on the case with one single comparison predicate.

Our security goal is that SP does not observe more information about plain
data from the index than the case no indexing is implemented.

2 Our Proposed Indexing Method - SanTable

2.1 What SP Can See in Existing EDBMS

First, we need to know what SP can see in existing EDBMS and make sure
our indexing method does not leak more information than that. EDBMS like
Cipherbase does not reveal the total order of plain data to SP. It only reveals
to SP whether an encrypted tuple satisfies a comparison predicate. Then, SP can
make use of such knowledge to derive some information about plain data.

Consider a comparison predicate with the form of ‘X > c’ where X is an
attribute and c is a query parameter determined by DO. (SP does not know the
value of c.) The predicate divides the tuples in the database into two groups.
One group Gl contains all tuples with plain value on X greater than c and the
other group Gs contains all other tuples small than or equal to c. On the other
hand, SP does not know which of any two tuples in Gl is larger. This form a
partial order knowledge between two groups of encrypted tuples. Similarly, SP
can observe similar partial order knowledge from other comparison predicates
with different query parameters. SP can combine the partial order knowledge
observed together.

Suppose there are n predicates in the form of ‘X op ci’ where op can be
<, >, ≥ or ≤ and ci is the query parameter of i-th predicate. Each predicate
divides the encrypted tuples into two group Gli and Gsi where Gli (Gsi resp.)
represents the group with larger values (smaller values resp.). Without loss of
generality, we assume c1 < c2 < ... < cn. This divides the data domain into
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n + 1 sub-domains. Tuples within the same sub-domain have the same outputs
on all n predicates. For example, if an encrypted tuple t has a value x on X s.t.
c1 < x < c2, t ∈ Gl1 and t ∈ Gsi for i > 1. Observe that t belongs to the group
with larger values Gli once out of n predicates. If x < c1, t belongs to Gsi for all
predicates. Let Pk be the group of encrypted tuples that belongs to Gli k times
out of n predicates. We can order the groups as: P0 < P1 < ... < Pn. (Pi < Pj

denotes that all tuples in Pi must be smaller on X than any tuple in Pj .)
In summary, although SP cannot see the plain values of data, SP can divide

the encrypted tuples into n + 1 ordered group with n comparison predicates.
Although SP does not obtain the total order, the partial order information may
allow an attacker to recover plain data using inference analysis. We will empiri-
cally evaluate such security threat in Sect. 3.1 and show that the attacker cannot
recover as accurate as the case with total order information.

2.2 Building SanTable Using Inference Analysis

Following the observation in Sect. 2.1 that SP derives a partial order of data from
queries, SP can further applies inference analysis on this partial order to estimate
the plain values of data. In our case, DO simulates the above scenario and obtains
the estimated values of its plain data. Next, DO sanitizes the estimated data
with a system parameter we call maximum error ε. ε is not revealed to SP. We
will talk about how to select ε in Sect. 2.6. The purpose of ε is to bound the
error between estimated data and original plain data and thus facilitate query
computation over estimated data.

In the above inference analysis simulation, DO divides the tuples into (par-
tially ordered) groups. When there is a data item in a group that the error may
exceed ε, all tuples in this group are labeled as ‘outliers’. For all outliers, DO
simply tells SP that their estimated values are ‘null’. For other tuples, DO sends
the estimated values to SP. The resulted information given to SP is referred as
sanitized data, which constitutes our index - Sanitized table (SanTable).

Since SanTable is stored in plain at SP, SP can use standard indexing mech-
anism, e.g., B+-tree, to support efficient search on SanTable.

2.3 Use of SanTable in Query Processing

SanTable contains estimated values of encrypted data with bounded error. Given
a query predicate p, SanTable allows SP to divide the encrypted tuples into 3
groups: (1) Winner: encrypted tuples that must satisfy p; (2) Loser: encrypted
tuples that must dissatisfy p; and (3) Not sure: encrypted tuples that are not sure
whether they satisfy p. Only the group “Not sure” is required to be processed by
the EDBMS (using more expensive cryptographic methods) to confirm whether
the encrypted tuples are true answers. Since there are much fewer tuples to be
processed by EDBMS and processing over SanTable (which contains estimated
data in plain) is very efficient, the overall query processing cost is reduced. We
will talk in the next section about how a query predicate can be translated for
the above processing.
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2.4 Selection Predicate Translation for SanTable

With the sanitized value x̂ and maximum error ε, the plain value of x lies between
x̂ − ε and x̂ + ε. Given a comparison predicate p, we can easily translate the
selection predicate. However, if DO simply issues this translated predicate to
SP, SP can easily recover the query parameter c. In our case, we also need to
hide the query parameters from SP.

Before we present our protection method, we discuss what SP can observe
about the query parameter c in existing EDBMS without using SanTable. Recall
that SP can divide encrypted tuples into n (partially ordered) groups: P1, P2, ...,
Pn. The (estimated) plain values of boundaries of each group Pi can be observed
from the known data distribution. We use Pi[low ] and Pi[high] to denote the
values of boundaries of Pi. SP can observe from the query result that the query
parameter c falls in the boundary of some group. For example, SP sees that some
encrypted tuples in a group Pk satisfy the predicate but other tuples in Pk do
not, SP can derive that Pk[low ] ≤ c ≤ Pk[high].

Note that the above information is derived from existing EDBMS without
any index. Our method should not let SP further refine the query parameter c
to be more accurate than the above uncertain range. Thus, our query predicate
translation is done as shown in Table 1.

Table 1. Selection predicate translation for SanTable. cl and cu are the estimated
range of c in DO’s simulated analysis of c.

p pw pns

X = c N.A cl − ε ≤ ̂X ≤ cu + ε or ̂X is null

X > c ̂X > cl + ε cl − ε < ̂X ≤ cu + ε or ̂X is null

X ≥ c ̂X ≥ cl + ε cl − ε ≤ ̂X < cu + ε or ̂X is null

X < c ̂X < cu − ε cl − ε ≤ ̂X < cu + ε or ̂X is null

X ≤ c ̂X ≤ cu − ε cl − ε < ̂X ≤ cu + ε or ̂X is null

2.5 Security Proof Sketch

Our scheme provides two additional information to SP (who may be compro-
mised by attacker): (i) sanitized data SanTable; and (ii) translated queries. For
item (i), even if SanTable is not computed by DO, the attacker can also compute
estimated data similar to SanTable on its own using inference analysis. For item
(ii), since the queries are translated independent to data, data confidentiality is
not affected.

On the other hand, query parameters are protected in our method. Note that
SP can derive in existing EDBMS that the query parameter c lies in some range,
cl < c < cu. In our modified translation, any query parameter c and c′ such that
cl < c < c′ < cu would result in the same translated predicate. So, SP cannot
distinguish whether the query parameter is c or c′. This implies SP cannot refine
the query parameter except the already known information observed without
SanTable.
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2.6 Selecting System Parameter: Maximum Error ε

ε affects number of outliers and probability of a group satisfying the predicate
for “Not Sure”. With a larger ε, there are fewer outliers but more groups will
fall into “Not Sure”. A good ε balances the two factors. A good way to select ε
is to optimize the query workload in the future.

For example, if query workload is uniformly distributed, expected number of
encrypted tuples in NotSure can be computed as

∑

Pi �∈Outlier

{
n

∑

j=1

Pj [high] − Pj [low ]
|D| Pr(Pisatisfies query)|Pi|} +

∑

Pi∈Outlier

|Pi|

where |D| is the data domain size and Pi denotes the partial ordered groups of
tuples derived from query result (see Sect. 2.1).

Pr(Pisatisfies query) is either 1 or 0 depending on whether the query para-
meter falls into the boundary of the Pi. Optimal value of ε can be found by a
simple mathematical optimization problem to minimize the above value.

3 Empirical Studies

3.1 Security Evaluation

We evaluate how secure SanTable is against inference analysis. For comparisons,
we implemented two methods. One is order-preserving scheme, denoted as OPE.
The attacker knows the order of data. The other one is an EDBMS without
any index, denoted as “EDBMS”. EDBMS represents the best security level any
index can achieve. To build SanTable, DO randomly generates 250 queries. The
attacker is assumed to receive 250 queries in EDBMS.

We simulated an attack using inference analysis on two real datasets: Hospital
Inpatient Discharges 20132 and Twitter3. (We attacked on the attribute “Total
Charges” of Hospital Inpatient Discharges 2013 and “Number of Followers” of
Twitter.) For Hospital Inpatient Discharges 2013, we used Hospital Inpatient
Discharges 2012 to generate an approximate distribution of data as background
knowledge of attacker. For Twitter, we used the exact distribution of the dataset
as attacker’s background knowledge to simulate the case where the attacker has
acquired a highly accurate background knowledge.

We measure the attack accuracy (how many data items are accurately recov-
ered). Following [12], we say a data item x is recovered when the recovered value
x̂ is within a very small error tolerance α, i.e., |x−x̂|

x ≤ α. Figure 1 shows the
attack accuracy of the inference analysis varying α from 0.1% to 2.5%.

The results show revealing the order information to SP leads to a signifi-
cant security threat. Order-preserving indices are not recommended. EDBMS
and SanTable demonstrate good resistance against inference analysis attack.
SanTable achieves our security goal, which is to maintain the same security level
as EDBMS without any indexing.
2 http://www.health.ny.gov/statistics/sparcs/datadic.htm.
3 https://snap.stanford.edu/data/.

http://www.health.ny.gov/statistics/sparcs/datadic.htm
https://snap.stanford.edu/data/
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Fig. 1. Attack accuracy using inference analysis varying error tolerance

3.2 Efficiency Evaluation

We evaluate the performance of query processing using SanTable. Cipherbase
(without indexing) is implemented as a baseline competitor, denoted as ‘Base-
line’. We did not implement other competitors as they do not provide the same
security guarantee and/or require DO’s involvement in query processing. To
build SanTable, DO randomly generates 250 queries.

We used TPC-H4 datasets and queries. TPC-H is a decision support bench-
mark with 22 queries. The size of database varies from size order 1 (about 1 GB)
to 10 (about 10 GB). We extracted 8 selections from the workload as shown in
Table 2.

Table 2. Selections (denoted Si) in TPC-H

Table Attribute Type (Relational Algebra)

S1 Lineitem shipdate σshipdate<c or σshipdate>c

S2 Lineitem shipdate σci<shipdate<cj

S3 Lineitem receiptdate σci<receiptdate<cj

S4 Lineitem quantity σquantity<c or σquantity>c

S5 Lineitem quantity σci<quantity<cj

S6 Lineitem discount σci<discount<cj

S7 Order orderdate σorderdate<c or σorderdate>c

S8 Order orderdate σci<orderdate<cj

We measured the average processing time of different methods out of 500
random queries. Figure 2 shows the experiment result.

We make the following observations from the experiment results:

– SanTable has an average improvement of at least an order of magnitude over
Baseline, except S6. SanTable is very effective in general.

4 http://www.tpc.org/tpch/.

http://www.tpc.org/tpch/
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Fig. 2. Average processing time of different selection Si of different methods

– For S6, there are only 19 distinct values in this attribute. A small uncertain
range can easily cover a large number of tuples. Yet, SanTable provides a
small improvement over Baseline.

– SanTable scales well with increasing size of the database.

4 Conclusions and Future Work

We developed SanTable, an indexing method for EDBMS that can effectively
save query cost. SanTable is designed so that it does not leak information about
plain data beside what SP can already see in existing EDBMS. In the future,
we will study how to make use of SanTable to optimize processing cost of more
complex queries.
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Abstract. Nowadays, small, medium and large companies need
advanced data integration techniques supported by tools to analyse data
in order to deliver real-time alerts and trigger automated actions, etc. In
the context of rapidly technology changing, these techniques have to con-
sider two main issues: (a) the variety of the huge amount of data sources
(ex. traditional, semantic, and graph databases) and (b) the variety of
storage platforms, where a data integration system may have several
stores, where one hosts a particular type. These issues directly impact
the efficiency and the deployment flexibility of ETL (Extract, Transform,
Load). In this paper, we consider these issues. Firstly, thanks to Model
Driven Engineering, we make generic different types of data sources. This
genericity allows overloading the ETL operators. To show the benefit of
this genericity, several examples of instantiation are described covering
relational, semantic and graph databases. Secondly, a Web-service-driven
approach for orchestrating the ETL flows is given. Thirdly, we present
a fusion procedure that merges the set of heterogeneous instances and
deployed according their favorite stores. Finally, our finding is validated
through a proof of concept tool using the LUBM benchmark and YAGO
KB and deployed in Oracle RDF Semantic Graph 12c.

1 Introduction

The past few decades have witnessed a spectacular explosion in the quantity
of data sources available in various types and formats. This situation pushes
small, medium and large companies to exploit this mine of data in order to
achieve a high decision making in science, society, health, etc. This usually
passes through the data integration process [11]. Plenty of commercial and open
sources data integration solutions and tools exist in the market. When source
data are extracted and materialized in an integration system such as a data ware-
house, more specific techniques and tools implementing ETL (Extract, Trans-
form, Load) are widely used [20]. Oracle Warehouse Builder, SAP Data Service,
Talent Studio for Data Integration, IBM Infosphere Warehouse Edition, etc. are
examples of these tools. The maturity of the ETL motivates researchers to make
generic its whole workflow [5,26]. An ETL algebra composed of 10 generic oper-
ators (Retrieve, Extract, Convert, Filter, Merge, Join, Union, Aggregate, Delete
and Store) has been proposed [20]. The signature of each operator is personalized
c© Springer International Publishing AG 2017
D. Benslimane et al. (Eds.): DEXA 2017, Part II, LNCS 10439, pp. 201–216, 2017.
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according the type of data sources and the target data warehouse (T DW). By
examining deeply the ETL techniques, we figure out that they mainly concen-
trate on the traditional types of data such as relational databases [24] – which
has reigned several decades – and recently semantic databases (SDB) [3,14].
In the context of rapidly technology changing, several new types of databases
appear (e.g., Graph databases, NoSQL, Time Series, Knowledge bases (KB) such
as Yago [21]) and consequently they became candidate for the data integration.
This phenomenon is called by the Variety of sources [7].

The variety does not only impact data sources, but also the storage of the
T DW, where multi-stores are well-adapted to achieve high performance of data
accesses. More concretely, we passed from (n− 1) scenario, where n heteroge-
neous sources are integrated into T DW deployed on one store to (n−m) sce-
nario, where the T DW may be deployed in several stores, where each one may
store a specific type of data [10]. To deal with the variety of sources, we propose
the usage of Meta-Driven Engineering (MDE) and then overload the ETL oper-
ators to deal with specific type of source. Inspired from the Meta-Object Facility
(MOF)1, we make generic different sources in order to deal with their variety.
The MOF describes a generic framework in which the abstract syntax of mod-
elling languages can be defined [15]. It has a hierarchical structure composed of
four layers of meta-data corresponding to the different levels of abstraction: the
instance layer (M0), the model layer (M1), the meta-model layer (M2) and the
meta-meta-model layer (M3). Each layer defines a level to ensure the consistency
and the correctness of the instance model syntax and semantics at each level of
abstraction.

This generic model can be easily exploited by ETL operators, where each one
is overload. An operator overloading (as in C++ language) allows a programmer
to define the behaviour of an operator applied to objects of a certain class the
same way methods are defined [6]. In our context, each ETL operator will be
overload to deal with the diversity of each type of sources.

To offer the designers the possibility to deploy their T DW on a multi-stores,
we exploit the Store operator of ETL. It can be associated with a Service Web
that orchestrates the ETL flows and distributes the data over the stores accord-
ing their storage formats.

In this paper, we detail our generic model using MDE. We give examples of
its instantiation from three types of data sources: relational, semantic and graph
databases. The ETL operators are then overloaded for these types. Thanks to
the Store operator, the multi-store deployment is guaranteed. Our proposal is
implemented and experimented.

The rest of this paper is organized as follows. We give an overview on the
evolution of the ETL in Sect. 2. In Sect. 3, we give a formalization of three main
classes of databases (relational, semantic and graph) and a motivating exam-
ple. In Sect. 4, a generalization of ETL elements are given by the means of
MDE techniques and the process to overload the ETL operators. In Sect. 5, the
deployment methodology of a data warehouse on multi-store system is developed.

1 http://www.omg.org/mof/.

http://www.omg.org/mof/
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A case study is proposed and various experiments are presented. Section 7 con-
cludes the paper.

2 Related Work

In this section, we give an overview of the most important studies on the ETL and
the efforts to making them variety-sensitive. The first studies on ETL dealt with
sources considering their physical implementations such as: (i) their deployment
platforms (centralized, parallel, etc.) and (ii) their storage models (e.g. tables,
files). In [23], a set of algorithms was proposed to optimize the physical ETL
design. Simitsis et al. [18] have proposed algorithms for optimizing the efficiency
and the performance of ETL process. Other non-functional requirements such as
freshness, recoverability, and reliability have also been considered [19]. The work
of [13] proposes an automated data generation algorithm assuming the existing
physical models for ETL to deal with the problem of data growing. In order
to hide the physical implementations, several research efforts have been pro-
posed. The first category of these studies attempts to consider the logical level
of data sources. In this perspective, [27] proposed an ETL workflow modelled
as a graph, where its nodes represent activities, record-sets, attributes, and its
edges describe the relationships between nodes that define ETL transformations.
In [25], a formal ETL logical model is given using LDL [17] as a formal language
for expressing the operational semantics of ETL activities. The second category
of these studies considered the conceptual level of sources. Approaches based on
ad-hoc formalisms [26], on standard languages using UML [22], model driven
architecture (MDA) [8], BPMN [1,28] and mapping modelling [4,12] have been
proposed. The third category use ontologies as external resources to facilitate
and automate the conceptual design of ETL process. [20] automated the ETL
process by constructing an OWL ontology linking schemes of semi-structured
and structured (relational) sources to a target data warehouse (DW) schema.
Other studies like [14] consider data source provided by the semantic Web and
annotated by OWL ontologies. However, the ETL process in this work is depen-
dent on the storage model used for instances which is the triples.

Based on this brief overview, we figure out the effort deployed by the research
community in generalizing the ETL processes by going from the physical level
to the semantic level of the sources. In [27], a generic model of ETL activities
that plays the role of a pivot model has been proposed, but without MDE tech-
niques. [20] has defined an ETL algebra with 10 generic operators. The main
drawbacks of these approaches are: they deal with traditional types of sources
(relational and XML schemes) and they make an implicit assumption that the
data warehouse is deployed on one system usually relational.

3 Background and a Motivating Example

In this section, we give an overview on the most important types of databases:
relational, semantic and graph databases adopted by a large number of sources.
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Then, a motivating example is considered to illustrate the basic ideas behind
our proposal.

3.1 Formalization of Databases

A relational database is defined by set of tables, attributes, instances and
constraints.

A semantic database (SDB) is formally defined as follows [3]:
<OM, I, Pop, SLOM , SLI>, where:

– OM : <C,R,Ref, formalism> is the ontology model of the SDB; where C
and R denote respectively concepts and roles of the model; Ref is a function
defining terminological axioms of a DL TBOX (Terminological Box) [2], (e.g.,
Ref(Student) →(Person ∩ ∀ takesCourse(Person, Course))) and Formalism
is the formalism followed by the global ontology model like RDF, OWL, etc.);

– I: presents the instances (the ABox) of the SDB;
– Pop: C → 2I is a function that relates each concept to its instances;
– SLOM : is the Storage Layout of the ontology model (vertical, binary or hor-

izontal) [9]; and
– SLI : is the Storage Layout of the instances I.

A graph database usually used to represent knowledge bases through a graph
G whose nodes (V ), edges (E) and labels (Lv, Le) represent respectively classes,
instances and data properties, object properties and DL constructors. Neo4J2

is an example of a storage system of graph databases.

3.2 Motivating Example

To explicit the basic ideas behind our proposal, let us consider a scenario, where
a governmental organisation wants constructing a data warehouse to analyse
the performance of students in universities. To do so, this organisation consid-
ers four data sources with a high variety. The particularity of these sources is
that they are derived from the benchmark related to the universities (LUMB3)
and the Yago4 knowledge base. The details of these sources are given below:
S1 is a MySQL relational databases with the following schema composed of
tables and attributes: Student(name), Course(title), University, S2 is a Berke-
ley XML DB with a schema composed of elements and attributes: Graduat-
eStudent(name), GraduateCourse(title), University, S3 is an Oracle RDF SDB
composed of classes, properties: Student(name), Publication, University, and S4

is a Neo4j Graph DB with nodes, edges: Person, Student(name), Publication,
PublicationAuthor, University.

The obtained warehouse has two stores Semantic Oracle and Mongodb. In
this context, the different ETL operators have to be overloaded to deal with
2 https://neo4j.com/product/.
3 http://swat.cse.lehigh.edu/projects/lubm/.
4 www.yago-knowledge.org/.

https://neo4j.com/product/
http://swat.cse.lehigh.edu/projects/lubm/
www.yago-knowledge.org/
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Fig. 1. An example of ETL operator overloading

this variety. Figure 1 describes the whole architecture of the ETL process, where
Extract and Convert operators are overloaded. As we see, they have the same
name, but different signatures. Based on the format of each store, the Store
operator is also overloaded.

4 Generalisation of ETL Elements

Before discussing our proposal in overloading ETL operators, we first formalize
the ETL process and its operators. An ETL process is defined as 5-tuples as
follows: <InputSet,OutputSet,Operator, Function,ETLResul>, where:

InputSet: represents a finite set of input elements describing data sources. Each
source has its own format and storage layout. To make generic the representa-
tion of data sources, we propose to generalize them using MOF initiatives. The
obtained meta-model is composed of conceptual entities and their attributes. In
addition, links between entities are also represented via associations. We also
represent several semantically restrictions, such as primary and foreign keys.
Figure 2, part (a), illustrates the fragment of our meta-model. Table 1 is an
instantiation of relational, semantic and graph databases sources.

OutputSet: is a finite set of intermediate or target elements. The output of the
ETL process can be either the intermediate output (sub process) or the final
output (ETL process). The final output corresponds to the target data stores,
where the schema of each store can be seen as an instance of our meta-model
(part (a) of Fig. 2).

Operator: is a set of operators commonly encountered during the ETL process
in [20]. By analysing these operators, we propose to decompose them into four
categories: (1) loading class, (2) branching class, (3) merging class and (4) activ-
ity class.
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Fig. 2. Excerpt of ETL meta models

Table 1. Sample of InputSet and OutputSet databases.

Elements Databases

Relational Ontological Graph

Entity Table Class Node

Association Table Object property Edge

Attribute Column Data property Node

Property Domain of values Data type Domain of values

Restriction Primary key SameAs Node

– Branching Class: delivers multiple output-sets which can be further classi-
fied in Filter operations based on conditions or Extract and Retrieve opera-
tions that handle with the appropriate portion of selected data.

– Merging Class: fuses multiple data incoming from data sources. We identify
two possible operations: (i) Merge operation applied when the data belong to
attributes related to entities of the same source; (ii) Union operation applied
when data belong to entities incoming from different data sources

– Activity Class: represents points in the process where work is performed. It
corresponds to all operations of join conversion and aggregation. Join opera-
tions is applied when data belong to different entities. Conversion operation
is applied on data having different format in order to unify it and adapt it to
the target data stores. The aggregation operation is done depending on the
schema of the target data stores applying needed functions (count, sum, avg,
max, min).



A Variety-Sensitive ETL Processes 207

– Loading Class: represents the point of data quality by the detection of
duplicated data and cleaning them before their loading in the target data
store.

Based on this, we propose a meta models of these operations (part (c) of Fig. 2).
The generic formalization of each operator is given by:

- Retrieve(S,E,A,R): retrieves data D of attributes A related to entities E from Source S;
- Extract(S,E,A,R,CS): enables the data D extraction of A related to entities E from
source S satisfying constraint CS;
- Merge(S,E1, E2, A1, A2, D1, D2): merges data D1 and D2 belonging to the source S;
- Union(S1, S2, A1, A2, D1, D2): unifies data D1 and D2 belonging to different sources S1
and S2 respectively;
- Filter(S,E,A,D,CS): filters incoming data D, allowing only values satisfying con-
straints CS;
- Join(S,E1, E2, A1, A2, D1, D2): joins data D1 and D2 having common attributes A1
and A2;
- Convert(S,E,A,D, FS , FT ): converts incoming data D from the format FS of source S
to the format of the target data store FT ;
- Aggregate(S,E,A,D, F ): aggregates incoming data D applying the aggregation function
F (count, sum, avg, max) defined in the target data-store.
- DD(D): detects and deletes duplicate values on the incoming data D;
- Store(T,E,A,D): loads data D of attributes A related to entities E in the target data
store T .

Function: is a function over a subset of Input-Set applied in order to generate
data satisfying restrictions defined by any ETL operator.

ETLResult: is a set of output elements representing the flow.

4.1 Overloading Operators

In this section, we show the mechanism to overload ETL operators by considering
semantic and graph databases.

In the case of a semantic database, the signature of overload operators is as
follows:

- Retrieve(Si, C, I): retrieves instances I related to classes C from Source Si;
- Extract(Si, C, I, CS): extracts instances I related to classes C from source S satisfying
constraint CS;
- Merge(Si, C1, C2, I1, I2): merges instances I1 and I2 related to the classes C1 and C2
respectively and belonging to the same source Si;
- Union(S1, S2, C1, C2, I1, I2): unifies instances I1 and I2 related to C1 and C2 respec-
tively and belonging to different sources S1 and S2 respectively;
- Filter(Si, C, I, CS): filters incoming instances I related to C, allowing only the values
satisfying constraints CS;
- Join(Si, C1, C2, I1, I2): joins instances I1 and I2 related to C1 and C2 respectively and
having common object properties;
- Convert(Si, C, I, FS , FTDW ): converts incoming instances I from the format FS of source
Si to the format of the target T DW (FTDW );
- Aggregate(S,C, I, F ): aggregates incoming instances I related to C applying the aggre-
gation function F (count, sum, avg, max) defined in the T DW.
- DD(I): detects and deletes duplicate values on the incoming instances I;
- Store(TDW, I): loads instances I in target T DW.

In the case of a graph database, the signature of overload operators is as
follows:
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- Retrieve(G, Vj , Lj): retrieves a node Vj having an edge labeled by Lj of G.
- Extract(G, Vj , CS): extracts, from G, the node Vj satisfying CS.
- Convert(G,GT , Vi, VT ): converts the format of the node Vi to the format of the target
node VT . The conversion operation is applied at instance level.
- Filter(G, Vi, CS): applied on Vi node, allowing only instances satisfying CS.
- Merge(G, Vi, Vj): merge instances denoted by nodes Vi, Vj in same graph G.
- Union(G,GT , Vi, Vj , Ej): links nodes that belongs to different sources. It adds in the
target graph GT , both nodes Vi and Vj and link them by an edge Ej .
- Join(G,GT , Vi, Vj , Ej): joins instances whose corresponding nodes are Vi ∈ G and Vj ∈
GT . They are linked by an object property defined by an edge Ej .
- Store(GT , Vj): loads instances denoted by nodes Vj to the target graph GT .
- DD(GT , CS): sorts the graph GT based on CS and detects duplication.
- Aggregate(GT , Vj , Op): aggregates instances represented by the nodes Vj .

Some primitives need to be added to manage the ETL operations required
to build the ETLgraph such as:

- AddNode(GT , Vj , Ej , Lj): adds node Vj , edge Ej , label Lj required to GT .
- UpdateNode(GT , Vj , Ej , Lj): updates node Vj , edge Ej , label Lj in GT .
- RenameNode(GT , Vj , Ej , Lj): renames node Vj , edge Ej , label Lj in GT .
- DeleteNode(GT , Vj , Ej , Lj): deletes node Vj , edge Ej , label Lj from GT .
- SortGraph(GT , Vj , CS): sorts nodes of GT based on some criteria CS to improve search
performance.

Our goal is to facilitate, manage and optimize the design of the ETL process
during the initial design, deployment phase and during the continuous evolution
of the T DW. For that, we enrich the existing ETL operators with split, context
and Link operators elevating the clean-up and deployment of ETL process at
the conceptual level.

- Split(G,Gi, Gj , CS): splits G into two sub-graphs Gi and Gj based on CS.
- Link(GT , Vi, Vj , CS): links two nodes Vi and Vj using the rule CS.
- Context(G,GT , CS): extracts from the graph G a sub-graph GT that satisfies the context
defined by restrictions CS using axioms.

5 Deployment on a Multistores System

In this section, we propose a methodology to satisfy the n−m scenario discussed
in the Introduction. To do so, we have to consider three issues: consolidation of
schemas, fusion of instances, and deployment.

5.1 Consolidation ETL Algorithm

Algorithm 1 describes in details the overloading of ETL operators in the context
of semantic and graph data sources. It is based on mappings defined between
data sources schemes and global schema. We used mappings described in [3].

5.2 Fusion Procedure

In this section, we propose a fusion method to merge different input data sources
representations based on the target model chosen by the designer. Our solution
is based on the Graph Property model presented above [16]. The property graph
is common because modellers can express other types of models or graphs by
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Algorithm 1. Overloading ETL Process Algorithm
Input: IO or Contextual KB, Si: Local sources SDB
Output: T DW (schema + instances)

1: VSi := ∅; ETLG:= Graph(Tbox(kb)); Vkb := GetNodes(kb);

2: if Input is IO then

3: Inputcond := (C : Class of ontology IO);

4: else if Input is KB then

5: Inputcond := (Vi ∈ Vkb ∧ (Vi isClass));

6: end if

7: for each Inputcond do

8: for Each Si do

9: if Equivalent or complete mappings (NSi
,NKB) ∨ (CSi

, CIO) then

10: if Input is IO then

11: C := IdentifyClass(CTDW , Ci);

12: else if Input is KB then

13: Vi:= IdentifyNode(ETLG, Vi);

14: Ei:= IdentifyEdge(ETLG, Ei);

15: end if

16: else if sound or overlap mappings (NSi
,NKB) ∨ (CSi

, CIO) then

17: if Input is IO then

18: Const := ExtractConstraint(CTDW , Ci);

19: else if Input is KB then

20: Const := ExtractNeighbor(ETLGraph, Vi);

21: end if

22: end if

23: if (Input is IO) then

24: if (Const isDataTypeProperty) then

25: I:= Convert(Cj , I, const);

26: I:= Filter(Cj , I, Const);

27: else if (Const isObjectProperty) then

28: I:= Join(Cj , Ci, I, Const);

29: else if (Const isAxiom) then

30: I:= Aggregate(Cj , Ci, I, Const);

31: end if

32: I:= MERGE(CSi
, I); I:= UNION (CSi

, CIO, I);

33: STORE(IO, Ci, DD(I));

34: else if (Input is KB) then

35: if (Const isDataTypeProperty) then

36: I:= Convert(Vj , I, const);

37: I:= Filter(Vj , I, Const);

38: else if (Const isObjectProperty) then

39: I:= Join(Vj , Vi, I, Const);

40: else if (Const isAxiom) then

41: I:= Aggregate(Vj , Vi, I, Const);

42: end if

43: I:= MERGE(NSi, I); I:= UNION (NSi, Nkb, I);

44: for Each I do

45: ETLG := addEdge(ETLG, Ni, edge, I);

46: ETLG := addNode(ETLG, Ni, edge, I);

47: end for

48: ETLG := Filter(ETLG, DD(Ni), Null-values);

49: STORE(ETLG);

50: end if

51: end for

52: end for
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adding or abandoning particular elements. To do so, we propose to use the prim-
itives proposed previously. They enable designers to adds, deletes and renames
graph elements in order to manage the ETL flow generated and adapt it to the
target storage layout chosen. An example of addnode primitive is done as follows:

- Sparql query language :
construct ?V
where {GRAPH :?G {?V rdf:type name-space:Class}}
- Using Cypher query language for Neo4j graph database:
MERGE (<node-name>:<label-name>
{<Property1-name>:<Pro<rty1-Value> ..... <Propertyn-name>:<Propertyn-Value>}

On the basis of items presented previously, we have identified three particular
cases:

Deployment of KB on SDB: the RDF graph allowing the representation of
KB deployed on SDB can be obtained by restricting labels of the nodes and edges
to Uniform Resource Identifiers (URIs) and not allowing node/edge attributes;

Deployment of KB on graph database: using graph property having
directed, labelled, attributed nodes and edges will allow a deployment of KB
on a graph system;

Deployment of traditional data on graph: starting from a property graph,
we generate a standard semantic graph by discarding the nodes/edges attributes.
Having a semantic graph, we consider the nodes as attributes/data of traditional
data, labels nodes are either attributes or data, edges as relationships between
data and attributes of traditional data, labels edges can be either has data or
has attributes.

5.3 Deployment of ETL Process

Storage deployment models can follow different representations according to spe-
cific requirements. A T DW can be deployed using horizontal, vertical, hybrid
models, NoSQL, etc. [9]. In our case, we choose to deploy the T DW into vertical
representation using Oracle DBMS which offers a storage model to represent
instances and graphs using Oracle RDF Semantic Graph. We translated the
T DW schema into vertical relational model, then generated an N-Triple file,
load it into a staging table using Oracle’s SQL*Loader utility. We applied the
ETL Algorithm to populate the target schema.

6 Experimental Study

In order to illustrate the feasibility of our approach, we use our motivating exam-
ple (cf. Section 3). We choose Oracle semantic database system to implement the
sources and the warehouse. Oracle 12c release 2 delivers RDF Semantic Graph
features as part of Oracle Spatial and Graph. With native support for RDF
and OWL standards for representing semantic data, with SPARQL for query
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language. Oracle has defined two subclasses of DLs: OWLSIF and a richer frag-
ment OWLPrime. Note that OWLPrime limits the expressive power of DL for-
malism in order to ensure decidable query answering. The proposed Algorithm1
was implemented using the overload of ETL operators in order to integrates the
created sources into the DW taking in account their heterogeneity. Note that
generic ETL operators defined in the previous section are expressed on the con-
ceptual level. Therefore, each operation has to be translated according the logical
level of the target DBMS (Oracle). Oracle offers two ways for querying semantic
data: SQL and SPARQL. We choose SPARQL to express this translation. Here
an example of KB aggregation ETL operator translation to SPARQL:

PREFIX yago: http://yago-knowledge.org/resource/yago.owl#
AGGREGATE: Aggregates incoming record-set.
Select (Count(?Instance) AS ?count) Where {
GRAPH :?G {?Instance rdf:type yago:Class}}
Group By ?Instance.

The proposed tool is implemented in Java language and uses JENA API to
access ontologies and a KB. Each generic ETL operator is implemented as a Web
Service Restful using Java overload polymorphism implementation. The restful
web service is implemented is such way to consider the overload resolution. Each
ETL operator is overloaded by determining the most appropriate definition to
use. It compares the argument type used to call the appropriate service restfull
with the parameter types specified in the definitions. This will allow managing
the different representations of input data (instances and graph). The proposed
ETL algorithm consists then in orchestrating the Web services.

Each Web service that accesses the persistent storage is implemented using
Data Access Object (DAO) Design patterns5. DAO implements the access mech-
anism required to handle the different input representations. The DAO solution
abstracts and encapsulates all access to persistent storage, and hides all imple-
mentation details from business components and interface clients. The DAO
pattern provides flexible and transparent accesses to different storage layout. In
order to obtain a generic implementation of the ETL process, we implemented
our solution following service oriented architecture (SOA). SOA offers the loose
coupling of the web services defined bellow, and interaction among them. The
application implements an orchestration of web services in early binding. Indeed,
each web service is implemented in such way that parameters and variables are
detected and checked at compile time. Figure 3 describes the whole architecture
of the ETL and MultiStore Services.

A demonstration video summarizing the different services offered by our pro-
posal is available at: https://youtu.be/zbtl1qMvPOU.

6.1 Evaluation Study

In this section, we present the performance of our approach through a set of
experiments considering an Ontology and large KB. Four criteria are used to
5 http://www.oracle.com/technetwork/java/dataaccessobject-138824.html.

https://youtu.be/zbtl1qMvPOU
http://www.oracle.com/technetwork/java/dataaccessobject-138824.html
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Fig. 3. A general architecture of the ETL and MultiStore Services.

evaluate our proposal: (i) complexity of the proposed ETL algorithm, (ii) eval-
uation time per ETL operators before and after overloading, (iii) scalability of
the ETL process, (iv) inference performance.

Environment of our experiments. Our experiments are based on LUBM
ontology and YAGO KB (version 3.0.2). The architecture of the YAGO system
is based on themes. Each theme is a set of facts. A fact is the equivalent of an
RDF triple (s,p,o). YAGO has defined the context relation between individuals
[21], which we used to extract the set of themes related to our context study
which is university domain. The resulting contextual YAGO KB contains around
5, 9 × 106 triples. Note that five (5) sets of triples were generated using LUBM
benchmark and Yago knowledge base.

(1) Deployment of Data Sources and T DW: We have created five Oracle SDBs
using generated data-sets and deployed the T DW schema using Oracle SDB.
We chose N-Triple format (.nt) to load instances using Oracle SQL*Loader.

(2) Oracle Database Tuning: T DW schema was optimized using Btree
indexing triples and sparql query hints. Some PL/SQL APIs are
also invoked after each load of significant amount of data. The API
SEM PERF.GATHER STATS Collects stats for sources models and
SEM APIS.ANALYZE MODEL for T DW model in the semantic network
graph. The memory SGA and PGA are also increased to 2GB.

(3) Inference Engine: Oracle has incorporated a reasoner engine defined based
on TrOWL and Pellet reasoners. Oracle provides full support for native
inference in the database for RDFS, RDFS++, OWLPRIME, OWL2RL,
etc. It uses forward chaining to do the inference. It compiles entailment rules
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directly to SQL and uses Oracle’s native cost-based SQL optimizer to choose
an efficient execution plan for each rule. The following is an example of user
defined rules applied, they are saved as records in tables. Rule1: co-author
rule: authorOf(?A1, ?P ) ∧ authorOf(?A2, ?P ) → coAuthor(?A1, ?A2).

(4) Hardware: Our evaluations were performed on a laptop computer (HP Elite-
Book 840 G2) with an Intel(R) CoreTM i5-5200U CPU 2.20 GHZ and 8 GB
of RAM and a 500 GB hard disk. We use Windows10 64bits. Cytoscape6 is
used for visualization.

Obtained results. We evaluate our proposal based on the following criteria:

Criterion 1: ETL Algorithm Complexity. The algorithm is implemented based
on semantic ontologies (classes and properties) and graph theory, where nodes
represents concepts and instances, edges for roles and labels for definitions. We
examine the number of iterations of our algorithm to generate ETL process
as flow or graph. In this case, we are interesting on the time complexity. The
algorithm is based on concepts searches (Tbox for intentional mappings i.e. map-
pings only between classes and properties and not between instances). The time
complexity is O(n), where n represents the number of involved classes or nodes.
Figure 4a shows the number of iterations by classes. It indicates a polynomial
time. This finding shows the feasibility and efficiency of our approach.

Criterion 2: Evaluation Time Per ETL Operator Before and After Overloading.
We run the ETL Algorithm for both scenarios (without overload for ontology
and KB, and with overload for both) to populate the target schema of semantic
T DW. We measure the time spent to run each ETL operator. Figure 4b shows
the results obtained. Our approach improves the performance time spent by
overloaded ETL operator in an 18%. This is due to one call of the functions
related to ETL operators done by the compiler, instead of multiple calls in a
case without overload.

Criterion 3: Scalability of the Proposed Solution. The ETL Algorithm popu-
lates the target schema of semantic T DW using an overload of ETL operators.

(a) Complexity of the proposed ETL algo-
rithm

(b) Evaluation time per ETL operator be-
fore and after overloading.

Fig. 4. Complexity and evaluation time of the ETL process

6 http://www.cytoscape.org/.

http://www.cytoscape.org/
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(a) Scalability of the proposed solution. (b) Number of method calls

Fig. 5. Scalability and number of calls

We measure the time spent to integrate data sources having different sizes. Note
that time spent to load all instances is equal 3, 2 min. Figure 5a illustrates the
results obtained where for each triple size loaded using overload approach, cor-
responding time performance is shown in milliseconds. The result remains rea-
sonable w.r.t. the size of the stored instances. This is proof the scalability of our
approach.

Criterion 4: Number of Method Calls. We consider a set of SDB participating
in the T DW. We run the ETL Algorithm from two different perspectives: first
taking in account the overload of ETL process, second without considering it.
Figure 5b shows the number of methods calls with and without overloading of
ETL operators for each SDB integrated. It clearly demonstrates that number
of invocation method without the overload is much higher comparing to the
number of method calls using the overload of ETL operators.

7 Conclusion

In this paper, we deal with the variety of data sources and diversity of deploy-
ment platforms when constructing a data warehouse. Thanks a Model Driven
Engineering techniques, we make generic all elements of the ETL processes. Meta
models are proposed for each element. This genericity contributes in overloading
all ETL operators in order to reduce their development costs (prototyping) and
consequently their performance. Examples of instantiation of three major classes
of databases (relational, semantic and graph) are given. Our efforts of genericity
facilitates the multi-store deployment. Finally, an evaluation of our proposal to
study the effect of overloading on the performance of different operators is also
given. A tool available at Youtube is also given. Currently, we are working the
scalability of our proposal using considering a large set of dynamic data sources.
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Abstract. Computing mathematical functions or machine learning
models on data streams is difficult: a popular approach is to use the
R language. Unfortunately, R has important limitations: a dynamic run-
time system incompatible with a DBMS, limited by available RAM and
no data management capabilities. On the other hand, SQL is well estab-
lished to write queries and manage data, but it is inadequate to perform
mathematical computations. With that motivation in mind, we present
a system that enables analysis in R on a time window, where the DBMS
continuously inserts new records and propagates updates to materialized
views. We explain the low-level integration enabling fast data transfer in
RAM between the DBMS query process and the R runtime. Our system
enables analytic calls in both directions: (1) R calling SQL to evaluate
streaming queries; transferring output streaming tables and analyzing
them with R operators and functions in the R runtime, (2) SQL call-
ing R, to exploit R mathematical operators and mathematical models,
computed in a streaming fashion inside the DBMS. We discuss analytic
examples, illustrating analytic calls in both directions. We experimen-
tally show our system achieves streaming speed to transfer data.

1 Introduction

Big data analytics is notoriously difficult when there exist multiple streams and
there is a need to perform advanced statistical analysis on them, beyond SQL
queries. In our case, we focus on enabling statistical analytics on a data stream
warehouse (DSW) [8], where the goal is to analyze multiple streams of network-
ing data (logs). Big data analytics research is active. From a systems perspec-
tive, parallel database systems and Apache Hadoop world (HDFS, MapReduce,
Spark, and so on) are currently the main competing technologies [13], to effi-
ciently analyze big data, both based on automatic data parallelism on a shared-
nothing architecture. It is well established a parallel DBMS [4] is much faster
than MapReduce for analytical computations on the same hardware configura-
tion [14]. Spark [16] has become a faster main-memory alternative substituting
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MapReduce, but still trailing parallel DBMSs. Our protoype follows the DBMS
approach. Database systems research has introduced specialized systems based
on rows, columns, arrays and streams to analyze big data. Moreover, UML
has been extended with data mining [17]. However, the integration of mathe-
matical languages, like R, with SQL, remains a challenge [6]. Currently, R is
the most popular open-source platform to perform statistical analysis due to
its powerful and intuitive functional language, extensive statistical library, and
interpreted runtime. Unfortunately, as noted in the literature, even though there
exists progress to scale R to large data sets and perform parallel processing, such
as IBM Ricardo (R+MapReduce) [3], SciDB-R (R+SciDB) [15], HP Distributed
R suite (R+Vertica), R remains inadequate and slow to analyze streams.

1.1 Motivation: SQL and R Languages

From a language perspective, SQL remains the standard query language for
database systems, but it is difficult to predict which language will be the standard
for statistical analytics: we bet on R. With that motivation in mind, we present
STAR (STream Analytics in R), a system to analyze stream data integrating the
R and SQL languages. Unlike other R tools, STAR can directly process streaming
tables, truly performing “in-database” analytics. STAR enhances R from several
angles: it eliminates main memory limitations from R, it can perform data pre-
processing with SQL queries, leaving mathematically complex computations as
a job for R. STAR enables analytics in both directions closing the loop: (a) R
programs can call SQL queries. (b) SQL queries can call R functions. In short,
on one hand, users can exploit DBMS functionality (query processing, security,
concurrency control and fault tolerance) and on the other hand, call R as needed
for mathematical processing.

1.2 Related Work: Other Analytic Systems

The problem of integrating machine learning algorithms with a DBMS has
received moderate attention [6,10,12]. In general, such problem is considered
difficult due to a relational DBMS architecture [11], the matrix-oriented nature
of statistical techniques, lack of access to the DBMS source code, and the com-
prehensive set of techniques already available in mathematical languages like
Matlab, statistical languages like R, and numerical libraries like LAPACK. The
importance of pushing statistical and data mining computations into a DBMS is
recognized in [1]; this work emphasizes exporting large tables outside the DBMS
is a bottleneck and it identifies SQL queries and HDFS/MapReduce (now sub-
stituted by Spark) as two complementary mechanisms to analyze large data sets.
As a consequence, in modern IT environments, users generally export data sets
to a statistical tool or a parallel system, iteratively build several models outside
the DBMS, and finally deploy the best model back into the DBMS. Exploratory
cube analysis does most of query processing inside the DBMS, but the com-
putation of statistical models (e.g. regression, PCA, decision trees, Bayesian
classifiers, neural nets), graph analytics (e.g. shortest path, connectivity, clique
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detection) and pattern discovery (e.g. itemsets, association rules) is more com-
monly performed outside a DBMS, despite the fact that DBMSs indeed offer
some data mining algorithms and powerful query capabilities. A promising direc-
tion bridging DBMS and Big Data technology is to integrate query processing
and MapReduce for exploratory cube queries [7].

2 Overview of Interconnected Systems

2.1 Database System for Static Compiled SQL Queries

We first discuss the main features of the data stream warehousing (DSW) sys-
tem TidalRace [8], contrasting them with features from previous systems. We
start with an overview of data stream systems built at AT&T. GigaScope Tool
[2] was a first system that could efficiently evaluate a constrained form of SQL
on packet-level data streams with recent data as they were flowing in a network
interface card. As main limitations, it was not capable of continuously storing
streaming data, it could not take advantage of a parallel file system in a cluster
of computers and it could not correlate (analytical querying) recent data with
historical data. As time went by it became necessary to store summary historical
data from streams (orders of magnitude smaller than packet-level data, but still
orders of magnitude larger than transactional data) and support standard SQL
including arbitrary joins (natural, outer, time band) and all kinds of aggrega-
tions (distributive, holistic). Thus the DataDepot DSW [5] was born, with novel
storage on top a POSIX parallel file system, supporting standard SQL and incor-
porating UDFs [9]. More recently, the big data wave brought new requirements
and new technology: higher stream volume (more streams with more data), inter-
mittent streams (with traffic spikes), more efficient C++ code for queries, HDFS
(instead of a POSIX file system), eventual consistency and advanced analytics
beyond SQL queries. These requirements gave birth to TidalRace [8]. TidalRace
[8] represents a next-generation data warehousing system specifically engineered
for data management of high volume streams, building on long-term experience
from the previous systems.

Storage: TidalRace uses a parallel file system (currently HDFS), where time par-
titions (a small time interval) are the main storage I/O unit for data streams,
being stored as large blocks across nodes in the parallel cluster. The storage
layout is hybrid: a row store for recent data (to insert stream records and main-
tain some materialized views), and a column store for large historical tables
with recent and old data (to evaluate complex queries). The system provides a
DDL with time-oriented extensions. Atomic data types include integers, floats,
date/time, POSIX timestamps and strings. Vectors and matrices are supported
internally within UDFs in C++ and special SQL access functions. The DBMS
supports time-varying schemas, where columns are added or deleted from an
existing table over time. This advanced feature is fundamental to keep the sys-
tem running without interruption concurrently processing insertions, queries and
propagating updates to materialized views.
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Language: The DBMS provides standard SQL enhanced with time-oriented
extensions to query streaming tables. Its SQL offers both distributive aggre-
gations (e.g., sum() and count()) and holistic aggregations (e.g., rank, median,
OLAP functions). User-defined functions (UDFs) are available as well: scalar
and user-defined aggregates (especially useful for analytics), programmable in
the C language. Query processing is based on compiling SQL queries into C
code, instead of producing a query plan in an internal representation, which
allows most optimizations at compile time. Materialized views, based on SQL
queries combining filters, joins and aggregations, are a fundamental feature.

Processing: The database is refreshed by time partition, being capable of manag-
ing out-of-order arrival of record batches, intermittent streams and streams with
varying speed (e.g. traffic spikes). That is, the system is robust to ingest many
diverse streams traveling in a large network. The system uses MVCC (lock-free),
which provides read isolation for queries when they are processed concurrently
with insertions. The system provides ACID guarantees for base tables (historical
tables) and database metadata (schema info, time partition tracking), and even-
tual consistency for views (derived tables). Therefore, queries, including those
used in views, read the most up-to-date version, which is sufficient to compute
queries with joins and aggregations on a time window. Query processing is multi-
threaded, where threads are spawned at evaluation time by the query executable
program. A key feature are materialized views, which are periodically updated
when inserting records. Materialized views are computed with SQL queries com-
bining selection filters on time partitions, time band joins and aggregations. We
emphasize that every query and view should have a time range, where such
time range generally selects the most recent data. The DBMS operates with a
minimal time lag between data stream loading and querying (1–5 minutes) and
efficiently propagates insertion of new records and removes old records to update
materialized views.

In Fig. 1 we show analytic applications at AT&T, where base tables are
periodically and asynchronously appended by time partition, ingesting differ-
ent streams, and derived tables are materialized views of compiled SQL queries.
Derived tables are periodically updated with either incremental computation
when feasible (i.e. joins, distributive aggregations, approximate histograms) or
total recomputation of complex mathematical models during low stream traf-
fic or low usage periods. In general, STAR pulls data from streams and pushes
new records to derived tables to compute aggregations, descriptive statistics,
histograms and machine learning models using the R language.

2.2 R Dynamic Runtime for Interpreted Functional Programs

Storage: R provides atomic data types and data structures like most program-
ming languages. Atomic data types have a 1-1 correspondence to data types
in the C language and include integer, real, string and timestamp, where only
strings have different storage from C. For data structures R provides vectors,
matrices, data frames, and lists. Vectors represent a collection of elements of
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Fig. 1. TidalRace data stream warehousing system end-user applications.

the same atomic data type, especially real and integer. Vectors are stored as one
contiguous block dynamically allocated. Matrices are 2-dimensional array of real
numbers, also stored as one block in column major order dynamically allocated.
Data frames are a list of columns of diverse data types, where each column is a C
array dynamically allocated. Lists are the most general and can have elements of
diverse data types, including atomic data types and even nested data structures.
Therefore, it is feasible to create lists mixing lists, matrices and vectors. Vectors
and matrices are easy to manipulate either as a single block or cell by cell. Data
frames and lists are the most difficult to manage, easy to manipulate in R itself,
but more difficult in the C language. Lists, in their most general form, are the
most difficult to manipulate and transfer to the database system.

Language: By its original specification based on S, R is fundamentally functional,
but it also incorporates imperative programming statements (i.e. if-then-else and
loops). The data type of a variable is totally dynamic because it can change any
time with a new value assignment. R also incorporates object-oriented features
that enable the creation of new data types, libraries and reusable functions. To
manipulate vectors, matrices and data frames R provides simple, yet powerful,
subscript operators to access rows, columns and individual cells. Finally, func-
tion arguments are named which allows passing argument values in different
order and providing default values. Based on our experience, the two most diffi-
cult integration aspects are correctly building data structures and setting up all
function parameters before calling an R function. From a performance perspec-
tive, the most difficult programming aspect is following a functional style over
an imperative style (i.e. C++) or declarative style (i.e. SQL), which requires a
different algorithmic approach.
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Processing: The R language runtime combines a script-based interactive shell and
a dynamic interpreter. Matrix and data frame operators are evaluated in the C
language and certain linear algebra matrix operators and numerical methods are
evaluated by the LAPACK library. The most common form to read and write files
is via plain text file I/O (e.g. with csv files), but it is feasible to perform binary
I/O with pre-defined binary formats. Processing is single-threaded, which does
not exploit multicore CPUs, but which requires simpler memory management
since no locks are required. When R functions are called, the R runtime creates
nested variable environments, which are dynamically scoped. The R garbage
collector takes care of discarding old variable environments and releasing main
memory, which simplifies programming, but it may be inefficient. Since the core
R runtime has not suffered fundamental changes since it was born, its main
memory footprint is small, especially nowadays when computers have ample
RAM. The most difficult memory management aspect is tracking when a variable
is no longer accessible, but this is reasonably managed by R’s garbage collector.

3 Bidirectional Analytic Processing

3.1 STAR Architecture

Our system provides a fully bidirectional programming API: an R program can
call (evaluate) any SQL query and its results are seamlessly and efficiently trans-
ferred into R. Alternatively, SQL can call any R function via UDFs. Both com-
plementary interfaces are explained below. Our integrated system architecture
is shown in Fig. 2.

STAR makes two strong, but reasonable, assumptions to process stream data:
(1) the result table from an SQL query with a time range generally fits in RAM.
(2) for those result tables from SQL queries that cannot fit in RAM they generally
represent materialized views (i.e. pre-processed data streams), which SQL can
handle.

The key issues to integrate R with a DBMS are understanding main memory
management, layout of vectors and matrices in RAM, building data frames as
a set of columns, setting up R function calls, access serialization and properly
configuring the operating system environment. Main memory management is
significantly different in both systems. R has a garbage collector and the runtime
is single threaded. R can address main memory with 64 bits, but integers for
subscripts to access data structures are internally 32 bits. On the other hand,
the C++ in the DBMS uses a flat 64 bit memory space also with a single thread
per compiled query, but no garbage collector. Therefore, each system works as a
separate OS process with its own memory space. In addition, since both systems
internally have different data structure formats it is necessary to transfer and
cast atomic values between them. A fundamental difference with other systems,
integrating R and a parallel data system, is that building data structures and
transferring them is done only in main memory, copying atomic values as byte
sequences in most cases, moving memory blocks from one system to the other and
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Fig. 2. STAR architecture: R ⇔ DBMS.

avoiding creating files. In other words, we developed a direct binding between R
and DBMS runtimes, bypassing slow network communication protocols.

3.2 Mapping Data Types and Assembling Data Structures

STAR exchanges data between R and the DBMS with a careful mapping between
atomic values. Data structures like vectors, matrices, data frames and tables
are built from atomic values. The atomic mapping is defined as follows: A real
in R and the DBMS are both internally a C double in their interpreter and
SQL compiler, respectively. Integers are more complicated because in C they are
tied to the CPU register size, but R has an older code base; 32 bit integers are
directly mapped between both systems, but C++ 64 bit integers are problematic
because an integer in R internally still uses a 32 bit integer. Therefore, a 64 bit
integer in C++ must be mapped to a real in R (a double in C), which avoids
potential overflows. Conversely, when transferring from R to the DSW integers
are mapped to 32 bit integers. Strings in the DSW are managed storing their
length to avoid scanning for the C null terminator, whereas in R strings are
vectors of characters. That is, neither system uses standard C or C++ strings.
Therefore, strings require more involved manipulation, but since their length is
pre-computed and stored they can be easily moved as byte sequences. Finally,
POSIX timestamps are integers on the DBMS side, but real (C double) on the
R side, which requires type casting going into either system.

Data structures include vectors, matrices and data frames on the R side and
tables (including materialized views) in SQL. To achieve maximum efficiency,
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transferring is always done moving atomic values between systems as byte
sequences: string parsing is avoided. We make sure a data frame only contains
atomic values (i.e. complying with 1NF), thereby enabling transferring data into
an SQL table. Lists in R violate a database first normal form. Therefore, they
cannot be transferred into the DBMS, but they can be pre-processed converting
them into a collection of data frames. Transferring in the opposite direction, an
SQL table is straightforward to convert into an R data frame since the latter is a
more general data structure. Converting an SQL table into an R matrix requires
considering a sparse or dense matrix storage and how subscripts are represented
in SQL. Finally, vectors/matrices in C++ are a mechanism to efficiently transfer
and serialize data from the UDF to vectors/matrices in R (which have different
storage and require memory protection), but not to perform statistical analysis.
That is, they are transient data structures.

3.3 Data Transfer

We start by considering storage layout and processing in both systems. From
the DBMS side we aim to process streams which come in row form by default.
On the R side, there are two main data structures: data frames and matrices
(vectors being a particular case). Notice that in general, matrices come as output
from a machine learning algorithm, transforming the input data set into matrix
form if needed. Data frames are organized in RAM by column, which means that
a single column is stored in contiguous space. The second consideration is size:
we assume tables coming from the DBMS cannot fit in main memory. The row
to column conversion and limited main memory leads to block-based algorithms,
which transform SQL table rows into column-oriented chunks (blocks) of a data
frame. Given the bidirectional transfer, one algorithm transfers data from the
DBMS to the R runtime and the second one from the R runtime to the DBMS. In
order to handle such bidirectional data transfer efficiently we developed a packed
(binary, space-efficient) record binary file format, which allows mixing integers,
reals, date/time and variable length strings into variable length records. Data
values are transferred as transferred back and forth as long byte sequences. That
is, there is no parsing to maximize throughput. This packed record binary file
is the basic mechanism to transfer data in both directions. Our fastest data
transfer algorithms are programmed in the C language and they are exposed
as R functions, to provide intuitive extensibility and interoperability (R), and
maximum processing speed (C).

We consider two alternatives to program data transfer between both sys-
tems: (1) programmed in the R language; (2) programmed in the C language.
In alternative (1) data mapping and building data structures is done entirely
with existing R data structures, operators and functions. That is, nothing is
programmed in the C language and therefore it is elegant and intuitive for ana-
lysts to customize. The caveat if alternative (1) is low speed. On the other hand,
in alternative (2) we develop new R functions whose source code is programmed
in the C language. That is, these functions directly access R internal data
structures, especially data frames (somewhat similar to a table) and matrices
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(multidimensional array). Such data structures are converted to tabular form,
as explained below. In alternative (2) function calls are intutitive to the analyst,
but the source code is difficult to extend and customize. We emphasize that
both alternatives execute within the R runtime in the R language native data
structures, with dynamic memory.

Each alternative has different application scenarios. Alternative (1) (R lan-
guage) is necessary to export machine learning models, which are composed of
vectors, matrices and associated statistical metrics. That is, machine learning
models cannot be directly converted to relational tables in SQL. Instead, the
DBMS can store them as binary objects that can be accessed calling external
C functions (i.e. cannot be called in SQL). Notice machine learning models are
small: they take little space in main memory. In addition, the R language can
provide a flexible way to transform small data sets exploiting R mathematical
operators and functions. On the other hand, our system offers R data transfer
functions programmed in the C language (alternative (2)). Evidently, the C lan-
guage is more efficient, especially for large data sets and streams. However, C
data transfer functions are tailored to data frames. Therefore, they cannot com-
pute models with R language statements and therefore such C functions are not
adequate to transfer models from R to SQL. In summary, data sets are trans-
ferred in both directions between the R runtime and the DBMS but machine
learning models are transferred only in one direction (from R to the DBMS).

To round up this section, we provide a brief complexity analysis. For a data
set having p attributes and n rows the time complexity of data transfer algo-
rithms is linear O(pn) because each table row (SQL) or data frame row (R) is
accessed once and each value is touched once as well. In the specific case that
the data set is a matrix with d dimensions (all p attributes are real numbers)
and n points time complexity is O(dn). Space complexity is the same, but we
emphasize the DBMS and R run in different processes: they do not share mem-
ory. Therefore, data transfer is required and space consumption doubles. Finally,
models consist of a collection of matrices whose size is generally O(d) or O(d2).
That is, they are much smaller than O(dn).

3.4 Calls in Both Directions

We proceed to explain processing in more technical depth.

R calling SQL (evaluate SQL query)

Since R has a flexible script-based runtime and SQL queries in the DBMS are
compiled to an executable C program it is not necessary to develop specialized
C code to call an SQL query: the SQL query is simply called with a system com-
mand call. Transferring data from the evaluated SQL query to R is achieved via
the packed record binary format that is converted to data frame format (column-
oriented) and then incrementally transferred to a data frame in RAM (via Unix
pipes). This format resembles a big network packet, with a header specifying
fields and their sizes, followed by a payload with the sequence of packed records.



226 C. Ordonez et al.

Notice that since in the DBMS strings have highly variable length then records
also have variable length. Therefore, conversion and transfer record by record is
mandatory (instead of block by block), but it is efficiently done in RAM, always
moving byte sequences. When the output SQL table does not fit in RAM the
data set can be processed in a block-by-block fashion in R; the drawback is that
most existing R functions assume the entire data set is used as input and there-
fore they must be reprogrammed. When the algorithm behind the R function
is incremental the respective R function is called on each block. This is a com-
mon case for transforming columns of a data set with mathematical functions,
computing models with gradient descent or when partial data summaries can be
merged at the end. Otherwise, when there is no incremental algorithm multiple
models must be compared or merged, which is more difficult to do. A data frame
containing only real numbers can then be converted to matrix. That is, it is fea-
sible to call most R functions using a data frame or a matrix as input. Further
math processing happens in R and in general R mathematical results (models,
a set of matrices, diagnostic statistics) are locally stored in R. However, if the
output of an R program is a data frame, preferably with a timestamp attribute,
it can be converted to our packed binary format and then loaded back into the
DBMS.

We list the main programming steps for the R analyst: (1) execute SQL query
(which must have a time range); (2) transfer the SQL result table to one R data
frame with a simple R variable assignment; (3) call R function on either: (a)
entire data frame (once when result table fits in RAM, common case); (b) with
a block-based algorithm (iteratively, less common case). Complex R statistical
results cannot imported back into the DBMS, due to R being a more general
language and its functional computation model. The main reasons behind this
limitation are: models are composed of matrices, vectors and associated metrics,
not flat tables like SQL; the need to incorporate time ranges on every result
so that they become streams as well. However, a data frame containing atomic
values can be be converted to an SQL table, but this scenario makes more sense
to be managed by the DBMS, as explained below.

SQL calling R (evaluate R expression or call function)

SQL is neither a flexible nor an efficient language to manipulate data structures
in main memory, but it offers UDFs programmable in C++, which can be easily
called in a SELECT statement. On the other hand, the most flexible mechanism
to call R to perform low-level manipulation of data is to embed R code inside C
(or C++) code. Since UDFs are C++ code fragments plugged into the DBMS
that isolate the programmer from the internals of physical database operators
we use them as the main programming mechanism to call R, bypassing files
and communication protocols. Specifically, calling R from the UDF C++ code
is achieved by building temporary C++ vectors and then converting the set of
C++ vectors into an R matrix. Notice we do not convert SQL records to data
frame format in R because we assume the R function to call takes a matrix as
input, the most useful case in practice. We should mention that directly moving
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data from an SQL table to an R data frame in embedded R code is significantly
more involved to program, but not faster than matrices. R results can be further
processed in C++ inside the DBMS and potentially be imported back into a
table. Only R results that are a data frame can be transferred back into some
SQL table. In general, there exist materialized views which have a dependence
on this temporary table. From a query processing perspective when the R result
is a data frame the DSW can treat R functions as table user-defined operators,
where the size of the result can be known or bounded in advance.

We summarize the main programming steps in the UDF C++ for the SQL
developer: (1) Include R header files; (2) load our R library; (3) setup parameters
for R function; (4) build matrix in the UDF aggregation phase (row by row, but
in RAM); (5) call R function in UDF final phase, (6) write R function results
back into the DBMS either as: vector or matrix (accessible via special SQL
functions) or table (accessible via SQL queries) when the result is a data frame.

3.5 Examples

We discuss typical analytic examples on network data. These examples illus-
trate two different needs: (1) an analyst, with basic SQL knowledge, just wants
to extract some relevant data from the DBMS to perform compute some machine
learning model. (2) a BI person, with advanced SQL and data cubes knowledge,
but basic statistical background, wants to compute some mathematical trans-
formation on the data set that is cumbersome or difficult to do in SQL.

R calling SQL: The analyst writes several SQL queries in a script to build a
data set extracted by selecting records with a time window and then aggregating
columns to create variables for statistical analysis. Then this data set is ideal
to be analyzed by R to get descriptive statistics like the mean or standard
deviation for numeric variables and histograms for numeric or discrete variables.
After the data set is well understood the analyst can exploit R to compute
a predictive model such as linear regression (to predict a numeric variable) or
classification (to predict a discrete variable). These tasks boil down to writing an
SQL script, starting the R environment, sending the SQL script to the DBMS for
evaluation, transferring the final SQL table into a data frame and then analyzing
the R data frame as needed. Notice that the output of these calls cannot be sent
to the DBMS since they are collection of diverse vectors, matrices, arrays and
associated statistics and diagnostic metrics.

SQL calling R: In this case there is an experienced SQL user who needs to call
R to exploit some complicated mathematical function. A first example is getting
the covariance or correlation matrix of all variables in the data set. Many insights
are derived from these matrices. Moreover, these matrices are used as input to
multidimensional models like PCA. Assume the user builds the data set with
SQL queries as explained above, but the user wants to store the correlation
matrix in the DBMS. To accomplish this goal, the user simply needs to create
a “wrapper” aggregate UDF that incrementally builds a matrix, row by row.
The aggregation phase reads each record and converts it to a vector in RAM.
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After the matrix is built R is called in the final phase of the UDF. At the end,
the correlation matrix is locally stored in the DBMS to be consumed by a C++
program using our vector/matrix library. A second example is analyzing a stream
as a time series and smoothing the time series in order to visualize it or analyze
it. In this case the user does want to store the smoothed time series back into
the DBMS. In more detail, the user wants to call R to solve the Fast Fourier
Transform to find the harmonic decomposition of the time series and identify
its period. Once the period is known values are averaged with a moving time
window. The net result is a time series that is easier to interpret because it has
less noise and a periodic pattern has been identified. Assuming the input table
has a timestamp and some numeric value an aggregate UDF builds a data frame
in the aggregation phase and then it calls R in the final phase to get an output
data frame. This “cleaned” time series can be transferred back into the DBMS
as a streaming table.

4 Experimental Evaluation

We did not conduct a detailed benchmark of STAR at AT&T due to two main
reasons: (1) STAR can work with any DBMS supporting SQL and materialized
views. (2) TidalRace, our current DBMS, works with confidential data whose
characteristics cannot be disclosed. Instead, we focus on understanding STAR’s
ability to analyze high-volume streams with low-end hardware (i.e. under pes-
simistic conditions).

4.1 Hardware and Software

Our benchmark experiments were conducted on a rack server with a Quad-core
CPU running at 2.153 GHz (i.e. 4 cores), 4 GB RAM and 1 TB disk. As explained
above, STAR was programmed in the R and C languages, providing an API to
transfer data and make function/query calls in both directions.

In order to test correctness of results we performed full bi-directional data
transfers with large data sets (tens of attributes, millions of records): (1) export-
ing an SQL table to an R data frame and then exporting the R data frame back
to the DBMS to another SQL table. (2) transferring a data frame to an SQL
table and then exporting such SQL table back to R as another data frame. We
did not test correctness of complex SQL queries or arbitrary R scripts computing
models because we do not alter the results returned by each system. Since these
tests are basically a Y/N check mark they are omitted.

Our STAR system works with any DBMS supporting SQL. The time to
evaluate SQL queries will vary widely depending on the specific query, DBMS
storage (e.g. row or column based), indexing data structures for sliding time
windows and size of result table. On the other hand, the time to import data
into a DBMS will vary widely depending on parallel processing, storage layout
and file format. On the other hand, R functions to compute models (e.g. K-
means, linear regression, PCA) take a few seconds working on our data set.
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Table 1. Comparing languages: transfer time and throughput (10 mixed type
attributes, time in secs).

n R C

bin csv bin recs/sec

100 k 60 1.1 0.011 9.1 M

1 M 604 9.5 0.096 10.0 M

10 M na 98.1 0.968 9.7 M

We emphasize our packed record binary file allows processing as efficient as
possible. It is understood R does not scale well to large n. Therefore, we focus
on measuring time after the SQL query result is ready or before the packed
binary file is imported into the DBMS.

4.2 Benchmarking Data Transfer

In general, network data streams have few columns (2-10), resembling nor-
malized tables. Most stream data sets have at least one time attribute (typi-
cally a timestamp) and some measurement (count or real number). Additional
attributes include geographical location, network connection information (source
and/or destination), and device information (e.g. MAC, firmware version). Based
on this motivation, we use a data set with 10 attributes, including a timestamp,
two variable length strings and seven measurements selected from the KDD net-
work intrusion data set obtained from the KDD Cup web site. Each record is
about 60 bytes which is wide enough to trigger heavy I/O. Our goal is to compare
speed and measure maximum throughput. Table 1 compares speed to transfer
data from the DBMS to R, with data transfer programmed in R and data trans-
fer programmed in tuned C code. We stopped execution at one hour. The R
language is more than three orders of magnitude (1000 times) slower than C to
process the packed binary file. The R language provides built-in routines to read
CSV text files, programmed in the C language. In this case our packed binary
file is two orders of magnitude faster (100 times). The last column in Table 1
highlights our system is capable of transferring 10 M records/second between
the DBMS and R, surpassing DBMS query processing speed and R mathemat-
ical speed in most cases (i.e. our system is not a bottleneck to process a large
data set despite the fact it is strictly sequential and it reads/writes to secondary
storage). We emphasize that any reasonably complex SQL query (mixing joins
and aggregations) or R program working on a large data set with 10 M records is
likely to take a few seconds or minutes, even with parallel processing. Exporting
a model takes only a fraction of one second (e.g. 0.1, 0.5 s) for data sets with
up to hundreds of dimensions after the model is computed (refer to Sect. 3.3 for
an explanation on data set and matrix sizes). Therefore, we omit time measure-
ments to evaluate specific SQL queries or to export a machine learning model
(e.g. K-means clustering, PCA, linear regression, classification).
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5 Conclusions

We presented a “low level connector” system to efficiently transfer data and
enable calls between SQL and the R languages in both directions, thereby remov-
ing R main memory limitations, allowing SQL to perform mathematical compu-
tations, achieving streaming speed and improving interoperability between both
systems. Our system defends the idea of combining sequential processing in R
with a streaming computation model, where the stream is either: a query result
table coming from the DBMS or a transformed data set coming from R imported
back into the DBMS. We introduced a packed binary file which allows efficient
data transfer in both directions for data sets having fixed (integers, reals, date,
timestamp) and variable length columns (strings). We provide functions that
allow calling R functions from SQL and calling SQL queries from R. In addi-
tion, we provide external functions to transfer machine learning models from R
to the DBMS, as objects. Benchmark experiments show data transfer functions
programmed in C are orders of magnitude faster than functions programmed
in R. However, such C functions can only convert data frames into SQL tables
and vice-versa. That is, they cannot convert mathematical models, consisting
of matrices, vectors and statistics, into SQL tables. On the other hand, func-
tions programmed in the R language are slow to transfer data sets, but efficient
and intuitive to export models from R to the DBMS. Despite its limitations, we
believe R will remain as a major alternative to perform statistical and even more
general mathematical processing on large data sets and streams. Our prototype
is a step in that direction.

Our bidirectional transfer/call approach offers many research opportunities.
Scaling R beyond RAM limits and exploiting parallel processing remain impor-
tant research issues. Specifically, we want to develop incremental machine learn-
ing algorithms for large SQL tables that can call R mathematical operators and
functions. Parallel processing in R challenging since its architecture is single-
threaded, but matrix operators and numerical methods are highly parallel. At a
more fundamental level we will keep studying how to transform SQL tables into
matrices and vice-versa and how to exploit SQL queries on transformed data
frames and matrices.
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Abstract. Web spam refers to those Web pages where tricks are played to
mislead search engines to increase their rank than they really deserved. It causes
huge damages on e-commerce and Web users, and threats the Web security.
Combating Web spam is an urgent task. In this paper, Web quality and semantic
measurements are integrated with the content and link features to construct a
more representative characteristic set. A cascade detection mechanism based on
entropy-based outlier mining (EOM) algorithm is proposed. The mechanism
consists of three stages with different feature groups. The experiments on
WEBSPAM-UK2007 show that the quality and semantic features can effectively
improve the detection, and the EOM algorithm outperforms many classic
classification algorithms under the circumstance of data unbalanced. The cas-
cade detection mechanism can clean out more spam.

Keywords: Web spam cascade detection � Outlier mining � Web quality
features � Web semantic features

1 Introduction

Along with the wide usage of Web search engines, Web spammers play tricks to trap
search engines into ranking their pages higher than they really deserved, such Web
pages are known as Web spam. Web spammers not only gain benefits by cheating Web
users and search engines, but also encourage the dissemination of malicious software,
malign content and the attack of phishing [1]. A great deal of legal reliable Web
applications including e-government and e-business are the victim of Web spam.

Web spam can be divided into four categories: Content-based Spam, Link-based
Spam, Cloak/Redirection and Click Spam. Currently, content and link tricks are
integrated together for a comprehensive spamming, so researches on ascertaining Web
spam by using content and link features are largely conducted [2, 3]. In addition, spam
and Web quality have tight relationship [4]. Most of spam pages are of poor quality and
have short life cycle, because the spammers want to reap profits quickly and have to
dodge various anti-spam techniques, so that they have no intention of organizing and
maintaining their pages carefully. Therefore Web spam is viewed as one of Web
quality abnormalities.
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Another observation is that spam pages show different characteristics in semantics
with normal pages. The harmfulness degree of spam pages is mostly demonstrated by
terms [5]. Content spam pages tend to be topic-centric, as spammers design their pages
relevant to the search queries of some hot topics [6]. Semantic features can be extracted
from two sub-dimensions consisting of harmfulness degree and topic characteristics.

In this paper, Web quality and semantic metrics are integrated with content and link
features to construct a more representative feature set, which aims at improving the
performance of Web spam detection.

Web spam detection is a typical issue of binary classification of data mining and
classification algorithms are commonly used [6–9]. However, the detection perfor-
mance is easily affected by unbalanced data, because spammed pages are very few in
contrast with normal pages in the real Web world. Data balancing is a general way for
improving the detection quality, e.g., [8, 9], but the results are somewhat not ideal.
Another interesting way is outlier mining, which is naturally feasible to discover the
minority (outlier) in an unbalanced situation. However, the unsupervised or
semi-supervised outlier detection approaches usually are not as powerful as supervised
classification approaches.

To deal with the issues above, we propose an Entropy-based Outlier Mining
(EOM) algorithm and a cascade detection mechanism to improve the detection
performance.

The major contributions of this paper are as follows.

1. EOM algorithm takes full advantages of the outlier mining on unbalanced data. The
results of contrast experiments show that EOM outperforms many classification
algorithms when data is unbalanced.

2. Quality metrics are extracted in terms of Web sources, content and usage-specific
dimensions. Semantic metrics are quantified based on harmfulness degree and
topical characteristics. These metrics are integrated with common used features
(content, link) together to capture more facts of Web pages and to enhance the
discrimination. The experiments show that the new feature set can bring better
performance than content and link features only.

3. A cascade detection mechanism is designed based on the EOM algorithm. The
detection is divided into three stages: content, link and semantic characteristics
detection. The experimental results show the proposed cascade detection framework
can improve the performance of detection effectively.

The remainder of the paper is organized as follows. The related works are briefly
introduced and compared with our work in Sect. 2. Section 3 addresses EOM algo-
rithm. Section 4 discusses the cascade detection framework and the details of feature
quantification. The experiments are introduced in Sect. 5. Finally, the pros and cons of
our approach are concluded.
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2 Related Works

All researches are investigating two key factors, feature and detection algorithm, for
combating spam thoroughly.

As to feature selection, Authors of [2] identified the spam sites and link farm by
collecting the link information posted on the SEO forum. By using page content
features and link features, Wei et al. achieved good experimental results based on the
co-training model [3]. As the spamming has become tricky, new characteristics besides
content and link features should be captured. Integrating the Web quality and semantic
metrics in our mechanism obviously increases the coverage and representativeness of
features. Wang et al. studied the Web content credibility [4], where they considered the
spam detection as reliability ranking issue. They introduced Web page information
quality as credibility features and designed a machine learning algorithm based on
content credibility for detecting Web spam. We also take the Web quality into account
in this paper. Different from [3], quality features are extracted from three Web
dimensions (information source quality, content quality and usage-specific quality) and
are integrated with conventional features together to form a comprehensive feature set.

Authors of [6, 7] proposed topical measures based on semantics analysis with LDA
model. The former extracted topical features from whole pages, for example, topic
similarity, according to the fact that spam pages tend to be topic-centric. While the
latter exploited the information contained within topical variation over sentences and
calculated the sentence-level topic assignment and vector to extract features. In our
paper, not only topical characteristics are extracted, but a harmfulness degree vocab-
ulary for measuring the perniciousness of page content is built as well. And semantic
metrics are quantified based on two sub-dimensions, harmfulness degree and topical
characteristics.

As to detection algorithms, decision tree, support vector machine (SVM), etc. are
widely used. In addition, ensemble methods can improve the performance of classifi-
cation algorithms.

However, the performance of classification algorithms is easily affected by
unbalanced data. An unbalanced data set can lead to good precision on the majority but
very poor precision on the minority. Balancing data before classifying is necessary.
Authors of [8] balanced data by using SMOTE method. Authors of [9] adjusted the
adaptive function of genetic algorithm to make the method capable to unbalanced data.

Outlier mining algorithms are often used for fraud or anomaly detection, such as
credit card fraud, but rarely used for Web spam detection. The unsupervised outlier
detection approaches can be commonly classified into statistics-based, density-based,
distance-based, and clustering-based. Computing the ranking of nearest-neighbors is
used for the detecting outliers, for example, [10] introduced a density-based approach,
where the density was computed by the ranks of forward Nearest Neighbor (kNN) and
Reverse Nearest Neighbor (RNN). A rank difference based outlier score of an observed
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data was computed on the basis of its density. This data was detected as outlier if its
score was sorted on the top. A semi-supervised outlier mining algorithm is discussed in
[11]. The key points of their methods are to rank samples based on their similarity with
outliers and to obtain two ranked lists by exchange samples based on minimum
entropy. One of lists contains most of outliers.

In this paper, we view spammed Web pages as outliers and propose EOM method
for detecting web spam, which is stimulated by the idea of [11].

3 Entropy-based Outlier Mining (EOM)

The Entropy-based Outlier Mining (EOM) approach consists of two steps, Discretizing
data, grouping samples to different sets (spam and nonspam). These tasks are both
accomplished based on entropy.

3.1 Entropy

Entropy introduced by C.E. Shannon is to define the uncertainty of information. It
represents the disorder level of random variables. The higher the entropy is, the more
miscellaneous information is.

x ¼ fx1; . . .; xkg denotes that a random variable x has k values, pðxÞ is the proba-
bility of x. The entropy EðxÞis computed by Eq. (1):

EðxÞ ¼ �
Xk

i¼1

pðxiÞlg pðxiÞ ð1Þ

Given a data set X including n samples with m attributes, which is shown as the matrix
below, where vij denotes the value of ith sample in terms of jth attribute.

X ¼ v1
! � � � vm

�!� � ¼
v11 � � � v1m
v21 � � � v2m
..
. . .

. ..
.

vn1 � � � vnm

2
6664

3
7775

If m attributes are independent, then Eð x!Þ is as in Eq. (2).

EðXÞ ¼ Eðv1!Þþ . . .þEð vm�!Þ
¼ �½

X

i2f1;...;ng
pðvi1Þlg pðvi1Þþ . . .þ

X

i2f1;...;ng
pðvimÞlg pðvimÞ� ð2Þ

Cleaning Out Web Spam by Entropy-Based Cascade Outlier Detection 235



3.2 Entropy-Based Discretization

The key idea of the EOM approach is all normal Web pages are more or less alike,
while spam pages are great different from normal ones. Grouping normal pages and
spam pages by exchanging samples based on minimum entropy will result in two sets,
the members of one set are mostly normal, while the members of another are spam. The
continuous attributes are discretized for the better comparison of similarity. The
entropy-based discretization [12] is adopted, which chooses the optimal partition based
on minimal entropy and is more effective comparing with unsupervised discretization.
In the discretization, the data set is divided into training set and test set. The training set
is used to determine the best cut point of each attribute, and the test one is discretized
according to the best cut points.

3.3 Sample Exchanging Based on Minimal Entropy

Exchanging Sample based on minimal entropy is to find an outlier set O containing k
outliers from test data set D (discretized samples). The objective function of the method
is defined as min E D� Oð Þ, i.e., the entropy of the set D – O is minimal, which
demonstrates that the samples are grouped into two sets O and N, N = D − O, and the
members of both O and N are as pure as possible. The more similar the samples at the
same set are, the more minimal the entropy value is. For test data set D, the exchanging
process is as follows.

1. The set O (spam) and N (nonspam, D − O) are initialized by putting k samples (k is
far more less than |N|) into O randomly and the rest into N. Then the entropy of N is
computed. Because the number of spam samples is much less than that of normal
samples as it is in reality, k is then much less than |N|, the majority of the samples in
N is normal.

2. A sample s is selected from N randomly. Calculating entropy of N when s is
supposed to exchange with one sample from O. The entropy of N is computed one
by one when s is exchanged with each different sample of O until all samples of O
are checked. Finally, s finds an exchange partner in O, which makes the entropy of
N is minimal. The corresponding samples between O and N are really swapped. The
value of E D� Oð Þ are renewed with the minimum.

3. Repeat 2 until there is no samples in N unprocessed. If no exchange and no
unprocessed samples, the algorithm is terminated.

4. Now, N contains most of similar normal samples, while data in O is dissimilar to N.
Therefore, O is the set of spam samples and N is the set of the normal. Besides, k is
expected to be close to the real number of spam data to ensure the detected
performance.
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4 Cascade Detection Mechanism with EOM

4.1 The Detection Framework

A cascade detection mechanism based on EOM is proposed in this section, which
contains two parts: feature extraction and EOM cascade detection (see Fig. 1.)

In Fig. 1, four feature sets are prepared in the feature extraction module. Detection
is executed in three cascaded stages, content feature-based, link feature-based, and
semantic feature-based. Web content and usage quality integrated with content features
are used in the first stage, while Web source quality with link features are in the second
stage, semantic features are in the third stage, because such a feature division helps the
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EOM cascade algorithm to filter different spam pages more accurately. The spam and
nonspam pages sets (O and N) determined by three cascade stages are finally output.

4.2 Feature Extraction

4.2.1 Content and Link Features
The content and link features used in our work are provided by dataset
WEBSPAM-UK2007. For example, number of words in the page, number of words in
the title, PageRank, TrustRank, etc.

4.2.2 Web Quality Features
Most of spam pages are of poor quality. For example, normal pages usually use more
feasible expressions (e.g. html for text) while spam pages may use more pictures
representing text for avoiding detection. We have crawled all valid homepages
(HTML) of WEBSPAM-UK2007 from Internet and analyzed their quality in terms of

Fig. 1. The framework of spam cascade detection

Table 1. Some examples of Web quality features

Quality feature Category

TLDR Web source quality
TDR
WATR
Anti-TrustRank
Ratio of nouns and of verbs in each sentence Web content quality
Average length of each sentence
Ratio of sentences number and the text length of the whole page
Ratio of strange punctuation
Number of text/html in the page Web usage quality
Number of text/java script in the page
Number of image/jpeg in the page
Number of application/zip in the page
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several dimensions. 21 quality features are automatically extracted and quantized,
which are based on WebQM model [13] proposed by one of authors of this paper. The
WebQM model maps the Web quality features to three dimensions, Web source
quality, Web content quality and Web information usage quality, which feasibility and
effectiveness has been validated. Some of our quality features are given in Table 1,
where TLDR, TDR, WART and Anti-TrustRank are 4 measurements of distrust
ranking and are calculated using methods proposed in [14–16]

4.2.3 Web Semantic Features
Recently, some methods of Web information security have been discussed. Pages are
divided into many categories, each category has a computed reputation and a risk
description in [17], where different security features, e.g., URL, domain behavior, etc.,
are automatically extracted to determine a reputation score. In [18], the information
security incidents are graded into four degrees based on three factors, i.e., importance
of information system, system damage, and social influence. Lee et al. built an artificial
neural network classifier to combat Web pornography content [5]. They published a list
of 55 indicative terms including 42 sexually explicit terms and 13 legal terms. The
occurrence frequencies of the indicative terms in one Web page are as features. Their
classifier was proved effective on filtering pornographic Web pages.

The harmfulness term blacklists are also discussed by Google, WordPress, Forti-
guard, etc., because the degree of harmful content are mostly embodied on terms.
Following this line of thinking, a Web content category with harmfulness degrees
(shown in Table 2) is constructed and a harming term vocabulary is built, where each
term belongs to one of categories (some examples in Table 3).

Table 2. Lexical category with harmfulness degree

Extremely harmful Harmful Slightly harmful

Pornography Gambling Ads
Child Abuse Plagiarism Brokerage and Trading
Weapons Discrimination
Drug Abuse Hacking
Racism
Violence
Extremist Groups

Table 3. Harmfulness term vocabulary (partly)

Pornography Child abuse Gambling Trading Ads

Escorts Child pornography Betting For sale Insurance
Sex Kid pornography Casino Credit card Lose weight
Adult Abuse Craps Payment Viagra
Swingers Strike Keno Rental Supplements
Arse Child molestation Poker Online shop Advertise
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In addition, studies show content spam pages tend to be topic-centric, as spammers
design their pages for accurate response to the hot search queries with similar topics
[6]. In contrast, the topic distribution of normal pages is relatively wide-ranging and
balanced. Therefore, we used LDA model to get the topic distribution and then
extracted three topical features as shown in Table 4. LDA model construction is based
on [14]. The topic distribution of each document d is denoted as TðdÞ ¼ ft1; . . .; tmg, ti
is a term in d. The formula of variance is shown in Eq. (3).

TopicVarðdÞ ¼
Pm

i¼1 ðti � uÞ2
m

ð3Þ

Where u ¼ Pm
i¼1 ti

�
m ¼ 1=m.

4.3 Cascade Detection Based on EOM

As mentioned in Sect. 4.1 and shown in Fig. 1, the spam page (outlier) detection
consists of three stages by using different features combinations, and O1, O2, O3 are
outliers found by three stages, separately. In the third stage a multi-category detection
is applied, where pages are recognized as one of four types from extremely harmfulness
to innocent. This detection can discover those spammed pages slipping through the first
two nets. Three outlier sets are merged to the final set O while normal pages are in N.

For example, there are 7 test samples as in Fig. 2, where C, L and S denote
respectively the features used in the content detection, link detection and semantic
detection.

Table 4. Semantic features of Web content

Semantic features

Harmfulness degree features Number of extremely harmfulness words
Number of harmfulness words
Number of slightly harmfulness words

Topic features The maximum of topic distribution
The minimum of topic distribution
The variance of topic distribution

Fig. 2. An example of test sample feature vectors
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According to the mechanism in Fig. 1, feature vectors as (ID, label, C) of 7 samples
are input into the first stage, i.e., content detection. If the sample of ID = 1 is detected,
the spam set O1 contains ð1; spam;C1; L1; S1; highÞ. The rest samples are filtered
similarly in the 2nd and then in the 3rd stage with link and semantic features. By
merging 3 spam sample sub-sets, Oð1; . . .3; . . .; 4; . . .; Þ and non-spam sample set
Nð2; . . .; 5; . . .; 6; . . .; 7; . . .; Þ are obtained.

5 Evaluation of the Proposed Approach and Mechanism

5.1 Dataset and Evaluation Measures

The original dataset of our experiment is WEBSPAM-UK2007 which contains
105,896,555 pages from 114529 hosts in the UK domain. 321 hosts among them were
labeled as spam and 5476 hosts of them as non-spam, the rest are unknown.

In this paper, spam pages are viewed as positive samples, while normal pages as
negative. Precision, recall, F1-measure, accuracy and AUC are used for evaluation.
Because AUC is computed based on a rank of pages, entropy-based ranking method is
introduced for AUC. The samples in O and N are ranked based on entropy denoted in
Eq. (4). The method can be understood as finding similarity between a test sample d
and all samples of one class (spam or non-spam). The smaller the entropy is, the bigger
the similarity.

O is detected by using the same approach at Sect. 3. The entropy between di of O
and positive samples in training set is computed as Eþ ðdiÞ. The entropy between di of
O and negatives (nonspam) samples in training set is calculated as E�ðdiÞ. di is more
similar with spam samples when Eþ ðdiÞ is smaller or E�ðdiÞ is bigger. All samples
from O are ranked to build two sequences, one descending based on E�ðdiÞ, another
ascending based on Eþ ðdiÞ. The position of di in O0

is determined based on the average
of the serial numbers of two sequences and the samples of O

0
is ascending. Samples in

N are ranked at the same way. Finally, sequence of O
0
is put in front of N

0
to produce

the final sequence of all test samples.

EðdiÞ ¼ �
Xjpj

j¼1

pðpjjdiÞlg pðpjjdiÞ ð4Þ

pðpjjdiÞ ¼ distanceðdi; pjÞPjpj
j¼1 distanceðdi; pjÞ

ð5Þ

Where, di is a sample in test set. pj denotes a sample from one of the classes (spam
or nonspam) in training set, jpj is the number of samples from the same class.
distanceðdi; pjÞ is the similarity between di and pj, which is measured by Euclidean
distance.

A sample d with m features a1; a2; . . .; am. The Eq. (6) is used to normalize features
in the experiments.
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ai new ¼ ai � minðaiÞ
maxðaiÞ � minðaiÞþ 1

i ¼ f1; . . .;mg ð6Þ

Sample distribution is shown in Table 5. Three comparison experiments (shown in
Table 6) are designed to evaluate the performance of our EOM cascade mechanism.

5.2 Experiment Results and Analysis

5.2.1 Experiment 1
The sample number of O is determined by k in EOM algorithm (ref. Sect. 3.3). The
optimal k is obtained by carrying out the detection using the validation set (ref.
Table 5), which is built with 56 spam samples and 917 nonspam samples. The optimal
k1 is found when obtaining the highest F1-measure in the 1st stage, so do k2 and k3 in
the 2nd and 3rd stages.

The 3-stage cascade detection is implemented. If the real number of spam samples
at the first stage is 56, the optimal k1 with the highest F1-measure is 60. 23 spam data is
detected with this k1. Then rest 33 spam samples are input into the 2nd stage, the
optimal k2 will be determined as 50. Then the rest 27 spam samples are input into 3rd

stage, the optimal k3 is 30. The performance is good when k is close to the real spam
value, e.g. k1 is 60 while the number of spam samples is 56. Because the number of
positive or negative samples in validation set to those in test set is about 1:2, multi-
plying k1, k2 and k3 by 2 can obtain ki for the regular detection based on the test set,
they are 120,100 and 60.

Such a method for finding optimal k can be applied in real applications. Supposing
a test set contains 1 million samples, we can choose a small part of the data as the
validation set, for example, 1000 samples. The distribution of positive and negative
samples in the validation set can be viewed similar to the actual distribution of the test
set, when the sampling is done enough times. Labeling the 1000 samples and con-
ducting the spam detection for determining k as mentioned above, the optimal k values
for 3-stage detection of 1 million samples are fixed just based on the small validation
samples and the proportion (1:1000) of two sets (Table 7).

AUC of this paper outperforms the AUC value 0.848 of the winning team at Web
Spam Challenge [19] and 0.854 obtained by [20]. Therefore, our EOM cascade
detection mechanism can improve the performance of Web spam detection.

Table 5. Sample distribution used in the EOM algorithm experiments

Spam (positive samples) Nonspam (negative samples) Usage

Training set 152 2724 Discretization

Validation set 56 917 Determing the sample numbers of Oi

Test set 113 1835 Detection based on EOM
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In order to eliminate the randomness, five-fold cross validation (three training sets,
one validation set, and one test set) are conducted. Our EOM cascade detection is
proved to be well-performed and the results are shown in Table 8.

5.2.2 Experiment 2
The effectiveness of quality features and semantic features is proved in this experiment.
In addition, the contrast experiment between one stage detection and the cascade
detection is carried out.

Integrating either quality or semantic features can improve the performance of spam
detection as shown in Table 9. Cascade detection outperforms one-stage detection even
if the same features are used. This is because cascade detection can better play to the
role of all kinds of features. 3-fold filtering can clean out much more spam and becomes

Table 6. Introduction of 3 Experiments

Experiment objectives Data set

Experiment 1 (1) Comparison between the EOM cascade
detection with the methods of the winning team
at [19] and that of [20]
(2) Parameter selection

Samples from
WEBSPAM-UK2007 are
shown in Table 5

Experiment 2 The detection performance evaluation based on
the new feature set integrating with Web quality
features and semantic features

Experiment 3 The performance comparison between EOM
algorithm and three classic classifiers

Table 7. Results of EOM cascade detection

Precision Recall F1_measure AUC Accuracy

Spam is positive 0.304 0.752 0.433 0.867 0.886
Nonspam is positive 0.983 0.894 0.937 0.867 0.886

Table 8. Five-fold cross validation results

Precision Recall F1_measure AUC Accuracy

Spam is positive 0.27 0.595 0.37 0.81 0.886
Nonspam is positive 0.974 0.903 0.937 0.81 0.886

Table 9. Results of experiment 2(spam is positive)

Method Feature AUC

EOM one-stage detection (K = 120) Content + link 0.762
Content + link + quality 0.776
Content + link + quality + semantics 0.78

EOM cascade detection
(K1 + K2 + K3 = 280)

Content + link + quality + semantics 0.867
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more accurate by narrowing the detection range step by step. Integrating all features
together at one stage detection may result in that each feature cannot realize its full
effectiveness.

5.2.3 Experiment 3
The Experiment 3 is designed to compare the EOM algorithm with SVM, C4.5 and
Random Forest for dealing with the unbalance issue of a few spammed pages and huge
normal pages. We just use the content-based features and the link-based features
provided by WEBSPAM-UK2007 to perform one-stage detection, in order to conduct
the reasonable comparison on a common platform.

Due to the performance of SVM are greatly influenced by the tradeoff factor C and
kernel function, we utilize validation set for parameter selection. The tradeoff factor C
is chosen from {0.001, 0.01, 0.1, 1, 5, 10, 15, 20, 25, 30} so as to achieve the highest
AUC against the validation set. Similarly, the kernel function is chosen from four
types, that is linear, polynomial, radial basis function and sigmoid. With parameter
optimization, the performance of SVM is better than the original one.

As shown in Table 10, the AUC of the EOM algorithm proposed in this paper is the
highest when the data set is unbalanced. EOM algorithm is a kind of outlier mining
methods which are appropriate for unbalanced data distribution naturally, while the
classic classifiers (e.g., SVM and C4.5 in this experiment) are easily affected when data
set is extremely unbalanced. The AUC of Random Forest is the second highest one,
because Random Forest is an ensemble classification method by integrating the
advantages of multiple sub-classifiers and can correct some errors caused by unbal-
anced data set.

Some methods adopt under-sampling and oversampling before classification for
performance improvement. Our EOM approach outperforms SVM and C4.5 no matter
which balance method they have used, and can reach the similar effectiveness of
Random Forest with SMOTE balancing method. The performance of classifiers is
easily affected by the data balancing method as in Table 10, while the EOM algorithm
doesn’t need to balance two types of data and still performs well. The EOM algorithm
is more stable in the case of unbalance data distribution.

Table 10. Comparison of EOM algorithm and classifiers (Spam is positive)

Algorithm Balance method AUC

SVM (C = 1, linear function) No balancing 0.534
C4.5 0.588
Random forest 0.742
EOM one-stage detection (Our method K = 120) 0.762
SVM (C = 25, linear function) K-Means under-sampling 0.665
C4.5 0.634
Random forest 0.577
SVM (C = 5, linear function) SMOTE oversampling 0.722
C4.5 0.635
Random forest 0.779
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6 Conclusions

A Web spam cascade detection mechanism is introduced in the paper. The main
novelties include (1) integrating quality features from the dimensions of Web source,
content and information usage-specific; (2) extracting semantic features to quantify
Web page semantics; (3) using EOM (a kind of outlier mining) algorithm instead of
classification algorithm to deal with the performance degradation caused by data
imbalance; (4) designing a cascade detection mechanism based on the EOM algorithm
to discover Web spam more correctly.

Most of spam pages are of poor quality and have short life cycle, because the
spammers want to avoid various spam filtering techniques and are not able to organize
and maintain their pages carefully. Besides, spam pages have harmful content more or
less and unordinary topical characteristics. Therefore, it is proven in this paper that
integrating discriminative features, such as quality and semantic metrics, can signifi-
cantly improve the performance of spam detection.

The EOM approach can resist data imbalance and save the cost for balancing. The
cascade detection mechanism based on EOM algorithm outperforms one-stage detec-
tion, but it needs more time and space in the exchange procedure for the higher
performance.

In the future, our work can be further improved in the following ways.

1. The semantic features only refer to the content harmfulness. Integration of link
harmfulness characteristics (e.g. the target of an outgoing link, anchor text of links)
could be helpful for discovering more spam.

2. More effective syntax and semantics analysis of Web content should be done to
improve feature selection. For example, to detect the spelling and grammatical
errors in those automatically generated spam pages by using linguistic models.

3. The performance of EOM algorithm is easily affected by the parameter K. Even
though we have introduced a method for parameter selection, more feasible
methods may be needed.

4. Discretization plays an important role in EOM algorithm and it directly affects the
performance of minimum entropy exchanging. More effectively discretized meth-
ods should be studied in the future.

5. The performance of the proposed approach in a practical environment will be
studied.
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Abstract. The column-oriented NoSQL systems propose a flexible and
highly denormalized data schema that facilitates data warehouse scala-
bility. However, the implementation process of data warehouses with
NoSQL databases is a challenging task as it involves a distributed data
management policy on multi-nodes clusters. Indeed, in column-oriented
NoSQL systems, the query performances can be improved by a careful
data grouping. In this paper, we present a method that uses cluste-
ring techniques, in particular k-means, to model the better form of colu-
mn families, from existing fact and dimensional tables. To validate our
method, we adopt TPC-DS data benchmark. We have conducted seve-
ral experiments to examine the benefits of clustering techniques for the
creation of column families in a column-oriented NoSQL HBase database
on Hadoop platform. Our experiments suggest that defining a good data
grouping on HBase database during the implementation of a data ware-
house increases significantly the performance of the decisional queries.

Keywords: Data warehouses · NoSQL databases · Columns family

1 Introduction

Data warehouses play an important role in collecting and archiving large amounts
of data for decision support. Usually, they are implemented as traditional rela-
tional databases management systems (RDBMS). These systems have their weak-
nesses, they are not suitable for distributed databases (scalability problems, join
operation problems, mass data storage and access problems) as argued in [1,2].
Then, it is necessary to use new reliable storage solutions with lower cost. Among
these solutions, there is the Hadoop platform1, which comprises different modules
such as Apache Hive2, Apache Pig ...etc, and new data models named NoSQL
(Not Only SQL)3 are used, supported by the major platforms Web such as
Google,Yahoo, Facebook,Twitter andAmazon. The NoSQL databases, rely on the
CAP theorem (Consistency, Availability and Partition Tolerence) by Brewer [3].

1 http://hadoop.apache.org/.
2 https://hive.apache.org/.
3 http://nosql-database.org/.
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They offer great flexibility of data representation and allows management of large
amounts of data storage in distributed servers. NoSQL databases can be classified
into at lest 4 categories that correspond to different modeling types: Key/Value
Store, Column Store, Document Store and Graph Store. Their degree of perfor-
mance strongly depends on the suitability to a use case. Among the major types
of NoSQL systems, we chose to implement the data on a column oriented data-
bases. These provide variable-width tables that can be partitioned vertically and
horizontally across multiple nodes [4]. Other advantage of this databases their
ability to store any data structures, high performance on aggregation queries
and highly efficient data compression, which offer a more appropriate model for
data warehouse storage.

In this paper, we address the storage and implementation process of data
warehouses with column-oriented NoSQL database. In fact, a good way to design
the column families in the most popular NoSQL databases (HBase, Cassandra,
Hypertable...) is more challenging compared to that in design principle relational
database. Effectively, there are no rules of normalization for column-oriented
NoSQL databases, these databases break the rules of normalization by denor-
malizing. So, to take advantage of this denormalized databases, the question is
how to organize data in column families to serve effectively specific queries, in our
particular case the OLAP queries, where the read-load is more than the write-
load. In this case, we propose the application of clustering techniques k-means
to determine which attributes (frequently used by on set of queries) should be
grouped together. In order, to obtain a better design of column families, these
column families form a data model for the data warehouse in column-oriented
NoSQL Databases. Several tests are made to evaluate the effectiveness of the pro-
posed method. We adopt TPC-DS data benchmark4. For designing the colum-
nar NoSQL data warehouse (CN-DW ) for TPC-DS benchmarking database, we
used 3 different methods, first by our method, and then by 2 other methods
that have been already tested and implemented successfully in [5,6]. We pro-
ceed to perform a query workload on different schemas upon CN-DW built over
TPC-DS. It has been found that, the application of clustering techniques for
designing a data model of CN-DW, effectively improve the queries execution
time, compared to the two other methods. The remainder of the paper is orga-
nized as follows. Section 2 provides a state of the art on columnar NoSQL data
warehouses. Section 3 describes the problem we address in this paper. Section 4,
presents the proposed approach. Section 5 evaluates our approach. Conclusion
and future works are given in Sect. 6.

2 Related Work

Using column oriented NoSQL databases for data warehouse solutions has been
debated within the scientific community. Several works have treat the problem
of modeling and implementing the data warehouse according to these models.
These works can be classified into two main categories:
4 Benchmark (TPC-DS) v2.0.0, http://www.tpc.org/tpcds/.
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1. Denormalized approaches: the aim of these works is to propose a storage
schema that combines the fact and dimension tables into the same big table,
using different ways to create the column families. In this context, in [7], the
authors convert a relational database schema to column oriented data-schema
based on HBase DBMS. The relational database schema is converted into a
large table with several column families, one for each relational table. In [8] the
authors propose a method to construct an OLAP cube from a data warehouse
implemented in big table on HBase and one family of columns has been defined
for each column. To make direct access to the data blocks, the authors required
to add the index upon HBase table. In [5], the authors propose two methods.
The first one, consist of storing the fact and dimension tables into one table with
a single column family for all attributes. The second method stores the fact and
dimension tables into one table, the fact table is mapped into one column family,
and the attributes belonging to the same dimension table are gathered in one
column family. In [6], the authors propose a set of rules to convert a multidi-
mensional conceptual model into two different NoSQL models (column-oriented
or document-oriented). Then, in the context of the column oriented, they pro-
pose two column oriented models to implement a data warehouse in HBase. The
first model, for each fact all related dimension attributes and all measures are
combined in one table with one column family. In the second model, the fact
and dimension tables are combined in one table, but one column family for each
dimension table and one column family dedicated for the fact table. In [9], the
authors tackled the problem of distributing attributes between column families.
They implemented the data warehouse in HBase table with multiple column
families (CFs), one (CF) groups some of the more frequently used dimensions
to the fact table. The others (CFs), one (CF) for the fact’s attributes and one
(CF) for each less frequently used dimension table.

2. Normalized approaches: In [5,6], the authors propose to split data into
multiple tables, where the fact table is stored into one table with one column
family, each dimension table is stored into one table with one column family. This
implementation reduces the redundancy of the dimensions data, but requires the
using of a special join between the fact table and dimension tables.

3 Problem Statement

The implementation of a data warehouse with column-oriented NoSQL data-
bases, which takes into account the specific characteristics of the column-oriented
storage environment. Thus, all data are stored in the same table consisting of
one or more column families. Where each column family is composed of a set of
attributes, that implies a principle of vertical partitioning data. The Fig. 1 shows
an example of data storage and data distribution of a table T , with 2 column
families. Each column family CFi consists of a set of attributes, each attribute
having a value, each row of data is referenced by a Row-key (Ri).

In reality, all data referring to the same Row-key (Ri) are stored together.
The column family name is acting as a key to each of its columns, the Row-
key as key of all attributes. It may be noted in this storage technique, that
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Fig. 1. Data storage using a column oriented model - HBase storage

two elements influence on the execution speed of queries: the choice of columns
and the choice of rows. To make it simple, let consider a query that involves the
attributes values (A3, A4, A5). To respond to this query, the search will be done
on data partitions CF2 only. Comparing this query with another query, which
access the attributes values (A1, A4), the column families table is scanned two
times (the search will be done on two different data partitions) CF1 and CF2
with a complete scan of the values of the concerned attribute, which penalizes
the execution time of this query.

Overall, we found that, until now, the implementation of data warehouses
based on the columnar NoSQL systems usually utilizes the denormalization
approaches. On the other hand, the first works don’t take in consideration the
clustering techniques to create the column families that contain the required
data for processing a query or multiple queries. Also, these methods could not
control the number of column families targeted by the complex queries. This
number could be very large and would make the data warehouse management
very complex, and therefore, limits the advantage of clustering of attributes into
column families. For these reasons, to enhance the load balancing between col-
umn families, the implementation of the data warehouses on column-oriented
NoSQL databases requires an appropriate design technique. This is what we
propose in our approach that we detail in the following section.

4 The Proposed Approach

Our strategy, to modeling the form of Columnar NoSQL Data Warehouse (CN-
DW), is subdivided into four steps that are detailed in the following sub-sections.
Its general principle is summarized in (Fig. 2).

1. extracting the set of attributes of the fact table and dimension tables
2. grouping of attributes and constructing column families by k-means
3. generating a logical schema of the CN-DW.
4. preparing and loading the data into CN-DW.
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Fig. 2. k-means method to design columnar NoSQL data warehouse

4.1 Extracting the Set of Attributes of the Fact and Dimension
Tables

Let T = {t1, t2, ..., tm} be the set of the warehouse tables (fact and dimension
tables), where each table (tj)j=1,..,m is composed of set of attributes. The work-
load which consists of a set of most frequent queries Q = {q1, q2, .., qn} that
access the set of attributes R, where R = {∀a ∈ R,∃tj ∈ T : a ∈ tj}.

In this first step, we treat all attributes found in workload’s queries, we
taken into account all the attributes present in each query, in particular those
that appear in the Select and Where clauses, except for the attributes of the join
predicates. Our objective is to construct the Attribute Usage Matrix (AUM) and
the Attribute Affinity Matrix (AAM). To do this, we were inspired by the works
of Navathe [10]. They use the principle of affinity between attributes to design the
vertical fragments. The matrix (AAM) denotes which query uses which attribute
use(qi, aj) = 1 if qi uses aj , and to 0 otherwise. The Attribute Affinity Matrix
(AAM) tells how closely related attributes are, this matrix which is a n x n sym-
metric matrix, where n is the number of different attributes in R. Each element
(aaij) in (AAM) equals the sum of the access frequency of the queries simultane-
ously involves two attributes ai and aj , this measure is called affinity, is defined
in [11] as follows: Aff(ai, aj) =

∑

h|use(qh,ai)=1
∧

use(qh,aj)=1

∑

∀Sl

refl(qh)Accl(qh),

where refl(qh) is the number of accesses to attributes (ai, aj) for each execution
of query qh at site sl, and accl(qh) is the access frequency. In our case, for reasons
of simplification and experimentation, we consider (refl(qh) = 1 for all qh and
the number of sites (l = 1)).
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4.2 Constructing Column Families

In this step, our goal is to generate the set of the column families S. Where
S = {CF1, ..., CFk}, with (CFi)i=1,..,k are subsets of attributes (columns), such
as: (1) ∀CFi ∈ S,CFi ⊂ R; (2) ∀a ∈ R,∃CFi ∈ S : a ∈ CFi; (3) ∀CFi, CFh ∈
S,CFi ∩ CFh = ∅. For this purpose, we propose a clustering approach to tackle
a challenging problem of creating column families in column-oriented NoSQL
databases. Our solution is to implement a process of grouping the attributes
that are frequently queried together, This grouping will form column families
that make up the logical schema of the CN-DW. We chose to use the k-means
algorithm [12], our choice to use k-means algorithm is motivated by the fact,
it allows to define the maximum number (having k as an input parameter) of
groups to be constructed. In our case, this proves to be an advantage as long as
we want to control the number of column families that can be created.

k-means algorithm takes as input a set of points and cluster number k. The
problem is to divide the points into k groups, so as to minimize in each group the
sum of the squares of the distances between the points and their center. In our
case, the k-means algorithm takes as input the attribute affinity matrix (AAM)
and the cluster number k, and returns as output, the set of column families S.
To measure the quality of the obtained schema S, we adapt a cost model based
on the works of Derrar et al. [13]. Initially, this model is computed using the
Square Error (E2), taking account of the access frequency (fq) of queries. The
(E2) of the grouping attributes schema is calculated as follow:

E2
S =

k∑

i=1

n∑

l=1

[(fql)
2 × αql

i (1 − αql
i

βi
)] (1)

(αql
i ) is the number of attributes in (CFi)i=1,..,k ∈ S accessed by the query

ql, (βi) is the number of attributes in column family CFi. Also, more the E2
S

value approaches zero (0), more optimum is this grouping schema.

5 Implementation, Experiments and Results

To validate our k-means method for designing the column families, we developed
a software tool named (RDW2CNoSQL: Relational Data warehouse to Columnar
NoSQL) with Java programming language.

1. Dataset: To evaluate our approach, we used the TPC-DS benchmark5. The
TPC-DS uses a constellation schema which consists of 17 dimension tables and 7
fact tables. In our case, we used the store sales fact table and its 9 dimension
tables (Customer, Customer demographics, Customer address, Item,
Time, Date, Household demographics, Promotion, Store). The DSD-
GEN data generator of TPC-DS allows to generate data files in a (file.data)
format with different sizes according to a Scale Factor (SF). We set SF to 100
which produces in store sales fact table (28,799,7024 tuples).
5 Benchmark (TPC-DS) v2.0.0, http://www.tpc.org/tpcds/.

http://www.tpc.org/tpcds/
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2. Query workload: The TPC-DS benchmark offers 99 queries. We selected 19
separate queries that access 67 attributes, which exploit the entire schema of the
store sales fact table and its dimension tables, using the operations (selec-
tion, join, aggregate, projection). These queries compute the OLAP cubes with
a gradually increasing number of dimensions. The degree of this dimensionality
is divided into 3 levels: (small: SD), (medium: MD) and (large: LD), according
to: (1) The number of tables used by a query; (2) The number of attributes and
predicates for each query. It should be noted that our objective is to use TPC-DS
benchmark to evaluate the performance of our technique when forming column
families. Due to, some requirements are not feasible with Apache Phoenix6 (on
query read capabilities) and HBase databases, these queries would require some
modifications (syntax changes). Table 1 describe the used queries.

Table 1. Queries characteristics

3. Experimental configuration: To achieve our evaluation goals, we setup two
storage environments. The first one is relational non-distributed with intel-core
machine TMi7-4790S CPU@3.20 GHZ with 8 GB of RAM, and a 500 GB disk.
It runs under the 64-bit Ubuntu-14.04 LTS operating system, which is used as
a PostgreSQL server dedicated to the storage of the relational data warehouse.
The second is a distributed NoSQL storage environment. It is a cluster of com-
puters consisting of 1 master server (NameNode) and 3 slave machines (Data
Nodes). The (NameNode) has an Intel-Core TMi5-3550 processor CPU@3.30
GHZx4 with 16 GB RAM, and a 1TB SATA drive. Each of the (DataNodes) has
an Intel-Core TMi5-3550 processor CPU@3.30 GHZx4 with 16 GB RAM and
500 GB of disk space. These machines run on 64bit Ubuntu-14.04 LTS and Java
JDK 8. We used Hadoop (v2.6.0), MapReduce for processing, HBase (v0.98.8),
ZooKeeper for track the status of distributed data in the Region-Servers (DataN-
odes), Phoenix (v4.6.0) and SQuirreL SQL Client to simplify data manipula-
tion and increase the performance of the HBase. In order to efficiently transfer
PostgreSQL data to HBase, we integrated all the features of Sqoop7 into our
(RDW2CNoSQL) tool.

4. Tests and results: We choose three different methods, 2 already existing
approaches in addition to our method, for implementing the data warehouses
CN-DW in HBase DBMS: (1) in the first one, the store sales fact table and its
9 dimension tables are stored into one HBase table with only one column family

6 https://phoenix.apache.org/.
7 https://sqoop.apache.org.

https://phoenix.apache.org/
https://sqoop.apache.org
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for all attributes (called Flat schema); (2) in the second, the store sales fact
table and its 9 dimension tables are stored into one HBase table with 10 column
families, one for each table (called Näıve schema); (3) the last one consists of
CN-DW, built according to our method with in addition three different schemas,
i.e. all data are stored in one HBase table, we varied the number of the column
families (k = 4, k = 11, k = 13) corresponding to (schema k = 4, with a square
error value E2

k=4 = 0.437), (schema k = 11, with E2
k=11 = 0.197) and (schema

k = 13, with E2
k=13 = 0.213). We executed all queries presented in Table 1,

on the five configurations described above. Note that, in this experiment, we
do not want to make a performance comparison between the relational DBMS
and NoSQL databases. Our primary focus is to seek the main elements that
have an impact on query execution time in a Columnar NoSQL Data Warehouse
(CN-DW). The obtained results are presented in the Figures from 3, 4, 5 and 6.

Fig. 3. SD Queries execution time Fig. 4. MD Queries execution time

Fig. 5. LD Queries execution time Fig. 6. Global queries response time

5. Discussion: We discus our results in this sub-section.

(a) Impact of the data size on query execution time: As shown in Fig. 3,
the queries execution time increases significantly, when using the (Flat schema)
or the (schema k=4 ). These schemas records poor results compared with other
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schemas (Näıve, schema k=11, schema k=13). In the (schema k=4 ), these
results are due to the fact that poor quality of this schema (the attributes in
column families aren’t well grouped, having a greater value of the E2

k=4 = 0.437),
the performance can degrade in situations where evil choice of the number of
column families k. But, in the (Flat schema), these results are due to the pres-
sure on the memory caused by the large amounts of data coming from the same
column family (Flat method: all attributes of the fact and dimension tables are
combined in one column family). Indeed, In HBase, the data from a single col-
umn family are stored in set of HFiles. It is important to note that the number
of HFiles depends to the size of the data of a column family. For read data in
(Flat schema), HBase will automatically solicit and loaded into memory a large
number of HFiles, this offer the possibility of performing multiple processing at
the memory. As such, it is clear that this process results in a significant increase
in the cost of input/output, which in turn results in increased execution time
and decreased system performance. On the other hand, we observe a slight vari-
ation between the queries execution times, run on the schemas (Näıve, schema
k=11, schema k=13). In the (Näıve schema) the queries frequent 1 to 2 col-
umn families, in the (schema k=11 ) and (schema k=13 ) the queries use 2 to 3
column families. To respond to q1, q2 and q3 in these 3 schemas, HBase exploits
column families having small data sizes. This, allows it to considerably reduces
the number of HFiles in the memory (fewer HFiles of data are scanned during
the query execution), which enables efficient query execution.

(b) Impact of the number of column families on query execution time:
The objective of this experiment is to examine the scalability of the k-means
method, when faced with variations in the number of dimensions. To do this,
we executed 16 queries q4 to q19 presented in Table 1. These queries compute
the OLAP cubes with a gradually increasing number of dimensions. In Figs. 4
and 5, we observed that the proposed method gives better performance for all
queries, whatever the number of dimensions involved, when using the (schema
k=11, schema k=13 ), in these schemas the queries can be recall (3 to 4 column
families). On the other hand, from Fig. 5 it can be seen that (Näıve schema) and
the (Flat schema) are equivalent, in terms of responses times for some complex
queries, this was foreseeable. Indeed, To respond of these queries in the (Näıve
schema). HBase system solicits a very large number of column families (5 to 6
column families), which generates a high cost of combinations and reconstruction
of the intermediate results. Recall that the Näıve approach constructs the column
families according to the principle where each dimension of the relational model
must be transformed into a column family.

Finally, by analyzing these preliminary results, we observe the query runtime
is dependent on the way to model the form of column families. Figure 6 shows
the k-means method in the (schema k=11 ) has lowered global queries execu-
tion time, up to 19.20 % and 34.38 % compared to Näıve approach and Flat
approach, respectively. In general, to improve query run time on the data ware-
house implemented on HBase database, It’s readily apparent that: (1) limit the
number of columns in families; (2) define the good number of column families,
it is not advisable to create too many column families.
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6 Conclusion

The major contribution of this work is the transformation of relational data
warehouse into a columnar NoSQL data warehouse (CN-DW ). We have first
proposed a method that uses clustering techniques in particular, k-means, to
create column families, according to our specific necessities, from existing fact
and dimension tables. These column families form an effective logical model.
This latter is easily converted into an appropriate CN-DW. Experiments are
carried out using the TPC-DS benchmark, several tests are made to evaluate
the effectiveness of the our approach. The results we obtain confirm the benefits
of clustering techniques for the creation of column families to increase the perfor-
mance of the decisional queries. In future work, it we plan to consider all changes
and configuration parameters related to the data warehouse environment.
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Abstract. Numerous methods have been proposed in order to perform
clustering from social networks. While significant works have been carried
out on the design of new approaches, able to search for various kinds of
clusters, a major challenge concerns the scalability of these approaches.
Indeed, given the mass of data that can now be collected from online
social networks, particularly from social platforms, it is important to have
efficient methods for exploring and analyzing these very large amount of
data. One of the recent social network clustering approaches is the extrac-
tion of conceptual links, a new approach that performs link clustering
by exploiting both the structure of the network and attributes of nodes
to identify strong links between groups of nodes in which nodes share
common attributes. In this paper, we focus on the optimization of the
search for conceptual links. In particular, we propose PALM, a parallel
algorithm that aims to improve the efficiency of the extraction by simul-
taneously exploring several areas of the search space. For this purpose,
we begin by demonstrating that the solution space forms a concept lat-
tice. Then, we propose an approach that explores in parallel the branches
of the lattice while reducing the search space based on various properties
of conceptual links. We demonstrate the efficiency of the algorithm by
comparing the performances with the original extraction approach. The
results obtained show a significant gain on the computation time.

1 Introduction

The study of social networks has become one of the most active research areas
of the 21st century, which is found in the literature as the “new science of
networks” [1]. We can explain this growing interest in network analysis by two
factors. Firstly more and more data are now available, especially through online
social platforms which allows to collect data on users as well as the content
they exchange and requires efficient methods for exploring and analyzing these
very large amount of data. Secondly the network formalism allows to address
various kinds of real world phenomena such as diffusion problems [2], questions
of influence [3], purchasing behaviours [4] or the prediction of various events [5].

One of the very active lines of research of network science concerns the knowl-
edge extraction from networks, known as “social network mining” or more simply
c© Springer International Publishing AG 2017
D. Benslimane et al. (Eds.): DEXA 2017, Part II, LNCS 10439, pp. 259–274, 2017.
DOI: 10.1007/978-3-319-64471-4 21
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“link mining” [6,7]. In particular, the identification of clusters is the most com-
mon task of social network mining [8]. Indeed in many systems, whether natural
or social, the entities involved often tend to organize into groups. Identifying
these groups proves to be an important challenge to understand the structures
emerging from the interactions between entities, to study the mechanisms that
take place and to determine the role of agents within these kinds of systems. Thus
many clustering methods can be found in the literature. If traditional clustering
methods dedicated to networks only focused on the network structure for extract-
ing clusters called communities [9,10] (groups of nodes densely connected), more
recent approaches have focused on the extraction of new kinds of clusters, more
complex, defined by the network structure and the attributes of nodes [11]. Thus
a major challenge concerns the scalability of these new approaches.

In this paper, we focus on the optimization of a recent network clustering
approach called conceptual links, that performs clusters of links by exploiting
both the network structure and node attributes to identify strong links between
groups of nodes in which nodes share common attributes. This work is moti-
vated by the observation that the original extraction algorithm [12] performs a
sequential search of these clusters, without taking into account possible paral-
lelisms. Thus in this paper we present PALM, a parallel algorithm that aims to
improve the efficiency of the extraction process of conceptual links by simultane-
ously exploring several areas of the search space. For this purpose, we begin by
demonstrating that the solution space forms a concept lattice. Then, we propose
an approach that explores in parallel the branches of the lattice while reducing
the search space based on various properties of conceptual links. The efficiency
of the algorithm is demonstrated by comparing the performances with the origi-
nal extraction algorithm on a telecommunication network. The results obtained
show a significant gain on the runtime.

The paper is organized as follows. Section 2 reviews the main descriptive
approaches proposed to extract clusters from social networks. Section 3 formally
describes conceptual links and shows how the solution space forms a concept
lattice. Section 4 details the parallel algorithm we propose. Section 5 is devoted
to experiments conducted on a telecommunication network. Finally, Sect. 6 con-
cludes and presents our future directions.

2 Related Works

In recent years, numerous methods have been proposed to extract knowledge
from social networks. As for the classical data mining area, these methods can be
classified according to two main families. (1) Approaches that rely on predictive
modelling, that cover all methods focusing on historical and current data in order
to formulate hypotheses about future or unknown events [13,14]. (2) Approaches
based on descriptive modeling, that cover the set of methods that aim to sum-
marize data by identifying some relevant hidden patterns to describe how the
components of a system are organized, work and interact [15,16]. A recent survey
on descriptive modeling appraoches on social networks can be found in [8].
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Fig. 1. Examples of (b) communities, (c) hybrid clusters and (d) conceptual links
extracted from the reference network (a)

The search for clusters in a social network, also called network clustering,
is one of the best known descriptive modeling approaches. The objective is to
analyze the network in order to identify groups that satisfy some specific criteria.
Main network clustering methods can be classified as follows.

(i) Link-based clustering refers to a family of methods that search for node
partitions (also called “communities”) by only taking into account the struc-
ture of the network [9,10] as shown on Fig. 1(b). The objective is to decom-
pose the network into several communities, namely groups of nodes with a
high density of connections. The algorithms attempt to identify node groups
that maximize the intra-community links while minimizing inter-community
ones [17]. Two kinds of methods are commonly distinguished, aggregative
methods that merge nodes iteratively, and separative methods which start
with a single group containing all nodes and divide it iteratively.

(ii) Hybrid clustering is a network clustering approach that aims to take into
account the attributes of the nodes during the extraction phase of commu-
nities [11,18,19] as shown on Fig. 1(c). Indeed, in numerous applications the
classical definition of a community does not allow to fully understand the
studied structures. Thus, hybrid clustering techniques attempt to identify
densely connected groups of nodes, which have in addition a high homo-
geneity in their attributes.
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(iii) Conceptual links is a new approach that exploits information available
on both the structure of the network and the attributes of nodes, in order
to identify the set of attributes most frequently linked within the net-
work [12,20] as shown on Fig. 1(d). Such groups provide relevant knowledge
on attributes that structure the links inside the network. Unlike the two
previous approaches that perform clusters of nodes, this approach identifies
clusters of links according to a given support threshold. It relies on formal
concept analysis [15] and produces synthetic representations of the studied
networks.

3 Conceptual Links: Definition

Let us introduce G = (V,E) a network, in which V is the set of nodes (vertexes)
and E the set of links (edges) with E ⊆ V × V .

V is defined as a relation R(A1, ..., Ap) where each Ai is an attribute. Thus,
each vertex v ∈ V is defined by a tuple (a1, ..., ap) where ∀q ∈ [1..p], v[Aq] = aq,
the value of the attribute Aq in v and |R| = p.

An item is a logical expression A = x where A is an attribute and x a value.
The empty item is denoted ∅. An itemset is a conjunction of items for instance
A1 = x and A2 = y and A3 = z. An itemset which is a conjunction of k non
empty items is called a k-itemsets.

Let m and sm be two itemsets. If sm ⊆ m, we say that sm is a sub-itemset
of m and m is a super-itemset of sm. For instance sm = xy is a sub-itemset of
m = xyz.

Any itemset is a sub-itemset of itself.
We denote IV the set of all itemsets built from V .
Let us consider G as a unipartite directed graph. Thus, for any itemset m in

IV , we denote Vm the set of nodes in V that satisfy m and we define:

• the m-left-hand linkset LEm as the set of links in E that start from nodes
satisfying m i.e
LEm = {e ∈ E ; e = (a, b) a ∈ Vm}

• the m-right-hand linkset REm as the set of links in E that arrive to nodes in
Vm i.e
REm = {e ∈ E ; e = (a, b) b ∈ Vm}

Definition 1 (Conceptual link). For any two elements m1 and m2 in IV ,
the conceptual link (m1,m2) of G is the set of links connecting nodes in Vm1 to
nodes in Vm2 (as shown on Fig. 2).

Obviously, conceptual links are defined on various kinds of networks: oriented,
non-oriented, unipartite or bipartite networks.

For instance, if m1 is the itemset cd and m2 is the itemset efj, the conceptual
link (m1,m2) = (cd, efj) includes all links in E between nodes in V that satisfy
the property cd with nodes in V that satisfy the property efj.
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Fig. 2. Example of conceptual link extracted between m1 and m2

Let LV be the set of conceptual links of G = (V,E) and (m1,m2) be any
element in LV .

(m1,m2) = LEm1 ∩ REm2

= {e ∈ E ; e = (a, b) a ∈ Vm1 and b ∈ Vm2}

Definition 2 (Support of conceptual link). We call support of any element
l = (m1,m2) in LV , the proportion of links in E that belong to l.

supp(l) =
|(m1,m2)|

|E|
For an itemset m and a conceptual link l, if l = (∅,m) or l = (m, ∅) then
supp(l) = 0.

Definition 3 (Frequent Conceptual Link). Given a real number β ∈ [0..1],
a conceptual link l in LV is frequent if its support is greater than a minimum
link support threshold β,

supp(l) > β

Let FLV be the set of frequent conceptual links (FCL) in G = (V,E) accord-
ing to a given link support threshold β.

FLV =
⋃

m1∈IV ,m2∈IV

{ (m1,m2) ∈ LV ;
|(m1,m2)|

|E| > β }

Definition 4 (Conceptual sub-link). Let two any itemsets sm1 and sm2 be
respectively sub-itemsets of m1 and m2 in IV . The conceptual link (sm1, sm2)
is called conceptual sub-link of (m1,m2).

Similarly, (m1,m2) is called conceptual super-link of (sm1, sm2).
We write (sm1, sm2) ⊆ (m1,m2)

Property 1 (Downward-closure property). If a conceptual link l is frequent
then all its sub-links are frequent. Thus if a link is infrequent then all its super-
links are infrequent.
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Fig. 3. Example of concept lattice formed by conceptual links with conceptual link
(ab;b) frequent and conceptual link (b;b) infrequent (irrelevant links are pruned)

Proof. Let sm1 and sm2 be respectively sub-itemsets of m1 and m2. The prop-
erties Vm1 ⊆ Vsm1 and Vm2 ⊆ Vsm2 hold.

Therefore (m1,m2) ⊆ (sm1, sm2).
Thus |(m1,m2)| ≤ |(sm1, sm2)|.

Definition 5 (Maximal frequent conceptual link). Let β be a given link
support threshold, we call maximal frequent conceptual link (MFCL), any fre-
quent conceptual link l such as, there exists no super-link l′ of l that is also
frequent.

More formally, �l′ ∈ FLV such as l ⊂ l′.

Thus, the relation ⊆ that defines a partial order on IV can be extended
to LV . Thus as shown on Fig. 3 (LV ,⊆) induces a concept lattice that can be
used to extract maximal frequent conceptual links. On example of Fig. 3 when a
MFCL like (ab, a) is found, all its sub-links may be pruned since they are not
maximal. Similarly, when an infrequent conceptual link like (b, b) is found, all
its super-links may be pruned since they cannot be frequent.

Maximal frequent conceptual links provide a conceptual view of the social
network about groups of nodes that share common internal properties (or con-
cepts) and are the most connected into the network [20]. This knowledge can
be summarized into a graph structure in which each node is associated to an
itemset, and each link corresponds to a MFCL.

4 PALM Algorithm

In this section, we describe the parallelized algorithm PALM that we propose.
In Sect. 4.1 we begin by detailing MFCLMin, the original algorithm proposed
to extract maximal frequent conceptual links. Then, Sect. 4.2 introduces the
improvements introduced in PALM to reduce the search space of solutions and
to parallelize its exploration.



PALM : A Parallel Algorithm for Extracting Maximal Conceptual Links 265

4.1 Original Algorithm MFCLMin

The original algorithm can be divided in 4 parts, with the last two parts that
are iteratives:

(i) Generation of all 1-itemsets candidate: Browse all nodes of the graph
and then build the list of the left hand 1-itemsets LI1 and the right hand
1-itemsets RI1 by extracting all attributes from the network nodes.

(ii) Generation of the 1-frequent conceptual links: Evaluate all concep-
tual links (m1, m2) whose left-hand m1 is in LI1 and right-hand m2 is in
RI1. When the support value is greater than the support threshold β, the
conceptual link (m1, m2) is stored in FLVmax

.
(iii) Generation of the t-itemsets candidate at iteration t > 1: Compare

all elements of LIt−1 and generate t-itemsets candidate by joining those
that share (t − 2) attributes. New itemsets are added in a list LIcand. In
the same way, this task is done for RIt−1 and a list RIcand is generated.

(iv) Generation of the t-frequent conceptual links at iteration t > 1:
Check all conceptual links l composed of a t-itemset and a k-itemset, with
k ≤ t. If the conceptual link l has a support value higher than the support
threshold β and has non super itemsets in FLVmax, all sub-links of l are
removed from FLVmax and l is added to FLVmax.

Tasks (iii) and (iv) are repeated until no new candidate is generated. While
this algorithm allows to extract maximal frequent conceptual links from social
networks, the search process is conducted in a sequential way. Moreover it does
not optimize the exploration of the search space, which makes it difficult to
extract conceptual links on large datasets.

Thus, in order to optimize the search for these clusters of links, we pro-
pose the algorithm PALM that introduces two kinds of improvements. First,
it reduces the number of computation made by limiting the exploration of the
search space, and secondly it parallelizes some parts of the extraction process to
explore simultaneously several areas of the search space.

4.2 Improvements Provided in PALM

The first improvements that have been introduced in PALM concerns the can-
didate generation process. In part (iii) of MFCLMin, in order to generate the
t-itemsets at iteration t, it was trying to join all m1,m2 as (m1,m2) ∈ LI2t−1 or
(m1,m2) ∈ RI2t−1. Only those that share (t − 2) items could be join. However, 2
itemsets share k items if and only if they have at least one common subitemset.
So in PALM, we save the structure of the concept lattice and reduce the time
spent for the creation of new t-itemsets at each iteration (see lines 22 and 23
of Algorithm 1) by exploring the (t − 2) itemsets and trying to join their own
superitemsets that are respectively in LIt−1 and RIt−1.

In part (iv) of MFCLMin, the conceptual links that are tested are made from
all possible pairs with an itemset from LIcand and an itemset of RIcand. Then
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each conceptual link will be compared with all edges of the network to evaluate
its frequency. This part is the most time consuming part. Thus in order to
improve this treatment two enhancements have been applied. Indeed, using the
property 1 and the structure of the concept lattice saved, we reduce the number
of conceptual links that have to be tested at each iteration. As the superlinks
of frequent conceptual links from the previous step could be frequent as well,
we reduce the links that have to be checked at each step in the Algorithm 4 by
selecting only super conceptual links (see line 2). Furthermore, by keeping edges
that match each conceptual links, we can reduce the number of edges that have
to be compared as well for each conceptual link to the number of edges that
match its superconceptual link.

Many parts of the process are composed by subtasks that are entirely inde-
pendent. Then a second way to reduce the computation time is to perform these
tasks simultaneously by using multithreading.

In part (i), all nodes of the network are explored to extract 1-itemsets. How-
ever this task may be performed simultaneously by dividing the network nodes

Algorithm 1. PALM
Require: Network : G = (V, E); Threshold : β; Integer : nbCore
1: FLVmax : empty list of conceptual links
2: LIcand : empty list of itemsets
3: RIcand : empty list of itemsets
4: for threadIndice ← 1 to nbCore do
5: run threadGeneration1ItemSet(G, threadIndice, LIcand)
6: run threadGeneration1ItemSet(G, threadIndice, RIcand)
7: end for
8: iteration ← 1
9: LIn with n ≥ 0 : Empty lists of Itemsets

10: RIn with n ≥ 0 : Empty lists of Itemsets
11: LI0.addEmptyItemset()
12: RI0.addEmptyItemset()
13: LI0.firstItemset().addSuperItemsets(LIcand)
14: RI0.firstItemset().addSuperItemsets(RIcand)
15: for threadIndice ← 1 to nbCore do
16: run threadGen1CL(G, β, threadIndice, FLVmax , LI1, RI1, LIcand, RIcand)
17: end for
18: iteration ← iteration + 1
19: while (LIt−1 �= ∅) and (RIt−1 �= ∅) do
20: Generate LIcand from LIt−2 and LIt−1 and update lattice structure
21: Generate RIcand from RIt−2 and RIt−1 and update lattice structure
22: for threadIndice ← 1 to nbCore do
23: run threadGenCL(G, β , threadIndice, FLVmax, LIt, RIt, LIcand, RIcand)
24: end for
25: iteration ← iteration + 1
26: end while



PALM : A Parallel Algorithm for Extracting Maximal Conceptual Links 267

Algorithm 2. threadGeneration1ItemSet
Require: Network : G = (V, E); Integer : tIndex; List 〈ItemSet〉 : Cand
1: tCand ← ∅ : Empty list of ItemSet

2: for all node vi with i ∈
]
(tIndex−1)×|V |

nbCore
, tIndex×|V |

nbCore

]
do

3: tCand ← tCand ∪ vi.extractAll1ItemSets()
4: end for
5: Cand ← Cand ∪ tCand

Algorithm 3. threadGen1CL
Require: Network : G = (V, E); Threshold β; Integer tIndex; List 〈ConceptualLink〉

: FLVmax ; List 〈ItemSet〉 : LI1, RI1, LIcand, RIcand

1: for all Itemset mi ∈ LIcand with i ∈
]
(tIndex−1)×|LIcand|

nbCore
, tIndex×|LIcand|

nbCore

]
do

2: for all Itemset nj ∈ RIcand do
3: if |(mi, nj)| > β × |E| then
4: FLVmax .addConceptualLink(mi, nj)
5: LI1.add(mi)
6: RI1.add(nj)
7: end if
8: end for
9: end for

on T threads that will extract a part of the 1-itemsets before merge them in a
global list, as shown in Algorithm2.

In part (ii), all elements of LIcand are combined with those of RIcand in
order to create new conceptual links candidate that will be checked and stored
if their support is greater than the support threshold β. In the same way, the
frequency of each conceptual link could be calculated in different threads as
well. Therefore, in the Algorithm 3, we divided the LIcand on T threads that
aim to create the candidate conceptual links using their fraction of LIcand and
all itemsets of RIcand.

Finally, in part (iv), each element of FV Lmax is used in order to find all
conceptual links at current iteration that could be frequent. Algorithm4, a dis-
tributed version of this task, splits the current FV Lmax so we can attribute each
part to T threads that will generate the superconceptual links and test them.

5 Experimental Results

This section is devoted to the performances of the PALM algorithm. Section 5.1
presents the test environment used for experiments. Section 5.2 describes the
behavior of the algorithm when the size of the network (expressed in number of
links) and the number of attributes evolve. Finally, Sect. 5.3 details the gain on
the computation time provided by PALM with respect to the original algorithm
MFCLMin.



268 E. Stattner et al.

Algorithm 4. threadGenCL
Require: Network : G = (V, E); Threshold β; Integer i; List 〈ConceptualLink〉 :

FLVmax ; List 〈ItemSet〉 : LIt, RIt, LIcand, LIcand

1: for all C.Link Li ∈ FLVmax with i ∈
]
(tIndex−1)×|FLVmax |

nbCore
,
tIndex×|FLVmax |

nbCore

]
do

2: for all C.Link l in Li.listSuperConceptualLink() do
3: ml ← l.leftItemSet()
4: mr ← l.rightItemSet()
5: if (ml ∈ LIcand or mr ∈ RIcand) and |(ml, mr)| > β × |E| then
6: FLVmax .remove(Li)
7: FLVmax .add(l)
8: if |ml| = t then LIt.add(ml)
9: if |mr| = t then RIt.add(mr)

10: end if
11: end for
12: end for

5.1 Test Environnement

The dataset used is a telecommunication network provided by a local mobile
phone operator. This network represents the calls made by subscribers on June
1st 2009 from 5 am to 3 pm. In a such a network, nodes are subscribers and links
are calls made on the study period. The network has a scale-free structure and
is composed of about 246 000 nodes and 510 000 links collected over the 10 h of
study. Figure 4 describes the evolution of the main properties of the network on
the study period.

Fig. 4. Evolution of the main properties of the network on the study period: (a) nodes
and links, (b) density and (c) average degree

Each node of the network is characterized by an ID and 9 attributes: (1) local-
ization (Martinique, Guadeloupe or Guyana), (2) time slot on which it is most
active, (3) type of package (Limited, Young or Professional), (4) average number
of calls made, (5) average duration of calls made, (6) average number of received
calls, (7) average duration of received calls, (8) number of sms sent, (9) num-
ber of sms received. Except for attributes (1) and (3), all attributes have been
pre-processed in order to discretize them on five classes having equivalent sizes.
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Our objective was to evaluate the performances of PALM algorithm. For this
purpose, we studied for several support thresholds, the evolution of the runtime
according to (i) the size of the network and (ii) the number of attributes. We
vary the size of the network by capturing its state on each hour of the study.
In same way, we vary the number of attributes by reducing the attributes on
nodes. Results have been compared to those obtained by the original algorithm
MFCLMin, to understand how PALM behaves compared to MFCLMin and what
is the gain on runtime provided by our approach.

Experiments have been conducted with the following simulation environment:
Intel Core i7-4770 3.40 GHz, 8 cores, 32Go Ram, Linux Ubuntu 14.04 64 Bits,
Java JDK 1.8. The algorithm PALM have been implemented in Java and all
tests have been conducted by parallelizing the program on 8 cores.

5.2 Algorithm Behavior

As a first approach, we have studied the evolution of the runtime (in seconds)
with some support thresholds (β = 0.3 and β = 0.4) for both algorithms. Figure 5
shows the results when (a) the number of links evolves and (b) the number of
attributes varies.

Fig. 5. Evolution of runtime (sec.) of MFCLMin and PALM according to (a) the num-
ber of links and (b) the number of attributes

First of all, we observe that for the two thresholds used, the runtime is always
lower for the PALM algorithm we propose. For instance with 9 attributes, the
runtime is about 55 s with MFCLMin for the two thresholds used, while it is
about 15 s for β = 0.3, and 10 s for β = 0.4 with PALM. Nevertheless, in a more
general way, we can observe common tendencies. Indeed, the runtime increases
linearly with the size of the network, while it can be approximated by a power
function when the number of attributes is increased, as shown on some equations
approximated by regression displayed on Fig. 5.

These trends have been observed for several support thresholds used. Thus,
to better understand the evolution of the runtime, we focused on the evolution
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of (a) the slope of the runtime curve when the number of links varies and (b) the
exponent of the power function according to the number of attributes. Figures 6
presents these results for various support threshold β ∈ [0.15..0.5].

Fig. 6. Evolution of (a) slope and (b) exponent of the runtime curve according to the
support threshold

If we focus on the evolution of the slope (see Fig. 6(a)), we can observe that
for both algorithms, the slope of the runtime curve increases when the sup-
port threshold decreases. Thus, although the runtime increases linearly with the
number of links (observed on Fig. 5(a)), we note that the slope of the curve is
stronger for small support thresholds. This can be explained by the fact that for
small support thresholds the solution space become larger, since many concep-
tual links are identified and have to be evaluated at the next iteration. However,
the algorithm PALM explores more quickly this solution space, especially for
small thresholds. Indeed, the slope is always lower PALM algorithm whatever
is the support threshold. In particular, when the search space becomes larger,
namely with small support thresholds, the difference is significant, which demon-
strate that PALM explores the search space more efficiently.

A similar behavior is observed if we focus on the exponent of the curve (see
Fig. 6(b)). Indeed although the runtime increases with the number of attributes
according to a power function (observed on Fig. 5(b)) we note that the exponent
of the curve is always lower for the PALM algorithm whatever is the support
thresholds used. This also demonstrates an improvement in computing time.

Thus, if the behaviors are similar when the size of the network
evolves or when the number of attributes varies, we have observed
that the parallelization performed by the algorithm PALM allows to
explore more efficiently the solution space, which significantly reduces
the runtime.

5.3 Gain Provided by PALM

To go further, we sought to understand what was the gain on the runtime pro-
vided by PALM. In our context, the gain is defined as the fraction of time saved
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Fig. 7. Gain on the runtime (sec.) compared to original algorithm for various support
thresholds according to (a) the number of links and (b) the number of attributes

from the original algorithm, namely runtime(MFCLMin)−runtime(PALM)
runtime(MFCLMin) . Figure 7

shows for various support thresholds how evolves the gain when we vary (a) the
number of links and (b) the number of attributes.

First of all, we note that the gain is negligible when the number of links is
very low (see Fig. 7(a)). This can be easily explained by the fact that the original
algorithm also extract the conceptual links relatively quickly on small networks.
However, the gain provided by the PALM algorithm grows quickly with the size
of the network and seems to stabilize, even with high number of links. Indeed,
it is interesting to observe that for all support thresholds used the gain is about
75% and remains stable when the number of links is high.

Regarding the results obtained according to the number of attributes (see
Fig. 7(b)), similar trends can be observed. Indeed, the gain is low when nodes
have few attributes and increases with attributes. For instance, the gain on the
runtime is about 70% when nodes have more than 5 attributes. Moreover, as
previously observed it seems to remain relatively stable for high numbers of
attributes.

Thus, the results obtained confirm the efficiency of the PALM algo-
rithm, since the gain on the runtime compared to the original algo-
rithm is significant and remains stable when the number of links
evolves or when the number of attributes is varying.

Finally, to complete these results, we sought to understand the impact of
the number of cores on the gain. For this purpose, as we observed that the gain
remains rather stable regardless the β support thresholds used (see Fig. 7), we
studied the impact of the number of cores on the average gain on the runtime
when (a) the number of links evolves and (b) the number of attributes varies.
Figure 8 presents these results with 8 cores, 12 cores and 16 cores.

As observed previously, we observed that the gain is not important when the
number of links is low or when the number of attributes is reduced. This is due
to the fact that on small networks, or on networks with very few attributes, the
original algorithm identifies the clusters relatively quickly. However we note that
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Fig. 8. Impact of the number of cores on the average gain according to (a) the number
of links and (b) the number of attributes

the gain on the runtime is significant when the size of the network increases or
when the number of attributes evolves. For instance with 9 attributes, the gain is
about 80% when the parallelization is made on 16 cores. Finally, we can observe
that the parallelization on more cores actually accelerates the computation time,
since the average gain increases with the number of cores used. For instance,
when the number of links is high the gain is about 70% with 8 cores while it is
about 80% with 16 cores.

Thus, the results obtained have shown the efficiency of the
PALM algorithm in the search for maximal frequent conceptual links.
In particular, the improvements provided by the parallelization of the
treatments and by the reduction of the research space have allowed
to obtain gains on the computation time of up to 80%.

6 Conclusion and Future Works

In this paper, we have addressed the problem of the extraction of clusters from
social networks. Unlike many other studies that focus on the search for different
types of clusters, we have addressed here the major problem of scaling up existing
methods. In particular, we are interested in the optimization of the search for
maximal conceptual links, which is a new approach that performs link clustering
by exploiting both the structure of the network and the attributes of nodes to
identify strong links between groups of nodes in which nodes share common
attributes. Our contributions can be summarized as follows.

• We have formally described the notion of conceptual links and shown that
the solution space forms a lattice concept. This formalization have allowed
us to extract some properties on conceptual links and these properties have
been used to reduce the search space.

• We have proposed the algorithm PALM that aims to improve the efficiency of
the extraction by simultaneously exploring several areas of the search space.
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Moreover, PALM reduces the search space based on some properties high-
lighted on the solution space.

• Finally, we have implemented the algorithm in Java and we have evaluated
its performances on a telecommunication datasets. The efficiency of the algo-
rithm has been demonstrated by comparing the performances with the origi-
nal extraction algorithm. The results obtained have shown a significant gain
on the computation time.

As short term perspectives, the work conducted in this paper will allow to
extract conceptual links on larger social networks and in less time. To go further,
we plan to extend this work of parallelization by distributing computations on
machine clusters and to use the concepts of big data in order to adapt the
proposed algorithm to big data framework such as Hadoop or Spark.
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Abstract. Web services are typically involved in various types of inter-
action during their lifespan. They may participate as components in more
complex services (composition) or replace unavailable services (substitu-
tion). Identifying the invocations that are part of the same interaction
relationship and the nature of these relationships provides support for
mashup developers. In this paper, we propose a novel approach for dis-
covering composition and substitution relationships from service logs.
We introduce a technique to correlate events that are part of the same
relationship. We use association rule algorithms to determine the most
frequent item-sets of correlated events. We infer composition and sub-
stitution relationships from these item-sets and derive a multi-relation
network of Web services. Experiments show that 80% of the interaction
relationships can be learned with 70% precision.

Keywords: Web service interactions · Service logs analysis · FP-
Growth algorithm

1 Introduction

The tremendous recent technological advances such as cloud computing, Inter-
net of Things (IoT), mobile computing, and social media have motivated orga-
nizations to export their applications as Web services. These services do not
operate in silos; they usually participate in several kinds of interaction relation-
ships such as composition and substitution. Composition denotes collaboration
between services with complementary functionalities to provide an added-value
services known as composite service [16]. We consider two composition pat-
terns [19]: orchestration and composability. Orchestration refers to an executable
Web service process and is controlled by a single party. The mashups listed in
programmableweb.com exemplify the orchestration pattern where independent
APIs are combined to provide new services. BPEL-like composition is another
example of orchestration [19]. Composability ascertains that Web services can
safely be combined in a composite service, hence avoiding unexpected failures
at runtime. It refers to the ability of services to be combined together (both
syntactically and semantically), hence being part of the same composite service
[11]. Substitution [9] is defined as the possibility of replacing the invocation of
c© Springer International Publishing AG 2017
D. Benslimane et al. (Eds.): DEXA 2017, Part II, LNCS 10439, pp. 275–289, 2017.
DOI: 10.1007/978-3-319-64471-4 22
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a service (at compile or run-time) by another service. It may reflect competi-
tion between services offering comparable functionalities (e.g., Bing Maps and
Google Maps) or potential collaboration. For instance, a tax filing service may
be unable to cope with the increasing number of requests before the tax filing
deadline. Instead of delaying these requests and penalizing customers, it may
delegate some requests to partner services.

As services interact with each other, the hosting servers record the history
of such interactions as events in service logs. Service logs contain raw data
about past service invocations. Some of these invocations may be part of the
same interaction relationship (e.g., composition, substitution). Service logs may
be leveraged to learn about past interaction relationships. This provides useful
information to mashup developers such as (i) which services can be combined
together to build new mashups? (ii) which services are likely to be composable?
(iii) which services can be used to replace failing ones?

The learned relationship offers three major to mashup developers. First, ser-
vice composition involves multiple time-consuming phases such as identifying the
business tasks that make-up the composite service, discovering partner services,
comparing competitors and selecting the “best ones”, checking the composability
of the selected services, and orchestrating those services. This process gets even
more tedious as developers combine a larger number of services. For instance,
the Better Home1 home finder mashup integrates seven services: Zillow, Walk
Score, Google Maps, geocoder, Trulia, Factual, Yelp, Socrata Open Data.
Learning from mashups that have been successfully used in the past may assist
developers in building new ones. Unfortunately, very few programmers devote
time to share information about their mashups as they are generally busy with
their programming and maintenance duties.

Second, Web services are subject to unexpected events during their life-
time such as changes (e.g., new parameters added to messages) and failures
(e.g., server shutdown). Such events may impact the composite services that use
those services. For example, MapsKrieg2 mashes-up Craigslist’s apartment
and housing listings with Google Maps to provide a visual way to find places
to rent. We noticed that MapsKrieg was not working on 1/29/2017 because
of Craigslist’s unavailability. Substitution relationships provide support for
mashup developers in handling exceptions (e.g., failed invocation); developers
can replace unavailable partners by others using the substitution relationships
discovered from service logs.

Third, mashup developers have to sift through a large service space to dis-
cover the services that meet their needs and requirements, hence exacerbat-
ing attempts to compose services. One solution to alleviate this problem is
to organize services into smaller cluster also referred to as communities. The
different types of interactions relationships learned from service logs can be
modeled as a multi-relation service network [7] where nodes represent services
and edges denote relationships among those services. In our previous work [7],

1 https://boiling-eyrie-10872.herokuapp.com.
2 http://www.mapskrieg.com/.

https://boiling-eyrie-10872.herokuapp.com
http://www.mapskrieg.com/
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we introduced an approach for clumping services into communities of services
that are more likely to interoperate. The relationships learned through our
approach can be used as input for building communities of interoperable Web
services.

Mining Web service logs has been subject of past research in the literature. [4]
proposes a statistical iterative approach for discovering compositions from ser-
vice logs. [12,14] study correlation of events across different logs to find the ones
that belong to the same business process. However, the previous techniques do
not consider learning the different types of interaction relationships which may
help developers identify potential collaborators and competitors. Furthermore,
we provide an end-to-end approach for learning interactions starting from clean-
ing service logs to generating multi-relation networks of services. [13,17] mine
logs to build networks that depict the causal relationships between service exe-
cution events. They do not identify which causal relationships are part of the
same composition, composability, or substitution relationship. [10,18] analyze
Web service interactions for trust assessment. However, they do not consider the
nature of the relationships services are engaged in and which services are part
of the same relationship.

In this paper, we propose a new approach for learning interaction relation-
ships from service log files. We derive a multi-relation network of services using
the inferred relationships. The main contributions of this paper are:

– We define a three-phase approach for learning interaction relationships from
service logs. The pre-processing phase cleans log files from irrelevant data and
prepares data structures for the next phases. The interaction mining is the
core of our learning process. It generates itemsets of services that are likely
to participate in composition and substitution relationships. The relationship
generation phase returns a multi-relation network of services that depicts
services and their relationships.

– We introduce an event-correlation technique and algorithms for mining service
logs to identify orchestration, composability, and substitution relationships.
An event in the log denotes a client’s invocation to another service. The pro-
posed technique groups correlated events and their services into interaction
windows. We use the parallel FP-Growth [8], an efficient association rule algo-
rithm, to determine the most frequent interaction windows. We refer to these
interaction windows as frequent or learned.

– We conduct extensive experiments to assess the efficiency of the proposed
approach. The experiments show that 80% of the interaction relationships
can be learned with 70% precision.

The rest of this paper is organized as follows. Section 2 reviews related work.
Section 3 describes the proposed approach for learning relationships and build-
ing the multi-relation services network. Section 4 is devoted to experiments and
performance analysis. We provide concluding remarks in Sect. 5.
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2 Related Work

Machine learning has been applied to extract insights from log files for various
purposes. [3,13] mine software and service logs for failure detection. [3] aims
at predicting failures in software via logs. The different changes of state that
software experience during their lifetime are recorded in logs as messages (oper-
ations). Random Indexing is used to represent sequences of those messages; it
is combined with Support Vector Machines to classify a sequence of messages
as a failure or non-failure. [13] proposes a diagnosis-based approach for identi-
fying service execution events suspected to cause failures. It uses FP-Growth to
build a causality graph of events detailing service execution. The events make
up the graph nodes while the edges depict the rules that present the causality
between the events. Based on such a graph, a diagnosis is performed to identify
the top-k events suspected to raise a failure. [2] mines the traces of software
components interaction to apply dynamic changes to a running software system
(such as replacing a running component) without creating inconsistencies. The
mining allows also the identification of potentially malicious (abnormal) behav-
ior. [17] models dependencies among the activities relating to software execution
by using a Bayesian network. The Bayesian network depicts the causal relation-
ships between the recorded log events. Such a network is used to predict the
lateness probability of the process managed by the software. The aforementioned
approaches mine logs for different purposes such as failure prediction or process
lateness probability computation. Our approach aims at learning the different
possible interactions among services (mainly composition and substitution) and
the services involved in those interactions. We also model the learned interactions
using a multi-relation network. [4] proposes a statistical incremental approach
for discovering composition patterns from service logs. [12,14] study events cor-
relation across a set of service logs. [12] proposes heuristics and algorithms for
identifying the events that are part of the same process execution. However, it
does not consider the type of the relationships these events are part of. [14] pro-
poses parallel algorithms that use map-reduce for discovering event correlations
over big event datasets. In our work we use the parallel FP-Growth and Apache
Spark for performing parallel computations during the learning process. [15]
proposes an FPGrowth-based approach for ranking Web services after semanti-
cally modeling their execution logs. The focus of our work is on correlating log
events that are part of the same composition or substitution whereas this app-
roach considers ranking services. In another hand, [6] uses collaborative filtering
to recommend APIs (items) for mashups by comparing with similar mashups.
Once similar mashups are identified, their preferences in term of APIs are added
to the desired mashup. Our approach identifies more opportunities for compo-
sitions and substitutions, and hence we allow improving mashups make-up and
offer alternatives when a particular API is no longer available. By doing so, our
network allows mashups self-healing, self-adapting and self-configuring. [1] pro-
poses an unsupervised semantic method to learn profiles of Web services from
semantically rich documents shared by IoT devices. Although existing work tried
to leverage data mining to address various challenges related to Web services,
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the originality of our contribution is in mining service logs to derive a network of
Web services along with their interaction relationships. The generated network
provides support for building flexible, reliable, dynamic service compositions.

3 The Proposed Approach for Learning Interactions

Each service Si is identified by an IP address IPi and has a service log Li that
records all invocations to Si. Si’s invocation of Sj is recorded in Sj ’s log file
(i.e., Lj). An interaction window IW (Su, δ) refers to the set of services that
have been invoked by a certain service Su during a given timeframe δt. For
example, if IW (Su, δt = 5s) = {L2, L4, L5} then services Su invoked S2, S4, and
S5 in a 5-second timeframe.

Fig. 1. Approach overview

Figure 1 depicts the main steps of the proposed approach for learning inter-
action relationships. The pre-processing phase (Sect. 3.1) cleans the service log
files from irrelevant data. It returns the list of events recorded in each log file, the
list of events raised by each Web service, the list of log files where such events
have been recorded, and the list of service IP addresses. An event in the log
denotes a client’s invocation to another service. The following two phases con-
stitute the learning process of our approach. The interaction miner (Sect. 3.2)
uses the aforementioned lists to identify the interaction windows IWs for each
service. If the same IP address is observed in the clientIP entry of many service
logs during a given timeframe δt, then those services are candidate to correlate.
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An Interaction window IW that includes those services is generated. The gener-
ated IWs are grouped into itemsets. We use FP-Growth [8], an association rule
algorithm, to determine the most frequent interaction windows. We refer to these
interaction windows as frequent or learned. The relationship generator (Sect. 3.3)
uses the frequent interaction windows to infer orchestration, composability, and
substitution relationships. The outcome is a multi-relation network of services
that depicts services and their relationships. In the rest of this section, we give
details about the three phases.

3.1 Pre-processing Log Files

The aim of this initial phase is twofold. First, we clean log files from irrelevant
data (data cleaning). Second, we prepare the cleaned logs to be used by the
subsequent phases (data preparation).

Data Cleaning. This step cleans log files from irrelevant data (e.g., data needed
by robots) and derives the logs to be used by our approach. We need the following
three pieces of information for each service invocation: (i) IP address of the client
service (ii) invocation date and time (iii) and the invocation outcome (success
or failure). Such information is usually scattered across two files: Server.log
and Access.log. Server.log contains the invocation date and time, details of
the invoked server, duration of the related operation, and level. Access.log
includes the invocation date and time, IP address of the client service, and other
details about the client such as the client’s operating system. To clean the log
files, we first perform a join operation between Server.log and Access.log
on the attribute Date-Time. Then, we project the results over the attributes
(ClientIP, Date-Time, Outcome). The algebraic expression given below sum-
marizes the previous operations:

Π(ClientIP,Date−Time,Outcome)(Server.log ��(Date−Time) Access.log)

Data Preparation. The goal of this second step it to prepare the data-
structures to be used in the learning process, namely IPAddresses, log−events,
service − events, and service − logs (Fig. 1). IPAddresses is a list containing
each service IP address. log − events is a dictionary where each key is a log
identifier (such as Li). Each value is a list of events recorded in Li (i.e., the
invocations targeting Si). service − events is a dictionary where each key is a
service identifier (such as IPi). Each value is a list of events service Si has raised
(i.e., the invocations made by Si). service − logs is a dictionary where each key
is a service identifier (such as IPi). Each value is a list of logs where the events
raised by Si have been observed.

An event denotes the invocation of a client service to another service and
is defined by the quadruplet < ClientIP,DateT ime, Status, CurrentIP >.
ClientIP and CurrentIP refer to the IP addresses of the client service and ser-
vice being invoked, respectively. DateT ime represents the event’s date and time.
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Status refers to the event outcome. Status may take multiple possible values
such as warning, success, and failure. For simplicity, we only consider Success
and Failure as values. Creating the data structures listed above is crucial for
learning the service relationships. For the composition relationship, we look at
the successful events that have been recorded almost at the same date and time
and issued by the same client service. For the substitution relationship, we focus
on the events that raised failures and have been followed by successful invocation
in a short time range and from the same client service.

3.2 Mining Service Interactions

In this section, we illustrate our techniques for discovering composition and
substitution relationships from service logs. For that purpose, we define the fol-
lowing two heuristics for inferring orchestration, composability, and substitution
relationships:

– Heuristic 1 - If a service Si successfully invokes Sm, Sn, Sp within a time-
frame δt and with a high frequency, then we consider an orchestration rela-
tionship between Si and Sm, Si and Sn, and Si and Sp. Moreover, we infer
that Sm is composable with Sn, Sn is composable with Sp, and Sm is com-
posable with Sp.

– Heuristic 2 - If the unsuccessful invocation of Si to Sm is followed by the
successful invocation of Si to Sn with a high frequency, then we infer a sub-
stitution relationship between Sm and Sn.

The intuition behind the first heuristic is that the different executions of an
orchestration process generally involve the invocation of a given set of services
during a similar period of time. If we notice that a given service Si invokes Sm,
Sn, Sp during a timeframe δt and if this same invocation pattern is observed
frequently enough (above a support threshold defined by the user) in the service
logs, then we assume that Si is a process that orchestrates Sm, Sn, Sp. The ratio-
nale behind the second heuristic is that the substitution of Sm by Sn generally
occurs as a result of the failure of Sm invocation by Si. The following sequence
of events are then observed (i) Si invokes Sm, (ii) a failure of Sm invocation is
recorded in Lm, (iii) Si invokes Sn. If this sequence of events is recorded fre-
quently enough (above a support threshold defined by the user) in the service
logs, then we assume a substitution relationship between Sm and Sn.

Algorithm 1 returns (i) serviceIWs, a dictionary whose keys are IP addresses
and values are the related interaction windows; and (ii) frequentIWs, a set
of frequent interaction windows. The latter are also called learned interaction
windows (LIWs). The algorithm first identifies the interaction windows IWs
for each service. An interaction window IW can be either a composition or a
substitution. It is a set of services that have been invoked by a certain service
Su during a given timeframe δt. For each event e raised by Si, a new interaction
window IW is initialized with the log containing e. We look for the logs that
contain events that correlate with e. For each log file Lj that contains an event
f that correlates with e, we append Lj to IW .
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Algorithm 1. Learning Algorithm
Input: log-events, service-events, service-logs, IPAddresses, min-support, δt.
Output: serviceIWs, frequentIWs
1: itemsetAllIWs ← serviceIWs ← frequentIWs ← null
2: for each IPi ∈ IPAddresses do
3: events ← service − events[IPi]
4: logs ← service − logs[IPi]
5: IW ← null
6: used ← null
7: for each ek ∈ events & ek /∈ used do
8: IW.append(Lk)
9: used.append(ek)
10: for each Lj ∈ logs do
11: if (f ∈ log − events[Lj ] & f /∈ used & CorrelationCheck(ek, f, δt))

then
12: IW.append(Lj)
13: used.append(f)
14: end if
15: end for
16: serviceIW [IPi].append(IW )
17: itemsetAllIWs.append(IW )
18: end for
19: end for
20: frequentIWs ← FP -Growth(itemsetAllIWs, min − support)

Two events e and f recorded in Lk and Lj , respectively, correlate for com-
position iff (i) they have been recorded during a given time frame δt (i.e.,
e.dateT ime − f.dateT ime <= δt); (ii) they have been raised by the same client
service Si (i.e., e.clientIP = f.clientIP = IPi); (iii) and they have been achieved
successfully (i.e., e.status = f.status = success). Algorithm 2 describes the cor-
relation condition for composition relationships.

Similarly, two events e and f recorded in Lk and Lj , respectively, correlate
for substitution iff (i) they have been recorded during a given time frame δt; (ii)
they have been raised by the same client service Si; (iii) the invocation of Si to
Sk failed and has been followed by a successful invocation of Si to Sj . Checking
if two services correlate in the same substitution is given by Algorithm 3.

Algorithm 2. CorrelationCheck Algorithm for Composition Relationships
Input: e, f , δt.
Output: result.
1: result ← false
2: if (e.clientIP == f.clientIP & ((e.DateT ime − f.DateT ime) ≤ δt) &

(e.status == “Success” & f.status == “Success”)) then
3: result ← true
4: end if
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Each log that contains an event that correlates with e is added to IW . Once
all logs are checked, we save IW in the list of interaction windows IWs for Si

(i.e., serviceIWs). We also save it in the list of all interaction windows (i.e.,
itemsetAllIWs). We iterate the previous process for the remaining events of Si

to generate new interaction windows IWs. To avoid generating redundant IWs,
we do not consider the events processed in previous iterations. The whole process
is then repeated for each Web service. Finally, we run the FP-Growth associ-
ation rule algorithm [8], to determine the learned interaction windows LIW s.
FP-Growth uses as inputs itemsetAllIWs and the support; it returns the set
frequentIWs of learned interaction windows.

Algorithm 3. CorrelationCheck Algorithm for Substitution Relationships
Input: e, f , δt.
Output: result.
1: result ← false
2: if (e.clientIP == f.clientIP & ((e.DateT ime − f.DateT ime) ≤ δt) &

(e.status == “Success” & f.status == “Failure”)) then
3: result ← true
4: end if

Example 1: The example in Fig. 2a illustrates our technique. We want to learn
the frequent composition and substitution interaction windows for a set of ser-
vices Si, S1, S2, S3. The events raised by Si are e1, e2, e3, e4, e5, e8, e9, e10,
and e11. We assume δt = 2s and 8s for the composition and substitution cor-
relation checking, respectively. First, we start by identifying the composition
interaction windows for Si. Algorithm 1 appends L1 (i.e., the log where e1 has
been recorded) to a new interaction window IWC

1 . Then, it reviews the events
recorded in L2 and L3 looking for the ones that correlate with e1. Since e5 in L2

and e9 in L3 satisfy the composition correlation condition, L2 and L3 are added
to IWC

1 . IWC
1 is saved in the list of the composition interaction windows for

Si and the list of all composition interaction windows. Similarly, the composi-
tion interaction window IWC

2 is identified. This process is iterated for S1, S2,
and S3. For simplicity, we do not show information about invocations made by
these three services in Fig. 2.a. As a result, we generate IWC

1 = {L1, L2, L3},
IWC

2 = {L1, L2}, IWC
3 = {L1, L2}, and IWC

4 = {L3} (IWC
3 and IWC

4 not
shown in Fig. 2a). The generated IW s are used as input by the FP-Growth
algorithm with support = 0.75%. FP-Growth returns the learned interaction
windows (i.e., frequent ones) namely LIWC

1 = {L1}, LIWC
2 = {L2}, and

LIWC
3 = {L1, L2}. Similarly to the composition learning process, we learn the

most frequent substitution interaction windows. We use the substitution corre-
lation condition to identify substitution interaction windows. After iterating the
previous process for S1, S2, and S3, the generated substitution interaction win-
dows are IWS

1 = {L1, L3}, IWS
2 = {L1, L3}, and IWS

3 = {L1, L3}. FP-Growth
returns LIWS

1 = {L1}, LIWS
2 = {L3}, and LIWS

3 = {L1, L3}.
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Fig. 2. Interaction windows and Multi-relation graph generation

3.3 Generating Relationships

The third phase uses the most frequent interaction windows LIWs returned
by Algorithm 1, namely frequentIWs, to infer the orchestration, composability,
and substitution relationships among services. We use these relationships to
build a graph or network of services, with services as nodes and relationships
as edges. As services have multiple types of relationships, we adopt multiplex
graphs (also known as multi-relation graphs) as a model [7]. This is a particular
kind of complex networks defined over a set of nodes from the same type linked
by different types of relations. A multi-relation network of Web services is a
directed graph G = (V,R1, R2, R3) where V is a set of services, and Rk =
(Su, Sv) ∈ V ∗ V is the set of edges of the k-th relationship. Precisely, R1, R2,
and R3 are the set of edges of the orchestration, composability, and substitution
relationships, respectively. For example, an edge (Si, Sj) ∈ R3 indicates that
there is a relationship of type substitution between Web services Si and Sj ,. It
states that Sj is a substitute of Si and clients can invoke Sj instead of Si if Si

fails. Algorithm 4 describes the process of building the graph.
Algorithm 4 checks whether the interaction windows LIWs learned in

Algorithm 1 (i.e., itemsets form frequentCompositionIWs or frequentSubstitu-
tionIWs) match the generated ones (i.e., serviceCompositionIWs and service-
SubstitutionIWs). If a learned composition interaction window LIWC is part
of the initial composition interaction windows IWs generated for Si. then we
add the orchestration relationships among Si and all services in LIWC to the
network. In addition, we add the composability relationships among services
in LIWC to the network. This process is iterated for all the learned composi-
tion interaction windows. Similarly, If a learned substitution interaction window
LIWS is part of the initial substitution IWs generated for Si, we add the sub-
stitution relationship among the services in LIWS to the network. This process
is iterated for all the learned substitution interaction windows.
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Algorithm 4. Network Building Algorithm
Input: frequentCompositionIWs, frequentSubstitutionIWs, serviceCompositionIWs,

serviceSubstitutionIWs.
Output: The resulting network
1: for each IW ∈ frequentCompositionIWs do
2: for each Lj ∈ serviceCompositionIWs.keys() do
3: if (serviceCompositionIWs[Lj ]).contains(IW )) then
4: for each Lk ∈ IW do
5: if (Orchestration(Lj , Lk) /∈ network)) then
6: network.addOrchestration(Lj , Lk)
7: end if
8: end for
9: for each (Lk1, Lk2) ∈ IW do
10: if (Composability(Lk1, Lk2) /∈ network)) then
11: network.addComposability(Lk1, Lk2)
12: end if
13: end for
14: end if
15: end for
16: end for
17: for each IW ∈ frequentSubstitutionIWs do
18: for each (Lk1, Lk2) ∈ IW do
19: if (Substitution(Lk1, Lk2) /∈ network) then
20: network.addSubstitution(Lk1, Lk2)
21: end if
22: end for
23: end for

Example 2: Example 2: Let us consider the following composition IWs
learned in Example 1: LIWC

1 = {L1}, LIWC
2 = {L2}, and LIWC

3 = {L1, L2};
the most frequent substitution interaction windows were LIWS

1 = {L1},
LIWS

2 = {L3}, and LIWS
3 = {L1, L3}. Algorithm 5 checks that LIWC

3 =
{L1, L2} is part of the initial composition interaction windows generated for
Si. Therefore, it establishes orchestration relationships between Si and S1, and
between Si and S2. Moreover, the composability relationship is established
among S1 and S2. Additionally, Algorithm4 checks that LIWC

3 = {L1, L3}
is part of the initial substitution interaction windows generated for Si. Thus,
it establishes the substitution relationship among S1 and S3. The generated
multiplex graph is showed in Fig. 2b.

4 Experimental Study

We conducted experiments to evaluate the performance of our approach. We
first overview our experimental set-up. Then, we discuss our experiment results.
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4.1 Experimental Set-Up

We ran our experiments on a 64-bit Windows 10 environment, in a machine
equipped with an intel i7 and 12 GO RAM. We used Java 8 and leveraged the
powerful Java streams while processing log files. We used the parallel FP-Growth
algorithm [8] from the machine learning library MLIB of Apache Spark. Parallel
FP-Growth is a faster version of the initially proposed FP-Growth [5]. It is more
convenient for processing big amounts of data. It leverages parallel computation
algorithms and splits the computation task among several processors. We sim-
ulated between 425 and 18757 compositions and substitutions for a number of
services varying between 100 to 2000 services. A composition is simulated by the
successful invocation of the same service Si to some other services Sj , Sk,.. in a
given time frame. A substitution is simulated by an unsuccessful invocation of
Si to Sj which is followed by a successful invocation of Si to Sk in a given time
frame. Each service has been assigned a log file and an IP address. We recorded
the details of the simulated interactions as events in logs in a such way that
each service Si’s invocation of service Sj is recorded in Sj ’s log file. The goal
of the experiments is to assess the ability of the approach to learn the initial
compositions and substitutions from a set of logs.

4.2 Results and Discussion

In this section, we first assess the ability of the proposed approach at learning the
initially generated compositions and substitutions. In this regard, we compare
the learned interaction windows with the initial ones.

A composition denoted by the interaction window (IWi) is successfully
learned by our technique if and only if there is a learned interaction window
(LIWj) that contains l services from (IWi), where l is the learning thresh-
old. For instance, let us consider l = 0.5. Assume that LIWC

1 = {L1, L9, L12}
and the intially executed composition involve the following sets of services:
S1 = {L1, L2, L9, L12}, S2 = {L2, L3, L10, L11}, and S3 = {L3, L4 L15}. Since
LIW1 contains 75% of S1 services, we conclude that IW1 is learned and the
learning is valid at 75%. We call this a learning ratio. Similarly, S2 is learned
and the learning is valid at 75%, while S3 has not been learned. Additionally, we
compute the average learning validation (i.e., how valid are the learned composi-
tions). We calculate the average of the learning ratios of the successfully learned
interaction windows. In this example, the average validation of the learning
equals 0.75+0.75

2 = 0.75. We proceed similarly for learning substitutions.
We ran our algorithms using the service logs generated as explained in

Sect. 4.1 (simulated compositions and substitutions). The average learning vali-
dation approximates 98%. It means that initial compositions and substitutions
are almost entirely retrieved among the learned interaction windows.

We also computed the recall and precision of the learning process. Recall is
the number of interaction windows that are succcessfully learned divided by the
number of all correct interaction windows (i.e., initial ones). It is the fraction of
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Fig. 3. Precision and recall with respect to the number of initial interaction windows

relevant interaction windows that are retrieved. It can be also seen as the per-
centage of initial interaction windows that have been learned. Figure 3a depicts
the recall with respect to the number of initial interaction windows. It shows
that up to 80% of interaction windows are recalled (i.e., learned). However, this
number decreases for very high numbers of initial interaction windows. The justi-
fication is that as the number of interaction windows increases, it becomes harder
to identify frequent interaction windows that satisfy the minimum support. Pre-
cision is the number of successfully learned interaction windows divided by the
number of all learned interaction windows. It is the fraction of the retrieved
results that are relevant. It can also be seen as the percentage of the learned
interaction windows that are correct among all learned interaction windows.
Figure 3b compares the variation of the learning precision with respect to the
number of initial interaction windows. Contrarily to the recall, the precision
is stable even when the number of initial interaction windows increases. The
justification is that the number of the correctly learned interaction windows is
proportional to the number of the initial interaction windows.

We finally calculated the F-measure and average-precision of our approach
(Fig. 4). The F-measure is a trade-off of precision and recall. It is the harmonic
mean of precision and recall. Figure 4a. shows that the F-measure is impacted
by the increase in the number of initial interaction windows which is predictable
since the recall is also impacted by the variation of the number of initial interac-
tion windows. The obtained results are promising. However, we believe that they
can be improved by leveraging in the learning process expert opinions on the
identified relationships. The average-precision shows the precision as a function

Fig. 4. Average precision and F-measure
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of the recall. It measures the area under the precision-recall curve. Figure 4b.
confirms the stability of the precision values through all the learning process.

5 Conclusion

In this paper, we proposed a learning-based approach for discovering composition
and substitution relationships from service log files. We introduced a technique
to correlate invocations that are part of the same composition or substitution.
Identifying the invocations that are part of the same interaction relationship
and the nature of these relationships can be helpful for developers in composing
and substituting APIs. We used the association rule algorithm FP-Growth [8]
to determine the most frequent correlated invocations and identify orchestra-
tion, composability, and substitution relationships. We derived a multidimen-
sional network of services using the inferred relationships. We developed a tool
that implements the proposed approach and allows generating a multidimen-
sional services network from log files. We conducted extensive experiments. The
obtained results are promising since 80% of the relationships can be learned with
70% precision. We believe that such results could even be improved further by
including feedback from experts such as mashup and service developers (a.k.a,
crowd-sourcing) in the learning process.
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Abstract. We propose a method to generate synthetic data by Support
Vector Data Description. Support Vector Data Description is a vari-
ant of Support Vector Machine for one-class classification problem. Our
method assumes that an observed data is a sample of a random variable
which satisfies an unknown membership decision function. The unknown
membership decision function is to be learned by Support Vector Data
Description based on the training data.

By using the learned membership decision function, we perform rejec-
tion sampling. Firstly, we generate a random data point. Secondly, we
test the data point against the membership decision function. Lastly, if
the data point fails the test, we repeat from the first step.

However, in some cases, the rejection sampling approach runs slowly.
Therefore, we also propose another approach. The approach works by
using a heuristic to find a good starting point and then performs gra-
dient descent to gradually move the data point into inside the positive
region boundary while maintaining randomness of the generated data.
This approach runs noticeably faster than rejection sampling when rejec-
tion sampling runs slowly.

Keywords: Machine learning · Novelty detection · One-class classifi-
cation · Support Vector Data Description · Generative model · Data
generation · Synthetic data

1 Introduction

We propose a method based on Support Vector Data Description [16] to generate
synthetic data. Support Vector Data Generation is a one-class classifier. Our
method assumes that an observed data is a sample of a random variable which
satisfies an unknown membership decision function. The unknown membership
decision function is to be learned by Support Vector Data Description.

Support Vector Data Description is a variant of Support Vector Machine
for one-class classification. Unlike the standard Support Vector Machine which
uses hyperplane, Support Vector Data Description uses hypersphere. The hyper-
sphere envelopes the positive region. Similar to the case of standard Support
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Vector Machine, we can employ kernel trick in Support Vector Data Descrip-
tion. Kernel trick works by mapping the data into a higher dimensional space,
in which the data obeys separability criterion. The effect is the decision boundary
in the normal space is no longer regularly shaped. In the case of Support Vector
Data Description with a kernel, the decision boundary is no longer a hyper-
sphere. This effect makes Support Vector Data Description more flexible [16]. It
should be noted that polynomial kernel cannot be used in Support Vector Data
Description [16]. In this work, we focus on Support Vector Data Description with
Gaussian kernel.

In this work, we use the term “inside the hypersphere” and “positive data”
interchangeably. We will also use the term “hypersphere”, “membership decision
function”, and “positive region” interchangeably. We explain the related work
in Sect. 2 and the Support Vector Data Description in Sect. 3. We describe our
proposed method in Sect. 4. We conclude our work in Sect. 6. Interested readers
can refer to [17] for our experiment result and more detailed discussion.

2 Related Work

Support Vector Data Description [16] is a one-class classifier. One-class classifi-
cation is also called novelty detection, anomaly detection, or outlier detection.
Support Vector Data Description is classified as a domain-based one-class classi-
fier [12]. It means that the classifier only cares about the boundary of the classes
and ignores the probability density [12].

Support Vector Data Description has been applied to, among others, the
problems of land-cover classification [14], defect identification of TFT-LCD man-
ufacturing [8], chillers fault detection [18], diagnosing circuit faults [9], and target
detection in hyperspectral imagery [13].

There are some existing popular generative models which are used to gener-
ate data. Among them are Latent Dirichlet Allocation [1], Restricted Boltzmann
Machine [15], and Generative Adversarial Network [4]. Latent Dirichlet Alloca-
tion and Restricted Boltzmann Machine assume the observed variables to be the
manifestations of the latent factors. These algorithms learn the latent factors and
then generate the data based on the learned latent factors. Generative Adversar-
ial Network, on the other hand, works by having one neural network generates
synthetic data, one other neural network distinguishes whether its input is a gen-
uine or synthetic data, and both of them compete until the generated synthetic
data is no longer distinguishable from the genuine data.

Among the uses of data generation are for semi-supervised learning [2,7],
generation of synthetic handwritings [5], and image generation [6]. Data gener-
ation has also been used to simulate some specific problems [3,10,11,19].

3 Support Vector Data Description

Support Vector Data Description [16] works by finding the smallest hypersphere
which envelopes the positive examples while keeping the negative examples
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outside the hypersphere. Similar to many other machine learning algorithms,
Support Vector Data Description also tolerates misclassification to some extent.

Formally, Support Vector Data Description minimizes F (R, a), which is the
volume of the hypersphere as given in function 1, subject to inequality 2.

F (R, a) = R2 + C
∑

i

ξi (1)

∀i : ‖xi − a‖ ≤ R2 + ξi (2)

In function 1 and inequality 2, R is the radius of the hypersphere, a is the
centroid of the hypersphere, C is the slack coefficient parameter, and ξ are slack
variables, x are the positive training data. The minimization problem is about
finding the values of R and a which minimize function 1.

We can set the misclassification tolerance by setting the value of the slack
coefficient C. Large C value means there is a large penalty for every misclas-
sification. This minimization problem is solved by expressing the problem in
Lagrangian form and setting the derivative to 0. We then apply kernel trick to
the resulting equation. In this case, we apply the Gaussian kernel, which is stated
in Eq. 3.

K(x1, x2) = e−γ‖x1−x2‖2
(3)

After applying the Gaussian kernel, we obtain the membership decision function
which is expressed in formula 4 and 5.

k = 1 +
∑

i,j

αiαje
−γ‖xi−xj‖2

f(z) = k − 2
∑

i

αie
−γ‖z−xi‖2

(4)

f(z) ≤ R2 ⇐⇒ z �→ + (5)

The xis in formula 4 are the support vectors. Support vectors are the subset
of the training data which affect the boundary. In other words, if we keep the
support vectors and eliminate all other training data, the boundary will still be
the same. The support vectors are located on the boundary or near the boundary
of the hypersphere. The αis in formula 4 are Lagrange multipliers. There is one
Lagrange multiplier for every support vector. The Lagrange multipliers satisfy
the conditions stated in formula 6.

∑

i

αi = 1 ∀i : αi > 0 (6)

The intuitive explanation of Eq. 4, formula 5, and 6 is that Support Vector Data
Description with Gaussian kernel models the membership decision function as a
high-dimensional hypersphere. An arbitrary data point z is considered as a pos-
itive data point if and only if the data maps to a high-dimensional point located
inside the (high-dimensional) hypersphere. The hypersphere itself is defined by



Data Driven Generation of Synthetic Data 293

a subset of the training data which are called “support vectors”. Each of these
support vectors has a coefficient, and these coefficients are the Lagrange multi-
pliers.

Interested readers can refer to [16] for further details.

4 Proposed Method

We train the Support Vector Data Description model by feeding the training
data to the Support Vector Data Description algorithm along with the γ and C
parameters. Parameter C affects the size of the hypersphere. Larger C creates
a model with larger hypersphere. On the other hand, parameter γ affects the
complexity of the function shape. As can be seen in Fig. 1, f(z) with small γ has
the shape of a simple convex function while f(z) with large γ has many convex
curves.

Fig. 1. Examples of f(z) plots where z is a 2D vector. f(z) is the vertical axis and
the remaining axes are z. The plots have different γ values. From left to right, the
corresponding γ is small, medium, and large.

We choose the parameters based on our knowledge about the data. If the data
is simple, we should use small γ. On the other hand, if the data is “complex”,
we should use large γ. Parameter C depends on how “average” we want our
generated data to be. Small C corresponds to small hypersphere. Therefore, the
data we generate is similar to the typical training data points. On the other
hand, large C corresponds to large hypersphere. Therefore, some of the data
points we generate may be similar to the outliers in the training data.

After the training, we obtain the support vectors, the Lagrange multipliers,
and the radius of the hypersphere. These, along with the γ parameter defines our
membership decision function (Eq. 4 and formula 5). After that, we sample this
model to generate synthetic data. We will denote the generated random data
point as z.
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4.1 Sampling Approaches

Rejection Sampling. An obvious way to generate a random synthetic point
which is inside the hypersphere is by using rejection sampling. Firstly, we gen-
erate a random data point. Secondly, we test the data point against the mem-
bership decision function (formula 4 and 5). Lastly, if the data point fails the
test, we repeat from the first step. It should be noted that the runtime of the
membership decision function is constant with respect to the location of data
point we test.

If the hypersphere is large, then the rejection sampling approach will run
fast. This is because of many of the randomly generated data points fall inside
the hypersphere.

Heuristic and Gradient Descent (Save Our Samples!). Unfortunately,
if the hypersphere is small, many randomly generated data points will fall out-
side the hypersphere, and thus the rejection sampling approach fails to work
efficiently.

Therefore, we use gradient descent to bring negatively classified data points
into inside the hypersphere. However, the runtime of gradient descent depends
on the location of the data point. If the data point is far from the hypersphere,
we will need many steps to move the data point into inside the hypersphere.
Therefore, we use a heuristic to choose our starting point. We generate our data
point to be near one of the support vectors because support vectors are located
on or near the boundary of the hypersphere. Therefore, the generated data point
is located near the boundary of the hypersphere.

An important intuition from Eq. 4 is that f(z) is an inverted Gaussian mix-
ture model where each of the support vectors are the centers of each Gaussian
curve. This can be seen in Fig. 1. Therefore, we can always slide from any of the
support vectors to a local minimum. Moreover, if the γ is big, then the local
minimum will be near the support vectors because the contour will be full of
deep “holes” (see Fig. 1).

Formally, we initialize our random data point z as one of the support vectors
(here, denoted as xsv), plus noise ε to add some randomness.

z0 = xsv + ε (7)

After initializing z, we perform gradient descent to move z to the desirable range.

zt+1 = zt − η
df ′(z)

dz
(8)

where η > 0. η is the learning rate.
From formula 4, we calculate the gradient of f(z), and then we plug it to the

gradient descent function 8, and we then obtain the update function 9.

zt+1 = zt − 4ηγ
∑

i

αie
−γ‖z−xi‖2

(z − xi) (9)
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Our aim is to update z such that eventually z falls within a desired range from
the centroid.

f(z) ≤ rand(0, 1) × R2 (10)

The purpose of rand(0, 1) in inequality 10 is to spread out the generated data
points because having the data points concentrated on the boundary of the
hypersphere is not an ideal outcome.

Note that we do not guarantee that condition in inequality 10 can certainly
be achieved. One of the problems is that the gradient descent might get trapped
in a saddle point or a bad local minimum. There is also an issue of numerical
precision. The gradient might be almost zero and is thus represented as zero,
before achieving inequality 10. In any of these situations, we simply reset z
according to formula 7.

The pseudocode of the method is given in Algorithm 1.

Algorithm 1. Data generation algorithm by Support Vector Data Description
with Gaussian kernel, initialization near a support vector, and gradient descent
Input: R, γ, α (Lagrange multipliers), and x (support vectors)
Output: z

1: while true do
2: dist target ← R2 ∗ rand(0, 1)
3: initialize data point z according to Eq. 7 (requires x)
4: flag ← false
5: calculate dist by Eq. 4 (requires γ, α, and x)
6: while dist > dist target do
7: pre update z ← z
8: update z by Eq. 9
9: if z = pre update z then

10: flag ← true
11: break
12: else
13: calculate dist by Eq. 4 (requires γ, α, and x)
14: end if
15: end while
16: if ¬flag then
17: return z
18: end if
19: end while

Constrained Data Generation. We extend the idea of gradient descent into
the case where the random data point we want to generate is required to have
one feature to be within a certain interval.

We use the same initialization formula 7, except for the feature we want to
constrain. For the feature, we initialize it to a random value within the permitted
range. We also use the same update function 9 for the gradient descent, except
that we only allow the update of the restricted feature if and only if the new
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value of the feature is within our constraint. Otherwise, we simply do not update
that particular feature.

However, there is no guarantee that a data point which both satisfies the
prescribed constraint and is inside the hypersphere exists at all, and we do not
know whether such data point exists. In that situation, the program will run
continuously without getting any result.

5 Experiments

We perform several experiments to compare the runtime and agreement of dif-
ferent γ and C combinations. Interested readers may refer to [17] for the details.

6 Conclusion

Our proposed method has two approaches, namely rejection sampling approach
and heuristic and gradient descent approach.

The rejection sampling approach works in three steps. Firstly, we generate
a random data point. Secondly, we test the data point against the membership
decision function. Lastly, if the data point fails the test, we repeat from the first
step. The runtime of the membership decision function itself is constant with
respect to the location of the data point. If the hypersphere is large, the rejection
sampling approach works efficiently. However, if the hypersphere is small, this
approach does not work efficiently because many data points fall outside the
hypersphere. To ameliorate this weakness, we propose the heuristic and gradient
descent approach.

Gradient descent allows a randomly generated data point which falls outside
the hypersphere to be brought into inside the hypersphere. However, if the data
point is far from the hypersphere, it will take many steps to bring the data
point into inside the hypersphere. Therefore, we employ a heuristic to find a
good starting point which is near the hypersphere boundary so that we do not
need many steps to bring the data point into inside the hypersphere. However,
we do not want the gradient descent to always stop immediately after reach-
ing the hypersphere lest the data points will be concentrated on the boundary.
Therefore, we vary the objective distance between the generated data point and
the hypersphere’s centroid. Each data point generation attempt has a differ-
ent objective distance. Therefore, the generated data points have a variety of
distances to the centroid, which effectively randomizes the generated data set.
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Abstract. As a key criterion to measure ads performance, CVR quan-
titatively describes the proportion of users who take a desirable action
(such as purchasing an item, adding to a cart, adding favorite items, etc.)
on given ads in the ads ecosystem. Therefore, it is a critical issue to allo-
cate ads-budget and increase advertisers profits. Focusing on improving
the accuracy of CVR prediction in online advertising, this paper firstly
analyzes and reveals the correlation underlying creatives associated with
ads and CVR, which is excluded by most state-of-the-arts in this litera-
ture. Furthermore, we propose a novel LR+ model to utilize the poten-
tial impacts of creatives on predicting CVR. Experimental results and
analysis on two public real-world datasets (REC-TMALL dataset and
Taobao Clothes Matching dataset) validate the effectiveness of the pro-
posed LR+ and demonstrate that the proposed LR+ outperforms typical
models (e.g., LR, GBDT and linear SVR) in term of root mean square
of error (RMSE).

Keywords: Online advertising · Machine learning · Conversion rate
prediction

1 Introduction

With the proliferation of the Internet and e-commerce, digital marketing has
become an effective method to promote brand and sell items. Therefore, the
performance of online advertising is a particularly concerned issue for advertisers.
In general, the criteria of online advertising performance include click through
rate (CTR) [11], CVR [4], dwell time [3], bounce rate [13] and the user post-
clicked behaviors [8]. Especially, CVR refers to the proportion of audiences who
take a predefined, desirable action (such as purchasing an item, adding to a cart,
adding favorite items, etc.) on given ads in the ads ecosystem. Estimating CVR
accurately not only helps advertisers allocate budget and increase profits, but
also improves the experience of audiences on the website so that it attracts more
users to visit the website. Therefore, CVR prediction turns into an essential issue
in online advertising.

c© Springer International Publishing AG 2017
D. Benslimane et al. (Eds.): DEXA 2017, Part II, LNCS 10439, pp. 299–309, 2017.
DOI: 10.1007/978-3-319-64471-4 24
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Fig. 1. Two different creatives.

People generally believe that the CVR of the ad is affected by several main
factors which include: (1) the correlation between the audience and the ad; (2)
the position of the ad on the web page; (3) the attribution of the item; (4) the
quality of the ad. Researchers have studied CVR prediction and the correlation
between CTR and creative [2], but there is no researchers who pay attention
to the potential impact of creatives on predicting CVR. Figure 1 illustrates two
creatives of one item. These two creatives have different layout, background and
tones. In the same situation (such as the context of the ad), we present these
two creatives to the same audiences, the CVRs are 0% and 2.27%. This brief
comparison demonstrates that creative 2 makes more audiences to buy this item.
From this perspective, the design of creatives has a potential impact on audi-
ences’ purchase behaviors. Therefore, in such situation, how to quantitatively
analyze the potential impact of creatives on predicting CVR and improve the
prediction accuracy of CVR by utilizing this impact, is the main point of this
paper.

Against this background, we perform data analysis on Taobao1 which is the
famous e-commerce website in China. The analysis results demonstrate that
the creative affects audiences’ purchase behavior given the same audience and
the same item. Therefore, we justify the creative has a potential impact on
predicting CVR. However, there is no work to analyze and incorporate this factor
into CVR prediction. This paper proposes a novel model called LR+ (logistic
regression +) to incorporate the potential impact of creatives. In summary, the
main contributions of this paper are two-fold:

– We quantitatively analyze the correlation between creatives and CVR, and
then justify that the potential impact of the creative provides more cues to
improve the prediction accuracy of CVR.

– The proposed CVR estimation algorithm can easily incorporate the poten-
tial impact of creative into CVR prediction so that it not only outperforms
many state-of-the-art models, but also can be used to find out which creative
attracts audiences to purchase.

The rest of this paper is organized as follows. In Sect. 2, we give a brief
overview of the related work and limitations. Section 3 analyzes the correlation

1 https://www.taobao.com.

https://www.taobao.com
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between creatives and CVR so that the impact of creative on predicting CVR
can be justified. By doing so, we describe the proposed model in detail. Section 4
performs a set of experiments and comparisons. Finally, Sect. 5 concludes this
paper with future work.

2 Related Works

In most cases, the techniques used for CTR and CVR prediction share some
commonalities. Therefore, we introduce the works of CTR/CVR prediction at
the same time. Azimi et al. [2] firstly extracted some visual features from cre-
atives and then incorporated these features into some state-of-the-art (such as
LR and SVR), which is the most relevant work to ours. However, the conversion
behavior is more complex than click behavior so that their work is not suitable
for CVR prediction. Agarwal et al. [1] estimated CVR by utilizing the depen-
dency between audience information and ad-publisher pair. Menon et al. [10]
used data hierarchical constraints to estimate CVR/CTR via using collabora-
tive filtering. In contrast with them, Lee et al. [9] proposed hierarchies contain
user information and the structure becomes more complicated, and the order-
ing of hierarchies is not straightforward in some cases. Rosales et al. provided a
detailed analysis of conversion rates in the context of non-guaranteed delivery
targeted advertising [12]. Chapelle et al. [4] observed that the time delay between
impression and click is so short, while the time delay between impression and
conversion is so much longer, maybe days or weeks. Therefore, they proposed a
CVR prediction model by utilizing the time delay. Richardson et al. [11] utilized
LR to estimate CTR via using relative term CTR, ad quality, and other features
for search engine advertising. Furthermore, Dave et al. [7] learned the CTR for
rare/new ads from similar ads, Chapelle et al. [5] proposed a Dynamic Bayesian
Network to estimate the CTR.

In summary, CVR prediction has been widely studied, but few researchers
pay attention to the potential impact of creative on predicting CVR. Therefore,
this paper analyzes and justifies that the creative affects CVR, and we propose
a novel model to incorporate with the potential impact of creative.

3 Conversions

In this section, we present the potential impact of creatives on predicting CVR
via conducting data analysis on Taobao. By doing so, we propose a novel model
called LR+ to incorporate into the potential impact of creative.

3.1 The Impact of Creative on Predicting CVR

To analyze the potential impact of creatives on predicting CVR, we perform
experiments on Taobao. Due to the page limitation, we select two types of items
as an example. Figures 2 and 3 illustrate two groups of creatives of items. Keeping
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Fig. 2. The first group of selected creatives. The price of this item is 239 yuan.

Fig. 3. The second group of selected creatives. The price of this item is 999 yuan.

Table 1. The data analysis on Taobao.

Item Creative CVR(%)

The price of this item is
239 yuan.

1 1.27
2 1.34
3 1.16
4 1.70
5 1.05

Item Creative CVR(%)

The price of this item is
999 yuan.

1 0
2 0.12
3 0.17
4 0.11
5 0.15

the condition (e.g., price, audience and item) unchanged, we adopt 5 creatives
per item to experiment. By analyzing Table 1, we find that some creatives make
ads gain high CVR but some creatives are the opposite. Obviously, the CVR
of the ad is affected by creatives. As discussed above, we justify the potential
impact of creatives on predicting CVR. From this perspective, incorporating such
impact into CVR prediction provides more cues to improve prediction accuracy.

3.2 The Proposed Method

Motivated by the finding in Sect. 3.1, in this section, we propose a novel model
by utilizing the potential impact of creative on predicting CVR.

Probabilistic Inference. This paper aims to estimate the CVR of the ad
Pr(conversion|click) by utilizing the potential impact of creatives on predicting
CVR. Taking the purchase behavior as an example, audiences always choose
one item to purchase from several similar items, and the creative of the ad is
one of the most important criteria to measure whether the item satisfies audi-
ences. Therefore, by analyzing the different response of audiences to creative,
the conversion of the ad can be summarized into two parts: when the creative of
the ad satisfies audiences, CVR is equal to Pr(conversion|click, creative) which
means the proportion of audiences who take a conversion action after they click
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the ad and the creative of the ad satisfies them; (2) otherwise, CVR is equal
to Pr(conversion|click,¬creative) which stands for the proportion of audiences
who take a conversion action after they click the ad but doesn’t satisfy with the
creative. In summary, the formulation of CVR is transformed into the following
equation.

Pr(conversion|click) = Pr(conversion|click, creative)
× Pr(creative|click) + Pr(conversion|click,¬creative)
× Pr(¬creative|click). (1)

where Pr(creative|click) refers to the proportion of audiences who satisfy with
the creative after they clicked the ad, and Pr(¬creative|click) refers to propor-
tion of audiences who dissatisfy with creatives after they clicked the ad.

Considering that Pr(conversion|click,¬creative) × Pr(¬creative|click) is
always equal to zero in practice, therefore, to simplify the formulation of CVR,
we change the formulation as follows

Pr(conversion|click)= Pr(conversion|click, creative)
× Pr(creative|click). (2)

Notations. Suppose we have extremely sparse instances X = {xi}i=1:N , cre-
atives S = {si}i=1:N and labels Y = {yi}i=1:N . Besides, N is the number of
instances, xi represents the features characterizes the i-th instance, si represents
the features characterizes the i-th creative, and yi denotes the CVR associated
with xi. Given instances X and creatives S, the target of the proposed model is
to find out the most suitable labels Y which satisfies the following condition.

arg min L(X ,S,Y). (3)

where L(X ,S,Y) is the loss function of the proposed model.

Model Formulation. By modeling the Eq. (2), it transforms into the following
formulation, which is the formulation of the proposed model.

H(x, s) = G(x)T (s), (4)

where H(x, s), G(x) and T (s) refer to the probabilities Pr(conversion|click),
Pr(conversion|click, creative) and Pr(creative|click).

Both models are generalized standard LR since LR is more suitable to solve
the regression problem and always achieve good performance. These two models
are shown in following equations.

G(x) =
1

1 + exp(−θTx)
, (5)

T (s) =
1

1 + exp(−ωT s)
, (6)
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where θ and ω are the parameter need to learn.
We consider that the audiences’ satisfaction with creatives is closely related

to the aesthetics of the creative. Therefore, firstly, we clawed some rated images
from flickr2; secondly, we extract nine visual features from these rated images
and creatives based on artistic intuition, such as average pixel density, tones,
saturation hue and the rule of thirds [6]; thirdly, using these features of the
rated images and corresponding labels to train a SVM-based assessment model
[6]3; finally, we use the trained assessment model to rate the creative as the input
of T (s).

Optimization. The parameters associated with the proposed model are learned
by solving the regularized least squares problem

L(X ,Y,S) =
1

2N

N∑

i=1

(H(x, s) − yi)2 +
λ

2N
θT θ +

λ

2N
ωTω (7)

Here, we put L2-norm for regularization to avoid over fitting on the loss function,
λ is the regularization constant of parameters θ and ω.

The optimization method that we implement the experiments in this paper is
a gradient descent algorithm. We estimate the model parameters by minimizing
the regularized squared error function.

∂L(X ,Y,S)
∂θ

=
1
N

N∑

i=1

(H(x, s) − yi)H(x, s)(1 − G(x)) +
λ

N
θ (8)

∂L(X ,Y,S)
∂ω

=
1
N

N∑

i=1

(H(x, s) − yi)H(x, s)(1 − T (s)) +
λ

N
ω (9)

Since the optimization problem is unconstrained and twice differentiable, it
can be solved with any gradient based optimization technique. We use limited-
memory BFGS (LBFGS) algorithm to optimize the parameters, a state-of-the-
art optimizer.

Complexity Analysis. Let q denote the total number of parameters in θ and
ω. In the training procedure, we need O(qN) time to compute the gradient,
O(q2) time to approximately compute the Hessian matrix. Therefore, the total
time complexity is O(qN + q2)μ for μ iterations.

2 www.flickr.com.
3 Source Code: http://www.cs.unc.edu/∼vicente/code.html.

www.flickr.com
http://www.cs.unc.edu/~vicente/code.html


Conversion Rate Estimation 305

4 Experiments

In this section, we introduce the experiments on two public real-world datasets:
REC-TMALL dataset4 and Taobao Clothes Matching dataset5. By comparing
with three state-of-the-art (LR, GBDT and linear SVR), we verify the effective-
ness of the proposed model.

4.1 Datasets and Features

REC-TMALL dataset contains several types of behavior logs (click, adding to
favorite, adding to cart and the purchase), but it only has 549 ads in total and
the number of purchase logs is small. Therefore, we treat the behaviors except
the click as the conversion behavior.

Taobao Clothes Matching dataset only contains purchase behavior logs and
462008 ads in total, and the majority of items are purchased less than 100.
Therefore, we assume a hyper parameter (which is equal to 100) instead of
the clicks. Furthermore, we randomly sample 10000 ads from the dataset to
experiment.

Besides, we split each dataset into the training set and the test set in the
proportion of 9:1. Moreover, to analyze the robustness of the proposed model
and make a comparison between LR+ and LR, we also perform experiment in
the proportion 8:2 of each dataset.

Because datasets only have a few features to use, we adopt the title of the
ad as features to experiment. The title of the ad is informative, including time,
brand, gender and etc. But they contain plenty of useless features, such as punc-
tuation, conjunction and some rarely used words. Thus, we select the words
whose frequency is more than 1% and less than 50% size of the dataset.

4.2 Baseline Model

This paper adopts three state-of-the-art methods as baselines, i.e., LR, GBDT
(Gradient Boosting Decision Tree), linear SVR (Support Vector Regression).
Due to the page limitation, we do not introduce baselines in detail. Specifically,
the target of ours is a regression problem; therefore, we optimize the model
parameters of LR by minimizing the regularized squared error function through
LBFGS algorithm.

4.3 Metrics

There are two metrics to measure the performance of the proposed model and
baselines, i.e., Root Mean Squared Error (RMSE) and relative improvement
(RelaImpr).
4 https://tianchi.shuju.aliyun.com/datalab/dataSet.htm?spm=5176.100073.888.15.

VlfDKh&id=2.
5 https://tianchi.shuju.aliyun.com/datalab/dataSet.htm?spm=5176.100073.888.29.

U0CN9W&id=13.

https://tianchi.shuju.aliyun.com/datalab/dataSet.htm?spm=5176.100073.888.15.VlfDKh&id=2
https://tianchi.shuju.aliyun.com/datalab/dataSet.htm?spm=5176.100073.888.15.VlfDKh&id=2
https://tianchi.shuju.aliyun.com/datalab/dataSet.htm?spm=5176.100073.888.29.U0CN9W&id=13
https://tianchi.shuju.aliyun.com/datalab/dataSet.htm?spm=5176.100073.888.29.U0CN9W&id=13
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RMSE is often used to evaluate the performance of regression models. The

formulation of RMSE is formed: RMSE =
√

1
N

∑N
i=1(ŷi − yi)2 where N is the

size of instances, ŷi is produced by the prediction model and yi refers to ground
truth. The smaller the value, the better the performance is.

To compare the proposed model with baselines more intuitively, we introduce
the metric RelaImpr. The formulation of RelaImpr as follow: RelaImpr = xb−x

xb

where xb means RMSE of the baseline, and x means RMSE of the proposed
model.

4.4 Performance Comparisons

We make a comparison between LR+ and baselines on REC-TMALL dataset
and Taobao Clothes Matching dataset. By analyzing the experimental results,
we demonstrate the advantages of our model in improving the accuracy of CVR
prediction. Due to the proposed model LR+ is based on LR, thus the comparison
between LR+ and LR can verify the significance of the potential impact of
creative.

Comparison on REC-TMALL Dataset. The experimental results on REC-
TMALL dataset are provided in Table 2. All results reported in the baselines
and the proposed model use the same visual features and scores as side informa-
tion whenever needed. The proposed model LR+ outperforms other models and
the relative improvement reaches 7% at least, which verifies the effectiveness of
the proposed model. Furthermore, LR+ outperforms LR, and this comparison
indicates that involving the impact of creative in such non-linear manner is a
significant advantage. By comparing with directly using visual features, we find
that the score of creative leads to better performance of the proposed model.

Comparison on Taobao Clothes Matching Dataset. To verify the effective-
ness of the proposed model sufficiently, we also perform experiments on Taobao
Clothes Matching dataset. Table 2 details the results. As we can see, the proposed
model LR+ is able to produce better predictions compared with all previously
reported results. And the proposed model achieves 3% relative improvement at
least except for GBDT which performs excellently in this dataset. We qualita-
tively observe that the prediction performance clearly benefit from the potential
impact of creative. By comparing the performance of LR and LR+ after using
visual features, these experiments produce a same conclusion: LR+ capture the
potential impact of creative on predicting CVR better than LR, and the score
of creative is more suitable than the visual features.

The Robustness Analysis of the Proposed Model. To analyze the robust-
ness of LR+, we perform experiments on REC-TMALL dataset and Taobao
Clothes Matching dataset. We vary the values of the hyper parameter λ, and
draw the influence on the performance in Fig. 4. We can find that the best perfor-
mance can be achieved when λ is equal to 0.5 both on REC-TMALL dataset and
Taobao Clothes Matching dataset. Since the proposed method LR+ is based on
LR, we make a comparison with a different ratio between the training set and the
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Table 2. Comparison of different models on REC-TMALL dataset and Taobao Clothes
Matching dataset. The letters “V” and “S” refer to 9 visual features which extracted
from creative and the score which rated by image aesthetics assessment model. “+”
means concatenate operator. For example, +V means that directly adding visual fea-
tures into models. The RelaImpr reflects the difference between (LR+) + S and other
method.

REC-TMALL Dataset
Model RMSE RelaImpr(%)

Linear SVR 0.1440 33.82
Linear SVR + V 0.1482 35.70
Linear SVR + S 0.1410 32.41
GBDT 0.1029 7.39
GBDT + V 0.1042 8.54
GBDT + S 0.1029 7.39
LR 0.1190 19.92
LR + V 0.1168 18.41
LR + S 0.1189 19.85
(LR+) + V 0.0976 2.36
(LR+) + S 0.0953 -

Taobao Clothes Matching Dataset
Model RMSE RelaImpr(%)

Linear SVR 0.1758 7.28
Linear SVR + V 0.1746 6.64
Linear SVR + S 0.1758 7.28
GBDT 0.1639 0.55
GBDT + V 0.1639 0.55
GBDT + S 0.1639 0.55
LR 0.1756 7.18
LR + V 0.1682 3.09
LR + S 0.1752 6.96
(LR+) + V 0.1634 0.24
(LR+) + S 0.1630 -

Fig. 4. The influence of hyper parameter λ.

Fig. 5. Comparison between LR+ and LR on REC-TMALL dataset and Taobao
Clothes Matching dataset. A, B and C stand for (LR+)+S vs. LR, (LR+)+S vs.
LR+V and (LR+)+S vs. LR+S.
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test set. The results are shown in Fig. 5. As we can see, there is much difference
on REC-TMALL dataset while it is the converse on Taobao Clothes Matching
dataset. The reason is that the scale of REC-TMALL is small, thus 80% of the
dataset cannot train models sufficiently.

5 Conclusions

In this work, we propose a novel method called LR+, which allows to include the
potential impact of creative in helping the CVR prediction task. Compared to
the traditional algorithm which explores the utilization of different features, data
hierarchical information and etc., the major novelty of our work is that we focus
on the unexplored area: the potential impact of creative on predicting CVR, and
we demonstrate the effectiveness of the proposed model via experimenting on two
public real-world datasets. For the future work, we hope to explore more suitable
methods which quantify the impact of creative on predicting CVR. Besides, we
also hope to explore broader CVR prediction methods.

Acknowledgements. This research was supported by the National Natural Science
Foundation of China (7167010139).
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Abstract. With the considerable development of customer-to-customer (C2C)
e-commerce in the recent years, there is a big demand for an effective recom‐
mendation system that suggests suitable websites for users to sell their items with
some specified needs. Nonetheless, e-commerce recommendation systems are
mostly designed for business-to-customer (B2C) websites, where the systems
offer the consumers the products that they might like to buy. Almost none of the
related research works focus on choosing selling sites for target items. In this
paper, we introduce an approach that recommends the selling websites based upon
the item’s description, category, and desired selling price. This approach employs
NoSQL data-based machine learning techniques for building and training topic
models and classification models. The trained models can then be used to rank
the websites dynamically with respect to the user needs. The experimental results
with real-world datasets from Vietnam C2C websites will demonstrate the effec‐
tiveness of our proposed method.

Keywords: C2C e-commerce · Recommendation system · Ensemble learning ·
Topic modeling

1 Introduction

With the increasing popularity of the Internet, e-commerce markets are developing
rapidly these days. Among types of e-commerce, the B2C (Business-to-Customer)
websites in which manufactures or retailers sell their products to consumers are occu‐
pying the largest market share. However, with the trend towards more economical and
convenient transaction between consumers, many people are now shifting to using the
C2C (Customer-to-Customer) websites. The C2C model brings lower costs and higher
profits for buyers and sellers. Therefore, C2C websites are currently growing strongly
in quantity as well as in quality. In Vietnam, as a proof for this trend, there are now
hundreds of active C2C marketplaces with some big names such as Cho Tot [20], Nhat
Tao [21], Vat Gia [22], etc. This poses problems known as information overload that it
is difficult for users to choose the suitable websites to sell their items. However, most
of the current decision support systems, specifically e-commerce recommendation
systems, only directly benefit the buyers [1, 2].
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In this paper, we are going to design a recommendation system which suggests suit‐
able C2C websites to sell an item by applying machine learning techniques. The system
is built in the context that the statistics, facts, and sale data is not provided. In this regard,
the simplest way is selecting websites based on the category of the item. However, such
category-based recommendation is not enough to model a specific item. After deeply
studying the common features on some popular C2C websites, we focus on three features
for processing: the description, the category, and the price of the item. Specifically, when
a user provides the system those item’s information, the system will recommend a ranked
list of appropriate websites. In the construction of the C2C recommendation engine, one
of the challenges we need to deal with is the unstructured text data on C2C websites,
since the descriptions are usually written freely in user styles. To overcome this, we
apply topic modeling [3–5], a form of text mining for identifying patterns in a corpus.
We compute with topic modeling techniques to learn the latent subtopics in the descrip‐
tions to get the distribution of topics in each description and use the results as semantic
features for further processing.

To personalize the recommendation system that can adapt to seller needs. We give
two options for ranking websites. First, the websites are ranked in order of a specific
criterion. For example, the websites are either ranked by the quantity or the average
price of the similar items that are posted on each site. Second, the websites are ranked
based on the whole input: the description, the category and desired selling price. For the
first option, we measure the description similarity on the pre-processed semantic features
and accumulate the results. For the second option, we build a classification model to
predict a set of target websites for an item. The model must learn on single-label dataset
but produce multiple labels. Moreover, the model must handle the data in which the
same instance could belong to different labels since the same stuff could be posted to
many similar websites. To solve this, we utilize the ensemble learning methods [6, 7],
which have lots of learners that each learns a different aspect of the dataset and put them
together to aggregate the results. The trained classifier, based on the voting scheme [8],
ranks the websites in order of most voted.

The rest of the paper is organized as follows. We first introduce the related works in
the Sect. 2. Section 3 goes into details of the proposed method. In Sect. 4, we describe
our experimental setup and present the results. Finally, Sect. 5 concludes the paper and
provides some potential ideas for future work.

2 Related Works

There are a few research works about C2C e-commerce recommendation systems have
been conducted. In [9], Guangyao proposed a recommendation model for C2C online
trading. The method calculates the similarity between current active users and other
users based on a preference matrix. The matrix is constructed by user’s behaviors on
C2C context in four criteria: browse, attention, bidding, and purchase. Then, a recom‐
mendation list is built for each user based on most important items for his neighbors.
Also, three-dimensional collaborative filtering technique which is extended from tradi‐
tional two-dimensional collaborative filtering is an approach for C2C recommendation
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system [10]. The method firstly calculates seller similarities using seller features, and
fills the rating matrix based on sales relations and seller similarities. Next, it calculates
the buyer similarities using historical ratings, and defines neighbors of each user to
predict unknown ratings. Lastly, the system recommends the seller and product combi‐
nations with the highest prediction ratings to the target user. In [11], Bahabadi et al.
proposed a solution based on social network analysis. The research focused on users
and transactions, which formed the map and the network to incorporate link prediction
techniques for building recommendation system using prior transactions of users, cate‐
gories of items, rating of users and reputation of sellers.

To the best of our knowledge, this is the first attempt to construct C2C e-commerce
recommendation system aiming at choosing appropriate websites for target items.
Besides, this paper uses machine learning techniques such as topic modeling and
ensemble learning, an approach that has not been systematically studied in previous
research works about C2C e-commerce recommendation system.

3 Proposed Approach

In this section, we will describe in detail: (i) how the C2C e-commerce database is
constructed for further data processing, (ii) how the unstructured text data, the item’s
description, is represented, (iii) how the websites are ranked based on specific criteria
such as quantity or price using document similarity, (iv) how the websites are ranked
based on the voting principle of the classifier.

3.1 The C2C e-Commerce Database

The local database of C2C e-commerce is constructed with the aim to provide an exten‐
sive and reliable representation of items that can be queried in a reasonable time. Our
database for recommendation engine is illustrated in Fig. 1. First, the data is collected
from many C2C e-commerce websites. Then, it is extracted and stored in a local data‐
base. Since there is a vast volume of data, local repository needs to perform queries in
a short time. Besides, the database must allow flexibility in various document structures
in many websites, as well as allow an easy adaption to integrate new dataset into the
system, this database is in form of NoSQL database. We choose Elasticsearch [12], a
distributed, open-source full-text search and analytical engine which can serve as a
schema-less database. It provides horizontal scalability and automatically maintains
fault tolerance and load distribution. The efficiency of Elasticsearch is due to its quick
searching on inverted index [13] instead of searching the text directly. As Elasticsearch
does not enforce document structure, single index can store documents with different
fields. Based on this, we create each index for each website.

Once the data is in indexed, we run searches and aggregations to mine the data needed
for learning algorithms in the recommendation engine. After the models are trained, they
are used to compute the relevance of documents as well as to rank the websites for user’s
queries. Additionally, the trained models can help to organize, search, and classify web
documents in the database more effectively.
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3.2 Item’s Description Representation

We first created a corpus using the descriptions of items from C2C e-commerce websites.
First of all, each description is lowercased and tokenized, all the common words, as well
as words that only appear once in all the descriptions are removed. Then descriptions
are represented in bag-of-words (BOW) model [13]. Each document is represented by
one vector where each vector element is represented by term frequency–inverse docu‐
ment frequency (tf-idf) weighting [13], denoted as:

tf ∗ idf = ft,d log N

nt

(1)

where ft,d is the number of occurrences of term t in document d, N is the total number
of documents in a corpus and nt is the number of documents where term t appears. The
tf-idf value increases proportionally to the number of times a word appears in the docu‐
ment, but is compensated by the frequency of the word in the corpus, which reduces the
importance of terms that occur very frequently. However, this BOW model alone is not
enough to depict the underlying semantic meanings or concepts of documents. For
example, the phrases “Samsung S6 32gb like new” and “Galaxy S6 32gb 99%” are the
same in meaning but barely identical vectors in BOW model. Also, the model generates
very high dimensional features, over 10000 dimensions.

To improve efficiency, topic modeling [3–5] technique is proposed to fit the
constructed tf-idf corpus. Topic modeling is an unsupervised approach, aiming at
discovering the hidden thematic structure within text body. Using themes to explore the
content of the description, we can reveal various aspects of it such as brand, status,
hardware specification, etc. A topic is considered as a cluster of words that tend to
contextually co-occur together. It connects words with similar meanings and distinguish
the uses of words with multiple meanings. Besides, text representation with topic
semantic space can greatly reduce feature dimension comparing to BOW feature. This
paper compares two most common techniques, the probabilistic model, Latent Dirichlet
Allocation (LDA) [14], and more recently, the non-probabilistic model, Non-Negative
Matrix Factorization (NMF) [15]. Both algorithms take as input the bag-of-words matrix

Fig. 1. The local C2C e-commerce database
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A ∈ Rn×m. Each algorithm attempts to produce two smaller matrices: a word to topic
matrix W ∈ Rn×k and a document to topic matrix H ∈ Rk×m, that when multiplied together
reproduce approximately matrix A, as illustrated in Fig. 2.

Fig. 2. Matrix decomposition for LDA and NMF

Latent Dirichlet Allocation (LDA) learns the relationships between words, topics,
and documents by the assumption that documents are generated by a probabilistic model.
Let K be the specified number of topics, N is the number of words in the corpus and two
hyper parameters 𝛼 and 𝜂 that guide the distributions. Each topic z is associated with a
multinomial distribution over the vocabulary 𝛽k, drawn from Dir(𝜂). A given document
di in total D documents, is then generated by the following process:

• Choose 𝛩d ∼ Dir(𝛼), a topic distribution for di

• For each word
– Select a topic zd,n ∼ 𝛩d

– Select the word wd,n ∼ 𝛽zd,n

In LDA model, the 𝛽 and 𝛩 distributions represent the probability of words used in
each topic and the probability of each topic appearing in each document, which corre‐
spond to word to topic matrix W and document to topic matrix H, respectively. The
process above defines a generative model corresponds to the following joint distribution,
specifies a number of dependencies of the hidden and observed variables:

K∏

i=1
p(𝛽i|𝜂)

D∏

d=1
p(𝛩d|𝛼)

(
N∏

n=1
p
(
zd,n|𝛩d

)
p
(
wd,n|𝛽1:K , zd,n

)
)

(2)

Non-Negative Matrix Factorization (NMF) also factorizes A into two lower rank
matrices W and H with the goal to reproduce the original matrix with the lowest error,
with only one constraint: the decomposed matrices consist of only non-negative values.
Using the Frobenius norm for matrices (a distance measure between two given matrices),
the approximation of A is achieved by minimizing the error function:

min

W, H
‖A − WH‖F, s.t W ≥ 0, H ≥ 0 (3)

NMF algorithm has fewer parameter choices involved in the modeling process than
those of LDA. NMF uses an iterative process to update the initial values of W and H.
The process stops when the approximation error converges or it reaches the specified
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number of iterations. The algorithm randomly initializes each matrix with non-negative
values, iterate for each element index c, j, and i, and modify them as the following
multiplicative update rule:

Hcj ← Hcj

(WTA)cj

(WTWH)cj

; Wic ← Wic

(AHT )ic

(WHHT )ic

(4)

After the matrices are trained, an unseen document is inferenced by a fold-in step,
in which the document to topic matrix H is partially updated while the word to topic
matrix W is kept, to get the distribution of topics in that document.

3.3 Description Similarity Based Ranking

As previously described by using LDA or NMF, the bag-of-words matrix is decomposed
into two lower rank matrices. The document to topic matrix H is used to represent the
descriptions and to compute the similarity score between two descriptions. Based on
this and the category of the item, the websites are either ranked by the quantity or average
price of similar items that are posted on each site.

The cosine similarity [13] is used as a distance metric to calculate the similarity score
between two documents. Given two k dimension vectors di and dj, which represent the
distribution of k topics in two different descriptions, the value of the cosine angle
between them is a real number in the range [0, 1]. Two vectors with the same orientation
have a cosine similarity of 1 and two vectors which are perpendicular have a similarity
of 0. The cosine angle between them can be calculated as follows:

cos
(
di, dj

)
=

∑
k

(
di[k] ⋅ dj[k]

)

√∑
k

di[k]
2.
√∑

k
dj[k]

2 (5)

For calculating the average price, after having a list of the items which have similar
descriptions, we use the measures of data dispersion to get the range of price data. Let
x1, x2,… , xn be a set of ordered observations for the price attribute. The lower quartile
Q1, which cuts off the lowest 25% of the data and the upper quartile Q3, which cuts off
the lowest 75% of the data. We use the distance between the first and third quartiles
which cover the middle half of the data to calculate the average price of the items whose
prices fall into this range.

3.4 Voting Scheme Based Ranking

Since users may not only want to know the selling websites by the statistics of similar
descriptions but they also want other aspects such as desired selling price to be taken
into account, the recommendation system also has to deal with this scenario. Based on
the pre-processed features: computed semantic features, along with category feature and
price feature of the training dataset, the system learns to recommend a ranked list of
suitable websites for users to sell their items. This problem can be considered as
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classification process. However, this is a non-standard classification task. The classifier
must learn how to rank a list of labels for each of the input based on a single-label training
dataset. Besides, the training dataset is informal in the way that the same instance could
belong to different corresponding labels, due to the fact that a user may sell his item on
more than one website. We propose the ensemble learning methods [6–8], specifically
Random Forests method [16], where we utilize the voting principle of the algorithm to
handle the recommendation.

The basic idea of ensemble learning methods is that by combining lots of learners,
some learns certain things well and some learns others so that they perform in different
ways, the generated results will be significantly better than any single learner. One of
the approach to combine learners is bagging [16], which stands for bootstrap aggre‐
gating. Bagging is sampling the original dataset with replacement, so that some data
points in the original dataset may be replicated in the sample, whereas other points may
be absent from the sample. The bootstrap sample is the same size as the original, and
many of the samples are taken. This method get each learner performs slightly differ‐
ently, which achieves the requirement of ensemble methods. This is also what we desire,
each learner learns a different aspect and to avoid overfitting on such informal dataset.

Random Forests is a meta-learner, belongs to the ensemble learning methods, which
consists of many individual decision trees [16], that are used for classification using the
information entropy concept. This tree based learner requires no input preparation which
is suitable to handle our mixed-type data: categorical features and numerical features in
different scales. In Random Forests, there are two different sources of randomness
involved in the process of building trees. First, it uses bagging, each tree is trained on
different random subset of data. Second, the random selection of the attributes to split
at each node, which is only the subset of the whole set of features. Commonly, the subset
size is equal to the square root of the number of all features. The randomness reduces
the variance without effecting the bias. Also, it speeds up the training when at each node,
there is fewer features to compute. The training algorithm is described as follows:

• For each of the N trees
– Draw a bootstrap sample from the training data to train a decision tree
– At each node, select a subset of m features
– Pick the best split point among m features and split the node into child nodes
– Repeat until the tree in complete

The algorithm works well on large dataset since each tree is independent of each
other, trees can be trained in parallel. After the trees are trained, the output of the forest
is the majority vote, which resemble the governments election system, a candidate must
receive a majority of electoral votes to win the election. On this basis, the websites are
ranked in order of decreasing number of votes.
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4 Experiments and Results

4.1 The Dataset and Evaluation Method

We used the data from Vietnam C2C e-commerce, including 7 websites published by
these companies: Cho Tot [20], Nhat Tao [21], Vat Gia [22], Kypernet Viet Nam [23],
Truyen Thong So [24], Viet Giang [25] and Mua Ban [26]. The data collected in the first
three websites have items of various categories, whereas the last four websites specialize
in cars, motorbikes, cameras and luxury phones, respectively. In this experiment, we get
from database about 55,000 pre-processed posts in which the poor quality data [17] are
removed. Each post is a record with attributes containing its product’s information (title
description, category and price). We also get other 1,000 posts to evaluate the proposed
approaches. We asked real users to judge the ranking of the websites for each of the
item. The first set is ranked based on the specific criteria: the quantity or the average
price of similar items, as the test set for description similarity based ranking. The second
set is ranked based on the whole input information: description, category and desired
selling price, to use as the test set for voting scheme ranking.

In this paper, we used evaluation metric which is specifically designed to measure
the performance of a ranking system, the Normalized Distance-based Performance
Measure (NDPM) [18]. Let C− be the number of contradictory preference relations which
happen when the system’s ranking is opposite to the reference user’s ranking for a pair,
Cu be number of compatible preference relations which happen when the system
preferred an item to another item but user sees them equal, and Ci be the total number
of preferred relations, in same order, of the pairs between the system’s and user’s
ranking. The NDPM is then given by:

NDPM =
C− + 0.5Cu

Ci
(6)

The NDPM measure gives a perfect score of 0 to systems where there is total agree‐
ment between system’s ranking and user’s ranking. Contradicting every reference pref‐
erence relation gives the worst score of 1. Contradicting a reference preference is penal‐
ized twice as much as not predicting it.

4.2 Results and Interpretations

We used the NDPM metric to evaluate the performance of both the description similarity
based ranking and voting scheme based ranking. The goal here is to minimize the average
NDPM score on the test set.

In Fig. 3, we measured the performance of two topic modeling techniques, NMF and
LDA, and simple BOW model on the recommendation task in which users want to sort
the websites in order of a specific criterion, which is the quantity or the average price
of similar items in a category. The experiment is conducted with different number of
topics ntopic ∈ {50, 100, 150, 200, 250, 300, 350} and we found that when the number of
topics is increased to 250, the NDPM score for NMF method obtains the lowest score
compared to both LDA and BOW in both criteria. It reaches approximately 0.16 in the
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quantity ranking and 0.18 in the average price ranking. On the other hand, LDA method
performed worse on tests than both BOW and NMF model.

Fig. 3. NDPM score for three text presentation models, NMF, LDA and BOW for C2C website
recommendation based on the quantity or the average price of similar items

Figure 4 shows the performance of the C2C website recommendation system based
on voting principle of Random Forest. The experiment is conducted on BOW method
with feature selection [19] for dimensionality reduction, NMF method with 250 topics
and LDA method with 100 topics, where larger numbers of topics do not significantly
improve the performance of each topic model. As the graph shows, the performance of
NMF method far exceeded that of LDA and BOW method. As the number of trees is
increased to about 100 trees, NDPM score reaches roughly 0.13 for NMF method. Again,
LDA method gave the worst performance.

Fig. 4. NDPM score for C2C website recommendation based on voting rule of Random Forests

As shown in Table 1, we select 5 interpretable topics in 250 topics generated by
NMF method as examples. We manually name each topic based on highest weighted
words and highest weighted documents, which representing categories including HTC
One M smartphone, luxury phone, Sony Handycam camera, Air Blade motorbike and
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Toyota Innova car. These topics are about categorical groups of the items of several
brands without going to details about specifications of the items. Besides, there are also
others topics which are not interpreted well.

Table 1. Top words and top documents in 5 topics discoverd by NMF method

Topic Top words Top documents
Smartphone, HTC
One M

one
htc
m7
e8
32gb

htc m8 gold 32gb
htc one m8 gold new 99%
htc one m7 - nguyên zin – fullbox (htc one m7 - original –
fullbox)
bán htc one m7 giá rẻ (cheap htc one m7 for sale)
htc one m8 gold mới nguyên hộp (new htc one m8 gold fullbox)

Luxury phone vertu
constellation
ti
ascent
goldvish

bán máy vertu constellation ceramic nguyên zin (original vertu
constellation ceramic for sale)
vertu ascent ti chính hãng giá rẻ (cheap and genuine vertu ascent
ti)
vertu constellation ayxta black alligator đẹp quý phái
(luxuriously beautiful vertu constellation ayxta black alligator)
vertu constellation pink nguyên zin cần bán (original vertu
constellation pink for sale)
goldvish-vertu các loại (goldvish-vertu series)

Camera, Sony
Handycam

sony
hadycam
hd
hdr-gw77
cx405

bán máy quay handycam hdr-gw77 99% (99% handycam hdr-
gw77 camera for sale)
sony handycam hdr-gw77 còn mới (like new sony handycam
hdr-gw77)
bán nhanh sony handycam hdr-gw77 (sony handycam hdr-gw77
for quick sale)
sony handycam cx405 xách tay fullbox (hand-carried sony
handycam cx405 fullbox)
cần bán sony handycam hdr cx405, đầy đủ phụ kiện (sony
handycam hdr cx405 for sale, full of accessories)

Motorbike, Air
Blade

air
blade
zin
xe (motorbike)
2015

air blade 125fi màu trắng xám 2015 zin 100% (100% original
grey white air blade 125fi 2015)
air blade đỏ xe chính chủ máy nguyên 99% (licensed red air
blade motorbike, 99% untouched engine)
air blade fi đen nguyên bản 2010 (untouched black air blade fi
2010)
xe honda airblade chính chủ (licensed honda air blade
motorbike)
bán airblade fi 2015 đen, máy zin giá tốt (black air blade fi 2015
for sale, untouched engine, good price)

Car, Toyota Innova toyota
innova
số (transmission)
sàn (manual)
chủ (licensed)

toyota innova g đời 2010 (toyota innova g 2010 series)
innova g 2011 số sàn (manual transmission innova g 2011)
xe chính chủ toyota innova 2011 (licensed toyota innova 2011
car)
toyota innova 2016 xe gia đình còn zin 100% (100% original
toyota innova 2016 family car)
xe innova 2k15 2.0G màu bạc (silver innova 2k15 2.0G car)
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5 Conclusion and Future Work

In this work, we explored the NoSQL data-based machine learning techniques in C2C
e-commerce recommendation system for suggesting appropriate websites for target
items, to solve the lack of similar systems. The unstructured data is first stored and
indexed, then applied machine-learned models for feature representation and label
ranking. We used topic modeling methods for text presentation, and utilized the voting
scheme of ensemble learning methods to rank the websites. The experimental results
showed that our proposed approach is effective. Using Non-Negative Matrix Factori‐
zation method for representing the distribution of topics in documents gained the best
performance in both ranking based on similar descriptions and ranking based on votes
of Random Forests. Specifically, the NDPM score reaches approximately 0.16, 0.18 and
0.13 in ranking according to quantity, to average price, and to whole item’s information,
respectively. This also showed that Random Forests, widely known for very good
performance on classification task, can be used to rank labels efficiently. Further studies
on applying these techniques to larger scale dataset and improving the performance by
more sophisticated topic models and ranking models should be necessary.
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Abstract. The success of recommender systems has made them the
focus of a massive research effort in both industry and academia. The
aim of most recommender systems is to identify a ranked list of items
that are likely to be of interest to users. However, there are several appli-
cations such as trip planning, where users are interested in package rec-
ommendations as collections of items. In this paper, we consider the
problem of recommending the top-k packages to the active user, where
each package is constituted with a set of points of interest (POIs) and
is under user-specified constraints (time, price, etc.). We formally define
the problem of top-k composite recommendations and present our app-
roach which is inspired from composite retrieval. We introduce a scoring
function and propose a ranking algorithm for solving the top-k packages
problem, taking into account the preferences of the user, the diversity
of recommended packages as well as the popularity of POIs. An experi-
mental evaluation of our proposal, using data crawled from Tripadvisor
demonstrates its quality and its ability to provide relevant and diverse
package recommendations.

Keywords: Recommender systems · top-k packages · Diversity ·
Tourism

1 Introduction

With the beginning of the Web 2.0 era, the Internet began growing up and
developing with massive speed. The amount of information in the tourism field
available in the World Wide Web and its number of users have noticed an enor-
mous increase in the last decade. All this information may be useful for those
users who plan to visit a new city. Information about travel destinations and their
associated resources is commonly searched for tourists in order to plan their trip.
However, the amount of information and items get extremely huge, leading to an
information overload. It becomes a big problem to find what the user is actually
looking for. Search engines partially solves that problem, however personaliza-
tion of information was not given. Recommender systems (RS) have emerged
as a popular paradigm for enabling users to find what they might be interested
in, complementing search engines. Recommender systems are tools for filtering
c© Springer International Publishing AG 2017
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and sorting items and information. They generally use opinions of a commu-
nity of users to help individuals in that community to more effectively identify
content of interest from a potentially overwhelming set of choices [11]. There is
a huge diversity of algorithms and approaches that help creating personalized
recommendations. Two of them are very popular: collaborative filtering and
content-based filtering. They are used as a base of most modern recommender
systems. However, classical recommender systems are confined to recommending
individual items, e.g., books or DVDs. But, there are several applications where
users are interested in packages, i.e., sets of items. Examples of such applications
may include music [8] (e.g., play lists of songs on Last.fm), education [9] (e.g.,
course combination) and trip planning [14] (e.g., sets of Points of Interest).

During the last decades, recommender systems have found their way in the
context of travel planning to help tourists finding relevant Points of Interest
(POIs) that might be interesting for them. In trip planning, a user is interested
in suggestions for POIs that could be very heterogeneous, e.g., museums, parks,
restaurants, etc. Tourism recommender systems can benefit from a system capa-
ble of recommending POIs organized in packages rather than ranked lists, which
will constitute an improved exploratory experience for the visitor. Therefore,
there is a need to recommend for the user the top-k packages that match his
preferences. Furthermore, there may be a cost and a time needed for visiting
each POI, which the user may want to constraint with a budget. The budget
may also simply be the number of POIs per package. Independently of the bud-
get, there may be a notion of compatibility among items in a packages, that can
be modeled as constraints that the user may specify: e.g., “no more than three
museums in a package”, “no more than two restaurants”, “the total distance
covered for visiting all POIs in a package should be less than 20 km”, etc. Some
so-called “Third generation” travel planning web sites, such as YourTour1 and
nileGUIDE2, aim at assisting the user with suggestions of POIs integrating these
kinds of features, but the suggestions are based only on the well-known POIs
and neglect the personalization aspect. Thus, the use of these web sites is very
limited.

The majority of the existing work in recommender systems for tourism focus
on modeling users’ profiles and the representation of Points of Interest, in order
to get a ranking of the most relevant POIs according to the user preferences.
However, the diversity of recommendations has never been the main focus of the
proposed approaches. Nevertheless, it has been suggested that diversification has
a positive effect on the satisfaction of users of recommender systems [5].

Our contribution in this paper is the design and implementation of a sugges-
tion model promoting diversity and inspired from composite retrieval [2]. The
approach we propose is to group recommendations in different packages, where
each package is constituted with a set of POIs. The set of all package recom-
mendations covers a wide diversity of themes. Each POI has a time and a price
associated with it, and the user specifies a maximum total value for price and

1 http://www.yourtour.com/.
2 https://www.nileguide.com/.

http://www.yourtour.com/
https://www.nileguide.com/
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time (budgets) for any recommended package. POIs in each package are cho-
sen using a scoring function that takes into account the preferences of the user,
the diversity of items including the package, and the popularity of the items in
the package. The evaluation of our proposed system using a real dataset with
data crawled from the website Tripadvisor, shows that our system is competi-
tive, it can improve the diversity of recommendations without deteriorating their
relevance.

The road map of the paper is as follows. In Sect. 2, we present the architecture
of our system and give a formalization of the problem. We then describe our
model and define the quality criteria of packages (Sect. 3). In Sect. 4, we describe
our algorithm for computing the top-k packages. In Sect. 5, we subject our system
to experimental analysis using a real dataset and investigate the quality of the
recommended packages. In Sect. 6, we present related works. Finally, we conclude
the paper in Sect. 7.

2 System Architecture and Problem Statement

2.1 System Architecture

In a traditional recommender system, users give ratings to items based on their
personal interest. These ratings are then used by the system to predict ratings
for items not rated by the active user. The predicted ratings can be used to give
the user a ranked recommendation list. However, as we discussed it above, these
ranked lists are not suitable for applications such as trip planning which deal
with heterogeneous items.

Fig. 1. Architecture of our system

As shown in Fig. 1, our system is composed of two main components: the rec-
ommender engine and the composite recommender module. The recommender
engine captures users item ratings based on their preferences, and these ratings
are used to predict an appreciation score for POIs not rated yet by the active
user. The estimated appreciation score of a POI is calculated using items similar-
ities, which are computed using the taxonomy presented in Fig. 2. In our system,
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each candidate POI has also a popularity assigned to it, which can be calculated
using the number of users positive reviews, the number of visits per period or the
number of “likes” via social networks, etc. Then, the composite recommender
component receives information about the predicted ratings and the popularity
of the candidate POIs. From this information, the role of the composite recom-
mender system is then to provide the active user with the top-k packages. This
component also includes a constraint checker module which checks whether a
package satisfies the constraints specified by the user. The user interacts with
the system by specifying his budgets in term of the total price and the total
visiting time for each package, an integer k which is the number of packages and
optionally compatibly constraints such as “no more than three museums in a
package”.

2.2 Problem Statement

Given a set I of POIs, a set U of users, an active user u ∈ U and a POI i ∈ I.
We denote by c(i) the cost of POI i and by t(i) the average time needed for
visiting POI i. Given a set of POIs P ⊂ I, we define Score(P ) the score of a
package P , which estimates the quality of a package (see more details in Sect. 3),
c(P ) =

∑
i∈P c(i) the total cost of a package P and t(P ) =

∑
i∈P t(i) the time

to visit POIs in package P . Given a cost budget Bc and a time budget Bt, a
package P is said Valid iff c(P ) ≤ Bc and t(P ) ≤ Bt.

We note that in this paper, we restrict attention to the problem of recom-
mending packages where no compatibly constraint is imposed. We discuss in
Sect. 4.2 how to extend our algorithms to take into account compatibility con-
straints. We also assume that the cost budget Bc and the time budget Bt do not
include the cost and the time associate with traveling between POIs.

Problem 1. Top-k Composite recommendations Given a set I of POIs, an
active user u with his preferences background, a cost budget Bc, a time budget Bt

and an integer k, a top-k composite recommender system has to determine the
top-k packages P1, P2, ..., Pk such that each Pi has c(Pi) ≤ Bc, t(Pi) ≤ Bt, and
among all Valid packages, P1, P2, ..., Pk have the k highest scores, i.e. Score(P ) ≤
Score(Pi) for all Valid packages P /∈ {P1, P2, ..., Pk}

The complexity of the top-k composite recommendations problem has been
studied in [1] and was proved to be NP-hard. More precisely, it has been shown
that the problem can be reduced to the well known Maximum Edge Subgraph
problem, which is NP-complete. It is therefore necessary to design efficient algo-
rithms for the recommendation of top-k packages.
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3 Model

3.1 Topical Distance and Similarity Between Points of Interest

Our distance between POIs is based on a taxonomy of hierarchical topic cate-
gories organized in a tree structure. Formally, we used a domain ontology devel-
oped by [6] to represent these categories. Figure 2 shows a part of this taxonomy.

Fig. 2. Part of the taxonomy [6] used to represent the categories of POIs

Let be I the set of all possible POIs for potential suggestions. Each POI in
I is associated to one or more categories in the taxonomy, e.g. museum, park,
building, etc. We define the topical distance distt : I × I → N between two
POIs i and j as the length of the shortest path in the taxonomy between the
two closest categories of i and j in the taxonomy. Formally, we denote by Ci

and Cj the set of topical categories of POI i, j respectively. The topical distance
between the POIs i and j is computed using the following formula:

distt(i, j) = minci∈Ci,cj∈Cj
distedge(ci, cj) (1)

where distedge is the function computing the shortest path between two nodes
in the taxonomy.

The topical similarity between two POIs i and j can then be calculated as
a function of their topical distance. The similarity evaluates to what extent two
POIs i and j deal with the same thematic. The greater the topical distance
between two POIs, the smaller the similarity between these two POIs and vice
versa. Formally, the similarity between two POIs i and j is calculated as follows:

sim(i, j) =
1

1 + distt(i, j)
(2)
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3.2 Packages Quality Criteria

In order to create the top-k packages of POIs for a specific user, it is necessary
to have a criteria estimating how “good” a package P is, according to a user
u. We denote it by the score of a package. To this end, we need to measure
how a new POI not visited yet by the user would be interesting for him. The
popularity is also an important factor in the general appreciation of a POI. In
fact, the properties depending only on the popularity of a POI are often more
important than the similarity between POIs liked by the user [12]. Moreover, we
assume that the user is not only interested by visiting POIs he would like, but
instead visiting POIs that best cover his interests. The diversity of POIs in the
same package is thus an important criteria for the quality of the package.

Overall Popularity: The overall popularity measures the popularity of a POI
i. It is defined by:

opop(i) =
pop(i)

maxj∈Ipop(j)
∈ [0, 1] (3)

where j designates the POIs of I and pop : I → N represents a popularity
indicator of a POI.

The overall popularity of a package P is determined using the min aggrega-
tion of the popularities of POIs included in the package:

opop(P ) = Mini∈P opop(i) ∈ [0, 1] (4)

Where i are the POIs included in the package P . We used the minimum
operator as an aggregation function rather than the mean operator to ensure a
high overall popularity of the packages.

Intra Package Diversity: Most of travel recommender systems focus on the
modeling of user preferences and representation of POIs in order to get a ranking
of the most pertinent POIs for a user. However, the diversity of suggestions in
travel planning applications has never been the focus point. Nevertheless, it has
been suggested that the diversity of the recommendations has a large positive
effect on the satisfaction of the user [15]. In order to take into account the
diversity of POIs in a package, we adapt the intra list diversity introduced by
[15]. For a package of POIs P , we define the intra package diversity:

ipd(P ) =

∑
i,j∈P 1 − sim(i, j)

|P |2 (5)

Estimated Appreciation: The estimated appreciation evaluates to what
extent a POI i that a user has not yet rated or visited would be interesting
for a user u. This estimation is based on the preferences of the user and is calcu-
lated using ratings that he gave to a sample of similar POIs Si pondered by the
similarity between the POI to estimate and POIs of the sample. The estimated
appreciation of a user u ∈ U for a POI i ∈ I is defined by:
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eappu(i) =

∑
j∈Si

ratingu(j) × sim(i, j)
∑

j∈Si
sim(i, j)

(6)

where j designates POIs of the sample Si, the set of similar POIs rated by the
user u, and ratingu → [0, 1] associates for a POI the rating given by the user u,
divided by the maximum rate.

Note that our algorithm, that we describe in the Sect. 4 do not depend on a
specific recommendation algorithm, we used a simple memory-based item-item
collaborative filtering approach to generate predicted ratings for each user. This
method is chosen for its simplicity and low computational cost.

The estimated appreciation for a user u for a package P is computed using the
min aggregation of the estimated appreciations of POIs included in the package:

eappu(P ) = Mini∈P eapp(i) ∈ [0, 1] (7)

where i are the POIs included in the package P .

Score of a package: The score of a package evaluates the quality of POIs that
form a package for a user u according to the overall popularity, the diversity and
the estimated appreciation. The score of a package P for a user u is calculated by:

Scoreu(P ) = Ceapp × eappu(P ) + Copop × opop(P ) + Cdiv × ipd(P ) (8)

where Ceapp, Copop, Cdiv are positive Coefficients that modulate respectively,
the importance of the estimated appreciation, the overall popularity and the
diversity in the score function.

4 Construction of the top-k Packages

Composite recommendations can be solved by generating a set of candidate
packages and then selecting the best possible subset. This approach is called
Produce-and-choose. We choose it as a fundamental paradigm for solving our
problem. The construction of top-k packages is done in two steps: first, a set of
valid packages are produced in large quantities with a cardinality c >> k, pack-
ages are formed by aggregation around a pivot POI and taking into account the
quality criteria. After that, the packages are ranked according to their respective
score to recommend the top-k packages.

4.1 Creating Good Packages

Our approach for forming a set of good valid packages is inspired from the
algorithm “BOBO” (Bundles One-By-One) introduced by Amer-Yahia et al.
[2]. We adopted this algorithm to take into account the quality criteria of the
packages (estimated appreciation, popularity and diversity) defined in Sect. 3.2.
The goal of this algorithm is to create c valid packages that respect the budget
constraints. It is inspired from k − nn clustering. At each step a POI is chosen
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Algorithm 1. BOBO

Input: I,Bc, Bt, number of packages c
Output: a set c of packages

1 Packages ← ∅
2 Pivots ← Descending sort(I, opop)
3 while (Pivots �= ∅) and |Packages| < c do
4 w ← Pivots[0]
5 Pivots ← Pivots − {w}
6 P ←Pick bundle(w, I,Bc, Bt)
7 Pivots ← Pivots − P
8 Packages ← Packages ∪ P

9 end
10 return Packages

Algorithm 2. Pick bundle

Input: pivot w, I,Bc, Bt

Output: a package P
1 S ← w
2 active ← I − {w}
3 cost ← c(w)
4 time ← t(w)
5 while (not finish) do
6 i ← argmaxi∈activeScoreu(S ∪ {i})
7 if (cost + c(i) ≤ Bc) and (time + t(i) ≤ Bt) then
8 S ← S ∪ {i}
9 cost ← cost + c(i)

10 time ← time + t(i)

11 end
12 else
13 finish ← true
14 end
15 active ← active − i

16 end
17 return S

as pivot, and a valid package with maximum score is built around that pivot.
The pseudo code is described in Algorithm 1.

BOBO starts with an empty set of packages (line 1). Then, a list of candidates
pivots POIs is constituted (line 2), this list ranks the list of potential suggestions
(I) in a decreasing order of their overall popularity (opop).

As long as the number of formed packages is less than the number of required
packages c, at each iteration the first POI is taken from the set of Pivots (line 4),
and a package is built around it (line 6). This is done by the routine Pick bundle
described in Algorithm 2. This routine greedily keeps picking the next POI that
maximizes the score of the package formed around the pivot (line 6), as far as the
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budget constraints are satisfied (line 7). If the selected POI respects the budget
constraints then it is added to the package (line 8), its cost is added to the cost
of the package (line 9) and its time is added to the whole time of the package
(line 10). It is then discarded from the active POIs (line 15) so that it will not
appear in any other package. Note that, without loss of generality, we assume
that all POIs have a smaller cost than the cost budget Bc and have a smaller
visiting time than the time budget Bt. Let us go back to BOBO’s main loop:
once a candidate package is created, it is added to “Packages” (line 8) and its
elements are removed from “Pivots” (line 7) so that they are not longer used.

Once the required number of packages has been created, they are ranked
following their respective scores (Sect. 3.2). Afterwards, the k packages having
the best scores are selected as the top-k packages.

4.2 Discussion

As mentioned in Sect. 2.1, our system optionally includes the notion of a package
satisfying compatibility constraints. E.g., the user may require the recommended
package to contain no more than 3 museums. To handle these kind of constraints
in our algorithms, we can add a definition of a Boolean compatibility function
over the packages. Given a package P , C(P ) = true iff all constraints on POIs
included in P are satisfied. Then, we can easily add a call to C in BOBO algo-
rithm after each candidate package has been generated. If the package fails the
compatibility check, we just discard it and search for the next candidate package.

5 Evaluation

5.1 Data Set

The goal of our experiments were: (1) evaluate the relevance of the packages
recommended by our algorithm, and (2) evaluate their diversity as well. In order
to have a set of POIs constituting potential recommendations, we have taken
advantage of the well known travel website Tripadvisor, where users can share
and explore travel information. Tripadvisor provides a list of POIs, each POI
is associated with a thematic category. These categories are organized in a tree
structure, which allows us to build the semantic similarity measure introduced
in Sect. 3.1. In addition, Tripadvisor provides for a POI a set of social indicators,
such as the average rating for all users, or the number of users that have rated it,
etc. These information constitute an important popularity index. In particular,
we used the number of users positive ratings for a POI as an indicator of its
popularity, for estimating the function pop : I → N defined in Sect. 3.2.

For our experiments, we crawled user rating information from POIs in the
five most popular cities in France. We exclude POIs that have very few or no
reviews. The dataset contains 40635 ratings for 1183 POIs by 18227 users, so
as we see the data is very sparse. We associate with each POI its cost and its
average time of visit crawled also from Tripadvisor. The average price of POIs
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was close to e7 and the average time for visiting a POI ranges from 30 min to 3 h.
Because of the large sparsity of the underlying user rating matrix, we exclude
users that have rated less than 30 POIs.

5.2 Evaluation Metrics

The goal of our experiments was to test the relevance and the diversity of the
recommended packages of POIs. For this purpose we used two metrics. The first
one is Precision, widely used in the evaluation of the relevance of recommended
items. Precision is calculated as the ratio of recommended POIs that are relevant
to the total number of recommended POIs. In our settings, we consider that a
POI is relevant for a user if it was rated with 4 or 5 stars.

Precision: is calculated as the ratio of recommended POIs that are relevant
to the total number of recommended POIs.

Precision =
|relevant recommended POIs|

|recommended POIs| (9)

The second used metric is for the purpose of evaluating the diversity of the
recommended packages. We extend the intralist similarity introduced by Ziegler
et al. [15] to a set of k packages {P1, ..., Pk}. The Mean Intralist Diversity (MILD)
is defined as bellow:

Diversity: we extend the intralist diversity introduced by Ziegler et al. [15] to
a set of k packages {P1, ..., Pk}. The Mean Intralist Diversity (MILD) is defined.

MILD({P1, ..., Pk}) =
∑k

i=1 ILD(Pi)
k

(10)

We used a third metric in order to compare approaches within a better com-
promise between precision and diversity. FPD is the harmonic mean of precision
and diversity:

FPD =
2 × precision × diversity

precision + diversity
(11)

5.3 Experimental Protocol

Our goal was to test the impact of personalization (per), popularity (pop) and
diversity (div) on the quality of recommendations. To this end, we compared
several versions of our system, corresponding to different possible combinations
of the factors of Ceapp, Copop Cdiv. Each version corresponds to a different com-
bination of the parameters. Versions we tested are summarized in the Table 1.
The name of each version indicates the use or not of the different aspects when
constituting the set of packages.
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Table 1. Different versions of our system

Versions of our system Ceapp Copop Cdiv

per (personalization) 1 0 0

pop (popularity) 0 1 0

div (diversity) 0 0 1

per + pop 1/2 1/2 0

per + div 1/2 0 1/2

pop + div 0 1/2 1/2

per + pop + div 1/3 1/3 1/3

Note that in our experiments, we do not seek to achieve the optimal combina-
tion of the weights Ceapp, Copop Cdiv. Our goal is not to find the best combination
of weights for each criteria, but rather to test the impact of the different crite-
ria on the quality of recommendations. This justifies the simple values we have
assigned to the different weights Ceapp, Copop Cdiv. For each version, we wanted
to test the impact of the presence or absence of each criteria.

To evaluate also the effectiveness of the proposed system, we compare our
results with the package recommendation method proposed by Xie et al. [13],
which is the closest work to ours. The authors explored approximate solutions
to composite recommendations using a Fagin-style algorithm. The authors also
computed the estimated appreciation of POIs using an item-item collaborative
filtering approach, without taking in consideration the popularity of POIs and
the diversity aspect of recommendations.

We tested our system varying the number of returned packages k, we vary
it between four values: {5, 10, 15, 20}. The cost budget is fixed to e60 and the
time budget fixed to 300 min. We tested our algorithms under various cost and
time budgets with very similar results, so other budgets are not presented for
lack of space. The variation of cost and time budget does not really affects the
precision and diversity of recommendations, but rather affects the POIs that will
be selected into each package, which means, if the cost budget is very small, this
will basically limits the budget to only free attractions (POIs). As well, if the
time budget is very small, the algorithm will tend to create packages which may
contain very few POIs in a package or even empty packages. We fixed the cost
budget to e60 and the time budget 300 min, which are medium budgets given
the distribution of costs and times of all POIs.

We used the standard approach which consists of dividing the data into two
categories randomly. We performed 5-fold cross validation: approximatively 80%
of ratings were assigned to the training set and the remaining 20% to the test set.
Ratings are translated into binary data to be able to use the precision metric.
POIs ratings in the set {1, 2, 3} are converted to “0” (irrelevant), and POIs
ratings in the set {4, 5} are converted to “1” (relevant). For each combination of
the weights Ceapp, Copop and Cdiv our algorithm uses the training set to produce
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a list of recommended k packages for each user. Our goal is to calculate the
relevance of the POIs that are built in the k packages using the Formula 9. For
this we must compare the recommendations with the truth values of the test set.
Therefore, a POI recommendation is relevant if and only if the value of this POI
in the test set is relevant. Moreover, for the recommended packages we compute
the mean intralist diversity according to the Formula 10, as well as the harmonic
mean between precision and diversity according to the Formula 11. The obtained
results are presented and discussed in the following section.

5.4 Results

Results of our versions compared to the competitive approach according to pre-
cision, diversity and FPD are reported in Table 2. In all our versions, we can
notice a high influence of the popularity of POIs with respect to the preci-
sion. It is important to underline that the popularity is a significant factor as
well as the personalization. In fact, in most cases, the “pop” version leads to
a better precision than the “per” version and the “pop + div” version better
than the “per + div” version. These results are in accordance with [12], which
highlights the importance of the popularity and its effect on the relevance of
recommendations. The div version performs the worst precision, since it ignores
the personalization aspect and the popularity of POIs.

Table 2. Comparison of our different versions with the competitive approach

k=5

Version P D F PD

per 0.5073 0.3902 0.4411

pop 0.5875 0.4889 0.5336

div 0.4101 0.6196 0.4935

pop+div 0.5411 0.5533 0.5471

per+div 0.4836 0.5403 0.5103

per+pop 0.5978 0.4225 0.4950

per+pop+div 0.5589 0.5825 0.5704

Xie et al. 0.5724 0.4358 0.4948

k=10

Version P D F PD

per 0.5106 0.4112 0.4555

pop 0.5692 0.4133 0.5398

div 0.4301 0.6039 0.5023

pop+div 0.5381 0.5804 0.5584

per+div 0.4938 0.5784 0.5327

per+pop 0.5403 0.5057 0.5224

per+pop+div 0.5394 0.5965 0.5665

Xie et al. 0.5332 0.4811 0.5058

k=15

Version P D F PD

per 0.5263 0.4274 0.4771

pop 0.5236 0.4876 0.5049

div 0.4268 0.5921 0.4960

pop+div 0.5186 0.5606 0.5387

per+div 0.4839 0.5698 0.5233

per+pop 0.5368 0.4943 0.5146

per+pop+div 0.5191 0.5719 0.5442

Xie et al. 0.5165 0.5081 0.5122

k=20

Version P D F PD

per 0.4935 0.4285 0.4587

pop 0.5126 0.4792 0.4953

div 0.3808 0.5781 0.4591

pop+div 0.4967 0.5542 0.5238

per+div 0.4803 0.5316 0.5046

per+pop 0.5121 0.4825 0.4968

per+pop+div 0.5041 0.5602 0.5306

Xie et al. 0.5045 0.5285 0.5162
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Varying the number of packages, the “per + pop” version always performs
the best precision and outperform the algorithm of Xie et al., due to combining
the personalization and the popularity.

Concerning the diversity of recommendations, without surprise, the “div”
version is the one that achieves the best diversity compared to all others. How-
ever, it has also the worst values for precision. In all cases, the “pop + div”
performs a better diversity than “pop” and “per + div” better than “per”. But
we highlight that the “pop + div” and “per + div” versions performs a preci-
sion which is not close to the best precision score performed by the version
“per + pop”.

Let us now study the case of FPD to analyze the compromise between pre-
cision and diversity. we notice that the “per + pop + div” realizes the highest
values of FPD, and out performs the competitive algorithm. This version tends
to promote a large diversity, performs better than Xie et al., and is not signifi-
cantly different in precision comparing to the optimal “per + pop” version. Thus,
the “per + pop + div” is the best approach when considering both precision and
diversity.

Through this analysis, we argued on the quality of our recommended pack-
ages for the different settings. We especially confirmed our hypothesis on the
importance of taking into account the popularity and the diversity in addition
to the personalization aspect when constructing the top-k packages. We proved
that combining these three aspects for the task of composite recommendations
leads to a better results on the F-measure compared to other approaches.

6 Related Work

In [3], authors are interested in finding the top-k tuples of entities. Examples of
entities could be cities, hotels and airlines, while packages are tuples of entities,
they query documents using keywords in order to determine entity scores. A
package in their framework has a fixed size, e.g., one city, one hotel and one
airline. Instead, in our work, we allow packages (composite recommendations)
of variable size, subject to a budget constraint specified by the user.

CARD [4] is a framework for finding top-K recommendations of compos-
ite products or services. A language similar to SQL is proposed to specify user
requirements as well as how atomic costs are combined. However as in [3], rec-
ommended packages have a fixed size, making the problem simpler.

CourseRank [9] is a project motivated by a course recommendation for help-
ing students planning their academic program at Stanford University. The rec-
ommended set of courses must also satisfy constraints (e.g., take two out of a
set of five math courses). Similar to our work, each course is associated with
a value that is calculated using an underlying recommender engine. Formally,
they use the popularity of courses and courses taken by similar students. Given
a number of constraints, the system finds a minimal set of courses that satisfy
the requirements of the user and has the highest score.

The same authors in [10] extend Courserank with prerequisite constraints,
and propose several approximation algorithms that return high-quality course
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recommendations satisfying all prerequisites. Like in our work, such suggestions
of packages are not in a fixed size. However, [9,10] do not consider the cost
of items (i.e. courses), while we capture POI costs and user budget, which are
essential features in the application of trip planning that we consider.

Other closely related work is [7] where a framework is proposed to automat-
ically recommend travel itineraries from online user-generated data, like picture
uploads using social websites such as Flickr. They formulate the problem of rec-
ommending travel itineraries that might be interesting for users while the travel
time is under a given time budget. However, in this work, the value (score) of
each POI is only determined by the number of times it was mentioned by other
users in the social network, whereas in our work, the importance of a POI is
determined not only by the popularity of the POI but also with a personalized
score depending on user’s preferences and his ratings for other POIs.

Finally, the closest work to our’s is [13], where the authors explore returning
approximate solutions to composite recommendations. The focus of the work
is on using a Fagin-style algorithm for variable size packages and proving its
optimality. The same authors further develop the idea into a prototype of rec-
ommender system for travel planning (CompRec) [14]. However, the score of
an item is just the predicted rating of a user, while we believe that using also
the popularity of items improves the relevance of the recommended packages.
Furthermore, none of these works accounts for the diversity in packages which
leads to a better satisfaction of the user.

7 Conclusion

Motivated by applications of trip planning, we studied the problem of recom-
mending packages consisting of sets of POIs. Each POI is associated to a cat-
egory, where categories are organized in a hierarchical tree structure, which
allowed us to define a semantic similarity measure between POIs. Our com-
posite recommendation system consists of ranking packages according to a score
function, where the score of a package depends on the estimated appreciation,
the overall popularity and the diversity of POIs constituting the package. We
formalized the problem of generating top-k packages recommendations that are
under cost and time budgets, where a cost and a time of visit are incurred by vis-
iting each recommended POI and the budgets are user specified. We developed
an algorithm for retrieving the top-k packages with best scores. The evaluation
of our system using a real world dataset crawled from the website Tripadvisor
demonstrates its quality and its ability to improve both the relevance and the
diversity of recommendations. We plan now to realize a study of the proposed
system with real users on a situation of mobility, where the localization context
will take an important role on the recommendation process, the task will be to
recommend the best packages for a given user provided that the recommended
POIs are close to the position of the user. Furthermore, it will be interesting to
compare between a recommender system providing classical ranked lists and our
composite recommender system.
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Abstract. Query recommendation (QR) support search engine to pro-
vide alternative queries as a recommendation using similarity-based
approaches. In the literature, orthogonal query recommendation (OQR)
has been proposed to compute the diversity of QR when the user does
not formulate proper queries. The OQR uses dissimilarity measure in QR
to recommend completely different queries. In this paper, we propose an
approach in QR by extending association rules, diverse patterns, and
unbalanced concept hierarchy of search terms. We conceptualize asso-
ciation rules based QR, and order the rules based on confidence and
diversity. Subsequently, the high ranked rules based on confidence and
diversity are provided in QRs. The experimental results on real world
AOL click-through dataset show that the diverse QRs improve the per-
formance significantly.

Keywords: Query recommendation · Diverse query recommendations ·
Diversity · Diverse rank

1 Introduction

The search engines (google.com, yahoo.com, bing.com, etc.) employ the query
recommendations (QRs) to improve the user satisfaction. The QR provides alter-
nate set of queries incase of unsatisfactory query results. The search engine
expects the users to click on the queries in recommendation to find the required
information. Efforts have been made in the literature [2,10] to develop QR
approaches in search engines using similarity measures. These approaches may
fail, when the original query has not formulate using proper keywords. Orthog-
onal query recommendation (OQR) approach [11] has been proposed to recom-
mend terms that are syntactically different from the original query and seman-
tically similar. We observe that OQR generates different queries that may not
be relevant to the user intent and also degrades the accuracy performance. The
research issue is to generate the different queries as recommendation that are
relevant to the user intent without degrading the accuracy performance.
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In this paper, we propose an improved approach using diverse QRs to gen-
erate potential queries that are relevant to the user intent without degrading
accuracy performance. We extend association rules, diverse patterns, and unbal-
anced concept hierarchy of search terms for QRs. In this approach, we refine
ranking mechanism over the approach proposed in [8] to rank rules based on
the diversity of the queries using the unbalanced concept hierarchy. We divide
the rules considering confidence, diversity, and combining both confidence and
diversity measures. The experimental results on real world AOL click-through
dataset show that the proposed approach with high confidence and high diver-
sity is able to provide diverse QRs relevant to the user intent and improve the
performance significantly over OQR approach.

The paper is organized as follows. Section 2 discusses the background. The
proposed approach to compute the diversity is explained in Sect. 3. Proposed
association rule based diverse query recommendation is discussed in Sect. 4.
Section 5 presents experimental results. Last section contains summary and con-
clusions.

2 Background

In this section, we explain association rule based recommender system, and
overview of diversity.

2.1 Association Rule Based Recommender System

Association Rules (ARs): The association among the items in a transactional
data is identified by AR mining algorithms [1]. A rule is in the form X → Y ,
where X, Y are itemsets and X ∩ Y = ∅, states that X and Y present together
in a transactional data. The rule is measured by a fraction of transactions that
contains both X and Y at minimum support (minsup), indicates how frequently
the itemset appears, and minimum confidence (minconf), indicates how often
the rule is found, thresholds. Diversity is a new interestingness measure which
is different from Lift, Conviction, AllConfidence, etc.

AR based Recommendations: In AR based recommender system (RS) [9], the
top-N recommendations are generated. The items purchased by n users form
transactional data. The AR mining algorithm generate rules satisfying minsup
and minconf thresholds. For all the rules, the items purchased by a user are
compared with the LHS of the rule. If they match, the item(s) on the RHS are
recommended.

2.2 Overview of Diversity

We present an overview of concept hierarchy, diversity of a pattern and approach
to compute the diversity of patterns using balanced concept hierarchy.
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Fig. 2. An example of an unbalanced
concept hierarchy (UCH)

Concept Hierarchy (CH): A CH is a tree in which the data items are organized
in an hierarchical manner. In this tree, all the leaf nodes represent the items, the
internal nodes represent the categories and the top node represents the root (a
virtual node). We consider that a lower-level node is mapped to only one higher-
level node. The CHs can be balanced or unbalanced. In a balanced concept
hierarchy (BCH) (refer Fig. 1), the height of all leaf level nodes is the same. In
an unbalanced concept hierarchy (UCH) (refer Fig. 2), the height of at least one
of the leaf level node is different from the height of other leaf level nodes.

Diversity of Pattern: The diversity of a pattern is based on the category of the
items within it. If the items of a pattern are mapped to the same/few categories
in a CH, we consider that the pattern has low diversity. Relatively, if the items are
mapped to multiple categories, we consider that the pattern has more diversity.

Approach to Compute the Diversity of Patterns Using BCH: An approach was
proposed in [7] to compute the diversity of a pattern. Given a BCH and a pattern,
we assign diverse rank (drank) by analyzing the portion of BCH formed by the
items in a pattern. The number of nodes vary based on the patterns, if the items
in the pattern merge quickly, the corresponding projection has less number of
nodes as compared to the projection of a pattern in which the items merge
slowly.

We explain the process of calculating drank (0 to 1) of balanced pattern
(BP). A pattern is called BP, if the height of all the items in a pattern is equal,
i.e., at the same level of BCH. Let Y be a pattern with n items, C be a concept
hierarchy of height h and Y (Π(Y/C)) be a projection of Y . The projection,
Y (Π(Y/C)), is a sub-tree which represents a CH concerning to the items in Y .
To compute the drank, we need two terms called maximal (maxΠ(Y/C)) and
minimal (minΠ(Y/C)). The maxΠ(Y/C) is a projection of C for Y by con-
sidering all the leaf-level items merge at the root through distinct intermediate
nodes and it is equal to (|Y | × h). The minΠ(Y/C) is a projection of C for Y
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by considering all the items merge at the immediate parent node and it is equal
to (|Y | + h − 1 ), where h is the height of C and |Y | is the number of items Y.

Computing the drank of BP: The ratio of |Π(Y/C)| to |maxΠ(Y/C)| is called
drank which is equal to |Π(Y/C)|

|maxΠ(Y/C)| . The minimum value of this ratio is equal to
|minΠ(Y/C)|
|maxΠ(Y/C)| and the maximum value of this ratio is equal to |maxΠ(Y/C)|

|maxΠ(Y/C)| (which
is equal to 1). We replace the |minΠ(Y/C)| with (|Y | × h) and |maxΠ(Y/C)|
with (|Y | + h − 1 ). The final formula after min-max normalization is shown in 1.
The more explanation can be found in [7].

drank(Y ) =
(|Π (Y /C )|) − (|Y | + h − 1 )

(h − 1 )(|Y | − 1 )
(1)

where, |Π(Y/C)| is the number of nodes in Π(Y/C), |Y | is the number of items
in a pattern, and h is the height of Π(Y/C).

Fig. 3. The query recommendations in search engine, (a) query, (b) search results and
(c) query recommendations.

3 Proposed Approach to Compute Diversity Using UCH

In this section, we explain problem description and basic idea, and approach to
compute the diversity using unbalanced concept hierarchy (UCH).
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3.1 Problem Description and Basic Idea

We illustrate the QR in Fig. 3, contains three parts: ‘part a’ is a search query,
‘part b’ is the search results, and ‘part c’ is the QRs. The QR may be inappropri-
ate, if the user uses wrong key words. In similarity-based approaches, the vari-
ety/diversity is not considered, and in orthogonal query recommendation (OQR),
completely different queries are recommended that may not be relevant to the
user. The issue is to recommend queries that are relevant and variety/diversity
without loosing the accuracy.

The basic idea is as follows. By processing click-through data, we identify
click-through transactions of queries. There is an opportunity to improve diver-
sity as well as accuracy, if high confidence and high diversity rules are generated.
Such an approach will be able to recommend queries with high accuracy, rea-
sonable diversity and nearer to user intent even though the user may input
inappropriate query.

3.2 Approach to Compute the Diversity Using UCH

We propose the refinements to the approach proposed in [8] by capturing the
diversity based on the ratio of number of edges of projection and maximal pro-
jection of a pattern. We define unbalanced pattern and extended UCH as follows.

Definition 1. Unbalanced Pattern (UP): Let Y be a pattern Y and U be a
UCH of height ‘h’. A pattern is called an UP, if the height of at least one of the
item in Y is less than ‘h’.

Definition 2. Extended Unbalanced Concept Hierarchy (E): For a given
UCH (U) with height ‘h’, we convert U into extended U , say E, by adding dummy
nodes and edges such that the height of each leaf level item is equal to ‘h’.

The notion of unbalanced-ness depends on how the heights of the nodes in
CH are distributed. Suppose, all the items of a pattern are at the height h. The
Y is unbalanced, if h is less than the height of BCH.

The basic idea to compute drank of UP is as follows. We first convert the
UCH to BCH called, “extended UCH” by adding dummy nodes and edges. We
calculate the drank of UP with Eq. 1 by considering the “extended UCH.” Next,
we reduce the effect of dummy nodes and edges from drank. So, the drank of
UP is relative to the drank of the same pattern computed by considering all
of its items that are at the leaf level of the extended UCH. Given UP and the
corresponding UCH (U), we compute drank of UP using the following steps: (i)
Convert the U to the corresponding extended U , (ii) Compute the effect of the
dummy nodes and edges, and (iii) Compute the drank.

(i) Convert the U to the corresponding extended U : We explain the
extended UCH through the example as follows.

Example 1. Consider UCH in Fig. 4(i). Figure 4(ii) is the extended UCH of
Fig. 4(i). In Fig. 4(ii), ‘∗’ indicates dummy node and dotted line indicates dummy
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edge. In Fig. 4(i), the items a, b, c, and d are located at different levels. Consider-
ing the height h of 〈root, l, k, a〉, the extended UCH is generated adding dummy
nodes and edges as in Fig. 4(ii). The projections of patterns {a,b}, {b,c}, {b,d},
and {c,d} are shown from Fig. 4(iii) to (vi) respectively.

(ii) Compute the Effect of the Dummy Nodes and Edges: We define the
notion of adjustment factor to compute the effect of dummy nodes and edges.

root

a

k

l

b c

m d

root

k

l m

dcb

root

k

l

*

ba a

root

l m

root

l

root

m

(i) (ii) (iii) (iv) (v) (vi)
c b db dc

* * * * * *

**

* * *

*

Fig. 4. (i) UCH, (ii) Extended UCH of (i). The projections of patterns {a, b}, {b, c},
{b, d}, and {c, d} are shown in (iii), (iv), (v), and (vi) respectively in Extended UCHs.

Adjustment Factor (AF): The AF reduce the drank by measuring the con-
tribution of dummy edges/nodes relative to the original edges/nodes. The AF
for Y should depend on the ratio of number of real edges formed with the chil-
dren of the real nodes in Π(Y/E) versus total number of edges formed with the
children of dummy nodes in Π(Y/E). The value of AF at a given height should
lie between 0 and 1. If the number of real edges is equals to zero, AF is zero.
If the pattern does not contain dummy nodes/edges, the value of AF is 1. The
AF for Y is denoted as AF (Y,Π(Y/E)) and is calculated as follows.

AF (Y, Π(Y/E)) =

[
(|Π(Y/C)|) − (|Y | + h − 1)

(h − 1)(|Y | − 1)

] [
# of Dummy Edges of UP

# of Total Edges of UP

]
(2)

We compute the total number of edges in UP including actual and dummy
using |Π(Y/E)| and we replace ‘# of Total Edges of UP ’ with ‘|Π(Y/E)|’. On
simplification, we get the following equation.

AF (Y, Π(Y/E)) =
[(|Π(Y/E)|) − (|Y | + h − 1)] [# of Dummy Edges of UP ]

(h − 1)(|Y | − 1) (|Π(Y/E)|) (3)

where numerator is the number of edges formed with the children of the real
nodes and denominator is the number of edges formed with the children of both
real and dummy nodes in Π(Y/E).

Example 2. Consider a frequent patternY = {wholemilk, pepsi, coke, shampoo}
in Fig. 2. The |Π(Y/E)| = 14, |Y | = 4, h = 4 and ‘# of Dummy Edges of UP ’ =
4. The AF (Y,Π(Y/E)) = [14−(4+4−1)]×[4]

(4−1)(4−1)(14) = 28
126 = 0.2222.

(iii) Computing the drank: The drank of UP is defined as follows.
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Definition 3. Diverse rank of a pattern Y (drank(Y)): Let Y be a pattern
and U be a UCH of height ‘h’. The drank of Y (drank(Y )) is given Eq. 4.

drank(Y ) = drank(Y ) − AF (Y, Π(Y/E)) (4)

where, drank(Y ) is the drank of a BP and AF (Y,Π(Y/E)) is the AF of Y.

Example 3. In continuation of the Example 2, the drank(Y ) = 0.7778 and the
AF (Y,Π(Y/E)) = 0.2222. The final drank(Y ) = 0.5556 (= 0.7778 − 0.2222).

It can be noted that Eq. 4 can be used for computing the drank of both BP
and UP as the values of AF becomes 1 at all levels in case of BP.

4 Proposed AR Based Diverse QR Approach

It is possible to select different set of ARs based on confidence and drank values.
As a result, different sets of ARs could be formed.

– HCLD: Top-N rules with high confidence and low drank.
– HCHD: Top-N rules with high confidence and high drank.
– LCLD: Top-N rules with low confidence and low drank.
– LCHD: Top-N rules with low confidence and high drank.

The rules with LCLD are not interesting due to low confidence and diversity.
The rules with HCLD, HCHD and LCHD represent different types of interest-
ingness with variations in accuracy and diversity. The framework is as follows.

i. Data set preparation
(a) Preparation of web click-through data: Convert click-through data

to transactional data. For each session, the queries executed by a user
forms a transaction. Set of such transactions form transactional data.

(b) Formation of CH: The queries in the transactional data are organized
in hierarchical manner.

ii. (a) Generation of ARs: The ARs [1] are generated at minsup and
minconf from transactional data. Top-N high confidence rules are
selected for QR.

(b) Computing the drank : For each set of items in the rules, we compute
drank using the Eq. 4.

iii. Recommendations: Top-N rules are used for QR. The rules are selected
using following approaches.
(a) HCLD: Improving the accuracy for QR.
(b) HCHD: Improving both accuracy and diversity for QR.
(c) LCHD: Improving diversity for QR.



Association Rule Based Approach to Improve Diversity of QRs 347

5 Experimental Results

In this section, we explain preparation of dataset and methodology, and results.

5.1 Preparation of Dataset and Methodology

We carry the experiments on AOL click-through dataset [4]. The dataset consists
of ≈20 million web queries from ≈650000 users over a period of three months.

Table 1. DMOZ hierarchy levels and their topic count.

Hierarchy

level

Topic

count

Hierarchy

level

Topic

count

Hierarchy

level

Topic

count

Hierarchy

level

Topic

count

Hierarchy

Level

Topic

count

0 1 3 7764 6 109847 9 107407 12 3906

1 17 4 39946 7 167528 10 56265 13 648

2 656 5 89934 8 165460 11 15903 Total 765282

Concept Hierarchy: We generate CH using the hierarchical structure of the
open web directory - DMOZ [5], a comprehensive human-edited directory for all
the queries from leaf level to ‘top’. ≈765282 topics are made into 17 categories
[6]. The categories at each level are shown in Table 1. The CH is a UCH, we
compute the diversity using UP. Table 2 shows the paths of sample queries. For
each query in the pattern, the paths are extracted. We observe that DMOZ gives
multiple paths for a query. Finding a suitable path is one of the issues. We select
the suitable path considering “the high support patterns have low diversity and
low support patterns have high diversity [8]”.

Table 2. Sample queries and their paths.

SNo Query Path

1 Animation World Network Top/Arts/Animation/

2 Hitoshi Doi Top/Arts/Animation/Anime/Collectibles/

Methodology: Using Apriori algorithm [1], we generate ARs at minsup = 0.01
and minconf = 0.10. The transactional data is considering session = 30 min.
The dataset is divided into five distinct splits of training and test data. The
training set is used to generate the ARs, and the test set is used for QRs. The
ARs extracted from training set, called top-N rules. We then look into the test
set and match items with top-N rules. The items that appear in the LHS of the
rule is matched to the test set, if they match, the RHS item is included in Hit
set considering match as a Hit. The Hit set is used for testing accuracy. The
experiments are performed on five splits, and average is reported. We employ
Precision, Recall, F1-metric [3], and Diversity (refer Eq. 4) as performance met-
rics. We also compute performance of OQR using Jaccard Coefficient similarity
measure. In all the experiments, we evaluate the performance for 1 to 10 QRs.
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5.2 Results

Figure 5 shows the precision of HCHD, HCLD, LCHD, and OQR. The HCHD
out performs the other approaches. As the ARs in HCHD contains both high
confidence and high diverse queries which are used by large number of users.
It can be observed that the performance of LCHD have significantly low as
compared to HCHD and HCLD. This is due to the fact that LCHD does not
consider support and confidence values. Still, the performance of LCHD does
not reach 0. This is due to the appearance of few high confidence rules. The
performance OQR is lower than the other three approaches and observe that it
is also not reached to 0, as some users have used these QRs. Similar trends can
be observed in recall and F1-metric as shown in Figs. 7 and 8 respectively.
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In Fig. 6, we show the diversity performance. The results show that HCHD is
returning the results with high drank as compared to HCLD. The performance
of LCHD is high as compared to HCHD, HCLD, and OQR. Ideally, the OQR
is expected to perform better than other approaches, it happened at one QR
only and in other QRs the performance is lower than the LCHD. The reason
could be that the completely different recommendations that are not relevant to
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user intent. The performance of HCHD is higher than HCLD and is nearer to
LCHD. From 4 QRs onwards, the HCHD approach got high performance than
OQR approach. The reason is HCHD approach has both high confidence and
high diversity which are liked by the users.

From the results, it can be concluded that the performance of HCHD app-
roach gives recommendations with high diversity nearer to the user intent and
significantly improves the precision performance.
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We have also conducted experiment by combining the rules of HCLD and
HCHD. Selecting x rules from HCHD and (6 − x ) rules from HCLD, where x is
varied from 1 to 6. From both Figs. 9 and 10, the following are the observations.

– By selecting 2 rules from HCLD and 4 rules from HCHD high precision which
is equal to HCHD could be achieved by improving diversity considerably.

– By selecting 4 rules from HCHD and 2 rules from HCLD high diversity which
is equal to HCHD could be achieved by improving the precision considerably.

From the results, it can be consider that the performance of the accuracy
and diversity can be adjusted based on the user requirements.

6 Summary and Conclusion

In search engine, QR guides the users when search results do not satisfy the
user’s requirement. It is important to build better QR. Normally, similarity-
based QRs fail, if the user input an impropriate query. In this paper, we propose
an approach called diverse QR by exploiting ARs to generate potential QRs that
are relevant to the user intent without compromising accuracy. We conduct the
experiments on real world dataset and show that the proposed approach is able
to provide relevant diverse QRs with high accuracy. As a part of future work,
we are planning to propose an approach in network data and social networks.
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Abstract. The collection and exploitation of ratings from users are
modern pillars of collaborative filtering. Likert scale is a psychomet-
ric quantifier of ratings popular among the electronic commerce sites.
In this paper, we consider the tasks of collecting Likert scale ratings
of items and of finding the n-k best-rated items, i.e., the n items that
are most likely to be the top-k in a ranking constructed from these rat-
ings. We devise an algorithm, Pundit, that computes the n-k best-rated
items. Pundit uses the probability-generating function constructed from
the Likert scale responses to avoid the combinatorial exploration of the
possible outcomes and to compute the result efficiently. Selection of the
best-rated items meets, in practice, the major obstacle of the scarcity
of ratings. We propose an approach that learns from the available data
how many ratings are enough to meet a prescribed error. We empirically
validate with real datasets the effectiveness of our method to recommend
the collection of additional ratings.

1 Introduction

The collection and exploitation of ratings from users are modern pillars of col-
laborative filtering [6,8]. Likert scale is an ordinal rating scale popular among
the electronic commerce sites and crowdsourced information systems such as
TripAdvisor. Each value in the scale gauges the degree of satisfaction of the user
towards a particular item, e.g., product or service.

Ranking the items based on Likert scale ratings is not always as obvious as it
seems to be. For instance, ranking items using the expectations of the Likert scale
responses can yield incorrect results [5]. Thus, we consider the task of finding
the list of n items that are most likely to be the top-k in a ranking constructed
from the ratings as our target recommendation task. For the sake of simplicity,
we refer to this list as the n-k best-rated items. We define the problem of finding
the n-k best-rated items as a probabilistic one. The uncertainty arises not from
c© Springer International Publishing AG 2017
D. Benslimane et al. (Eds.): DEXA 2017, Part II, LNCS 10439, pp. 351–359, 2017.
DOI: 10.1007/978-3-319-64471-4 28



352 Q. Liu et al.

the unreliability of users but from the unavailability of ratings by all the users.
We assume that the ratings from all users are correct and exact.

In this paper, we represent the scores of the items as discrete distributions on
an L-valued Likert scale. We develop a polynomial-time algorithm, Pundit, that
computes the n-k best-rated items. Pundit exploits the probability-generating
functions of the discrete distributions of the items to avoid the combinatorial
exploration of all possible outcomes and to compute the result efficiently. Our
method is exact whereas the other methods like ranking by mean ratings or
Monte Carlo sampling [15] are approximate algorithms.

In practice, the problem is not solved yet. Since selection of the n-k best-rated
items is constrained by insufficient ratings. Corresponding discrete distributions
are not ‘true’ representations of the score of the items. We devise a score distri-
bution error model based on KL-divergence to answer the question “How many
ratings are enough”. This error model estimate the deviation of the discrete dis-
tribution formed with the available data from the ‘true’ universal distribution.
As we empirically evaluate this model on the Amazon review dataset, we observe
the KL-divergence based model follows inverse law. Following this we use the
inverse law for KL-divergence based error to recommend how many additional
ratings should be proactively sought to reach a certain error threshold.

2 Related Work

The problem of finding the n-k best-rated items is related to the probabilistic
threshold top-k query [4] that returns the items having a probability of being
in the top-k over a user specified threshold. [10] proposes a unified way to sum-
marize a category of probabilistic top-k queries. Though the problem definitions
seem similar, the category of probabilistic top-k queries is applicable to the sce-
nario where the existence of an item is uncertain. Each item has a fixed known
score representing its quality. However, the uncertainty modeled in our prob-
lem emerges from the unavailability of the ratings by the universal user-pool
and is expressed as an evolving distribution over a Likert scale. [9] studies the
problem of ranking continuous probabilistic data, where the score of each item
is modelled as a continuous probability distribution. The authors focus on the
probability of an item being ranked at a certain position. This result cannot be
applied directly to our problem since the probability of an item being in top-k is
not simply the sum over the probabilities of it being at different positions in the
ranking. Another variant of these queries is UTop-Rank query [16]. This query
searches for the item that has the highest probability of being ranked within a
certain range of positions. They solve UTop-Rank query based on Monte Carlo
sampling techniques which produce an approximate result. We construct a poly-
nomial time exact algorithm for our problem which is more effective and efficient
than the Monte Carlo method.

Crowdsourcing-based approaches have been proposed for the ranking and
top-k problems in recent years. For example, [2,3] study the problem of finding
the ‘max’ item or ranking the items by asking the crowd to compare pairs of
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items. Then, heuristic algorithms or learning approaches are proposed to aggre-
gate the opinions collected from the crowd and to find the item with the max-
imal score. Beside these, [18] provides a thorough experimental study of the
crowdsourced top-k queries. Most of the works in crowdsourcing use the prefer-
ence judgement scheme which is based on the pairwise comparisons results from
the crowd for inferring the global ranking. Hybrid approaches, such as [14,17],
combine preference judgement and absolute judgement, like ratings, to infer the
ranking. These approaches either transform the absolute judgement into the
preference judgement [14] or use the parametric analysis [17] which may not be
suitable for the ordinal data [5]. In this paper, we adopt the absolute judgement
in form of the correct and exact ratings to infer the ranking of the items. The
score of the item is modeled as a discrete distribution over a L-valued Likert
scale.

3 How to Find the n-k Best-Rated Items?

3.1 Problem Definition

We use similar notations as in [11]. Consider a set of N items, O = {o1, · · · , oN}.
A scoring function s maps the set of items O to a totally ordered domain D, i.e.
s : O → D. (D,≥) denotes a total order and (D, >) is the corresponding strict
total order of O induced by s. We call the image s(o) of an item o ∈ O by the
function s the score of the item. A ranking r : O → SN is an indexing function
induced on O by the total order (D,≥). Here, SN denotes the permutation
group on {1, . . . , N}. It is the set of all possible rankings of N items. For any
two items oi and oj ∈ O, if score of oi is greater than or equal to that of oj , i.e.,
s(oi) ≥ s(oj), we say that oi is ranked equally with or above oj , i.e., r(oi) ≤ r(oj).

In our problem, the score of each item is constructed from a collection of
ratings. This epistemic uncertainty introduced by insufficiency of ratings pro-
hibits existence of a deterministic score. Thus, we model the score s(oi) of an
item oi ∈ O as a random variable Xi with a probability mass function fi. We
define the score function as s : O → {f : L → [0, 1]}. Here, L � {1, . . . , L} is
the L-valued Likert scale and f is a probability mass function defined over the
support L. For example, L is {1, . . . , 5} for a 5-valued Likert scale. We call f a
score distribution.

If x1, · · · , xN ∈ L are the observed ratings for the N items correspondingly,
the probability of an item oi to be ranked in top-k is expressed in Eq. 1.

P(r(oi) ≤ k) =
∑

{x1,··· ,xN}∈Sk
i

f1(x1) · · · fN (xN ). (1)

Here, Sk
i is the set of all N -tuples {x1, · · · , xN}, such that for each

{x1, · · · , xN} there exist at least (N − k + 1) number of x’s which are less than
or equal to xi. We call P(r(oi) ≤ k) the positional probability of oi.
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Example 1. Suppose there are three items, o1, o2 and o3. If k = 1, i = 2, {x1 =
5, x2 = 1, x3 = 5} is not in S1

2 . Because it consists no rating lower than or equal
to x2. But {x1 = 1, x2 = 1, x3 = 1} is in S1

2 . Because ratings of o1 and o3 are
equal to the rating of o2.

We are looking for the list of n items Ω = [o1, . . . , on] that are most likely
to be the top-k. That is, P(r(o1) ≤ k) ≥ · · · ≥ P(r(on) ≤ k), and P(r(on) ≤
k) ≥ P(r(oi′) ≤ k) for all oi′ /∈ Ω. This means that the items in Ω are ranked
according to their positional probability and probability of other N −n items to
be in top-k is less than that of any item in Ω.

3.2 An Exact Algorithm for Finding the n-k Best-Rated Items

Approaches like ranking by the mean scores and Monte Carlo approaches give
approximate results. Here, we develop an exact algorithm, Pundit, that finds the
n-k best-rated items in polynomial time. The idea is to construct a degree N
polynomial such that its coefficients are dependent on the positional probability.
In the following, we will explain how to construct such a polynomial and then how
to compute the coefficients. Once we can compute the positional probabilities
efficiently, the n items with the highest positional probabilities are the result.

Construction of the Polynomial. We observe that by construction “rank of
oi is higher than or equal to k, i.e., r(oi) ≤ k” is equivalent to the fact that “at
least N − k items other than oi have scores lower than or equal to score of item
oi, i.e., s(oi)”. This fact includes k mutually exclusive cases. Case j ∈ {1, · · · , k}
occurs if exactly N −k+j−1 items other than oi have scores lower than or equal
to s(oi) and other k − j scores are higher than s(oi). Thus, if we can calculate
the probability for each of the k cases, the positional probability is the sum of
the probabilities of these k cases.

In order to calculate the probability of each of the k cases, we construct a
probability-generating function as shown in Eq. 2. This construction connects
the probability of each of the k cases to the coefficients of the polynomial.

Fi(x, l) �
∏

j �=i

(P(s(oj) ≤ l) + P(s(oj) > l)x) (2)

In Eq. 2, P(s(oj) ≤ l) denotes the probability that score of oj is lower than or
equal to l. For a given l, Fi(x, l) is a polynomial of x. In particular, the coefficient
of the term xk equals to P(

∑
j �=i I(s(oj) > l) = k) [10]. Here, I(s(oj) > l) is the

indicator function that returns 1 or 0 depending on whether s(oj) > l is true
or not. This implies that the coefficient of the term xk is the probability that
there are exactly k items having scores higher than l. If s(oi) = l, the coefficient
of the term xk−j is the probability that there are exactly k − j items having
scores higher than s(oi). Thus, the coefficient of xk−j exactly quantifies the jth

(j ∈ {1, · · · , k}) case.
Now, we just need to think about how to compute the coefficients in Eq. 2

efficiently.
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Coefficients Calculation. We reconstruct the generating function of Eq. 2 into
the polynomial expression of x.

Fi(x, l) = c0(l)x0 + · · · + cN−1(l)xN−1 (3)

where cq(l) represents the qth coefficient. The coefficients c0(l), · · · , cN−1(l) can
be computed in O(N2) time by expanding Eq. 2 into Eq. 3.

We propose an efficient divide-and-conquer algorithm which applies Fast
Fourier transform (FFT) to compute the coefficients c0(l), · · · , cN−1(l) more
efficiently. Time complexity of this divide-and-conquer algorithm is O(Nlog2N).
Due to the limitation of space, we refer the readers to our technical report [1]
for more details of the efficient computation of the coefficients.

Pundit: The Algorithm. Once c0(l), · · · , cN−1(l) are computed, the posi-
tional probability for a L-valued Likert scale is calculated using P(r(oi) ≤
k) =

∑L
l=1(c0(l) + · · · + ck−1(l))P(s(oi) = l). Once the positional probabil-

ities for all the N items are computed, the n items that have the highest
positional probabilities are the n-k best-rated items. Calculating the positional
probability P(r(oi) ≤ k) for each item takes O(Nlog2N) time, it would take
O(N2log2N) time for all the items. Here, we propose two techniques to acceler-
ate the computation. The first technique is to pre-compute the coefficient Cl of
F ′ =

∏
oj∈O(P(s(oj) ≤ l)+P(s(oj) > l)x) for all 1 ≤ l ≤ L. Using the shorthand

notation, we get Fi(x, l) = F ′ [pli + (1 − pli)x
]−1, where pli = P(s(oi) ≤ l). Thus,

we need to compute the set of coefficients once for each l and all the coefficients
can be deduced correspondingly. Secondly, we observe that explicit calculation
of all the coefficients is not needed, we calculate only the first k coefficients
c0(l), · · · , ck−1(l). Time complexity of Pundit reduces to O(Nlog2N + Nk).

4 How Many Ratings Are Enough?

Though we have formulated an exact algorithm, Pundit, for finding n-k best-
rated items, the problem is not solved yet. For real applications, ratings of some
items are either missing or insufficient. For example, more than 30000 books
in our Amazon book dataset have only one rating while the entire population
of our datasets is 8726569. If we try to find the 10 best-rated books from this
dataset, we would get 10 books which are rated as 5-star by only one user. This
result is statistically insignificant and probably biased. Thus, the question that
naturally appears is – “how many ratings are enough to construct the score of
an item?” We investigate error of the score distribution of an item if we have a
finite number of ratings. This model allows us to set a threshold in the required
number of ratings for ranking the items without introducing remarkable error.

4.1 Score Distribution Error Model

We represent the ‘true’ score of an item by the oracle score distribution f∗

constructed with all the ratings from the universal user pool while the observed
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score distribution f is constructed with a limited number of ratings. For brevity,
we call f∗ and f the oracle distribution and the observed distribution respectively.

The Optimization Problem. Consider the scenario when m ratings of an
item are collected in the form of L-valued Likert scale. Suppose z1, · · · , zL are
the number of ratings for each of the L values, such that

∑L
i=1 zi = m. Such a

rating pool can be represented by a multinomial distribution, P(z1, · · · , zL) =
m!

z1!···zL!p
∗
1
z1 · · · p∗

L
zL . Here, {p∗

1, · · · , p∗
L} is the oracle distribution f∗ of this item.

The observed distribution fm based on m ratings is { z1
m , · · · , zL

m }.
In order to model the information gap between the observed distribution fm

and the oracle distribution f∗, we define the expected score distribution error
as EKL

m �
∑

P(z1, · · · , zL) Dist(fm, f∗) with a distance function Dist(fm, f∗).
The sum is calculated over all {z1, · · · , zL} in the set of all possible L-partitions
of m, P (m,L). Thus, the expected error depends on three factors – the num-
ber of ratings m, the oracle distribution f∗ and the distance function Dist. As
m is given at an instance and the oracle distribution f∗ is constructed with
the universal review pool, modeling the expected error reduces to choice of the
distance function. Since KL-divergence [7] quantifies the expected information
per sample to discriminate between the uncertainty encompassed by one dis-
tribution against the other, we choose KL divergence as the eligible choice of
distance function between the oracle and the observed score distributions. Thus,
the expected error can be written as in Eq. 4.

EKL
m =

∑

{z1,··· ,zL}∈P (m.L)

(
m! p∗

1
z1 · · · p∗

L
zL

z1! · · · zL!

L∑

i=1

(
zi
m

log
zi

mp∗
i

))
(4)

We want to find the minimal number of ratings m∗ such that the expected
error between the oracle and the observed distribution is less than a predefined
threshold ε. Our objective is mathematically expressed in Eq. 5.

m∗ = arg min
m

m such that, EKL
m ≤ ε. (5)

Efficient Solution. In order to compute m∗ in Eq. 5, we need to compute EKL
m .

EKL
m depends on the oracle distribution, which is a choice, and the observed

distribution fm, which is observable. As we focus on the method for efficient
calculation of the error, let us assume f∗ is either given as a model parameter
or constructed from the user-pool of a given dataset. But even when the oracle
distribution is given, the expected error is not easy to compute. Because we sum
over the set P (m,L) that contains

(
m+L−1
L−1

)
elements. It makes exact calculation

of EKL
m combinatorially expensive.

Thus, we propose a sampling approach to estimate the expected error based
on the Ergodic Theorem [15]. Due to the limitation of space, we refer readers to
our technical report [1] for more details of the computation of the expected error.
Once we are able to calculate a sufficient approximation of the expected error
EKL

m efficiently, we can formulate the relation between EKL
m and m. This allows

us to find the minimal number of ratings required (m∗) to reach a prescribed
error.
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Fig. 1. Expected Error EKL
m with Different Number of Ratings

4.2 Experimental Investigation of Error Models

Dataset and Set-up. We use Amazon review dataset1 [12,13] with six cat-
egories of products – ‘Apps for Android’, ‘Beauty’, ‘Books’, ‘Cell phones and
Accessories’, ‘Electronics’ and ‘Movies and TVs’. Each review contains a rat-
ing for an item collected using a 5-valued Likert scale. This dataset is collected
from May 1996 to July 2014. We consider only the items with more than 500
reviews. The remaining number of items is summarized in Fig. 1. We only show
the results on three datasets in Fig. 1 due to the limitation of space, the results
on other datasets are similar to those in Fig. 1 [1]. We aggregate the ratings
for each item to construct the oracle distributions of the items. Once we obtain
the oracle distributions, we focus on uncovering the relation between the score
distribution error and the number of ratings m. In the experiments, we increase
the number of ratings accumulated for the items and then observe evolution of
the error.

Score Distribution Error and Number of Ratings. In Fig. 1, we present a
smooth curve that fits the evolution of the error. We observe that the score dis-
tribution error decreases with increase in the number of ratings. This observation
proves that this error model is consistent. Because the observed score distribu-
tion would converge to the oracle distribution with accumulation of more ratings,
i.e., information about the item.

We also observe that decay of the expected score distribution error follows
the inverse law, it fits with the hyperbolic equation EKL

m = c
m . For the six cat-

egories, c is a constant between 2.01 and 2.024. Also, evolution of the error is
almost category independent as it quantifies the evolution of observed distrib-
ution with accumulation of ratings. Thus, the score distribution error depends
on the accumulation of ratings but not on the exact object names or categories.
Now, we are able to answer the question “How many ratings are enough”. For
example, in order to restrict the score distribution error to a prescribed value
0.005, we need around 405 ratings for each item.

1 http://jmcauley.ucsd.edu/data/amazon/.

http://jmcauley.ucsd.edu/data/amazon/
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5 Conclusion

In this paper, we study the problem of finding the n-k best-rated items by
exploiting the ratings from the users. We devise an exact algorithm, Pundit, that
solves this problem efficiently. We develop the score distribution error model to
quantify the effect of the accumulation of ratings and to answer “how many
ratings are enough”. Then, we uncover the fact that the score distribution error
follows the inverse law, which enable us to predict minimal number of ratings
that should be sought to meet a prescribed error.
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Abstract. We propose a probabilistic approach for finding approximate
solutions to rooted orienteering problems with category constraints. The
basic idea is to select nodes from the input graph according to a prob-
ability distribution considering properties such as the reward of a node,
the attractiveness of its neighborhood, its visiting time, and its proximity
to the direct route from source to destination. In this way, we reduce the
size of the input considerably, resulting in a much faster execution time.
Surprisingly, the quality of the generated solutions does not suffer signif-
icantly compared to the optimal ones. We illustrate the effectiveness of
our approach with an experimental evaluation also including real-world
data sets.

1 Introduction

Finding itineraries for domains such as tourist trip planning and logistics often
involves solving an orienteering problem, as those tasks are not about determin-
ing shortest paths but routes covering the most attractive points of interests or
the most needy customers. In principle, the orienteering problem (OP) is about
determining a path from a starting node to an ending node in an edge-weighted
graph with a score for each node, maximizing the total score while staying within
a certain time budget. We focus on a variant that assumes that every point of
interest and customer has a category. This categorization helps a user in express-
ing preferences, e.g. a tourist may only be interested in certain types of venues,
such as museums, galleries, and cafes, while certain vehicles can only supply
particular customers.

In general, orienteering is an NP-hard problem, adding categories does not
change this fact [2]. While an algorithm computing the optimal solution is able
to utilize pruning to filter out partial solutions that cannot possibly result in
an optimal route, the run time is still exponential in the worst case. If we want
to have a chance to find an answer within an acceptable time frame, we need
to decrease the size of the problem instance in some way. In our previous app-
roach [2] we accomplished this by clustering the nodes in a graph and then
generating paths containing clusters rather than individual nodes. In a second
phase, nodes were selected from the clusters to determine the actual path. Here,
we propose a different approach: we decrease the size of a problem instance by

c© Springer International Publishing AG 2017
D. Benslimane et al. (Eds.): DEXA 2017, Part II, LNCS 10439, pp. 363–377, 2017.
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randomly selecting nodes from a graph according to probabilities assigned to
these nodes. Basically, the chance of a node to be chosen depends on its score,
the attractiveness of its surroundings, its visiting time, and its proximity to the
direct route between the source and destination node. After removing nodes from
a graph, we run an optimal algorithm on the reduced graph obtaining the best
possible solution for this particular subgraph.

The randomized approach also gives us a mechanism with which to trade
accuracy for execution speed. The more nodes we remove from the graph, the
faster the algorithm will run, but the worse the quality of the found solution will
be. At the extreme ends we have the optimal algorithm (removing no nodes),
which is very slow, and the worst possible one (removing all the nodes), very
quickly computing an empty path between the source and destination node.

In summary, we make the following contributions:

– We present variants of a probabilistic algorithm based on reducing the size
of the graph for approximately solving orienteering problems with category
constraints.

– In an experimental evaluation we demonstrate that our approach generates
itineraries close to optimal ones, but does so much faster than the state-of-
the-art algorithm.

– While the main bulk of our evaluation relies on experiments, we also provide
a theoretical analysis for the score and run time of our algorithm.

2 Related Work

Introduced by Tsiligrides in [18], orienteering is an NP-hard problem and algo-
rithms computing exact solutions using branch and bound [6,11] as well as
dynamic programming techniques [10,13] are of limited use, as they can only
solve small problem instances. Consequently, there is a body of work on approxi-
mation algorithms and heuristics, most of them employing a two-step approach of
partial path construction [8,18] and (partial) path improvement [1,3,14]. Meta-
heuristics, such as genetic algorithms [17], neural networks [19], and ant colony
optimization [9] have also been tested. For a recent overview on orienteering
algorithms, see [5]. However, none of the approaches investigate OP generalized
with categories.

There is also work on planning and optimizing errands, e.g., someone wants
to drop by an ATM, a gas station, and a pharmacy on the way home. The
generalized traveling salesman version minimizes the time spent on this trip
[12], while the generalized orienteering version maximizes the number of visited
points of interest (POIs) given a fixed time budget. However, as there are no
scores, no trade-offs between scores and distances are considered.

Adapting an existing algorithm for OP would be a natural starting point for
developing an approximation algorithm considering categories. However, many
of the existing algorithms have a high-order polynomial complexity or no imple-
mentation exists, due to their very complicated structure. Two of the most
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promising approaches we found were the segment-partition-based technique by
Blum et al. [1] and the method by Chekuri and Pál, exploiting properties of
submodular functions [4]. The latter approach, a quasi-polynomial algorithm,
is still too slow for practical purposes. Nevertheless, Singh et al. modified the
algorithm by introducing spatial decomposition for Euclidean spaces in the form
of a grid, making it more efficient [16]. It has been adapted by us for OPs on
road networks with category constraints [2].

3 Problem Formalization

We assume a set P of points of interest (POIs) pi, 1 ≤ i ≤ n. The POIs, together
with a starting and a destination node, denoted by s and d, respectively, are con-
nected by a complete, metric, weighted, undirected graph1 G = (P ∪ {s, d},E),
whose edges, el ∈ E = {(x, y) | x, y ∈ P∪{s, d}} connect them. Each edge el has
a cost c(pi, pj) that signifies the duration of the trip from pi to pj , while every
node pi ∈ P has a cost c(pi) that denotes its visiting time. Each POI belongs
to a certain category, such as museums, restaurants, or galleries. The set of m
categories is denoted by K and each POI pi belongs to exactly one category
kj , 1 ≤ j ≤ m. Given a POI pi, cat(pi) denotes the category pi belongs to and
score(pi) denotes its score or reward, with higher values indicating higher inter-
est to the user. Finally, users have a certain maximum time in their budget to
complete the itinerary, denoted by tmax.

Definition 1 (Itinerary). An itinerary I starts from a starting point s and
finishes at a destination point d (s and d can be identical). It includes an
ordered sequence of connected nodes I = 〈s, pi1 , pi2 , . . ., piq , d〉, each of which
is visited once. We define the cost of itinerary I to be the total duration of
the path from s to d passing through and visiting the POIs in I, cost(I) =
c(s, pi1) + c(pi1) +

∑q
j=2(c(pij−1 , pij ) + c(pij )) + c(piq , d), and its score to be the

sum of the scores of the individual POIs visited, score(I) =
∑q

j=1 score(pij ).

Fig. 1. Itinerary including n = 4 POIs

1 The algorithm can be adapted to directed graphs.



366 P. Bolzoni et al.

Example 1. Figure 1 shows an example with four POIs, p1, p2, p3, and p4, along
with their distances, visiting times, scores, and categories. We simplify the
graph slightly to keep it readable: all POIs of the same category have the
same score and we also omit some edges. Three example itineraries with one,
two, and three POIs, respectively, are: I1 = 〈s, p1, d〉, I2 = 〈s, p2, p3, d〉, and
I3 = 〈s, p2, p3, p4, d〉. Their costs and scores are as follows:

– I1 = 〈s, p1, d〉: cost(I1) = 4 + 1 + 6 = 11, score(I1) = 0.9;
– I2 = 〈s, p2, p3, d〉: cost(I2) = 2+1+2+1+3 = 9, score(I2) = 0.5+0.9 = 1.4;
– I3 = 〈s, p2, p3, p4, d〉: cost(I3) = 2 + 1 + 2 + 1 + 2 + 1 + 1 = 10,

score(I3) = 0.5 + 0.9 + 0.5 = 1.9

Given traveling and visiting times as well as scores, we need to build an
itinerary starting at s and ending at d from a subset P of P with duration
smaller than tmax and maximum cumulative score. We introduce an additional
constraint specifying the number of POIs per category that can be included
in the final itinerary. More precisely, we introduce a parameter maxkj

for each
category kj that is set by the user to the maximum number of POIs in a category
that he or she prefers to visit during the trip. We are now ready to define the
Orienteering Problem with Maximum Point Categories (OPMPC ).

Definition 2 (OPMPC). Given a starting point s, a destination point d, n
points of interest pi ∈ P, each with score(pi), visiting times c(pi), 1 ≤ i ≤ n,
traveling times c(x, y) for x, y ∈ P ∪ {s, d}, categories kj ∈ K, 1 ≤ j ≤ m,
and the following two parameters: (a) the maximum total time tmax a user can
spend on the itinerary and, (b) the maximum number of POIs maxkj

that can be
used for the category kj (1 ≤ j ≤ m), a solution to the OPMPC is an itinerary
I = 〈s, pi1 , pi2 , . . . , piq , d〉, 1 ≤ q ≤ n, such that

– the total score of the points, score(I), is maximized;
– no more than maxkj

POIs are used for category kj;
– the time constraint is met, i.e., cost(I) ≤ tmax.

Example 2. In the presence of categories k1 with maxk1 = 1 and k2 with
maxk2 = 1, and assuming that tmax = 10, we can observe the following about the
itineraries in Example 1: Itinerary I1 is infeasible since its cost is greater than
tmax. Comparing I2 and I3, we can see that I3 is of higher benefit to the user,
even though it takes more time to travel between s and d. However, it cannot
be chosen since it contains two POIs from k2. Itinerary I2 contains two POIs,
each from a different category and it could be one recommended to the user.

4 Our Approach

Our approach is based on the following observations. Generally, POIs with a
higher reward or score are better. However, it is not as simple as that: if we
have a POI with a long visiting time, the returns are significantly diminished.
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We need to look at the overall utility of a node, considering its score in relation
to its visiting time, rather than its raw score. This is not a particular new
insight, the utility of a POI was already used in some of the earliest heuristics
for orienteering [18]. While the distance to the source s and destination d has
previously been used for pruning nodes that are too far away to be reached, its
use in heuristics is much more recent and not as widespread [7]. The idea here
is that a POI at a long distance from s and d tends to incur a high travel cost,
which has a negative impact on the quality of an itinerary. Nevertheless, this
is not always the case. Clearly, an isolated node far away from s and d is only
worth traveling to if it offers a very high reward. Again, we should be using a
utility-based function rather than raw values. However, while the visiting time of
a POI can be determined fairly accurately, traveling times may fluctuate widely,
depending on our point of origin. As we are not visiting nodes individually,
going back to s in between, but on an itinerary, it may well be worth going
there if we can visit a lot of other high-scoring nodes in the vicinity as well.
One novelty of our approach is to implicitly consider the neighborhood of a POI
when determining its utility.

4.1 Reducing the Input Graph

In a first step, we remove from P all POIs p that belong to categories excluded
by the user and in a second step all those that cannot be reached, meaning the
length of the path 〈s, p, d〉 is longer than tmax. These two steps remove nodes
that are not part of any feasible solution. From now on, when referring to P,
we mean all the nodes that can potentially be part of a solution and disregard
those removed in the first two steps described above.

In the following, we visualize the main idea of our probabilistic algorithm. We
snap every POI in the graph onto a grid, more specifically we overlay the road
network with a grid of points and place a POI at the position of the closest grid
point (see Fig. 2). Additionally, we surround every POI with an area, covering
neighboring grid points (the areas covered by POIs can overlap). The extent of
the region around a POI is determined by its quality in terms of the score, visiting
time, centrality, and category: the better a POI, the larger its surrounding area.
For selecting POIs, we randomly determine a point in the grid and all POIs
that cover this point are added to the subgraph used for computing the solution.
Choosing multiple POIs connected to a single grid point is done deliberately.
In this way we consider the neighborhood of a POI: if there is a lot of overlap,
i.e., a particular neighborhood is rich in valuable POIs, chances are high that
we select multiple POIs in a single step.

We now have a closer look at the criteria determining the quality of a POI.
First we have the score: the higher the score, the better. We also normalize the
score: we subtract the overall minimal score and divide by the difference of the
maximal and minimal score obtaining

nscore(p) =
score(p) − minq∈P score(q)

maxq∈P score(q) − minq∈P score(q)
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Fig. 2. The POIs and their areas

Second, we look at the visiting time. Here, the opposite is true: the longer
the visiting time, the worse, since it takes away time we could spend on other
POIs or for traveling. Consequently, we subtract the normalized visiting time
from 1:

nvisit(p) = 1 − c(p) − minq∈P c(q)
maxq∈P c(q) − minq∈P c(q)

Third, we look at the centrality of a POI. The larger the distance of a POI
to s and d, the harder it is to reach it when traveling from s to d. Again, we
subtract the normalized value from 1:

centrality(p) = 1 − c(s, p) + c(p, d) − minq∈P

(
c(s, q) + c(q, d)

)

maxq∈P

(
c(s, q) + c(q, d)

) − minq∈P

(
c(s, q) + c(q, d)

)

Finally, we look at the category of a POI. The higher the maximum constraint
of a category, the more POIs of this category we can fit into an itinerary.

constraint(p) =
maxcat(q) − mink∈K maxk

maxk∈K maxk − mink∈K maxk

If the denominator of any of the previous fractions is equal to zero, it means
that the corresponding criterion does not provide any useful information and we
set its value to one. The overall quality γp of a POI p is computed by summing
up the weighted values for the different criteria:

γp = w1 · nscore(p) + w2 · nvisit(p) + w3 · centrality(p) + w4 · constraint(p)

In order to determine the area around a POI, we use its overall quality γp

and multiply it with a constant r, which is the largest area a POI can potentially
cover.
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Algorithm 1. ConstructSubgraph (P, o)
Input: set of POIs P, size L of output graph
Output: subgraph Q

1 generate grid g
2 for all p ∈ P do
3 find point gp in grid closest to p
4 assign p to gp
5 compute γp · r
6 determine �γp · r� points in grid covered by p
7 assign p to these points

8 while L > 0 do
9 select random point rp in grid g

10 for all p associated with rp do
11 if p not in Q yet and L > 0 then
12 L ← L − 1
13 Q.add(p)

14 remove rp from g

15 return Q

Algorithm 1 illustrates the construction of the subgraph used for generating
solutions. In the first part, we assign the POIs to points in the grid. Each POI
is assigned to the closest grid point and then, depending on its quality, it is
also assigned to neighboring grid points. We use a forest-fire flood fill algorithm
to determine the neighboring grid points [15]. In the second part we randomly
select grid points and add the associated POIs to the subgraph Q until the size
of Q reaches L.

4.2 Computing the Optimal Solution

Algorithm 2 builds itineraries that are feasible solutions in a systematic way by
extending already computed itineraries with POIs not yet visited. An itinerary
I is a feasible solution if cost(I) ≤ tmax and no more than maxkj

POIs are
used for category kj . When generating new solutions we discard any itineraries
that violate the time or any category constraints. We also prune itineraries Ij

that are dominated by another itinerary Ii, which means that the extensions of
Ii will always lead to a better solution than the extensions of Ij .

Generating Feasible Solutions. When starting, we compute the all-pairs
shortest paths between POIs (e.g., with the Floyd-Warshall algorithm). While
not strictly necessary, this will improve the performance. At the core of our
algorithm is a loop that generates feasible solutions in a systematic way. For each
feasible solution computed so far, we store a tuple containing the itinerary I, its
score, its cost, and an array keeping track of the number of categories of POIs
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Algorithm 2. DynamicProg
Input: n POIs with categories, constraints, and scores, time budget tmax

Output: Iopt, the optimal itinerary under the given constraints

1 Iopt ← 〈〉 // empty path
2 sopt ← 0
3 compute all-pairs shortest paths on P // optional
4 if cost(〈s, d〉) ≤ tmax then
5 enqueue(queue, [〈s, d〉, 0, cost(〈s, d〉), [0, .., 0]])
6 while queue not empty do
7 tcur ← dequeue(queue)
8 if tcur.score > sopt then
9 Iopt ← tcur.I

10 sopt ← tcur.score

11 for (every pi ∈ P) do
12 if pi 	∈ tcur.I∧ tcur.count[cat(pi)] < maxk[cat(pi)]∧

cost(tcur.I ⊕ pi) ≤ tmax then
13 tnew ← [tcur.I ⊕ pi, tcur.score + score(pi),

cost(tcur.I ⊕ pi), count[cat(pi)] + 1]
14 if there is no tsim in queue with {pq|pq ∈ tsim.I} =

{pq|pq ∈ tnew.I}∧ tsim.I[−2] = tnew.I[−2] then
15 enqueue(queue, tnew)
16 else
17 if tsim.cost > tnew.cost then
18 enqueue(queue, tnew)
19 remove(queue, tsim)

20 return Iopt

visited so far: [I, score(I), cost(I), count[1 . . . m]]. For example, we represent I2

in Example 1 by [〈s, p2, p3, d〉, 1.4, 9, [1, 1]].
Given a tuple tj = [Ij = 〈s, pj1 , pj2 , . . . , pjr , d〉, score(Ij), cost(Ij), count[1

. . . m]] and the set PIj
= {pi|pi ∈ P, pi �∈ Ij} of all POIs not in the itinerary

Ij , we extend tj by adding each POI pq in PIj
to Ij , creating new tuples of the

form tjq = [Ijq = 〈s, pj1 , pj2 , . . . , pjr , pq, d〉, score(Ij) + score(pq), cost(Ij) −
cost(〈pjr , d〉) + cost(〈pjr , pq, d〉), count[cat(pq)] + 1], where cat(pq) is the index
of the category of pq.

We start the search for the optimal itinerary by inserting tinit = [Iinit =
〈s, d〉, 0, cost(Iinit), [0, . . . , 0]] into an empty first-in first-out (FIFO) queue. The
algorithm removes the first item from the queue and extends its itinerary as
described above. Before re-inserting a newly created tuple tjq we check whether
it is a feasible solution or not, i.e., it is discarded if cost(Ijq) > tmax or one of
the category counts exceeds its maximum value. In each step we compare the
item removed from the queue to the best solution found so far, keeping track of
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the highest scoring itinerary. The process continues until the queue runs empty;
we then return the optimal solution to the user.

Pruning Dominated Itineraries. When comparing two tuples ti = [Ii = 〈s,
pi1 , pi2 , . . . , pir , d〉, score(Ii), cost(Ii), count[1 . . . m]] and tj = [Ij = 〈s, pj1 ,
pj2 , . . . , pjr , d〉, score(Ij), cost(Ij), count[1 . . . m]], both of length r + 2, with
pir = pjr , and containing the same set of POIs (PIi

= {pq|pq ∈ Ii} = PIj
=

{pq|pq ∈ Ij}), we say that ti dominates tj , iff cost(Ii) < cost(Ij) (we break ties
by lexicographical order of the POIs in the itineraries). In that case we can drop
tj , since any extended path starting with the itinerary Ij can always be improved
by replacing Ij with Ii. Thus, when generating a new tuple, in addition to verify-
ing that it is a feasible solution we also search for tuples in the queue that either
dominate or are dominated by the newly generated tuple.2

5 Theoretical Analysis

Dynamic Programming. Algorithm 2 avoids having to generate all possible
paths by employing pruning and exploiting the category constraints. We have
m categories kj , 1 ≤ j ≤ m, each with the constraint maxkj

and the set Kkj
=

{pi|pi ∈ P, cat(pi) = kj} containing the POIs belonging to this category. The set
of relevant POIs R is equal to

⋃m
j=1,maxkj

>0 Kkj
, we denote its cardinality by

|R|. We now derive an upper bound for the number of paths we need to generate.
For the first POI we have |R| choices, for the next one |R|−1, and so on until

we have created paths of length λ =
∑m

j=1,maxkj
>0 maxkj

. We cannot possibly
have itineraries containing more than λ POIs, as this would mean violating at
least one of the category constraints. So, in a first step this gives us

∏λ−1
i=0 (|R|−i)

different itineraries. This is still an overestimation, though, as it assumes that
we can extend every path to a length of λ, since we neither consider the time
constraint tmax nor the individual category constraints.

For itineraries including at least three POIs we can start pruning domi-
nated paths. For example, for the itineraries containing p1, p2, and p3 (visiting
p3 last) we have {〈s, p1, p2, p3, d〉, 〈s, p2, p1, p3, d〉}, for POIs p1, p2, p3, and p4
(visiting p4 last) we get {〈s, p1, p2, p3, p4, d〉, 〈p1, p3, p2, p4, d〉, 〈s, p2, p1, p3, p4, d〉,
〈s, p2, p3, p1, p4, d〉, 〈s, p3, p1, p2, p4, d〉, 〈s, p3, p2, p1, p4, d〉}. From each of these
sets we only have to keep a single itinerary, the one with the lowest cost. In
general, for all the paths containing l POIs, l ≥ 3, we only need to keep 1

(l−1)!

paths. Combining this with the earlier result, we obtain |R| · (|R| − 1) · (|R|−2)
2 ·

(|R|−3)
3 · · · · · (|R|−λ+1)

λ−1 .

For step l we have an increase by a factor of |R|−(l−1)
l−1 as the (l − 2)! other

plans are not included anymore, having already been considered in the previous
steps. In summary, we have to generate at most λ

(|R|
λ

)
itineraries. This illustrates

2 In the code we use the Ruby notation [-2] for accessing the last but one element of an
array.
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why reducing the input size will have a significant impact on the run time, as
λ
(|R|

λ

)
grows exponentially in |R|.

Graph Reduction. We introduce a few simplifications, as it is very hard to
model path and category constraints accurately (thus, we fix w2 = w3 = w4 = 0).
First of all, we assume that our graph consists of n nodes and that the highest-
scoring node has a score of smax and the lowest-scoring one has a score of smin.
Furthermore, we suppose that the scores of the nodes are uniformly distributed
among the n nodes, meaning, for example, that the n/2-th node has a score of
smin + 1/2(smax − smin) and the 3n/4-th node has one of smin + 1/4(smax − smin).
Assuming that the optimal itinerary consists of m POIs, we can give an upper
bound for the score of the optimal path (by disregarding path and category
constraints):

m−1∑

i=0

( (n − i) − 1
n − 1

· (smax − smin) + smin

)
(1)

In our reduced graph we keep a proportion of k (0 < k ≤ 1) of the nodes in
P. Selecting the nodes for the reduced graph completely randomly and choosing
among them the m highest-scoring ones, we arrive at an upper bound for the
total score of the best itinerary in the reduced subgraph:

m−1∑

i=0

( (n − i
k ) − 1

n − 1
· (smax − smin) + smin

)
(2)

Figure 3(a) shows an example of applying Eqs. (1) and (2) to a graph con-
sisting of 1400 nodes with smin = 50, smax = 99, and a path length m = 6.
The constant black line represents the optimal solution for the full graph and
the blue line shows the score for different sizes of the reduced graph (varying
the parameter k). As we can see, the score of the best itinerary in the reduced
graph increases quickly at the beginning and then slowly approaches the score
for the full graph. Figure 3(b) gives a worst-case approximation for the number

Fig. 3. Effect of removing nodes (Color figure online)
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of paths generated during the search, which grows exponentially. Actually, the
theoretical results in Fig. 3 resemble those we get in our experimental evaluation.

6 Experimental Evaluation

We executed our experiments on a Linux machine (Archlinux kernel version
4.9.6) with a i7-4800MQ CPU with a clock speed of 2.7 Ghz and 24 Gb of RAM
(of which up to 15 were used). The code is written in C++ and compiled with
g++ version 6.3.1. For the artificial networks we used a grid and a spider network
with 10,000 nodes each. The grid is formed by a regular 100 × 100 node square
and each edge has a weight of 60 s. The spider network is composed of 100
rings with 100 nodes each. The length of an edge depends on its position. Edges
connecting rings are 300 s long. Edges located on a ring gradually increase as
we move outwards: edges on the innermost ring have a weight of 19 s, those on
the outermost ring have one of 1885 s. The scores of the POIs are uniformly
distributed between 49 and 100, their visiting times are uniformly distributed
between three minutes and three hours. Due to space constraints, we only show
the results for the grid network here. The results for the spider network are
similar, if not slightly better for our algorithm. Additionally, we use two real-
world data sets: one for the city of Bolzano, Italy, with a total of 1830 POIs and
one for San Francisco with a total of 1983 POIs.

6.1 Tuning the Parameters

Area of POIs. The first parameter we need to tune is r, the potential area
surrounding a POI. Figure 4 shows the results for different values of r on the grid
data set (the different criteria all had the same weight, we show several curves for
different values of k: 5%, 10%, 20%, 30%, and 50%). If the value we choose for r
is too small, there is hardly any overlap, which means we will not find promising
neighborhoods. If it is too large, a considerable number of POIs have a high
likelihood of getting picked, which leads to a more randomized selection. In the
following experiments we set r to 240, as there is a sharp rise in score (from 20
to 240), but no significant increase in run time. The value for r is calibrated for
a grid granularity of 1

2000 of a degree using the SRID 4326 coordinate system.

Weighting of Different Criteria. Next, we investigated the impact of choos-
ing different values for the weights wi, identifying their importance when choos-
ing POIs. The weight r was set to 240 in all cases, we average the values for
subgraph sizes of 5%, 10%, 20%, 30%, and 50% of the total graph size. For
the weights, we distinguish nine different configurations: full: setting wi = 1
(1 ≤ i ≤ 4) and wj = 0 (1 ≤ j ≤ 4, i �= j); favored: wi = 0.4 (1 ≤ i ≤ 4) and
wj = 0.2 (1 ≤ j ≤ 4, i �= j); balanced: wi = 0.25 for all i (1 ≤ i ≤ 4). For every
variant we measured its utility compared to the greedy algorithm: (score of our
algorithm − score of greedy)/run time. Then we determined how far away every
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Fig. 4. Determining the area r

configuration is from the best performer on average (the smaller the value, the
better), Table 1 summarizes the results for different values of tmax.

The greedy algorithm works as follows. Given a partial itinerary I =
〈s, p1, p2, . . . , pi, d〉 (starting with the empty itinerary), the greedy strategy adds
to this path a POI p ∈ Prem(I) such that its utility(p) = score(p)

c(pi,p)+c(p)+c(p,d) is
maximal and no constraints are violated. We repeat this until no further POIs
can be added to the itinerary.

Table 1. Performance versus greedy

tmax w1 = 1
wj = 0

w2 = 1
wj = 0

w3 = 1
wj = 0

w4 = 1
wj = 0

w1 = .4
wj = .2

w2 = .4
wj = .2

w3 = .4
wj = .2

w4 = .4
wj = .2

wi = .25

3600 0.108 0.095 0.037 0.174 0.095 0.075 0.079 0.134 0.101

5400 0.029 0.036 0.029 0.067 0.032 0.029 0.043 0.035 0.030

7200 0.004 0.012 0.014 0.023 0.012 0.015 0.017 0.013 0.011

9000 0.004 0.002 0.004 0.007 0.003 0.003 0.004 0.006 0.002

There is a general tendency that the difference to the best performer gets
smaller as tmax increases.3 Emphasizing the weight on the category constraint
(w4 = 1 or w4 = .4) produces the worst results overall, so we focus on the other
weights. Concentrating on centrality (w3 = 1 or w3 = .4) is a good strategy
for small values of tmax, where it becomes important to not waste a lot of time
traveling between POIs. We would have expected a similar effect for visiting
times (w2 = 1 or w2 = .4), as shorter visiting times are more crucial when time
is scarce. However, the impact is not as distinct as for centrality, it seems that the
actual location is more important. Emphasizing score (w1 = 1 or w1 = .4) has
an opposite effect on the quality: the larger tmax, the better it becomes. When

3 Run time increases considerably for large tmax values, decreasing the utility for all
variants, making the differences smaller.
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Fig. 5. Subgraph size

a wider area can be reached, the actual score has a greater impact. Finally, the
balanced approach (wi = .25 for all i), while only being a top contender for tmax

= 9000 s, performs well overall.

Size of Subgraph. Figure 5 shows (a) the run time and (b) the score of exe-
cuting our algorithm, selecting 5%, 10%, 20%, 30%, and 50% of the whole graph
as a subgraph, using the following parameters: grid network, tmax = 7200 s,
r = 240, and different weights wi (due to space constraints, we only show the
better performing configurations). The different curves represent different ways
to balance the weights related to the four criteria described in Sect. 4. Clearly,
the larger the chosen subgraph, the better the score. However, we have to pay a
price: the run time also increases. More importantly, the run time grows super-
linearly, while the score goes up sublinearly. Consequently, we have to strike a
balance between run time and score. Still we get a better score than greedy with
only 10% of the graph.

6.2 Comparison with State-of-the-Art

In this section we compare our probabilistic approach with the state-of-the-art
algorithm for itinerary planning with category constraints: CLuster Itinerary
Planning (CLIP) [2]. For these experiments we use the real-world data sets of
Bolzano and San Francisco, selecting the following values for the parameters:
r = 240 and a constant size of 200 POIs (Bolzano) and 150 POIs (San Francisco)
for the randomly chosen subgraph. Figure 6 shows the results for the Bolzano
network, Fig. 7 those for the San Francisco network, both of them varying the
overall trip time tmax. Again, due to space constraints, we only show the config-
urations performing best.

As can be clearly seen in Fig. 6 for the Bolzano network, in terms of score the
probabilistic approach lies right in the middle between the greedy strategy and
CLIP. However, when we look at the run time, we notice that the probabilistic
approach is only slightly slower than the greedy algorithm, whereas it takes
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Fig. 6. Bolzano network

Fig. 7. San Francisco network

CLIP significantly more time to come up with its solution. For the San Francisco
network (Fig. 7), our algorithm has a similar performance, while CLIP exhibits
a better run time compared to the Bolzano network.

7 Conclusion and Future Work

We developed a probabilistic algorithm for solving the orienteering problem with
category constraints (OPMPC), selecting only a small part of the original graph
probabilistically based on the quality of the points of interest. In an experimental
evaluation we have shown that our approach can stand its ground. It produces
better results than a greedy strategy, incurring only a slightly longer run time.
While it does not quite reach the level of the state-of-the-art algorithm CLIP in
terms of the achieved score, it generates solutions faster.

The selection of a subgraph is basically a filtering step before running the
actual algorithm (in our case a dynamic programming algorithm), which means
that it can be applied to any other algorithm used for solving OPMPC to reduce
its run time. As demonstrated, this can be done without a significant loss in
quality and in the future we want to investigate combining the probabilistic
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filtering step with other approaches. Additionally, it would be very interesting
to tune the input parameters wi using a machine learning approach.
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Abstract. Users of social networks (SN) interact continuously and are
easily influenced. Research on influence analysis in SN gives much atten-
tion to positive influence. Few works on negative influence minimization
make a restricted analysis limited to the influence degree between users
ignoring the context and more importantly the users’ opinion which may
reflect the positive or negative aspect. None of the works do an OLAP
style analysis of the influence to enable a multidimensional and a multi-
level view of the network. In this paper, we propose an influence analysis
graph OLAPing framework which offers a more complete, flexible and
dynamic analysis. We then apply it to minimize negative influence.

Keywords: Social networks · Influence analysis · Graph OLAP

1 Introduction

Social influence analysis receives a particular attention due to its applications
in important area such as marketing and politics. It studies how people interact
and influence each other, and how this influence spreads in SN [12]. A large
number of researchers works on identifying influential users [13] and influence
maximization [6] problems. Few studies [2] have been interested in influence
minimization considering the negative influence. The problem of minimizing the
negative influence in a SN consists in selecting a minimum number of nodes or
links to be blocked or protected in order to minimize the propagation of the
influence. Most of the existing works are based on greedy algorithms which work
well in terms of influence minimization but are time consuming [11,16]. Further-
more, we have identified some limitations in the description of the problem. The
first concerns the influence probabilities: the arcs of the social graph are labeled
by probabilities indicating the influence strength of one user on another. How-
ever, the question of how these probabilities can be computed from real SN data
has been largely ignored [5]. The second concerns the negative influence: in all
works, it is assumed that a negative influence is launched in the network with-
out explaining what this means concretely. Finally, most of the works do not
c© Springer International Publishing AG 2017
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consider the subject and time of the influence, whereas the influence changes
with change of context and time [12]. In this work, we propose a more complete
analysis covering different aspects reflecting the context and the nature of the
influence and allowing to have different views of the network according to dif-
ferent dimensions and different granularities. We aim to answer questions like
“Which users have a high influence degree and a strong negative opinion on a
given topic at a given time?”. With such queries, we can extract the sub-graphs
that participate massively in the diffusion of the negative influence for different
subjects and different times according to different influence degrees. To this end,
we propose a multidimensional analysis of the network based on graph OLAPing
[3]. The rest of the paper is organized as follows: Sect. 2 gives a background on
influence minimization problem in SN and graph OLAPing. Section 3 presents
related works. Sections 4 and 5 introduce our approach and its application to the
influence minimization. The evaluation and the results are presented in Sect. 6.
We conclude in Sect. 7.

2 Definitions

2.1 Minimizing Negative Influence in Social Network

Let G(V,E) be a graph representing a SN, M a propagation model [6], I a
set of initially influenced nodes, and σM (I) the function which estimates the
propagation of the influence. The question is how to minimize σM (I)? [14–16].

2.2 Graph OLAP

A graph OLAP is a collection of network snapshots S = {S1, ···, SN}. Each snap-
shot is defined as Si = {I1,i, ··, Ik,i;Gi} where Ik,i are informational attributes
describing the snapshot. Gi(Vi, Ei) is a graph. Vi represent nodes and Ei repre-
sent edges. Attributes may be associated to Vi and Ei [3].

3 Related Works

We presented in [2] a survey on the minimization of negative influence in SN. We
have classified the works according to their approach in three classes: (1) Block-
ing nodes: A minimum number of nodes are blocked to minimize the propagation
of the negative influence in the network [14,15]. (2) Blocking links: A minimum
number of links are blocked to minimize the propagation of the negative influ-
ence in the network [7–9,16]. Our work adopt this approach. (3)Competitive
influence: A minimum number of nodes are selected to adopt a counter-campaign
in order to limit the diffusion of negative influence [1,4,10,11]. Table 1 summa-
rizes the related works. Analyzing these works allowed us to draw the follow-
ing limitations: (1) Most of the works propose greedy algorithms and compare
it to centrality measures. The greedy algorithms always give better results in
terms of influence minimization but are clearly worse in term of execution time.
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Table 1. Related works on negative influence minimization in social networks

Approach Reference Algorithms Results

Proposed Tested with Influence

minimization

Time

Geedy Others Degree Betweenness Others

Blocking

nodes

[14] x x x x +

[15] x x x +

Blocking links [9] x x x x +

[8] x x x +

[7] x x x x +

[16] x x x + -

Competitive

influence

[1] x x x x +

[11] x x x + -

[10] x x x +

[4] x x x +

(2) Most of the works analyze the influence with no regard to subject and time
while the influence depends strongly on these two elements. (3) All the works do
not define clearly two key elements of the problem: influence probabilities and
the negative influence. In this paper, we answers these limits through a multidi-
mensional model. To the best of our knowledge, no work does an OLAP analysis
of the influence in SN. [3] propose a graph OLAP general framework to analyze
information networks.

4 Graph OLAP for Influence Analysis in Social Networks

Our work aim to examine the influence in a SN through four dimensions: subject,
time, influence degree and opinion value in a multidimensional model.

4.1 Model Definition

Given a SN represented by a graph G(V,E). V is the set of nodes representing
users. E is the set of links representing relations between users. s is a subject
of analysis and t is the time of analysis. The influence probability between two
users, referred as the influence degree di, represents the strength of interaction
between two users. DIs,t : V ∗ V → [0, 1] is the function which calculates the
influence degree of a node u on a node v according to formula (1). The nature of
the influence, positive or negative, depends on the user’s opinion. We represent
it by vo. V Os,t : V → [−1, 1] is the function that computes the opinion value of
a node v according to the formula (2).
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Fig. 1. Graph data warehouse construction for influence analysis

To build our data warehouse, we proceed in two steps (see Fig. 1): (1) On a
the social graph G, we make an analysis according to s and t. We calculate di
and vo for each subject and instant. We obtain the influence graphs G′

s,t. (2) On
an influence graph G′

s,t, we make an analysis according to di and vo. We obtain
the graph G′′

s,t,di,vo which constitute the final cube of our data warehouse. Next,
we detail the two steps.

4.2 Multidimensional Analysis According to Subject and Time

Influence degrees and opinion values have different values for different subject
and instant. Thus, we initially, analyze the social graph according to these
two dimensions. The result is a set of oriented graphs G′

s,t(V
′, E′,DIs,t, V Os,t)

extracted from the global graph G(V,E). V ′ is the set of nodes that participate
in the subject s at time t. E′ is the set of arcs (u, v) such that u influences v. DIs,t
associates for each arc (u, v) the influence degree of u on v. V Os,t associates for
each node v of V ′ its opinion value. We also calculate the global influence in each
graph G′

s,t according to formula (3). The Algorithm 1 describes the construction
of a graph G′

s,t.

Learning Influence Degrees. Goyal and al. [5] propose models based on the
user’s action log. We refer to their discrete model by enriching the definition of
an action with the subject.

DIs,t(u, v) = As,t
u2v/As,t

u (1)

As,t
u2v is the number of actions propagated from u to v.

As,t
u is the number of actions of u.
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Algorithm 1. Construction of a graph G′
s,t

Require: G(V, E), s, t
Ensure: G′

s,t(V
′, E′, DIs,t, V Os,t)

1: V ′ ← �; E′ ← �
2: for all v ∈ V do
3: if V Os,t(v) �= 0 then
4: V ′ ← V ′ ∪ {v}
5: end if
6: end for
7: for all (u, v) ∈ E do
8: if DIs,t(u, v) �= 0 ∧ u ∈ V ′ ∧ v ∈ V ′ then
9: E′ ← E′ ∪ {(u, v)}

10: end if
11: if DIs,t(v, u) �= 0 ∧ u ∈ V ′ ∧ v ∈ V ′ then
12: E′ ← E′ ∪ {(v, u)}
13: end if
14: end for

Learning Opinion Values. We calculate the opinion value of a user on the
basis of his text messages published in the network on the subject s until time t.
We refer to the work of [17]. The messages are decomposed into phrases. The
opinion value is first calculated in each phrase p.

V Os,t(u) = (
∑

p
(
∑

wj :wj∈p∧wj∈WL

OriSem(wj)
dist(wj , s)

)/n)/m (2)

wj is a word designating an opinion. WL is the Wilson Lexicon dictionary which
contains all English words designating an opinion with their semantic orienta-
tion. OriSem(wj) is the function which returns the semantic orientation of wj

(−1, −0.5, 0.0.5, 1). dist(wj , s) is the distance between the word wj and the
subject s. n is the number of words wj in the phrase p. m is the number of
phrases.

Learning the Global Influence in the Network. The global influence in
each graph G′

s,t depends on the influence degrees and opinion values of G′
s,t.

infG′
s,t

= (
∑

(u,v)∈E′ DIs,t(u, v) ∗ V Os,t(v))/| E′ | (3)

4.3 Multidimensional Analysis According to Influence Degree
and Opinion Value

Each influence graph G′
s,t constitutes a new graph to analyze, this time, accord-

ing to the two dimensions: influence degree and opinion value. For a given
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influence degree di and a given opinion value vo, we obtain a sub-graph G′′
s,t,di,vo

extracted from G′
s,t. E′′ constitutes the set of arcs (u, v) such that the degree of

influence of the arc multiplied by the opinion value of its source node belongs to
an interval [θ1, θ2] defined in terms of di ∗ vo. [θ1, θ2] is equal to [−1, di ∗ vo] if
we want to analyze the values below di ∗ vo, it is equal to [di ∗ vo, 1] if we want
to analyze the values above di ∗ vo and it is equal to [di ∗ vo − α, di ∗ vo + α]
if we want to analyze the values around di ∗ vo (α ∈ [0, 1]). The nodes u and
v of the arcs (u, v) of E′′ constitute the set V ′′. We have analyzed the graph
according to di ∗ vo instead of the two dimensions di and vo separately because
we consider that a user with a high influence degree and a low opinion value has
the same effect as a user having a low influence degree and a strong opinion.
The Algorithm 2 describes the construction of a graph G′′

s,t,di,vo.

Algorithm 2. Construction of the graph G′′
s,t,di,vo

Require: G′
s,t(V

′, E′, DIs,t, V Os,t), di, vo
Ensure: G′′

s,t,di,vo(V
′′, E′′, DIs,t, V Os,t)

1: Define [θ1, θ2] in terms of di ∗ vo
2: V ′′ ← � ; E′′ ← �
3: for all (u, v) ∈ E′ do
4: if DIs,t(u, v) ∗ V Os,t(u) ∈ [θ1, θ2] then
5: V ′′ ← V ′′ ∪ {u, v}; E′′ ← E′′ ∪ {(u, v)}
6: end if
7: end for

5 Application to Negative Influence Minimization

The graph G′′
s,t,di,vo can informs us about the arcs and nodes which strongly

participate in the propagation of the negative influence if we choose the appro-
priate values of the dimensions di and vo. For example, a high value of di and
a strong negative value of vo would respond to this request. After selecting the
suspicious arcs or nodes, we can apply the minimization influence techniques like
blocking nodes or links. In our case, we decide to block arcs instead of blocking
nodes. Indeed, when we block a node, all the arcs attached to this node will be
blocked, including arcs that do not rise the negative influence. Once the selected
arcs are blocked, the global influence in the graph G′

s,t is again measured. If it
still negative, we change the values of di and vo and launch the request again.
The process is repeated until the global influence becomes positive or reaches a
defined threshold θ. Algorithm 3 summarizes the process.
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Algorithm 3. Negative influence minimization
Require: G′

s,t, θ
Ensure: G′

s,t Where some arcs may be blocked
1: Calculate infG′

s,t

2: while infG′
s,t

< θ do

3: Read (di, vo)
4: Extract G′′

s,t,di,vo

5: Block arcs returned by G′′
s,t,di,vo in G′

s,t

6: Calculate infG′
s,t

7: end while

6 Experiments

For this first evaluation, we mainly aim at testing the negative influence min-
imization algorithm. We randomly generated a graph of 32767 nodes and 1.62
million arcs representing the graph G′

s,t with random influence degree and opin-
ion value. The global influence in the network is −0.256. We apply our proposed
Algorithm 3 by varying the values of di and vo. We block arcs whose influence
degree multiplied by the opinion value of the source node is less than di ∗ vo
(i.e. [θ1, θ2] = [−1, di∗vo]) and then calculate the global influence. Figure 2 illus-
trate the variation of the global influence in terms of the number of blocked arcs
for our approach, the greedy algorithm and Weights centrality measure [7]. Our
approach achieve the same influence minimization as greedy algorithm in less
iterations. In the greedy algorithm, at each iteration, we block the arc which
best improves the global influence by checking all the arcs of the graph. We stop
when k arcs are blocked. This require to browse all the graph k times which is
very time consuming. In our approach, we also block arcs that best improves the
global influence but in just one iteration. This is achieved by guiding the selection
of the arcs with the values of the dimensions vo and di. In the Weights centrality
measure, the top-k arcs according to their influence degree are blocked without
considering the opinion values. Our approach gives better results in terms of
influence minimization which shows the importance of taking into account the
user’s opinion value.

Fig. 2. Minimizing negative influence by blocking arcs: approaches comparison
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7 Conclusion

Influence analysis in SN is so important when social media become the main way
for information diffusion. In this paper, we proposed a multidimensional analysis
of the influence in a SN which we apply to resolve the minimization of negative
influence problem. In the future, we intend to work on three main contributions
to offer a complete OLAP framework for influence analysis in SN. First, the ETL
phase including influence degrees and opinion values computation, should be
implemented with regard of scalability. Second, we need to guess for an efficient
storage model for the graph data warehouse. Finally, we will develop an analytic
tool with OLAP operations like roll up and drill down.
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Abstract. We propose a family of algorithms that transform a hyper-
graph drawing problem into a graph drawing problem and leverage force-
directed graph drawing algorithms in order to draw hypergraphs. We
propose and discuss a number of criteria to evaluate the quality of the
drawings from the points of view of aesthetics and of visualization and
analytics. We empirically and comparatively evaluate the quality of the
drawings based on these criteria on both synthetic and real data sets.
Experiments reveal that the algorithms are generally effective and the
drawings generated are aesthetically pleasing.

Keywords: Hypergraph · Visualization · Force-directed graph drawing

1 Introduction

We address the problem of drawing hypergraphs. A Hypergraph is a general-
ization of a graph where multi-ary relations exists among the objects including
binary relations. Edges of a hypergraph are called hyperedges. Hypergraphs have
found application in many areas of science [5,8,9,12,15] and a key challenge
in visualizing these hypergraphs is the exponential increase in the number of
potential relations with the number of objects [2]. The need to perform visual
analytics on data with multi-ary, complex relations calls for practically effective
and visually pleasing drawings of hypergraphs.

Fruchterman and Reingold, in their 1991 seminal paper [11], presented the
popular force-based graph layout algorithm that bears their names. In this algo-
rithm, the graph is modeled as a physical system where vertices are attracted
and/or repelled according to some force function, eventually resulting in an equi-
librium configuration. The family of algorithms proposed in this paper transform
a hypergraph into a graph and leverage force-directed drawing algorithms to
draw the graph. The final positions of the vertices of the graph are then used to
draw the hyperedges of the hypergraph.

Inspired by the desirable properties of hypergraph drawing proposed by
Mäkinen [13], we propose and discuss some criteria for good hypergraph draw-
ing. We also devise several metrics to empirically and comparatively evaluate
our algorithms based on both synthetic and real data sets. The experiments
c© Springer International Publishing AG 2017
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reveal that the approach is practical, efficient and generally effective, and, more
importantly, the drawings generated are not only aesthetically pleasing but also
readable for the purpose of visualization and analytics.

2 Related Work

Two classes of hypergraph drawing have been frequently used in the literature
as mentioned by Mäkinen [13] namely, Subset based and Edge based. In both of
them, vertices of the hypergraphs are drawn as points in the plane. In Edge based
drawings, hyperedges are drawn as smooth curves connecting their vertices. In
Subset based drawings, hyperedges are drawn as closed curves enveloping their
vertices.

Mäkinen [13] formulates the desirable properties of a subset based hyper-
graph drawing. Bertault F. and Eades P. [4] demonstrate a method for drawing
hypergraph in subset standard. The drawing algorithm constructs a Euclidean
Steiner tree from the position of the vertices in a hyperedge, uses force-directed
graph drawing algorithm to get the location of the vertices and draws a contour
around the edges of the tree.

Since hyperedges are sets, visualizing hypergraphs is closely related to the
approaches for visualizing sets. Euler diagram is amongst the earliest set visu-
alization methods. Closed curves such as ellipses, circles or polygons represent
sets and curve overlaps represent set relations. Many algorithms exist for draw-
ing Euler diagrams. They differ from each other by their definitions of Euler
diagram and drawable instances. Flower and Howse [10] define concrete Euler
diagram and propose an algorithm to generate concrete diagrams automatically
up to three sets. An extended definition of Euler diagram is given in [18] and
the problem of generating diagrams up to eight sets is addressed. It is worth
to mention that, the Subset based drawings differ from Euler diagrams in that
the former does not impose regional constraints (e.g. not allowing empty zones,
allowing exactly two points of intersections between contours representing sets)
as the latter [16].

Recently, Simonetto et al. [17] propose an approach for generating Euler-like
diagrams which are Euler diagrams with no regional restrictions. The sets are
drawn as closed bezier curves. Subset based drawings such as the one presented in
this paper are closely related to Euler-like drawings such as the one proposed by
Simonetto et al. [17]. Both of these methods draw sets spatially repositioning the
set elements and thus do not cater to the cases where preserving the semantics of
the layout is important (e.g. scatter plots, geographical maps). Other approaches
such as Bubble Sets [6], LineSets [1], Kelp diagrams [7] and KelpFusion [14] are
designed for those cases. Simonetto et al. [17] applies a force-directed algorithm
that preserves edge-crossing properties on the intersection graph of the hyper-
graph whereas our algorithm is able to apply any force-directed algorithm on a
class of graphs derived from the hypergraph. Simonetto et al. [17] approximates
the set boundaries by computing polygons whereas our algorithm computes con-
vex polygons of the set of points. Thus the resulting diagram might be concave [1]
violating one of the aesthetics we propose in this paper.
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3 Aesthetics

We propose the following criteria of a good hypergraph drawing.
Firstly, The Concavity metric refers to the number of non-convex hyperedge

drawings drawn by an algorithm. Since convex shapes are visually simpler, min-
imizing non-convex shapes results in good hypergraph drawing. It is to be noted
that, minimizing non-convex shapes i.e. minimizing the Concavity metric helps
ensure the first criterion as well.

Secondly, The Planarity metric is defined as the number of non-adjacent
hyperedge crossings of a drawing. Drawing of a hypergraph, ideally, should have
no crossing between any pair of non-adjacent hyperedges. In practice, however,
having a crossing-free drawing of a hypergraph is rather difficult. Thus it is desir-
able to have as little non-adjacent hyperedge crossing (Planarity) as possible.
Drawings with better Planarity help avoid clutter and thus ambiguity of the
relations being represented.

Fig. 1. Two drawings of the hyperedges {a, b, c}, {b, f}, {d, e, f}. The drawing on the
left has a concave shape, crossing between a non-adjacent hyperedge pair, poor Cov-
erage and non-uniform distribution of vertices (clutter). The drawing on the right is
aesthetically superior to the one on the left as it has no concavity, no crossing, com-
paratively better Coverage and Regularity.

Thirdly, The Coverage metric refers to the ratio of the ‘mean area per
vertex’ of the drawing to the ‘mean area per vertex’ of the entire drawing
canvas. The ‘mean area per vertex’ of a drawing of a hypergraph H(X,E),
Mean-APVdrawing(H) is defined as

Mean-APVdrawing(H) =

∑|E|
i=1

Area(Ei)
|Ei|

|E| (1)

where Area(Ei) is the area of the shape representing Ei and |Ei| is the number of
vertices in the hyperedge Ei (the cardinality of Ei). The ‘Mean area per vertex’
of the drawing canvas, Mean-APVcanvas is computed as -

Mean-APVcanvas(H) =
Areacanvas

|X| (2)

where, Areacanvas is the area of the drawing canvas. Thus, the Coverage of the
hypergraph H(X,E) is defined as

Coverage(H) =
Mean-APVdrawing(H)
Mean-APVcanvas(H)

. (3)
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Maximizing the Coverage metric implies that the drawing canvas is utilized
properly by the drawing, in other words, the drawing is sparse in some way. A
Coverage value close to 1 implies almost 100% utilization of the drawing area.

Fourthly, The Regularity metric is a measure of uniformity of the vertices over
the drawing canvas. Maximizing the Regularity criterion helps ensure less clutter
of the vertices over the drawing canvas. Since the Coverage criteria itself fails
to capture uniformity of vertices in cases of drawings with crossings, Regularity
gives insights into the distribution of vertices over the drawing area in those
cases.

Figure 1 illustrates how the proposed metrics encapsulate the aesthetics of a
drawing. Interested readers may refer to [3] for implementation of these metrics.

4 Algorithms

The family of algorithms we propose initializes the coordinates of the position of
the vertices of the hypergraph in a certain way, transforms the input hypergraph
into a graph termed as the associated graph of the input hypergraph, draw the
graph using force-directed graph layout algorithm to find the coordinates of the
vertices of the input hypergraph and envelop the vertices each hyperedge inside
a closed curve.

It is well-known that the initial position of vertices influences the performance
of the force-based graph layout algorithm. Vertices of the hypergraph can be
initialized randomly (Random initialization), in a circular fashion or uniformly
over the drawing canvas. In Circular initialization, for each vertex xi, its position
xi.pos is initialized to the coordinate of a randomly generated point on a circle of
radius k|Ej | where k ∈ N and xi ∈ Ej . In Grid based initialization, the drawing
canvas is divided into grids, the vertices are associated with grids sequentially
and xi.pos is initialized to a random point inside the grid xi is placed in.

From Hypergraph to Graph. We propose four different ways of construct-
ing associated graphs of a hypergraph- namely, complete associated graph, star
associated graph, cycle associated graph and wheel associated graph. Each of
these constructions gives rise to an algorithm.

Consider a hypergraph H denoted by the tuple (X,E = {E1, E2, . . . , En}).
For practical purposes, also consider xi.pos denotes the position vector of an
arbitrary vertex xi ∈ X on the drawing canvas. Furthermore, {x1, x2, . . . , x|Ei|}
denotes the set of vertices in the arbitrary hyperedge Ei.

A complete associated graph C(H) of the hypergraph H is a graph whose set
of vertices is X and for each hyperedge Ei, any pair of distinct vertices in Ei

are connected by a unique edge in C(H). To illustrate, the complete associated
graph of the hypergraph H1 = ({a, b, c, d}, {{a, b, c, d}, {c, d}, {a}}) consists of
{a, b, c, d} as the set of vertices and {(a, b), (b, c), (c, d), (a, c), (b, d), (a, d)} as the
set of edges. The drawing algorithm which transforms a hypergraph into its
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complete associated graph is termed as the Complete algorithm. The motivation
behind the Complete algorithm stems explicitly from the underlying principle
of the force-directed graph layout algorithms and implicitly from the Planar
characteristic of good drawing. Intuitively, fewer crossings are expected to occur
among a set of hyperedges if the constituent vertices of a hyperedge are spatially
closer to each other than to the vertices of the other hyperedges.

A cycle associated graph Cy(H) of the hypergraph H is a graph whose set
of vertices is X and for each hyperedge Ei, a cycle is formed by adding edges
(x1, x2), (x2, x3), . . . , (x|Ei|, x1) in Cy(H). The cycle formed is unique if we con-
sider the vertices in Ei sorted clockwise according to their position in the draw-
ing. The drawing algorithm which transforms a hypergraph into its cycle asso-
ciated graph is named the Cycle algorithm. To illustrate, the cycle associated
graph of the hypergraph H1 mentioned before consists of {a, b, c, d} as the set of
vertices and {(a, b), (b, c), (c, d), (a, d)} as the set of edges. Sometimes attractive
forces between the vertices in the complete subgraphs of C(H) are too strong
which in turn results in a cluttered drawing. The desire to have a sparse drawing
with good Coverage and Regularity is the driving force of the Cycle algorithm
since Cy(H) is a subgraph of C(H).

If we allow vertices other than X into our associated graph, transformations
of other kinds emerge. Given the position vectors of the vertices in X and an
arbitrary hyperedge Ei in the hypergraph H, the barycenter of the vertices in
Ei denoted as bi is the unique vertex located at the position

∑k
i=1

xi.pos
k . The

set of barycenters of H denoted as B is {b1, b2, . . . , bn}.
A star associated graph S(H) of a hypergraph H = (X,E) is a graph whose

set of vertices is H ∪ B and for each hyperedge Ei and its barycenter bi, a star
is formed by adding edges (bi, x1), (bi, x2), . . . , (bi, x|Ei|). To illustrate, S(H1) of
the hypergraph H1 mentioned before consists of {a, b, c, d, b1, b2} as the set of
vertices and {(b1, a), (b1, b), (b1, c), (b1, d), (b2, c), (b2, d)} as the set of edges. The
drawing algorithm which transforms a hypergraph into its star associated graph
is named the Star algorithm. The design principle of the star algorithm follows
from the fact that, spatial nearness among the vertices from the same hyperedge
and remoteness among the vertices from distinct hyperedge can be achieved if
all the vertices feel the attractive force towards the barycenter.

A wheel associated graph W (H) of the hypergraph H is a graph whose set of
vertices is H ∪ B and for each hyperedge Ei and its barycenter bi, a wheel
is formed by adding edges (bi, x1), (bi, x2), . . . , (bi, x|Ei|), (x1, x2), (x2, x3), . . . ,
(x|Ei|, x1). To illustrate, W (H1) of the hypergraph H1 mentioned above con-
sists of ({a, b, c, d, b1, b2} as the set of vertices and {(b1, a), (b1, b), (b1, c), (b1, d),
(b2, c), (b2, d), (a, b), (b, c), (c, d), (a, d)}) as the set of edges. The drawing algo-
rithm which transforms a hypergraph into its wheel associated graph is named
the Wheel algorithm. Note that, the set of hyperedges in the wheel associated
graph is the union of the set of hyperedges of the cycle and the star associated
graphs i.e. W (H) = S(H) ∪ Cy(H).
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Fig. 2. The vertices of
a hyperedge {a, b, c, d}
after drawing its Com-
plete associated graph.

Fig. 3. Convex hull of
the vertices a, b, c, d
and its bordering ver-
tices a, b, c.

Fig. 4. Pair-wise
outtangents of the
bordering vertices
and points x, y, z
as their intersec-
tions.

Fig. 5. The hyper-
edge drawn as a
closed Catmull-
Rom Spline going
through x, y, z.

Drawing Hypergraph from Associated Graph. The Force-directed graph
drawing algorithm applied to an associated graph results in an embedding of the
vertices of its corresponding hypergraph. Each hyperedge of that hypergraph
is then drawn as a closed curve enveloping its vertices. Figures 2, 3, 4 and 5
illustrate this process in sequence.

5 Experiments, Results, and Analysis

We empirically and comparatively evaluate the effectiveness and scalability of
the algorithms on both synthetic and real dataset. We generate random hyper-
graphs with 2000 vertices and varying number of hyperedges and use them as
our synthetic dataset. We use the DBLP 1 co-authorship network as our real
dataset. Readers may refer to [3] for details about our experimental results.

The Complete and the Wheel algorithms have better Planarity than the rest.
The reason is the attractive forces among the vertices in the Complete and the
Wheel associated graphs are higher than the other associated graphs since a
wheel and complete graph has more edges than the star or the cycle graph over
the same number of vertices. The Cycle and the Star algorithm have better Cov-
erage than the others due to the dominance of repulsive forces among the vertices
in the associated graphs. In terms of Regularity, the performance varies depend-
ing on the granularity parameter in the experiment. We also observe that the
Grid based initialization has the same effect on the performance as the circular
initialization. Random initialization results in better Regularity than the Circu-
lar initialization. In Scalability experiment, the performance of the algorithms on
the metrics are consistent and similar as in the effectiveness experiment. Figure 6
illustrates some drawings generated by one of our algorithms.

1 http://dblp.uni-trier.de/xml/.

http://dblp.uni-trier.de/xml/
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Fig. 6. Example of some drawings by the Wheel algorithm

6 Conclusion

We propose a family of algorithms for drawing hypergraphs. We also propose a
set of measurable criteria for evaluating the performance of the algorithms. We
empirically evaluate the effectiveness and scalability of our proposed algorithms
with different initial positioning of the vertices. The drawings by our algorithms
are not only aesthetically pleasing in a qualitative way but also follow a set
of quantitative criteria of good drawing. However, the drawings generated have
lesser uniformity than expected stemming from scattering of disconnected com-
ponents by the underlying force-directed graph layout algorithm. In future, we
would like to extend Fruchterman-Reingold’s algorithm from two-dimensional
canvas to higher dimensions by modeling the hyperedges as elastic manifolds
with the hope of having better drawings.
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Prime Minister’s Office, Singapore under its Campus for Research Excellence and Tech-
nological Enterprise (CREATE) programme.
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Abstract. Grouping vehicles into platoons with short distance can
reduce fuel consumption up to 21% [1] and improve capacity of roads.
The Vehicle Platooning Problem deals with route planing to form pla-
toons and therefore minimize the overall costs of all considered vehicles.
This article is focused on the subject to find groups with most fuel savings
potential in acceptable time. We propose a novel spatial grouping algo-
rithm to determine near-optimal groups. Our approach uses fast geomet-
rical heuristics, consisting of direction-comparison, a modified version of
a geometric-median-calculation and a comparison of intersections areas
between two vehicles respectively. For evaluations is same-start unlim-
ited ILP (SSU ILP) used to solves the Vehicle Platooning Problem to get
the optimal solution. Driving in found platoons saves round about 2% to
3% fuel in average compared to the sum of particular shortest paths of
the vehicles. The algorithm is tested in simulations on randomly created
vehicles on different graphs with the size of 5.000, 10.000 40.000 and
edges and round about 0.5 times nodes respectively. The performance is
evaluated and the results are compared to the total possible amount of
savings.

1 Introduction

Optimal grouping of heavy-duty vehicles (HDVs) into Platoons allow to reduce
fuel consumption, increase capacity of road network and safety in road traffic.
This opimization problem is defined as vehicle platooning problem and belongs
to class of NP-Hard problems, shown in [3]. To reduce the complexity, we divide
vehicle platooning problem into two phases. In first phase we assign given vehi-
cles into near-optimal groups with high fuel saving potential. In this regard we
created a new heuristic to find optimal groups for large number of vehicles in
large road networks. In second phase we compute optimal routes for platooning,
based on founded groups. For this purpose we use same-start unlimited ILP (SSU
ILP), defined in [3]. Important factors like safety constraint, traffic condition [2],
speed profiles, vehicles deadlines etc. will not be considered in this work.

The structure of the paper is as follows. Section 2 formalizes the problem and
gives information about the complexity. Section 3 proposes our novel heuristic
for determining near-optimal groups for platooning in road networks. Section 4
c© Springer International Publishing AG 2017
D. Benslimane et al. (Eds.): DEXA 2017, Part II, LNCS 10439, pp. 395–405, 2017.
DOI: 10.1007/978-3-319-64471-4 32
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presents the experimental evaluation and discusses the results with respect to
performance, savings, and quality of groups. Section 5 outlines the state-of-the-
art and discusses related work. Finally, Sect. 6 concludes the paper and proposes
ideas for future research.

2 Problem Statement

A road network can be represented by a graph G = (V,E,w, θ). The nodes
{vi} = V are three-leg or four-leg interchanges and E ⊆ V × V represents
the roads connecting the nodes. Every edge has a weight w : E → R

+ and
every node has geographical coordinates - latitude and longitude - depicted by
θ : V → (R,R). The weight w of an edge e is the length of the road.

Furthermore there are vehicles assumed, which are a tuple defined by a start
node and an end node, so that hi = (ah, bh) ∈ V × V |ah �= bh, with ah: start
node of vehicle h and bh: end node of vehicle h. Every vehicle has a shortest
path from its start node to its end node. A path P is a sequence of nodes
(s, ..., d) ∈ V × ... × V and has the length of the sum of weight of the edges
connecting the nodes respectively. Vehicles do not have travel time limitations.

Platoon is defined as a subset of vehicles H with |H| > 2. Exactly one vehicle
is a platoon leader and other vehicles are platoon followers, with descreased fuel
cost by factor η on platooned edges.

Fuel-optimal group fk = {h1 . . . hl} is a subset of the vehicle set H =
{h1 . . . hn}, with a computed score value between every vehicle hn and hl of
λ ∈]0, 1] ∀n, l = 1, . . . , l : l > n. The λ indicates the platooning ability of two
vehicles, λ is used to form fuel-optimal groups in Sect. 3.

The vehicle platooning problem is known to be computationally hard. In
[3] the decision version of the problem has been shown to be NP-complete for
general graphs, as well as for planar graphs.

3 Our Approach for Finding Near-Optimal Platooning
Groups

Our approach computes for all vehicle pairs score value λ ∈ [0, 1], which indicates
platoon incentive of vehicle pair. This computation include three steps, shown in
Algorithm 2. First step compares the directions, second step computes optimal
linear platooning and third step computes and compares convex hulls for each
vehicle pair. Based on pairwise incentives we compute non-disjoint groups of
vehicles, with λ > 0, presented in Algorithm 3. This produce many conflicted
groups, because in most cases one vehicle drive only in one platoon. For each
group we compute with SSU ILP optimal platooning routes and determine group
savings. We formulated ILP (Eq. 7) to select best disjoint groups, routes in this
groups are final platoons. Algorithm 1 shows the full procedure.
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Computing Pairwise Incentives. The basic idea of our approach (Algorithm
2) to use simple methods to identify pairwise platoon possibilities and vice versa.
In first step we exclude vehicle pairs with very different directions. For each
vehicle we compute vehicle-vector h, shown in (Eq. 1).

h =
(

θ(dh).lat − θ(sh).lat
θ(dh).lon − θ(sh).lon

)
(1)

Thus vehicles which drive in opposite ways or at least have a large angle
between their vectors will not be investigated further. Thus every combination
has to satisfy

hl ∗ hn

‖hl‖ ∗ ‖hn‖ > ϕ (2)

with ϕ ∈ [−1, 1].
In second step we consider only vehicle pairs, which were not disqualified

in first step. For each remained pair we compute linear platooning, inspired by
geometric median approach. The idea to find optimal platoon vector between
two vehicle-vectors hl and hn. Platoon vector can be depict by two points z1, z2
in the euclidean room. First point definded as mergening point, consequently
the second point is a splitting point. Cost of the platoon vector are reduced
by linear saving factor η′. Overall linear platooning is sum of linear distances
between starting point of hl and merging point, starting point of hn and merging
point, merging point and splitting point with reduced cost, splitting point and
ending point of hl and ending point of hn. We formulated this optimization
problem as following cost function

Min g(z1, z2) = ‖sn − z1‖ + ‖sl − z1‖ + ‖dn − z2‖ + ‖dl − z2‖ + ‖z1 − z2‖ + ‖z1 − z2‖ ∗ η′

It should be noted that since the addends in g are all convex functions so
that, the objective function is also convex. Thus the local minimum of this sub-
problem is also the global solution for this sub-problem.

The calculated value by cost function g will be compared with sum of linear
distances of vehicles hl and hn. This comparison allow to derive a continuously
value between 0 and 1, which represents platooning probability. Vehicle pairs
with 0 value will be disqualified for further computations and vehicle pairs with
value 1 can high probably form a platoon.

In third step we compute for each vehicle a shortest path Ph with A star
algorithm. Based on Ph we compute a platooning area for each vehicle, whereby
the area is limited by fuel saving factor η = 0.1. In other words the detour from
Ph to any node in area should be less then η ∗ w(Ph). Therefore we construct a
polygon around the shortest path to prune unreachable nodes, shown in Fig. 1a.
The algorithm selects particular nodes Y = {ah, y1, y2, . . . , yq, bh} from subset
of nodes included in Ph. For polygon construction we use nodes from Y set.
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Initially we compute vector w0, this vector is orthogonal to vector h with length
η ∗ w(Ph), depicted in Eq. 5.

w0 =
(

0 −1
1 0

)
∗ h

‖h‖ ∗ w(Ph) ∗ η (5)

fcon(y) =

⎧⎪⎪⎨
⎪⎪⎩

‖w0‖ ∗ [1 − w(Ps,y)
w(Ph)

],
w(Ps,y)
w(Ph)

� 1
2

‖w0‖ ∗ w(Ps,y)
w(Ph)

,
w(Ps,y)
w(Ph)

>
1
2

(6)

For each point in Y we compute alternating vectors with length fcon(y)
(Eq. 6), Fig. 1a shows an example. End points of computed vectors are used to
generate a polygon(grey polygon) and finally we compute convex hull conv(Y )
(blue dotted polygon), to to simplify a polygon.

Fig. 1. (a) Convex hull conv(Y ) for vehicle h. (b) Example of two convex hulls conv(A)
and conv(B) produced from hl and hn vehicles. The polygon in red shows intersection
area. The green path represents the common road of both vehicles. (Color figure online)
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Figure 1b shows Phl
(blue solid line) and Phn

(purple solid line) vehicles
routes and corresponding convex hulls conv(A) and conv(B). Intersection of
convex hulls produces a further convex hull (red polygon), in this area vehicles
hl and hn can form a platoon. This area includes a platooning route (green line)
with mergin vme and splitting node vsp.

The size of intersection area, determine continually probability ∈ [0, 1] for
platoon forming of vehicles hl and hn. Empty instersection area, means it is not
possible to form a platoon. Large instersection area (relativ to smallest convex
hull) means high incentive to platoon.

The calculated probability values in step 2 and step 3 will be composed to
λ value for each vehicle pair. λ value will be stored in R matrix with |H| rows
and |H| columns.

Forming Candidate Groups. Next we describe how we form candidate
groups, see Algorithm 3. The output of the spatial-grouping-algorithm is a
matrix R. For every value λ > 0 in that matrix a group consisting of two vehi-
cles is build. Please recall that at this stage the groups are not yet required to
be mutually disjoint. After this initial group forming every vehicle successively
is being attempted to join another group to form even bigger groups until no
vehicle can be assigned in an already existing group due to the values in the
matrix. Thus all possible groups can be listed and this are the groups which will
be examined further.

By using an SSU ILP formulation like [3] the savings for every group can be
calculated.

Selecting the Best Mutually Disjoint Groups. The last part of the heuris-
tic is to determinate the best disjoint combination of groups. Therefore the
following integer linear problem (Eq. 7) has to be solved.

maximize
∑
k∈F

xk · αk

subject to
∑
k∈F :
h∈fk

xk ≤ 1∀h ∈ H

xk ∈ {0, 1} ∀k ∈ F

(7)

Where xk is the decision variable for group k. αk are the savings computed
by the SSU ILP for every group k while fk contains a set of vehicles, which are
in that group. F is a set of all possible groups fk.
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Algorithm 1. Algorithm for finding near-optimal platooning groups
Data: A road network G and a list of vehicles H with start nodes s and end nodes d.
Result: A list M with near-optimal disjoint platooning groups.

R = Compute pairwise incentives: Algorithm 2 (G, H)
F = Compute candidate groups: Algorithm 3 (R)
for all fk in F do

load group relevant subgraph SG from graph database
compute platooning routes in group fk with SSU ILP and SG
add group fk rating

M = determinate best disjoint groups from F with ILP (Eq. 7)
return M

Algorithm 2. Compute pairwise incentives
Data: A road network G and a list of vehicles H with start nodes s and end nodes d.
Result: A matrix R with values of the incentive to drive together.

calculate all vectors h
for all hn do

if hl ∗ hn > 0 then
if Min g(z1, z2) < hl + hn then

if overlap of convex hull exist then
fill matrix R in row hl and column hn with calculated value λ ∈]0, 1]

Algorithm 3. Compute candidate groups
Data: A matrix R containing values λ ∈ [0, 1] describing the incentive of two vehicles
driving together.
Result: A list F of (potentially non-disjoint) groups of vehicles.

create an empty list of groups F = {}
for all λhl,hn > 0 in R do

add a group containing hl and hn to F
for all hn ∈ R do

for all fk ∈ F do
if hn /∈ fk then

if all λhl,hn > 0 : ∀hl ∈ fk then duplicate group fk and add the new
group to F , then add hn to new group

else go to next group

4 Experimental Evaluation

The spatial-grouping-algorithm has been implemented with programming lan-
guage R (version 3.3.1), with all data stored in an underlying Neo4j graph
database (version 3.0.3). For experiments we used the following system con-
figuration: Intel Core i7-6700 CPU @3.40 GHz, 32.00 GB DDR3, Windows 10
64-Bit-Version, Samsung SSD 850 PRO 256 GB.

We run the algorithm through various graphs with sized of 3.400, 7.000 and
27.000 nodes with 5.000, 10.000 and 40.000 edges respectively. Every node is
at least incidental with 3 edges, so that there are no unnecessary nodes, which
could be excluded from the processing. On the different graphs evaluated we
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generated random vehicles and run tests with sizes of 10, 30, 50 and 70 vehicles.
Every size is tested for different graph instance sizes. Since the SSU ILP cannot
compute the global solution for more vehicles or bigger graphs in a reasonable
time only this instances can be evaluated in relation to the global optimum.
The parameters are staying the same for the algorithm. We assume a value of
η = 10% even if it could be more due to possible air drag savings [4,5], because
this value represents a good average and is also used in related works [3]. Since
the performance of the SSU ILP decreases exponential for bigger graphs with
higher numbers of vehicles, only the top groups are examined for the graphs
with over 40.000 edges. We also evaluated the performance in bigger graphs for
118.000, 374347 and 632524 edges.

4.1 Performance

In the following tables the performance of the heuristic is displayed. The first
column indicates the number of vehicles of the test. In the second column the
time, which the heuristic needs to initialize, calculate the scores, create the
groups and upload the groups is listed. Following that the times for creating
the scores and groups is given. ‘Time of ILP (Eq. 7) solving groups’ is the time
the SSU ILP needs to calculate the savings of every created group and the
fifth column states the overall time, which the heuristic needs to compute the
objective and the group paths. For comparison also the time is given, which a
SSU ILP would need to compute all routes without grouping the vehicles first.

Table 1. Performance comparison in seconds between heuristic and optimal solving
for 5.000 edges.

Number of vehicles Heuristic times SSU ILP

Heuristic time

without ILP

Time to create

score and groups

Time of ILP

solving

groups

Cumulative

time

Time for

opt. solution

10 2.03 0.56 100.49 102.52 15.40

30 3.51 2.14 91.44 94.95 85.89

50 6.90 5.17 164.02 170.92 195.34

70 14.52 12.80 101.50 116.02 584.19

The heuristics takes much less time for bigger instances and graph sizes,
which can be evaluated through Tables 1, 2, and 3. Although the SSU ILP for-
mulation computes faster solutions for the smallest vehicles sizes it’s performance
grows much more rapidly than the heuristic.

The performance and the results of our heuristic are compared to the Best-
Pair Heuristic, and a Hub Heuristic [3], see Sect. 5 for details.

Since the performance of the first heuristic is large for bigger instances we
compared only the instance of 10 vehicles to our algorithm and show, that the
spatial-grouping-algorithm can even solve big graph instanzes. The results of
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Table 2. Performance comparison in seconds between heuristic and optimal solving
for 10.000 edges.

Number of vehicles Heuristic times SSU ILP

Heuristic time

without ILP

Time to create

score and groups

Time of ILP

solving

groups

Cumulative

time

Time for

opt. solution

10 0.95 0.33 48.52 49.47 84.56

30 3.73 2.32 178.85 182.58 681.98

50 7.41 6.14 134.52 141.93 2517.60

70 13.63 12.23 135.88 149.51 17009.00

Table 3. Performance comparison in seconds between heuristic and optimal solving
for 40.000 edges.

Number of vehicles Heuristic times SSU ILP

Heuristic time

without ILP

Time to create

score and groups

Time of ILP

solving

groups

Cumulative

time

Time for

opt. solution

10 1.35 0.47 868.29 869.64 167.56

30 3.31 2.37 647.17 650.48 4397.60

50 7.256 6.39 418.11 425.37 >200000

70 14.46 12.91 797.18 811.64 >200000

the Best-Pair-Heuristic are quite good and show that a minimum of 50% of the
savings can be achieved, while the mean is about 80% to 90% of the optimal
solution in a graph of 647 nodes and 1390 edges. Also the Hub-Heuristic shows
good results with a mean of 80%, but a bigger standard deviation. Through
a subsequent local search algorithm, which is also explained in [3] in almost
all tests the actual optimal solution could be accomplished for both algorithms
within minutes.

The spatial-grouping-algorithm in combination with an SSU ILP and (Eq. 7)
calculated the optimal solution in under 2 min for graph sizes of up to 10.000
edges. Even graph sizes of up to 40.000 edges were solved within minutes and
without loss of quality.

4.2 Savings

In the tables below the savings are evaluated. The first column indicates the
number of vehicles. After that the optimal result is displayed, which is calculated
with a SSU ILP where the vehicles aren’t divided into groups. The amount of
time needed to calculate these objectives is given in Sect. 4.1. The objectives of
the heuristic is stated in the third column. In the fourth and fifth column gap
between the optimal solution and the heuristic solution is given. The savings are
near the optimal solution and the difference increases for more vehicles. It also
increases with the number of vehicles (Tables 4, 5, and 6).
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Table 4. Experimental run for 5.000 edges, platooning fuel consumption. Optimal
solutions compared with heuristic solutions.

Number of
vehicles

Optimal
result

Result of
heuristic

Difference
optimal
solution and
heuristic

Difference in %

10 380.72 380.81 0.09 0.024

30 1125.10 1134.60 9.50 0.84

50 1825.80 1864.00 38.20 2.05

70 2570.30 2644.70 74.41 2.81

Table 5. Experimental run for 10.000 edges, platooning fuel consumption. Optimal
solutions compared with heuristic solutions.

Number of
vehicles

Optimal
result

Result of
heuristic

Difference
optimal
solution and
heuristic

Difference in %

10 1150.80 1151.10 0.28 0.025

30 3092.10 3132.70 40.53 1.29

50 5368.40 5476.50 108.13 1.97

70 7534.10 7778.40 244.26 3.14

Table 6. Experimental run for 40.000 edges, platooning fuel consumption. Optimal
solutions compared with heuristic solutions.

Number of
vehicles

Optimal
result

Result of
heuristic

Difference
optimal
solution and
heuristic

Difference in %

10 1882.20 1882.50 0.29 0.015

30 5014.30 5095.90 81.55 1.60

50 8256,73 8432.60 175,87 2.13

70 11359,97 11686.00 326,03 2.87

The heuristics works with a small gap which increases for bigger instances but
remains at an acceptable level. It is assumed, that the gap grows with increas-
ing vehicle input sizes which can be adjusted through the parameters of the
algorithm at the expense of performance.
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4.3 Quality of Groups

The created groups are tested individually with a SSU ILP formulation in each
test. Over 95% are successful and the vehicles in the particular group can drive
in routes to make savings which are greater than 0. Only some of the tested
groups wouldn’t lead to a better objective and can’t archive a positive amount
of savings. This can be lead back to a bad selection of parameters, which could
improve the solution.

5 Related Work

The topic of vehicles driving in a platoon is explored since the 1960s [6,7] however
the vehicle platooning problem developed in the last 5 years and has become more
and more popular.

In [3] two heuristics are presented which can solve the vehicle platooning
problem with a good approximation to the optimal solution.

The two algorithms presented in the paper can solve up to 200 HDVs of
the “same-start-problem” – which is a relaxation of the problem whereat every
vehicle has the same start node – and up to 10 HDVs with different start nodes
in a graph containing up to 647 nodes and 1390 edges. The results reveal that
1% to 2% of fuel can be saved within the experiments of 10 vehicles, while
the “same-start-problem” had savings up to 9%. In [8] platooning rates of 1800
heavy-duty vehicles are analyzed. The data contained the sparse vehicle positions
over a one-day-period and map-matching and path-interference algorithms were
used to determinate the vehicle paths. The researched objective is the difference
between spontaneous platooning, occouring randomly because of same path of
vehicles and coordinated platooning of the data by using virtual coordination
schemes. The results show that the spontaneous platooning rate is about 0.07%
– meaning the vehicles save 0.07% of fuel unlike no vehicle is platooning – and
increases up to ten times while using coordination schemes.

Furthermore [9] presents methods to adjust vehicle speeds to form platoons
by only knowing the vehicle’s position, speed and destination. Small problem
instances of 4 or less vehicles can be exactly solved and a heuristic algorithm is
proposed which can solve the problem in a reasonable time and finds 90% of the
the optimal solutions. However the details of forming platoons will not be part
of this work and will be assumed without time or fuel loss.

The presented approaches solve the platooning problem partly in acceptable
time with good results, nevertheless they have some weaknesses. The complexity
of all approaches depends on the size of the graph, so that for big graph instances
the execution time can be worth. [3] runs experiments with only small numbers
of vehicles and isn’t considered to solve for a bigger vehicle quantity.

6 Conclusion

The spatial-grouping-algorithm has a high performance and computes the groups
for vehicles numbers up to 70. The difference of the objective is negligible for
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small instances and grows with the vehicle numbers, but is yet near the global
optimum with a gap of approximately maximum 2% with up to 50 vehicles. Even
in graphs with a high number of nodes and edges the spatial-grouping-algorithm
performs well and has since the created groups are mostly successful the output
will also be near to the optimal solution of the instances.
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Abstract. In the context of social media, existent works offer social-
event-based organization of multimedia objects (e.g., photos, videos) by
mainly considering spatio-temporal data, while neglecting other user-
related information (e.g., people, user interests). In this paper we pro-
pose an automated, extensible, and incremental Feature-centric Social
Event Detection (F-SED) approach, based on Formal Concept Analysis
(FCA), to organize shared multimedia objects on social media platforms
and sharing applications. F-SED simultaneously considers various event
features (e.g., temporal, geographical, social (user related)), and uses
the latter to detect different feature-centric events (e.g., user-centric,
location-centric). Our experimental results show that detection accuracy
is improved when, besides spatio-temporal information, other features,
such as social, are considered. We also show that the performance of our
prototype is quasi-linear in most cases.

Keywords: Social Event Detection · Social networks · Semantic clus-
tering · Multimedia sharing · Formal Concept Analysis

1 Introduction

With the rapid evolution of social media, more users are now connected to collab-
oration and information sharing platforms (e.g., Facebook, Google+) and other
sharing applications (e.g., Iphotos1). These platforms offer users the opportunity
to share and manage various multimedia objects (e.g., photos, videos) taken by
different users, during life events [12]. Due to excessive sharing on these plat-
forms, the organization of the shared objects has become challenging. As a result,
many works, such as the ones on Social Event Detection (SED), have evolved
around the organization of shared data on social media platforms and shar-
ing applications. SED works propose an organization of the shared objects by
grouping them based on their related social events.
1 http://www.apple.com/ios/photos

c© Springer International Publishing AG 2017
D. Benslimane et al. (Eds.): DEXA 2017, Part II, LNCS 10439, pp. 409–426, 2017.
DOI: 10.1007/978-3-319-64471-4 33
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Currently, some online platforms, stand-alone applications, and other works
[3,4,16,20,21] provide an organization of shared objects through event detec-
tion, using clustering techniques. Some are based on metadata (e.g., Facebook
organizes multimedia content based on publishing timestamps, Iphotos combines
photo creation timestamps and locations to organize a user’s photo library). Oth-
ers use the visual attributes of shared objects (e.g., textures, colors) coupled with
metadata [11,13,15] in order to detect several events.

Even-though these works offer automatic organization, they present limita-
tions related to: (i) no user-centric processing, these methods do not include
user-related features (e.g., social, interesting event topics) in the processing; (ii)
lack of extensibility, these methods heavily rely on spatio-temporal features and
do not allow the integration of various event features; (iii) the processing is based
on one data source, neglecting the consideration of multiple data sources (i.e.,
multiple publishers, users); (iv) incremental processing is only implemented in
recent applications, allowing a continuous integration of new data (e.g., photos
shared/published on different dates/times) in the set of already processed data.
Then, there is a need of providing a better event detection approach, considering
user-related features, in a more meaningful way for users.

To answer this need, we propose a Feature-centric Social Event Detection (F-
SED) approach, for automatic detection of “feature-centric” social events. Our
method considers various features of an event (e.g., time, geo-location, social
(e.g., users), topics, etc.), and allows the user to choose at least one central
feature. Based on the chosen feature (or set of features) our approach detects
the corresponding feature-centric events (e.g., topic-centered events if the topic
feature is selected, user-centric events if the social feature is selected). F-SED’s
clustering technique simultaneously considers the various features, objects shared
by different sources (several data publishers) on different dates/times, as well as
data from one user (i.e., to organize a user data library). In addition, by inte-
grating the user and his interests (social and topics features) in the clustering,
the user automatically receives the events that interest him the most. F-SED
is defined based on an adaptation of FCA (Formal Concept Analysis) [8,22],
a backbone that provides an extensible and incremental clustering technique,
handles high dimensional data, and requires low human intervention. The com-
parative study on clustering techniques cannot be shown in this paper due to
space limitations. We implement F-SED as a desktop-based prototype in order
to evaluate the approach in real case scenarios with the ReSEED Dataset [18].
Our experimental results show that the event detection accuracy is improved
when the social feature is taken into consideration. In addition, our performance
results show quasi-linear behavior in most cases.

The rest of the paper is organized as follows. Section 2 reviews Social Event
Detection works. Section 3 introduces FCA. Section 4 details and formally defines
the F-SED approach. The implementation and evaluation are discussed in Sect. 5.
Finally, Sect. 6 concludes and highlights future perspectives.
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2 Related Work

In the literature, several Social Event Detection (SED) approaches have emerged
for detecting events. Since most shared objects (e.g., photos, videos) on Social
Networks and sharing applications are uploaded randomly without prior knowl-
edge on the occurring events, these approaches mainly use unsupervised cluster-
ing techniques [3,13,15,16,21]. Since there are no commonly adopted criteria,
we propose the following set of criteria to compare the referenced works:

1. User-centric processing : This criterion measures if user related data (e.g.,
names, interesting event topics) is integrated in the detection process to pro-
vide more meaningful and personalized results.

2. Extensibility : This criterion states if multiple event features are considered
(e.g., visual, social , topics) in addition to time and locations for improved
event detection.

3. Multi-source: This criterion indicates if multiple data sources (other pub-
lishers, participants) are considered, since various participants publish/share
event related data.

4. Incremental (continuous) processing : This criterion considers the possibil-
ity of processing newly published data without having to repeat the entire
processing, because participants could share event related data on different
dates/times.

5. Level of human intervention: This criterion measures how frequently users
participate in the event detection process; since huge amounts of data are
shared, it is important that user interventions become less frequent; we con-
sider low intervention if users provide data input and initial configuration;
moderate if users intervene in result correction/optimization; and high inter-
vention when users participate in the whole process.

SED approaches can be grouped into two categories: approaches that rely
on the metadata of shared objects [3,16,19,21], denoted metadata-based, and
approaches that rely on visual attributes (e.g., colors, shapes) and meta-
data [6,7,11,13,15], denoted hybrid. We could not find approaches that only
rely on visual attributes since grouping visually similar objects does not neces-
sarily mean that the latter belong to the same event.

Metadata-based approaches: In [16], the authors aim to detect social events
based on image metadata, using temporal, geo-location, and photo-creator infor-
mation. They perform a multi-level clustering for these features. A first clustering
separates photos into groups by distinct time values. A second one is executed
on the first level clusters based on geo-location information. Finally, a third clus-
tering based on the second level clusters is executed using the creator-names.
In [3], the authors use time and GPS data to cluster photos into events using the
mean-shift algorithm. First, the authors find baseline clusters based on time, then
GPS location attributes are integrated. In [19], the authors use time and loca-
tion information from twitter feeds to detect various events (e.g., earthquakes).
In [21], the authors rely on textual tags such as time, geo-location, image title,
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descriptions, and user supplied tags to cluster photos into events, thus detect-
ing soccer matches that happened in Madrid. These approaches need moderate
human intervention. However, they are not incremental, user-centric, nor exten-
sible. Metadata is also used by stand-alone applications for photo management
to detect social events in a user’s multimedia library. For example, Iphotos is an
iOS mobile application that clusters photos and videos based on time and geo-
location. These applications require no human intervention, they automatically
cluster objects found in a user’s library. However, they do not consider other
event features (e.g., social), nor other photo sources (photos taken by other par-
ticipants/collaborators). They mainly focus on time and location, photos taken
at the same day and place of an event are merged with the event.

Hybrid approaches: Many hybrid approaches rely on both visual and meta-
data attributes. In [13,15], the authors combine visual object attributes with
temporal information, geo-locations, and user-supplied tags for their clustering
procedures. Visual and tag similarity graphs are combined in [13] for the clus-
tering. The tags used are crucial for event detection because they enable the
distinction between events and landmarks. The authors consider photos of land-
marks to have variant and distant photo capture timestamps because landmarks
are photographed at any given date of the year and by many users. They also
consider events to have a smaller distance separating timestamps while the num-
ber of users (participants) is also lower. They define an event based on time and
location. While in [15], although metadata information is used in a different way,
it is also crucial for distinguishing objects from events. The authors divide the
geographical map of the world into square tiles and then extract the photos of
each tile using geo-location metadata. They later use other metadata combined
with visual features to detect objects and events. In [7,11], the authors combine
temporal metadata with different sets of visual attributes for annotation and
event clustering purposes. In [7], they combine time with color, texture, and
facial (face detection) information. While in [11], the authors add to the previ-
ously mentioned attributes, aperture, exposure time, and focal length. In [6], the
author relies more on temporal metadata than visual attributes for correct event
detection, since he considers that photos/videos associated with one event are
often not visually similar. Hybrid approaches consider different types of object
attributes (visual, temporal information, geo-locations, tags, etc.). However,
regrouping visually similar objects does not imply that they belong to the same
event. Therefore, metadata is required to boost the accuracy of such approaches.
Since these methods process visual attributes (e.g., through photo/video process-
ing techniques), they end up having a higher processing cost than the approaches
that only process metadata. Some approaches require more human intervention,
because they prompt the user to correct/optimize the results.

Table 1 summarizes the evaluations of SED approaches based on the aforemen-
tioned criteria. Metadata-based approaches [3,16,21] need low to moderate human
intervention and provide good event detection accuracy, since metadata describes
data related to the events (e.g., dates, locations, tags). However, these works
lack the incremental processing needed to match the flow of publishing/sharing.
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Table 1. SED approaches comparison

Criteria Metadata-based Hybrid

[3,16,21] Stand-alone applications [6,7,11,13,15]

The level of human
intervention

Low - Moderate Low Moderate - High

The incremental
processing

No Partiallya No

Extensibility No No No

Multi-source Partiallya Partiallya Partiallya

User-centric processing No No No
a Partially states that not all approaches of a category are multi-source or incremental

Recently, incremental processing was integrated in some works (e.g., stand-alone
applications). Hybrid methods are costly computation-wise and require human
intervention thus making continuous processing hard to implement [14]. In con-
trast, hybrid methods [6,7,11,13,15] offer more event features by combining visual
attributes with metadata to improve accuracy. Finally, the two categories of works
do not fully consider the social feature in event detection and lack the extensibil-
ity and user-centric processing needed to provide more personalized, and therefore
interesting, results to the user.

3 FCA Preliminaries and Definitions

After studying various clustering techniques [1,2,10,17], we chose Formal Con-
cept Analysis (FCA) [8,22] as the backbone for our F-SED approach. FCA
is incremental and extensible (criteria 4 and 2). It examines data through
object/attribute relationships, extracts formal concepts and orders the latter
hierarchically in a Concept Lattice which is generated through a four step
process [5]:

Step 1: Defining a Formal Context (Definition 1) from the input data, based
on object/attribute relations represented in a cross-table.

Definition 1. A Formal Context : is a triplet 〈X, Y, I〉 where:

– X is a non-empty set of objects
– Y is a non-empty set of attributes
– I is a binary relation between X and Y mapping objects from X to attributes

from Y, i.e., I ⊆ X × Y.

Table 2 shows an example, where photos are objects and photo attributes
(locations, photo creator names, and dates) are attributes. The cross-joins rep-
resent the mapping of photos to their respective photo attributes, e.g., photo 1
was taken in Biarritz by John on 17/08/2016. �
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Table 2. Formal context example

Names Locations Dates

John Patrick Dana Ellen Biarritz Munich Paris 17/08/2016 12/12/2012 02/02/2016

Photos 1 x x x

2 x x x

3 x x x

4 x x x

5 x x x

Step 2: Adopting Concept Forming Operators to extract Formal Con-
cepts (Definition 2). FCA has two concept forming operators:

– ↑: 2X → 2Y (Operator mapping objects to attributes)
– ↓: 2Y → 2X (Operator mapping attributes to objects).

For example, from the cross-table shown in Table 2, we have {3}↑ = {Patrick,
Munich, 12/12/2012} and {02/02/2016}↓ = {5}.

Definition 2. A Formal Concept in 〈X,Y, I〉 is a pair 〈Ai, Bi〉 of Ai ⊆ X and
Bi ⊆ Y such that: A↑

i = Bi ∧ B↓
i = Ai.

Consider the set of photos A1={1, 2} and the set of attributes B1 = {John,
Biarritz, 17/08/2016}. A↑

1 = {John, Biarritz, 17/08/2016} and B↓
1 = {1, 2}.

Thus, since A↑
1 = B1 and B↓

1 = A1, the pair 〈A1, B1〉 is a Formal Concept. �

Step 3: Extracting a Subconcept/Superconcept Ordering relation for For-
mal Concept (cf. Definition 2) ordering by defining the most general concept
and the most specific concept for each pair. The ordering relation is denoted ≤.

For example, from Table 2, let A1 = {3}, B1 ={Patrick, Munich,
12/12/2012}, A2={3, 4}, and B2 ={Munich, 12/12/2012}. According to Defini-
tion 2, 〈A1, B1〉 and 〈A2, B2〉 are formal concepts. In addition, A1 ⊆ A2 therefore,
〈A1, B1〉 � 〈A2, B2〉. This means that formal concept 〈A1, B1〉 is a subconcept
of formal concept 〈A2, B2〉 (which is the superconcept).

Step 4: Generating the Concept Lattice, which represents the concepts from
the most general one (top) to the most specific (bottom). The lattice is defined
as the ordered set of all formal concepts extracted from the data (based on ≤).

Fig. 1. The Concept/ Galois Lattice
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For the example shown in Table 2, Fig. 1 illustrates the Concept Lattice.
The next section formally describes our F-SED approach and how these FCA four
steps are integrated and adapted for the clustering of shared objects (content).

4 An Approach for Feature-Centric Social Event
Detection

In this section, we propose F-SED, an approach to detect feature-centric social
events from a set of multimedia objects (e.g., photos, videos) shared by different
users. F-SED mainly relies on a modular framework (Fig. 2) that integrates FCA
as the backbone clustering technique, to provide an extensible and incremental
approach. F-SED aims to detect feature-centric social events which are defined
by at least three event features: (i) temporal feature (represented by a time
interval), (ii) geographical feature (represented by a location value), and (iii)
social feature (e.g., photo creator name). In order to focus more on the user’s
interests, F-SED also supports additional features such as topics (based on tags
or annotations) and various levels of granularities for each feature. In order
to organize a set of shared objects according to feature-centric events, F-SED
processing is split into three main steps: (i) data pre-processing and extraction
(executed by the Pre-processor and Attribute Extractor modules); (ii) lattice
construction (executed by the Event Candidates Lattice Builder module); in this
step we integrate and adapt the FCA clustering technique (described in Sect. 3)
for shared objects clustering; (iii) event detection (carried out by the Feature-
Centric Event Detector and Rule Selector modules). The user interacts with the
system through the Front End. In the following, we detail each processing step
and module.

Fig. 2. F-SED Architecture

4.1 Data Pre-processing and Extraction

Through the Front End, one or multiple user(s), when considering a multi-source
scenario (criterion 3), send(s) a set of shared objects (Definition 3). The purpose
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of this step is to extract the attributes of each shared object. An attribute is
defined as a value associated with an attribute data type (Definition 4). We define
a data type function denoted dt, that returns the attribute data type of a value
based on the shared object attributes.

Definition 3. A Shared Object is defined as a 2-tuple, so : 〈id, V 〉, where:

– id is the unique identifier of a shared object
– V is a set of attribute values according to a given ADT, such that ∀ai ∈

ADT ∃vi ∈ V | dt(vi) = ai. �

Definition 4. ADT is a set of attribute data types defined in a metric space,
such that ∀a ∈ ADT , a : 〈l, t, Ω, d, f〉, where:

– l is a label
– t denotes the primitive data type of the attribute where

t ∈ {Integer, F loat,Boolean,Date, T ime,Character, String}
– Ω is the domain (range) of the attribute values
– d is the function that returns the distance between any two values vi and vj

of attribute data type a
– f is the event feature mapped to the attribute data type. �

The Pre-processor checks the attributes of each object and based on the
data distribution, suggests event features (cf. Definition 5) and granularities to
be used in the clustering. For example, the Pre-processor suggests the following
features: temporal, geographical, social, and topics based on the availability of
photo creation timestamps, photo locations, photo creator names, and tags or
annotations respectively. The social feature can identify a single user (e.g., a
user name) or a group of users (e.g., family, colleagues, friends), thus allowing
the detection of user-centric events, or group-centric events (e.g., family events,
work-related events). In addition, considering photo tags and annotations (either
added manually by the user or detected by data inference or image processing
techniques [9]), it can integrate a fourth event feature related to topics. Regarding
granularities, the Pre-processor proposes for example to cluster time based on
day, if photo creation values include day values. Finally, the Pre-processor detects
the user’s sharing space (cf. Definition 6), thus regrouping the collaborators,
friends, other participants, and users that created/shared objects.

Definition 5. Features F is a set of event features where ∀ f ∈ F, f :
〈label,G, interval, gran〉, where:

– label is the feature label
– G is a set of granularities associated to the feature
– interval is a boolean value indicating if the feature is generated as an interval

(true), or not (false)
– gran is a function that converts any granularity gi to another gj where

gi, gj ∈ G.
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For example, the temporal event feature can be represented by:
f0 : (“Time′′, {year,month,week, day, hour,minute, second}, T rue, grantime).
grantime(1 year) = 12 months. �

Definition 6. A Sharing Space for a user u0, denoted as SSu0 , is defined as a
3-tuple: SSu0 : 〈U,USO, SO〉, where:

– U is the set of user names in the sharing space of the user u0 | u0 ∈ U
(U is used to extract the social feature)

– USO : U −→ SO is an association function mapping users to their respective
shared objects such that, USO(ui) =

⋃n
i=1 soi where soi is a shared object

and n is the number of objects shared by ui

– SO is a set of all shared objects in SSu0 | SO =
⋃|U |

i=1 USO(ui) �

Once the user(s) validate(s) the features and granularities proposed by the
Pre-processor, the Attribute Extractor extracts the object attributes. It also
stores the shared objects, attributes, and values related to the chosen features
for the lattice construction. In addition, the user specifies the feature (or set of
features) that he would like to consider as central for the feature-centric event
detection. No more human intervention is needed (low intervention-criterion 5).

4.2 Lattice Construction

In this step, we process the previously extracted object attributes, and shared
objects into lattice attributes and objects, in order to generate one output: the
lattice. The Feature-centric Event Lattice Builder is the FCA backbone. It inte-
grates the four step process of FCA clustering described in Sect. 3. To do so, we
formally define lattice attribute types in Definition 7. These types will be used
when defining the lattice attributes (cf. Definition 8). Finally, for object/lattice
attribute mapping, we define a binary cross rule denoted BXR (cf. Definition 9).

Definition 7. lat is a lattice attribute type representing an interval [a, b[ where
lat : 〈a, b, T 〉, where:

– a is the lower boundary value
– b is the upper boundary value
– T is a value representing the period having a primitive data type of either

integer or float, such that:
• dt(a) = dt(b) ∈ ADT and
• b = a + T . �

Definition 8. A lattice attribute, denoted la , is defined as a 4-tuple la :
〈f, SSu0, lat, y〉 where:

– f ∈ F is the event feature mapped to lattice attribute la
– SSu0 is the sharing space in which the detection will take place (cf. Defini-

tion 6)
– lat (cf. Definition 7) is the lattice attribute type
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– y is a granularity | y ∈ f.G and

lat.T =

{
y if f.interval = True

0 Otherwise

lat.a = soi.vj , where:

• soi ∈ SSu0 .SO and
• (vj ∈ soi.V ) ∧ (dt(vj).f = f). �

Definition 9. A binary cross rule, denoted as BXR, is defined as a function
that maps a shared object x to its respective lattice attribute y where x.vi ∈ x.V :

BXR =

⎧
⎪⎨

⎪⎩

1 if (y.lat.T = 0 ∧ y.lat.a = x.vi) ∨
(y.lat.T �= 0 ∧ x.vi ∈ [y.lat.a, y.lat.b[)

0 Otherwise

�

Then the Feature-centric Event Lattice Builder constructs the F-SED formal
context, denoted ffc (cf. Definition 10). Once the ffc is created, formal concepts
are extracted and a lattice is generated. This process is described in steps 2–4
of Sect. 3. This lattice is called an Event Candidate Lattice, where each node is
a potential feature-centric event.

Definition 10. A F-SED Formal Context, denoted ffc, is defined as a 6-tuple
ffc : 〈SSu0, F, fLAG,X, Y, I〉, where

– SSu0 is the sharing space in which the detection takes place
– F is the set of event features
– fLAG is the function that generates the lattice attributes, described in Algo-

rithm 1
– X = SSu0 .SO is the set of shared objects
– Y =

⋃|X.V |−1
i=0 {lai} is the set of lattice attributes | X.V =

⋃
∀so∈X{so.V } is

the union of all attribute values from the shared objects in SSu0

– I is a BXR(x,y) where x ∈ X ∧ y ∈ Y . �

In Algorithm 1, we detail the lattice attribute generation process. This starts
by extracting all object attribute values (lines 5–11). If the value is mapped
to a feature that is generated as an interval (e.g., time), the algorithm calls
the Create-Intervals function (lines 19–23). If not (e.g., social), the algorithm
generates a lattice attribute type having a null period and creates the corre-
sponding lattice attribute (lines 13–18). This step allows the creation of generic
lattice attributes from various features, thus providing extensibility (criterion
2). Algorithm 2 details the Create-Intervals function. This process extracts all
values related to the same feature (lines 4–9), orders them (line 10), selects a
minimum and a maximum value (lines 11–12), and creates periodic intervals
starting from the minimum to the maximum value (lines 14–22). The period
is calculated based on the chosen feature granularity (line 15). This makes the
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detection more user-centric (criterion 1). Finally, the result is added the the out-
put of Algorithm1.

Algorithm 1. Lattice Attribute Generation (cf. Definition 10 - fLAG)
1 Input: SSu0
2 Output: RES // List of all lattice attributes
3 VAL = new List() // Shared Objects attribute values list
4 PD = new List() // Processed event features list
5 foreach so ∈ SSu0 .SO do
6 foreach v ∈ so.V // This loop extracts all object attribute values

from all objects in SSu0 and stores them in the
VAL list

7 do
8 if (v /∈ VAL) then
9 VAL←v

10 end

11 end
12 foreach v ∈ VAL do
13 if (not dt(v).f.Interval) // If the value is not generated as an

interval14 then
15 lat ← LAT(v, lat.a + lat.T, 0)
16 la ← LA(dt(v).f, SSu0 , lat, dt(v).f.g) // Create la with lat.T=0

17

18 RES ← la

19 else
20 if (dt(v).f /∈ PD) then
21 RES ← (Create-Intervals(VAL,v,PD, SSu0 )) // Call

Create-Intervals
function

22

23 end

24 end
25 return RES

Algorithm 2. Create-Intervals
1 Input: VAL, v, PD, SSu0 // Input provided by Algorithm 1, line 21

2 Output: LAI // Generated lattice attributes intervals

3 int i = 0

4 TEMP = new List() // Temporary object attribute list

5 foreach val ∈ VAL do

6 if (dt(val).f == dt(v).f) // Extract all object attribute

values having the same feature as

v and store them in TEMP

7 then

8 TEMP ← val

9 end

10 Orderascending(TEMP ) // Order TEMP ascending

11 min ← TEMP.get(0) // min is the first element of TEMP

12 max ← TEMP.get(|TEMP | − 1) // max is the last element of TEMP

13 lat ← LAT()

14 while (lat.b < max) do

15 lat ← LAT(min, lat.a + (i+1) × lat.T, dt(v).f.g)

16 if (lat.b > max) // This loop creates

intervals of period

lat.T = f.g (feature

granularity)

17 then

18 lat.b ← max

19 la ← LA(dt(v).f, SSu0, lat, dt(v).f.g)

20 LAI ← la

21 i++

22 end

23 PD ← dt(v).f // Add feature to the list of processed features

24 return LAI
Fig. 3. Default
detection rule

4.3 Event Detection

The Feature-centric Event Detector module uses the previously generated lattice,
an event detection rule, and the central features chosen by the user in order to
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detect feature-centric events (cf. Definition 11). We define a default detection
rule, as a set of lattice attributes that comply with the two conditions men-
tioned in Definition 11. The rule is extensible, thus allowing the integration of
multiple event features (e.g., Time, Geo-location, Social, Topic), each represented
by the corresponding lattice attribute. This rule uses the selected central fea-
tures in order to target the related feature-centric events. For example, the rules
illustrated in Fig. 3(a), (b), (c), and (d) detect user, geo, topic, and time-centric
events respectively. Finally, for testing purposes, users can change/add detection
rules using the Rule Selector module. Since the lattice is not affected by the rule
change, only the event detection step is repeated based on the new detection
rule.

Definition 11. A feature-centric Event, denoted fce , is a Formal Concept
defined as a 4-tuple fce : 〈ffc, centralF , A,B〉, where:

– ffc is a F-SED Formal Context (Definition 10)
– centralF is the set of central features selected by the user |centralF ⊆ ffc.F
– A is a set of shared objects | A ⊆ ffc.X
– B is a set of lattice attributes | B ⊆ ffc.Y where ∀bi, bj ∈ B ∧ i �= j:

• Condition 1: bi.f �= bj .f
• Condition 2: if bi.f.label = cf .label|∀cf ∈ centralF , then d(bi.lat.a,

soj .vk)=0 | ∀soj ∈ A ∧ ∀vk ∈ soj .V, dt(bi.lat.a) = dt(soj .vk). �

5 Implementation and Evaluation

In order to validate our approach, we developed a Java desktop prototype and
used the Colibri-java library for lattice generation. We evaluated the algorithm’s
performance based on execution time and memory consumption, and the quality
of our detection process by measuring its accuracy. The objective of the exper-
imentation is to show that the approach is generic and accurate when given
optimal features/granularities. We do not aim at comparing accuracy results
with other works.

ReSEED Dataset: To evaluate the detection results, we used the ReSEED
Dataset, generated during the Social Event Detection of MediaEval 2013 [18]. It
contains real photos crawled from Flickr, that were captured during real social
events which are heterogeneous in size (cf. Fig. 4) and in topics (e.g., birthdays,
weddings). The dataset contains 437370 photos assigned to 21169 events. In
our evaluation, we used three event features: time, location, and social, since
ReSEED photos have time, geo, and social attributes. In ReSEED, 98.3% of
photos contain capture time, while only 45.9% of the photos have a location.
We had to select photos having these attributes from the dataset. This left us
with 60434 photos from the entire dataset. In ReSEED, the ground truth used
for result verification assigns photos to social events. Since, our approach is
focused on feature-centric events (in this experimentation, user-centric events),
we modified the ground truth to split the social events into their corresponding
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user-centric events. Since the splitting is based on the event features, we need to
specify the feature granularities during the process. The latter are not specified
in ReSEED, therefore we chose the lowest granularity values: day for time, street
for geo, and photo creator name for social. The ground truth refactoring process
is described in Fig. 5. First, we extracted the photos of each event in the ground
truth. Second, we used the timestamps of photo capture to group photos by day.
Third, we split the resulting clusters into distinct groups based on street values.
Finally, the result was further split based on distinct photo creators.

Fig. 4. ReSEED photo distribu-
tion

Fig. 5. Refactoring ReSEED ground truth

Performance Evaluation: The performance tests were conducted on a
machine equipped with an Intel i7 2.60 GHZ processor and 16 GB of RAM. The
aim was to test the performance of our F-SED algorithm. We considered two
criteria for this task: (i) total execution time and (ii) memory overhead.

Use Cases: The performance is highly affected by the number of photos, gen-
erated attributes, and clusters. We noticed that granularities day for time and
street for geo generate more clusters and attributes than any other granularity
combination. Therefore, we used day and street to test the prototype’s perfor-
mance in three worst case scenarios:

– Case 1: We selected the biggest event (1400 photos) as input. We varied the
number of photos progressively from 1 to 1400. Since all photos are related
to one event, the number of detected clusters should be one.

– Case 2: We extracted 400 events each having exactly one photo. We varied
the number of photos from 100, 200, 300 to 400. The number of generated
clusters for each iteration should be 100, 200, 300, and 400 respectively.

– Case 3: The goal is to test with as many photos as possible related to different
events. We varied the number of photos from 15000, 30000, 45000 to 60434.
Since thousands of events contain only one or two photos per event (worst
case scenario), this case will generate the most clusters.
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Results and Discussion: In Cases 1 and 2 (Fig. 6a and b), where the number
of photos does not exceed 1400 and 400 respectively, the total execution time
is quasi-linear. However, in Case 3 (Fig. 6c), we clustered the entire dataset
(60434 photos). The total execution time tends to be exponential, in accordance
with the time complexity of FCA. When considering RAM usage, we noticed
a linear evolution for the three cases (Fig. 6d, e and f). RAM consumption is
significantly higher in Case 2, where we generated 400 clusters, than in Case
1, where we generated one cluster. In Case 3, RAM consumption is the highest
because both the number of photos at the input, and the number of generated
clusters (detected events) were the highest. Other tests were conducted, Fig. 7
(left) shows that low granularities (e.g., day) consume more execution time than
high ones (e.g., year). This is due to the generation of more lattice attributes
and clusters. In addition, Fig. 7 (right), shows that considering more features in
the processing is also more time consuming. Nonetheless, the evolution from one
to three features remains quasi-linear, making the process extensible.

Fig. 6. Performance results

Fig. 7. Granularity and extensibility impact
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Table 3. Detection rule

Combination Number of
features

Features
considered in the
detection rule

1 3 Time, Geo, Social

2 2 Time, Geo

3 Time, Social

4 Geo, Social

5 1 Time

6 1 Geo

7 1 Social

Table 4. Granularity combinations

Combination Granularities: Time
/ Geo

1 Year / Country

2 Year / City

3 Year / Street

4 Month / Country

5 Month / City

6 Month / Street

7 Day / Country

8 Day / City

9 Day / Street

Accuracy Evaluation: We chose to consider the criteria proposed by Medi-
aEval for clustering quality evaluation. We calculated the F-score, based on the
Recall (R) and Precision (PR), and the Normalized Mutual Information (NMI)
using ReSEED’s evaluation tool. These criteria are commonly adopted in infor-
mation retrieval and social event detection. A high F-score indicates a high
quality of photo to user-centric event assignment while NMI will be used to
measure the information overlap between our clustering result and the ground
truth data. Therefore, a high NMI indicates accurate clustering result.

Use Cases: Since we considered the time, geo, and social features, we iden-
tified all possible combinations of the detection rule (see Table 3). In order to
test granularity impacts, Table 4 sums up the different granularity combinations.
When applying detection rules to granularity combinations, we get 63 use cases.
We measured for each one the NMI and F-Score.

Results and Discussion: Results shown in Table 5, highlight the following:

(i) Detection rule/features impact: Our detection rule (based on time, geo, and
social features) generates the highest NMI and F-score (NMI: 0.9999 and F-
Score: 0.9995). It also exceeds all other detection rules (e.g., the one including
solely time and geo features) in every granularity combination. This under-
lines the importance of the social feature in the detection task. Moreover, it
highlights F-SED’s extensibility, which allows the integration of additional
features and the accurate detection of user-centric events. Nonetheless, accu-
racy can still be improved, few photos were assigned to the wrong clusters,
due to the closeness in time and space of the latter.

(ii) Granularity impact: The results improve, when the clustering is based on
granularities closer to the ones used in the ground truth. For example, in
the case of granularities year, country, the F-Score achieved based on time
and geo features is 0.1911, but for the detection rule that considers only the
social feature the F-Score is higher: 0.5376. This is because the granularities
for time and geo are the most general (year and country). Therefore, the
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Table 5. Clustering results

Detection rule Measure Granularities

Year Month Day

Country City Street Country City Street Country City Street

Time geo social F-score 0.6399 0.8180 0.8662 0.7964 0.8619 0.8948 0.9535 0.9742 0.9995

NMI 0.9181 0.9602 0.9729 0.9549 0.9703 0.9789 0.9880 0.9938 0.9999

Time geo F-score 0.1911 0.7678 0.8473 0.4943 0.8367 0.8821 0.8854 0.9542 0.9892

NMI 0.7113 0.9475 0.9684 0.8707 0.9637 0.9759 0.9729 0.9894 0.9977

Time social F-score 0.6245 0.6245 0.6245 0.7939 0.7939 0.7939 0.9534 0.9534 0.9534

NMI 0.9143 0.9143 0.9143 0.9544 0.9544 0.9544 0.9879 0.9879 0.9879

Geo social F-score 0.5085 0.7718 0.8357 0.5085 0.7718 0.8357 0.5085 0.7718 0.8357

NMI 0.8742 0.9470 0.9653 0.8742 0.9470 0.9653 0.8742 0.9470 0.9653

Time F-score 0.0220 0.0220 0.0220 0.1399 0.1399 0.1399 0.7278 0.7278 0.7278

NMI 0.3971 0.3971 0.3971 0.7069 0.7069 0.7069 0.9392 0.9392 0.9392

Geo F-score 0.0559 0.6958 0.8343 0.0559 0.6958 0.8343 0.0559 0.6958 0.8343

NMI 0.5084 0.9241 0.9646 0.5084 0.9241 0.9646 0.5084 0.9241 0.9646

Social F-score 0.5376 0.5376 0.5376 0.5376 0.5376 0.5376 0.5376 0.5376 0.5376

NMI 0.8755 0.8755 0.8755 0.8755 0.8755 0.8755 0.8755 0.8755 0.8755

impact factor of granularities is more important than that of the number
of features considered in the detection rule. Some rules can exceed others
for specific granularity combinations (e.g., Time Geo exceeds Time Social
and Geo Social for granularities Year/Month/Day-Street while Time Social
exceeds the other two rules for Year/Month/Day-Country). The best result
can be achieved by considering the maximal number of features having cor-
rect granularities. This indicates that the granularities should not be fixed
for all scenarios. When given the best granularities, our approach detects the
user-centric events very accurately. With these results, we find it interesting
to study the user data distribution to deduce the granularities that boost his
detection results the most or the possibility of disregarding certain features
with non optimal (result-wise) granularities. This can become an advantage
for reducing processing costs. In addition, we would also like to investigate
inter user-centric event distances for time and geo essentially.

6 Conclusion and Future Work

Social Event Detection (SED) has become essential towards automatic, seman-
tic organization of photo collections and other multimedia objects on the web.
In this paper, we propose a generic framework for Feature-centric Social Event
Detection (F-SED) based on Formal Concept Analysis (FCA). Our approach
aims at integrating various features (e.g., social, topics), making the detection
task more user-centric, extensible, incremental, and as automated as possible,
thus reducing human intervention. We developed a prototype for testing pur-
poses. The results show that our approach achieved high accuracy in most cases,
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especially when the social feature is considered. As future work, we are investi-
gating the detection of optimal granularities based on the user’s data distribution
and sharing frequency and the impact of other features. We would also like to
improve our accuracy by considering spatio-temporal distances between clusters
and noise handling techniques. In addition, we aim at testing the incremental
processing of our algorithm. Finally, we want to extend our work in order to
detect social events based on existent ties between feature-centric events.
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Abstract. Social media platforms such as Twitter and Facebook imple-
ment filters to detect fake news as they foresee their transition from social
media platform to primary sources of news. The robustness of such fil-
ters lies in the variety and the quality of the data used to train them.
There is, therefore, a need for a tool that automatically generates fake
but realistic news.

In this paper, we propose a deep learning model that automatically
generates news headlines. The model is trained with a corpus of existing
headlines from different topics. Once trained, the model generates a fake
but realistic headline given a seed and a topic. For example, given the
seed “Kim Jong Un” and the topic “Business”, the model generates the
headline “kim jong un says climate change is already making money”.

In order to better capture and leverage the syntactic structure of the
headlines for the task of synthetic headline generation, we extend the
architecture - Contextual Long Short Term Memory, proposed by Ghosh
et al. - to also learn a part-of-speech model. We empirically and compar-
atively evaluate the performance of the proposed model on a real corpora
of headlines. We compare our proposed approach and its variants using
Long Short Term Memory and Gated Recurrent Units as the building
blocks. We evaluate and compare the topical coherence of the generated
headlines using a state-of-the-art classifier. We, also, evaluate the quality
of the generated headline using a machine translation quality metric and
its novelty using a metric we propose for this purpose. We show that the
proposed model is practical and competitively efficient and effective.

Keywords: Deep learning · Natural language generation · Text classi-
fication

1 Introduction

In the Digital News Report 20161, Reuters Institute for the Study of Journalism
claims that 51% of the people in their study indicate the use of social media

1 http://www.digitalnewsreport.org/survey/2016/overview-key-findings-2016/.
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platforms as their primary source of news. This transition of social media plat-
forms to news sources further accentuates the issue of the trustworthiness of
the news which is published on the social media platforms. In order to address
this, social media platform like Facebook has already started working with five
fact-checking organizations to implement a filter which can flag fake news on the
platform2.

Starting from the traditional problem of spam filtering to a more sophisti-
cated problem of anomaly detection, machine learning techniques provide a tool-
box to solve such a spectrum of problems. Machine learning techniques require
a good quality training data for the filters to be robust and effective. To train
fake news filters, they need a large amount of fake but realistic news. Fake news,
which are generated by a juxtaposition of a couple of news without any con-
text, do not lead to robust filtering. Therefore, there is a need of a tool which
automatically generates a large amount of good quality fake but realistic news.

In this paper, we propose a deep learning model that automatically generates
news headlines given a seed and the context. For instance, for a seed “obama
says that”, typical news headlines generated under technology context reads
“obama says that google is having new surface pro with retina display design”
whereas the headline generated under business context reads “obama says that
facebook is going to drop on q1 profit”. For the same seed with medicine and
entertainment as the topics, typical generated headlines are “obama says that
study says west africa ebola outbreak has killed million” and “obama says that
he was called out of kim kardashian kanye west wedding” respectively.

We expect that the news headlines generated by the model should not only
adhere to the provided context but also to conform to the structure of the sen-
tence. In order to catch the attention of the readers, news headlines follow the
structure which deviates from the conventional grammar to a certain extent. We
extend the architecture of Contextual Long Short Term Memory (CLSTM), pro-
posed by Ghosh et al. [9], to learn the part-of-speech model for news headlines.
We compare Recurrent Neural Networks (RNNs) variants towards the effective-
ness of generating news headlines. We qualitatively and quantitatively compare
the topical coherence and the syntactic quality of the generated headlines and
show that the proposed model is competitively efficient and effective.

Section 2 presents the related work. Section 3 delineates the proposed model
along with some prerequisites in the neural network. We present experiments
and evaluation in Sect. 4. Section 5 concludes the work by discussing the insights
and the work underway.

2 Related Work

In the last four-five years, with the advancement in the computing powers, neural
networks have taken a rebirth. Neural networks with multiple hidden layers,
dubbed as “Deep Neural Networks”, have been applied in many fields starting
2 https://www.theguardian.com/technology/2016/dec/15/facebook-flag-fake-news-

fact-check.

https://www.theguardian.com/technology/2016/dec/15/facebook-flag-fake-news-fact-check
https://www.theguardian.com/technology/2016/dec/15/facebook-flag-fake-news-fact-check
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from classical fields like multimedia and text analysis [11,18,28,29] to more
applied fields [7,32]. Different categories of neural networks have been shown
to be effective and specific to different kinds of tasks. For instance, Restricted
Boltzmann Machines are widely used for unsupervised learning as well as for
dimensionality reduction [13] whereas Convolutional Neural Networks are widely
used for image classification task [18].

Recurrent Neural Networks [28] (RNNs) are used learn the patterns in the
sequence data due to their ability to capture interdependence among the obser-
vations [10,12]. In [5], Chung et al. show that the extensions of RNN, namely
Long Short Term Memory (LSTM) [14] and Gated Recurrent Unit (GRU) [3],
are more effective than simple RNNs at capturing longer trends in the sequence
data. However, they do not conclude which of these gated recurrent model is bet-
ter than the other. Readers are advised to refer to [22] for an extensive survey
of RNNs and their successors.

Recurrent neural networks and their extensions are widely used by researchers
in the domain of text analysis and language modeling. Sutskever et al. [29] have
used multiplicative RNN to generate text. In [10], Graves has used LSTM to
generate text data as well as images with cursive script corresponding to the
input text. Autoencoder [13] is a class of neural networks which researchers
have widely used for finding latent patterns in the data. Li et al. [19] have used
LSTM-autoencoder to generates text preserving the multi-sentence structure in
the paragraphs. They give entire paragraph as the input to the system that
outputs the text which is both semantically and syntactically closer to the input
paragraph. Tomas et al. [24,25] have proposed RNN based language models
which have shown to outperform classical probabilistic language models. In [26],
Tomas et al. provide a context along with the text as an input to RNN and later
predict the next word given the context of preceding text. They use LDA [2] to
find topics in the text and propose a technique to compute topical features of the
input which are fed to RNN along with the input. Ghosh et al. [9] have extended
idea in [26] by using LSTM instead of RNN. They use the language model at the
level of a word as well as at the level of a sentence and perform experiments to
predict next word as well as next sentence given the input concatenated with the
topic. There have been evidences of LSTM outperforming GRU for the task of
language modeling [15,16]. Nevertheless, we compare our proposed model using
both of these gated recurrent building blocks. We use the simple RNN as our
baseline for the comparison.

Despite these applications of deep neural networks on the textual data, there
are few caveats in these applications. For instance, although in [9] authors
develop CLSTM which is able to generate text, they evaluate its predictive
properties purely using objective metric like perplexity. The model is not truly
evaluated to see how effective it is towards generating the data. In this paper,
our aim is to use deep neural networks to generate the text and hence evaluate
the quality of synthetically generated text against its topical coherence as well
as grammatical coherence.
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3 Methodology

3.1 Background: Recurrent Neural Network

Recurrent Neural Network (RNN) is an adaptation of the standard feedforward
neural network wherein connections between hidden layers form a loop. Simple
RNN architecture consists of an input layer (x), a hidden layer (h), and an output
layer (y). Unlike the standard feedforward networks, the hidden layer of RNN
receives an additional input from the previous hidden layer. These recurrent
connections give RNN the power to learn sequential patterns in the input. We
use the many-to-many variant of RNN architecture which outputs n-gram given
the previous n-gram as the input. For instance, given {(hello, how, are)} trigram
as the input, RNN outputs {(how, are, you)} as the preceding trigram.

Bengio et al. [1] show that learning the long-term dependencies using gradi-
ent descent becomes difficult because the gradients eventually either vanish or
explode. The gated recurrent models, LSTM [14] and GRU [3], alleviate these
problems by adding gates and memory cells (in the case of LSTM) in the hidden
layer to control the information flow. LSTM introduces three gates namely for-
get gate (f), input gate (i), and output gate (o). Forget gate filters the amount
of information to retain from the previous step, whereas input and output gate
defines the amount of information to store in the memory cell and the amount
of information to transfer to the next step, respectively. Equation 1 shows the
formula to calculate the forget gate activations at a certain step t. For given
layers or gates m and n, Wmn denotes the weight matrix and bm is the bias
vector for the respective gate. h is the activation vector for the hidden state and
σ(·) denotes the sigmoid function. Readers are advised to refer to [14] for the
complete formulae of each gate and layer in LSTM.

ft = σ(Wfxxt + Wfhht−1 + bf ) (1)

GRU simplifies LSTM by merging the memory cell and the hidden state,
so there is only one output in GRU. It uses two gates which are update and
reset gate. Update gate unifies the input gate and the forget gate in LSTM to
control the amount of information from the previous hidden state. The reset
gate combines the input with the previous hidden state to generate the current
hidden state.

3.2 Proposed Syntacto-Contextual Architecture

Simple RNNs predict the next word solely based on the word dependencies which
are learnt during the training phase. Given a certain text as a seed, the seed may
give rise to different texts depending on the context. Refer to the Sect. 1 for an
illustration. [9] extends the standard LSTM to Contextual Long Short Term
Memory (CLSTM) model which accepts the context as an input along with the
text. For example, an input pair {(where, is, your), (technology)} generates an
output like {(is, your, phone)}. CLSTM is a special case of the architecture
shown in Fig. 1a using LSTM as the gated recurrent model.
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In order to use the model for the purpose of text generation, contextual infor-
mation is not sufficient to obtain a good quality output. A good quality text is
coherent not only in terms of its semantics but also in terms of its syntax. By pro-
viding the syntactic information along with the text, we extend the contextual
model to Syntacto-Contextual (SC) models. Figure 1b shows the general archi-
tecture of the proposed model. We encode the patterns in the syntactic meta
information and input text using the gated recurrent units and, later, merge
them with the context. The proposed model not only outputs text but also
corresponding syntactic information. For instance, an input {(where, is, your),
(adverb, verb, pronoun), (technology)} generates output like {(is, your, phone),
(verb, pronoun, noun)}.

Text Output

LSTM/GRU

Merge

Embedding Embedding

Text Input Topic Input

LSTM/GRU

(a) Contextual Architecture [9]

Text Output

LSTM/GRU

Merge

Embedding Embedding

Topic Input Tag Input

Tag Output

Embedding

Text Input

LSTM/GRU LSTM/GRU

(b) Syntacto-Contextual Architecture

Fig. 1. Contextual and syntacto-contextual architectures

Mathematically, the addition of context and syntactic information amounts
to learning a few extra weight parameters. Specifically, in case of LSTM, Eq. 1
will be modified to Eqs. 2 and 3, for CLSTM and SCLSTM respectively. In Eqs. 2
and 3, p represents topic embedding and s represents embedding of the syntactic
information.

ft = σ(Wfxxt + Wfhht−1 + bf+Wpfpt) (2)
ft = σ(Wfxxt + Wfhht−1 + bf+Wpfpt + Wsfst) (3)

For the current study, we annotate the text input with the part-of-speech
tags using Penn Treebank tagset [23]. We learn the parameters of the model
using stochastic gradient descent by minimizing the loss for both output text
and output tags. We, also, work on a variation of the contextual architecture
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which does not accept topic as an input and uses conventional RNN instead of
LSTM. This model is treated as the baseline against which all of the models will
be compared.

For each of the model, we embed the input in a vector space. We merge the
inputs by column wise concatenation of the vectors. We perform experiments
using both LSTM and GRU as the gated recurrent units. The output layer is
a softmax layer that represents the probability of each word or tag. We sample
from that probability to get the next word and tag output.

4 Experimentation and Results

We conduct a comparative study on five different models using a real-world News
Aggregator Dataset. In the beginning of this section, we present the details of the
dataset and the experimental setup for the study. We, further, describe various
quality metrics which we use to evaluate the effectiveness of the models. We
perform quantitative analysis using these metric and present our results. We
complete the evaluation by presenting micro-analysis for a sample of generated
news headlines to show the qualitative improvement observed in the task of news
headline generation.

4.1 Dataset

We use the News Aggregator dataset3 consisting of the news headlines collected
by the news aggregator from 11,242 online news hostnames, such as time.com,
forbes.com, reuters.com, etc. between 10 March 2014 to 10 August 2014. The
dataset contains 422,937 news articles divided into four categories, namely busi-
ness, technology, entertainment, and health. We randomly select 45000 news
headlines, which contain more than three words, from each category because we
give trigram as the input to the models. We preprocess the data in two steps.
Firstly, we remove all non alpha-numeric characters from the news titles. Sec-
ondly, we convert all the text into lower case. After the preprocessing, the data
contains 4,274,380 unique trigrams and 39,461 unique words.

4.2 Experimental Setup

All programs are run on Linux machine with quad core 2.40 GHz Intel R© Core
i7TMprocessor with 64 GB memory. The machine is equipped with two Nvidia
GTX 1080 GPUs. Python R© 2.7.6 is used as the scripting language. We use a high-
level neural network Python library, Keras [4] which runs on top of Theano [30].
We use categorical cross entropy as our loss function and use ADAM [17] as an
optimizer to automatically adjust the learning rate.

We conduct experiments and comparatively evaluate five models. We refer
to those models as, baseline - a simple RNN model, CLSTM - contextual

3 https://archive.ics.uci.edu/ml/datasets/News+Aggregator.

http://www.time.com
http://www.forbes.com
http://www.reuters.com
https://archive.ics.uci.edu/ml/datasets/News+Aggregator
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architecture with LSTM as the gated recurrent model, CGRU - contextual
architecture with GRU as the gated recurrent model, SCLSTM - syntacto-
contextual architecture with LSTM as the gated recurrent model, SCGRU -
syntacto-contextual architecture with GRU as the gated recurrent model, in the
rest of the evaluation. All inputs are embedded into a 200-dimensional vector
space. We use recurrent layers each with 512 hidden units with 0.5 dropout rate
to prevent overfitting. To control the randomness of the prediction, we set the
temperature parameter in our output softmax layer to 0.4. We use the batch size
of 32 to train the model until the validation error stops decreasing.

4.3 Evaluation Metrics

In this section, we present different evaluation metrics that we use for the quan-
titative analysis. Along with purely objective quantitative metrics such as per-
plexity, machine translation quality metric, and topical precision, we use metrics
like grammatical correctness, n-gram repetition for a finer effectiveness analysis.
Additionally, we devise a novelty metric to qualitatively analyse the current use
case of news headline generation.

Perplexity is commonly used as the performance measure [9,10,15,16] to
evaluate the predictive power of a language model. Given N test data with wt

as the target outputs, the perplexity is calculated by using Eq. 4, where piwt
is

the probability of the target output of sample i. A good language model assigns
a higher probability to the word that actually occurs in the test data. Thus, a
language model with lower perplexity is a better model.

perplexity = 2− 1
N

∑N
i=1 log pi

wt (4)

As it happens, the exponent in the Eq. 4 is the approximation of cross-entropy4,
which is the loss function we minimize to train the model, given a sequence of
fixed length.

Although the task under consideration of the presented work is not of a word
or a topic prediction, we simply use perplexity as a purely objective baseline
metric. We complement it by using various application specific measures in order
to evaluate the effectiveness of the quality of the generated text.

Topical coherence refers to the extent to which the generated text adheres
to the desired topic. In order to evaluate the topical coherence, one requires
a faithful classifier which predicts the topic of generated text. We treat the
topics predicted by the classifier as the ground truth to quantitatively evaluate
the topical coherence. The proposed method generates a news headline given a
seed and a topic of the news. People have widely used Multinomial naive Bayes
classifier to deal with text data due to independence among the words given
a certain class5. We train a Multinomial naive Bayes classifier with Laplace
smoothing on the news dataset consisting of 45000 news from each of the four

4 http://cs224d.stanford.edu/lecture notes/notes4.pdf.
5 https://www.kaggle.com/uciml/news-aggregator-dataset.

http://cs224d.stanford.edu/lecture_notes/notes4.pdf
https://www.kaggle.com/uciml/news-aggregator-dataset
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categories. We hold out 20% of the data for validation. By proper tuning of the
smoothing parameter, we achieve 89% validation accuracy on the news dataset.
We do not use this metric for the baseline model.

Taking existing text as a reference, a quality metric evaluates the effective-
ness of the generated text in correspondence to the reference. Such a metric
measures the closeness of the generated text to the reference text. Metrics such
as BLEU [27], Rouge [8], NIST [21] are widely used to evaluate the quality of
machine translation. All of these metrics use “gold standard”, which is either
the original text or the text written by the domain experts, to check the quality
of the generated text. We use BLEU as the metric to evaluate the quality of
generated text. For a generated news headline, we calculate its BLEU score by
taking all the sentences in the respective topic from the dataset as the reference.
Interested readers should refer to [33] for a detailed qualitative and quantitative
interpretation of BLEU scores.

With the motivation of the current work presented in the Sect. 1, we want the
generated text from our model to be as novel as possible. So as to have a robust
fake news filter, the fake news, which is used to train the model, should not be a
juxtaposition of few existing news headlines. More the patterns it learns from the
training data to generate a single headline, more novel is the generated headline.
We define novelty of the generated output as the number of unique patterns the
model learns from the training data in order to generate that output. We realize
this metric by calculating longest common sentence common to the generated
headline and each of the headline in the dataset. Each of these sentences stands as
a pattern that the model has learned to generate the text. Novelty of a generated
headline is taken as the number of unique longest common sentences.

The good quality generated text should be both novel and grammatically
correct. Grammatical correctness refers the judgment on whether the gener-
ated text adheres to the set of grammatical rules defined by a certain language.
Researchers either employ experts for evaluation or use advanced grammatical
evaluation tools which require the gold standard reference for the evaluation [6].
We use an open-source grammar and spell checker software called LanguageTool6

to check the grammatical correctness of our generated headlines. LanguageTool
uses NLP based 1516 English grammar rules to detect syntactical errors. Aside
from NLP based rules, it used English specific spelling rules to detect spelling
errors in the text. To evaluate grammatical correctness, we calculate the per-
centage of grammatically correct sentences as predicted by the LanguageTool.

We find that LanguageTool only recognizes word repetition as an error. Con-
sider a generated headline beverly hills hotel for the first in the first in the world
as an example. In this headline, there is a trigram repetition - the first in - that
passes LanguageTool grammatical test. Such headlines are not said to be good
quality headlines. We add new rules with a regular expression to detect such
repetitions. We count n-gram repetitions within a sentence for values of n
greater than two.

6 API and Java package available at https://languagetool.org.

https://languagetool.org
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4.4 Results

To generate the output, we need an initial trigram as a seed. We randomly pick
the initial seed from the set of news headlines from the specified topic. We use
windowing technique to generate the next output. We remove the first word
and append the output to the back of the seed to generate the next output.
The process stop when specified sentence length is generated. We generate 100
sentences for each topic in which each sentence contains 3 seed words and 10
generated words.

Quantitative Evaluation. Table 1 summarizes the quantitative evaluation of
all the models using metrics described in Sect. 4.3. Scores in bold numbers denote
the best value for each metric. We can see that for Contextual architecture, GRU
is a better gated recurrent model. Conversely, LSTM is better for Syntacto-
Contextual architecture.

For Syntacto-Contextual architecture, we only consider the perplexity of the
text output to make a fair comparison with the Contextual architecture. We
analyze that our Syntacto-Contextual architecture has a higher perplexity score
because the model jointly minimizes both text and syntactical output losses. On
the other hand, the baseline model has a low perplexity score because it simply
predicts the next trigram with control on neither the context nor the syntax.

A high score on classification precision substantiates that all of these models
generate headlines which are coherent with the topic label with which they are
generated. We observe that all of the models achieve a competitive BLEU score.
Although Contextual architecture performs slightly better in terms of BLEU
score, Syntacto-Contextual architecture achieves a higher novelty score. In the
qualitative evaluation, we present a more detailed comparative analysis of BLEU
scores and novelty scores.

We observe that the news headlines generated by Syntacto-Contextual archi-
tecture are more grammatically correct than other models. Figure 2 shows the
histogram of n-gram repetitions in the generated news headline. We see that the
Syntacto-Contextual architecture gives rise to news headlines with less number
of n-gram repetitions.

Lastly, we have empirically evaluated, but not presented here, the time taken
by different models for one epoch. CLSTM takes 2000 s for one epoch whereas
SCLSTM takes 2131 s for one epoch. Despite the Syntacto-Contextual architec-
ture being a more complex architecture than Contextual architecture, it shows
that it is competitively efficient.

Qualitative Evaluation. Table 2 presents the samples of generated news from
CLSTM proposed by [9] and SCLSTM, which outweighs the rest of the models
in the quantitative analysis.

In Table 1, we see that the Contextual architecture models receive a higher
BLEU score than the proposed architecture models. BLEU score is calculated
using n-gram precisions with the news headlines as the reference. It is not always
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Table 1. Quantitative evaluation.

Baseline CLSTM [9] CGRU SCLSTM SCGRU

Perplexity 108.383 119.10 92.22 146.93 175.83

Topical coherence (%) - 84.25 77.25 94.75 87.50

Quality (BLEU) 0.613 0.637 0.655 0.633 0.625

Novelty 21.605 24.67 25.21 26.57 25.65

Grammatical correctness (%) 28.25 49.75 50.75 75.25 69.00

n-gram Repetitions 11 30 12 5 8

Fig. 2. n-gram repetition analysis
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Fig. 3. Boxplot for novelty metric

necessary that the higher BLEU score leads towards a good quality text gener-
ation. Qualitative analysis of generated headlines shows that the higher BLEU
score, in the most cases, is the result of the juxtaposition of the existing news
headlines. For instance, consider a headline generated by CLSTM model as an
example - “justin bieber apologizes for racist joke in new york city to take on”
- which receives a BLEU score of 0.92. When we search for the same news in
the dataset, we find that this generated news is a combination of two patterns
from the following two headlines, “justin bieber apologizes for racist joke” and
“uber temporarily cuts fares in new york city to take on city cabs”. Whereas the
headline generated by SCLSTM with the same seed is quite a novel headline. In
the training dataset there is mention of neither Justin Bieber joking on Twitter
nor joke for gay fans. Similar observation can be made with the news related
to Fukushima. In the training data set there is no news headline which links
Fukushima with climate change. Additionally, there is no training data which
links higher growth risk to climate change as well. Thus, we observe that the
headlines generated using SCLSTM are qualitatively better than CLSTM.

All of the models presented in the work are probabilistic models. Text gener-
ation being a probabilistic event, on the one hand it is possible that contextual
architecture generates a good quality headline at a certain occasion. For instance,
we see that CLSTM also generates some good quality news headlines such as
“the fault in our stars trailer for the hunger games mockingjay part teaser”.
On the other hand, it is possible that Syntacto-Contextual architecture gener-
ates some news headline with poor quality or repetitions, such as “obama warns
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Table 2. Generated news headlines

Category CLSTM [9] SCLSTM

Medicine first case chikungunya virus in
saudi arabia reports new mers
cov in the

first case chikungunya virus
found in florida state health
care system draws attention

mosquitoes test positive for west
africa in guinea in june to be the

mosquitoes test positive for west
nile virus found in storage room
at home

ticks and lyme disease in the us
in the us are the best

ticks and lyme disease rates
double in autism risk in china in
west

Business us accuses china and russia to
pay billion in billion in us in

us accuses china of using
internet explorer bug leaves
users to change passwords

wake of massive data breach of
possible to buy stake in us

wake of massive recall of million
vehicles for ignition switch
problem in china

japan fukushima nuclear plant
in kansas for first time in the
first time

japan fukushima nuclear plant
linked to higher growth risk of
climate change ipcc

Entertainment justin bieber apologizes for
racist joke in new york city to
take on

justin bieber apologizes for
racist joke on twitter for gay
fans have

the fault in our stars trailer for
the hunger games mockingjay
part teaser

the fault in our stars star chris
hemsworth and elsa pataky
reveal his

giant practical spaceship
interiors for joint venture in
mexico production of star wars

giant practical spaceship hits
the hollywood walk of fame
induction ceremony in

Technology first android wear watches and
google be to be available in the
uk

first android wear watch google
play edition is now available on
xbox one

samsung sues newspaper for anti
vaccine and other devices may
be the best

samsung sues newspaper over
facebook experiment on users
with new profile feature is

obama warns google glass to be
forgotten on the us government
issues recall

obama warns google apple to
make android support for
mobile for mobile

google apple to make android support for mobile for mobile”. In order to quali-
tatively analyse the novelty of generated sentence, we need to observe how likely
such events occur. Figure 3 shows the boxplot of novelty numbers we calculate
for each of 400 generated news headlines using different models. As discussed
earlier, we want our model to generate novel news headlines. So, we prefer higher
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novelty scores. Although the mean novelty of all of the models lie around 24, we
see that SCLSTM is more likely to generate the novel headlines. Additionally, we
observe that contextual and Syntacto-Contextual architectures performs better
than the baseline model.

As mentioned in the quantitative evaluation, Contextual architecture gives
rise to news headlines with a large number of n-gram repetitions. In an extreme
case, CLSTM model generates the following headline, “lorillard inc nyse wmt wal
mart stores inc nyse wmt wal mart stores”, that contains 6-gram repetition. The
news headline generated by CLSTM - “Samsung sues newspaper for anti vaccine
and other devices may be the best”- exemplifies the smaller topical coherence
observed for the Contextual architecture models.

In order to garner the opinion of real-world users, we use CrowdFlower7 to
conduct a crowdsource based study. In this study, we generate two news headlines
using CLSTM and SCLSTM using the same seed and ask the workers to choose
a more realistic headline between two. We generate such a pair of headlines for
200 different seeds. Each pair is evaluated by three workers and majority vote
is used to choose the right answer. At the end of the study, 66% workers agree
that SCLSTM generates more realistic headlines than CLSTM.

5 Discussion and Future Work

In [9], Ghosh et al. proposed a deep learning model to predict the next word
or sentence given the context of the input text. In this work, we adapted and
extended their model towards automatic generation of news headlines. The con-
tribution of the proposed work is two-fold. Firstly, in order to generate news
headlines which are not only topically coherent but also syntactically sensible,
we proposed an architecture that learns part-of-speech model along with the
context of the textual input. Secondly, we performed thorough qualitative and
quantitative analysis to assess the quality of the generated news headlines using
existing metrics as well as a novelty metric proposed for the current application.
We comparatively evaluated the proposed models with [9] and a baseline. To this
end, we show that the proposed approach is competitively better and generates
good quality news headlines given a seed and the topic of the interest.

Through this work, we direct our methodology for data-driven text genera-
tion towards a “constraint and generate” paradigm from a more brute-force way
of “generate and test”. Quality assessment of the generated data using genera-
tive model remains an open problem in the literature [31]. We use the measure
of quality, which in our case is the grammatical correctness, as an additional
constraint for the model in order to generate the good quality data. The usage
of POS tags as the syntactic element is mere a special case in this application.
We can think of more sophisticated meta information to enrich the quality of
text generation. Ontological categories can be an alternative option.

7 https://www.crowdflower.com/.

https://www.crowdflower.com/
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eric.lefevre@univ-artois.fr

Abstract. In this paper, we consider a multi-criteria group decision
making problem. We propose a novel version of the Analytic Hierarchy
Process under the belief function theory. The presented approach uses
groups of experts to express their assessments regarding the evaluation
criteria and the evaluation alternatives. It considers also more complex
multi-criteria decision problems that have multiple criteria levels. The
presented method is illustrated with some examples.

1 Introduction

The multi-criteria decision-making (MCDM) can be defined as a field which
refers to making decisions in the presence of multiple and conflicting criteria
[11]. In this research, we focus on one of the most popular MCDM approach,
namely the Analytic Hierarchy Process (AHP) [6]. Within the AHP context,
many extensions were introduced [10]. Their main objective is to handle uncer-
tainty under the expert assessments [4]. For instance, in some cases, decision
maker is unable to express his judgements using crisp numbers and to provide
a complete pair-wise comparison procedure. Qualitative AHP is then one of the
very useful tools to tackle this drawback [3].

Even though selecting single expert-based alternatives according to conflict-
ing criteria has received significant attention [11], handling such problems with
group of experts and based on multiple criteria levels is still an open subject.
Consequently, many extensions, under the belief function framework, have been
introduced [1,10]. Regarding these methods, the expert may be unable to provide
quantitative numbers to describe his opinions. For that reason, we propose to
extend the Qualitative AHP into a group decision making context based on mul-
tiple criteria levels. In this work, we present additional usefulness of Ennaceur
et al.’s method [3] for handling more complex MCDM problems. In fact, the
Qualitative AHP method combines the standard AHP and the belief function
theory to adequately model uncertain human judgments and to represent the
expert assessment easily. However, in many decision problems, the expert is

c© Springer International Publishing AG 2017
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able to decompose the problem into: goal, criteria, sub-criteria and alternatives.
Therefore, an improved version of the Qualitative AHP is proposed to take into
account the fact that many multi-criteria problems might be modeled under
multiple criteria levels. Moreover, this new approach is extended into a group
decision making environment.

The rest of the paper is organized as follows: In Sect. 2, we introduce the
belief function theory. Next, Sect. 3 describes the Qualitative AHP method. In
Sects. 4 and 5, we detail an improved version of our Qualitative AHP under
multiple criteria levels and based on a group decision-maker context. Section 6
concludes this paper.

2 Belief Function Theory

For brevity, we will not consider in detail what this model is. The interested
reader should refer to [7]. We present the basic concepts as interpreted by the
Transferable Belief Model (TBM). Let Θ be a finite set of elementary hypotheses,
called a frame of discernment. Let 2Θ be all the subsets of Θ [7]. The basic belief
assignment (bba) is a function m, that represents the portion of belief committed
exactly to the event A. The belief function theory offers many interesting tools.
The discounting technique allows to take in consideration the reliability of the
information source that generates the bba m [9]. Also, to combine beliefs induced
by distinct pieces of evidence, we can use the conjunctive rule of combination
[8]. Moreover, It is necessary when making a decision, to select the most likely
hypothesis. One of the most used solutions within the belief function theory is
the pignistic probability. More details can be found in [7].

3 AHP Method with Belief Preference Relations

In this section, we consider a revised version of the AHP model, namely Quali-
tative AHP. To describe the approach, we present its different steps:

Step 1: Model the problem as a hierarchy based on three levels. At the highest
level, we find the main objective. Then, in the middle, the sets of criteria Ω =
{c1, . . . , cn} for evaluating the sets of alternatives Θ = {a1, ..., am}, which will
be in the lowest level. Then, we define the subsets of criteria and alternatives.
As presented in [3], we put together criteria (or alternatives) that have the same
degree of preference.

Step 2: Establish priorities among the elements of the hierarchy. Each element
is paired and compared. In this context, Ennaceur et al. model [2] is used to
transform preferences relations into constraints of an optimization problem. Its
resolution, according to an uncertainty measure (UM) [5] generates the most
uncertain belief functions. For instance, we consider the criterion based on pair-
wise comparison matrix, we get:
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Max H(mΩ) = mΩ(C1) ∗ log2(|C1|/mΩ(C1)) + mΩ(C2)log2(|C2|/mΩ(C2))
+... + mΩ(Cn) ∗ log2(|Cn|/mΩ(Cn)) + mΩ(Ω) ∗ log2(|Ω|/mΩ(Ω));

s.t.
belΩ(Ci) − belΩ(Cj) ≥ γ ∀(Ci, Cj), Ci � Cj

belΩ(Ci) − belΩ(Cj) ≤ γ ∀(Ci, Cj), Ci � Cj

belΩ(Ci) − belΩ(Cj) ≥ ε ∀(Ci, Cj), Ci � Cj

belΩ(Ci) − belΩ(Cj) ≥ −ε ∀(Ci, Cj), Ci ∼ Cj

belΩ(Ci) − belΩ(Cj) ≤ ε ∀(Ci, Cj), Ci ∼ Cj∑

Ci∈F(mΩ)

mΩ(Ci) = 1,mΩ(A) ≥ 0,∀A ⊆ Ω;mΩ(∅) = 0

where H is the uncertainty measure. The preference relation is represented by
the first constraint. Next, the weak preference relation is illustrated by the second
and third constraints. The indifference relation corresponds to the fourth and
fifth constraints. The expert has to specify the indifference threshold ε and the
preference threshold γ as two constants.

Step 3: Assume that criteria weights and alternatives scores are described by a
bba defined on the possible responses. Thus, mΩ denotes the criterion bba and
mΘ

ck
denotes the alternative bba, according to ck.

Step 4: Use the pignistic probabilities. At the level of criteria, the bba mΩ is
transformed into pignistic probabilities as follows:

BetPΩ(ci) =
∑

Cj⊆Ω

|ci ∩ Cj |
|Cj |

mΩ(Cj)
(1 − mΩ(∅))

, ∀ci ∈ Ω (1)

Step 5: Consider each pignistic probability (BetPΩ(ci)) as a measure of relia-
bility. For each specific criterion ci, βi is its corresponding measure of reliability.
For each i, k = 1, . . . , n:

βi =
BetPΩ(ci)

maxkBetPΩ(ck)
(2)

Step 6: Synthesize the overall judgment. We have to update the alternatives
priorities with their corresponding criteria weight. The obtained bba’s are dis-
counted such as:

αmΘ
ck

(Aj) = βk.mΘ
ck

(Aj), ∀Aj ⊂ Θ (3)

αmΘ
ck

(Θ) = (1 − βk) + βk.mΘ
ck

(Θ) (4)

Step 7: Combine the overall bba’s to get a single representation by using the
conjunctive rule (mΘ = ∩©αmΘ

ck
) and choose the best alternatives by computing

its pignistic probabilities.

Example. Let us consider a problem of buying a car. This case study involves
four criteria: Ω = {Style (c1), Price (c2), Fuel (c3), Reliability (c4)} and three
selected alternatives: Θ = {Peugeot (p),Renault (r),Ford (f)}. The expert has
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identified three subsets of criteria: {c1}, {c4} and {c2, c3}. Along with the qual-
itative pair-wise comparison, the preference relations defined in Table 1 was
obtained. After deriving the criteria weight, the corresponding bba is trans-
formed into pignistic probabilities as presented in Table 1. At the level of alter-
natives, the same steps is repeated.

Table 1. Preference relations matrix

Criteria {c1} {c4} {c2, c3}
{c1} - � �
{c4} - - �

{c2, c3} - - -

Subsets of criteria {c1} {c4} {c2, c3} Ω
mΩ 0.228 0.218 0.208 0.346

Criteria {c1} {c4} {c3} {c2}
BetP Ω 0.315 0.305 0.190 0.190

We move now to the next stage to calculate the reliability measure. We obtain
β{c1} = 1, β{c4} = 0.96, β{c3} = 0.6 and β{c2} = 0.6.

Next, we need to update the alternatives priorities by the criteria weight.
The discounted bba’s are defined in Table 2.

Table 2. The discounted bba’s

α1mΘ
c1(.)

α4mΘ
c4(.)

α3mΘ
c3(.)

α2mΘ
c2(.)

{p} 0.505 {p} 0.306 {r} 0.303 {f} 0.303

{p, r, f} 0.495 {r, f} 0.514 {p, r, f} 0.697 {p, r, f} 0.697

{p, r, f} 0.180

The next step is to combine the overall evidences and the alternative rank-
ing is, finally, obtained according to the pignistic transformation. We obtain
BetPΘ(p) = 0.410, BetPΘ(r) = 0.295 and BetPΘ(f) = 0.295.

4 Qualitative AHP Method Under Multiple Criteria
Levels

At this stage, our main aim is to propose an extension of Qualitative AHP model
under multiple levels of criteria. The originality of this work is to introduce a
new hierarchy level, namely sub-criteria, in order to handle more complex multi-
criteria problem. Let us consider a case when there are two criteria levels. Our
MCDM problem is defined as follows: Θ = {a1, . . . , am} represents the set of
alternatives, Ω = {c1, . . . , cn} is a set of criteria. For each criterion, we have
Ωl, the set of kl sub-criteria (denoted by scl

j with j = 1, . . . , kl) corresponding
to the criterion cl. For example, the second criterion c2 has three sub-criteria
denoted by sc21, sc22 and sc23. We start by computing their relative scores. At
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each hierarchy level, the expert has to assess the relative importance of each
criterion regarding the main objective. His evaluations have to be modeled using
preference relations in order to convert them into an optimization problem. A
basic belief assignment is computed. The resulting basic belief mass, denoted by
mΩ(Cj) (where Cj is a single or a group of criteria), has to satisfy the following
relation:

∑
Cj⊆Ω mΩ(Cj) = 1.

The same process is repeated at the sub-criterion level to get the local priori-
ties. Suppose that the j-th criterion is selected by the expert to evaluate its corre-
sponding sub-criteria. The relative bba should satisfy:

∑
SCj

i ⊆Ωj
mΩj (SCj

i ) = 1.
where i = 1, . . . , kj with kj is the number of sub-criterion according to the j-th
criterion and j = 1, . . . , n.

We move to the alternative level to get mΘ(Ak) (which represents the belief
about the subset of alternatives Ak regarding each sub-criterion).

Now, we calculate the result and synthesize the solution by aggregating all
the obtained bba’s. Therefore, we must start by computing the global priority
of each sub-criterion. Since we know how much the priority of each sub-criterion
contributes to the priority of its parent, we can now calculate their global prior-
ities. That will show us the priority of each sub-criterion regarding the goal.

As with Qualitative AHP method, we start by the criterion level. We trans-
form mΩ to its relative pignistic probabilities BetPΩ, since our beliefs are defined
on groups of criteria. The same technique is repeated on the sub-criterion level
to get the pignistic probabilities. We convert mΩj into BetPΩj .

For each sub-criterion, we can now compute its global priority by: GP (scj
i ) =

BetPΩ(cj) ∗ BetPΩj (scj
i ). Then, to compute the alternatives ranking, we must

apply the Qualitative AHP model from step 5 in Sect. 3, to compute the relia-
bility measures, to update the alternatives priorities and to combine the overall
bba’s to select the highest alternatives.

Example. Let us continue with the same problem. We consider that the criterion
c1 has two sub-criteria sc11 and sc12. The necessary calculations have already
been presented in the previous example. We obtain the following local priorities
presented in Table 3. After computing the corresponding BetPΩ1 , we can deduce
the global priority as defined in Table 3.

Table 3. The local priorities assigned to the criteria and sub-criteria

Criteria BetP Ω Sub-criteria BetP Ω1 GP

c1 0.315 sc11 0.310 0.098

sc12 0.690 0.217

c4 0.305 0.305

c2 0.190 0.190

c3 0.190 0.190
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In this case, one more step need to be made. In fact, our aim here is to
quantify the priority of each criterion regarding the main objective. The global
priorities throughout the hierarchy will add up to 1 (see Table 3).

5 Belief AHP Method Under Multiple Criteria Levels
Based on Group of Experts

In many complex problems, collective decisions are made based on a group of
expert. Accordingly, we propose to extend the Qualitative AHP under a group
decision-making environment. The objective is then to aggregate evidence from
a member of group, to select the most appropriate alternative.

Step 1: Expert weights. The main aim of this step is to give weights to experts
to quantify their importance. In this case, pair-wise comparison is suggested to
generate their importances. We consider the experts as the set of alternatives
that are compared regarding the reliability criterion. As presented previously, the
belief pair-wise comparison generates a bba, that represents the part of belief
committed exactly to each expert. This bba is transformed into a reliability
measure, denoted by βi corresponding to expert i.

Step 2: Expert elicitation. Each expert starts by identifying all the focal
elements. Then, he compares all the identified elements through binary relations.
The next step is to transform the obtained assessments into an optimization
problem and to generate the least informative bba. A bba (mi) is generated
corresponding to each expert i.

Step 3: Aggregation process. We proceed to the aggregation of the obtained
bba’s. First, we start by the discounting technique. Indeed, the idea is to measure
most heavily the bba evaluated according to the most importance expert and
conversely for the less important ones. So, each obtained bba is discounted by
its corresponding measure of reliability, as follows:

Pi(A) = mi(A) ∗ βi,∀A ⊆ Θ (5)

Pi(Θ) = (1 − βi) + βi.mi(Θ) (6)

where i = 1, . . . , η with η is the number of experts.
Then, we move to compute the final decision. An intuitive definition of the

strategy to fuse these bba’s will be through the conjunctive rule of combination
and the ranking of alternatives is obtained using the pignistic probabilities.

Example. Let us consider the previous problem with four decision makers. The
first step is to assign a degree of importance to each expert. We have β1 = 1,
β2 = 0.9, β3 = 0.2 and β4 = 0.1. After applying the Qualitative AHP method,
we obtain Table 4.

Next, each bba corresponding to each expert is discounted according to its
measure of reliability. Then, we combine the different bba’s in order to gen-
erate the collective decision. We obtain: mglobal({p}) = 0.070, mglobal({r}) =
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Table 4. The final result using the Qualitative AHP approach regarding each decision
maker

Alternatives {p} {r} {f} {p, r} {p, f} {r, f} ∅ Θ

m1 0.193 0.073 0.073 0.124 0.495 0.042

m2 0.154 0.063 0.080 0.106 0.100 0.395 0.102

m3 0.090 0.108 0.034 0.171 0.455 0.142

m4 0.073 0.073 0.144 0.102 0.592 0.016

0.042, mglobal({f}) = 0.032, mglobal({f, r}) = 0.032, mglobal({p, r}) = 0.002,
mglobal(∅) = 0.815 and mglobal(Θ) = 0.009. The obtained ranking is illustrated as
follows: BetPglobal(p) = 0.395, BetPglobal(r) = 0.334 and BetPglobal(f) = 0.271.

Now, we analyze the different results. At this step, we propose to combine
the obtained priority except one, in order to study the influence of the decision
made by this expert on the decision of the group. This process is repeated for all
the expert priorities. The aim of the process is to identify experts who provide
preferences that are significantly different from the group, and to provide these
experts with the opportunity to update these preferences to be closer to the
majority.

The main objective is to show that the best alternative is supported by the
majority of expert and there is not a contradictory alternative. We can notice
that experts 1 and 2 are considered as reliable sources of information, since they

Table 5. The final result using the Qualitative AHP approach

Alternatives P1 ∩©P2 ∩©P3 BetPP1 ∩©P2 ∩©P3 P1 ∩©P2 ∩©P4 BetPP1 ∩©P2 ∩©P4

∅ 0.799 0.790

{p} 0.076 0.400 0.079 0.392

{r} 0.046 0.334 0.045 0.324

{f} 0.034 0.266 0.038 0.284

{f, r} 0.033 0.037

{p, r} 0.002 0.002

Θ 0.010 0.009

Alternatives P1 ∩©P3 ∩©P4 BetPP1 ∩©P3 ∩©P4 P2 ∩©P3 ∩©P4 BetPP2 ∩©P3 ∩©P4

∅ 0.590 0.468

{p} 0.155 0.406 0.117 0.377

{r} 0.067 0.307 0.059 0.334

{f} 0.059 0.287 0.067 0.289

{f, r} 0.094 0.062

{p, r} 0.001 0.069

Θ 0.034 0.158
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have almost the highest reliability measure. However, experts 3 and 4 are treated
as not fully reliable. As we can see, we have the P1 and P2 support the same
alternative and they consider that the best one is p and the worst is f . However,
P3 and P4 present a contradictory information.

Consequently, we can notice that by combining the preferences of experts
1, 2 and 3 or experts 1, 2 and 4, have generated almost the same ranking of
alternatives (see Table 5). We find that the most preferred alternative is p even
if experts 3 and 4 prefer the alternatives r and f respectively. This is because
experts 3 and 4 are not considered reliable. Besides, as shown in Table 5, when
combining evidences P1 ∩©P3 ∩©P4 or P2 ∩©P3 ∩©P4, we know that experts 3 and
4 are not fully reliable. Therefore, we can consider only the preference induced
from expert 1 and 2 respectively. So, we can conclude that the most preferred
alternative is p.

6 Conclusion

In this paper, we have formulated qualitative AHP method in an environment
characterized by imperfection. Our approach deals with qualitative reasoning
to model the uncertainty related to experts assessment. The advantage of this
newly proposed model is its ability to handle multi-criteria level problem. It
is also able to manage more complex problem by solving a multi-criteria group
decision making problem. A future research idea is to study the effect of changing
the weight of the groups of experts by a sensitivity analysis. In fact, the idea of
assigning importance to a group of expert has been investigated, with arguments
given as to the need for and against its utilization.
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Abstract. Learning representations for network has aroused great
research interests in recent years. Existing approaches embed vertices
into a low dimensional continuous space which encodes local or global
network structures. While these methods show improvements over tradi-
tional representations, they do not utilize the label information until the
learned embeddings are used for training classifier. That is, the process
of representation learning is separated from the labels and thus is unsu-
pervised. In this paper, we propose a novel method which learns the
embeddings for vertices under the supervision of labels. The key idea is
to regard the label as the context of a vertex. More specifically, we attach
a true or virtual label node for each training or test sample, and update
the embeddings for vertices and labels to maximize the probability of
both the neighbors and their labels in the context. We conduct exten-
sive experiments on three real datasets. Results demonstrate that our
method outperforms the state-of-the-art approaches by a large margin.

Keywords: Deep learning · Representation learning · Network classifi-
cation

1 Introduction

Networked data, such as users in social networks, authors or documents in pub-
lication networks, are becoming pervasive nowadays. Network classification is a
very important problem for many applications like recommendation or targeted
advertisement. However, the data sparsity severely deteriorates the performance
of network classification algorithms. Graph representation learning, which aims
to embed the sparse network into a low-dimensional dense space, has long been
a fundamental task and attracted great research interests.

Traditionally, networks or graphs are represented as adjacency, Laplacian,
or affinity matrices, and the spectral properties of matrix representations are
exploited for learning low dimensional vectors as features for graphs. Typical
methods include IsoMap [3], Laplacian EigenMap [4], locally linear embedding
(LLE) [12], and spectral clustering [16]. These methods rely on the solving of
leading eigenvectors and are computationally expensive. For example, Isomap
c© Springer International Publishing AG 2017
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and Laplacian EigenMap have a quadratic time complexity to the number of the
nodes. Real world social networks like Facebook or Twitter contain millions of
nodes and billions of edges. Hence it is extremely hard for classic approaches to
scale to real social networks.

Recently, distributed representations of words and documents in a low dimen-
sional vector space have shown great success in many natural language process-
ing tasks. In particular, Mikolov [9] introduced an efficient neural network based
model, SkipGram, to learn distributed representations of words. SkipGram is
based on the hypothesis that words in similar context tend to have similar mean-
ings. It has been proven that SkipGram can learn very expressive representations
for words.

Inspired by the SkipGram model, researchers learned representations for ver-
tices based on an analogy between a network and a document [7,11,13]. The basic
idea is to sample sequences of nodes from the network and to convert a network
into an ordered sequence of nodes. These methods differ mainly in the sampling
procedure to generate sequence. DeepWalk [11] combined skip-gram with ran-
dom walk. LINE [13] exploited the first-order and second-order proximity, i.e.,
the local and global structure, into the process. Node2Vec [7] offered a flexible
sampling strategy by smoothly interpolating between the breadth-first search
and depth-first search.

While the above three network representation methods show improvements
over traditional techniques, they are all designed for a general purpose rather
than the network classification. In this paper, we investigate the problem of
learning representation for network classification. Our goal is to leverage the
label information for enhancing the performance of classification. To this end,
we propose a novel label enhanced network embedding (LENE) model which
combines the label into the objective function by regarding it as the context of
a node. We first attach a true or virtual label node for each training or test
instance. We then update the embeddings for vertices and labels to maximize
the probability of both the neighbors and their labels in the context. We con-
duct extensive experiments on three real datasets. Results demonstrate that our
method significantly outperforms three state-of-the-art approaches.

2 Label Enhanced Network Embedding

This section we introduce our label enhanced network embedding (LENE) model.

2.1 Label as Context

The goal of existing graph embedding approaches is to learn the low dimensional
representations reflecting the network structure. In the case of network classifi-
cation, some nodes share the same labels with other nodes, and such relation-
ships should convey useful information. Figure 1(a) shows an example network
containing five nodes v1, v2, v3, v4, v5 and two labels l1, l2, where the solid lines
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Fig. 1. Illustration of LENE model

denote the edges between nodes in the graph and the dashed lines denote the
links between nodes and their corresponding labels.

For a possible walk v1v2v3v4v5 in Fig. 1(a), we can infer that v2 and v4 should
be close to each other in the embedding space since they have similar network
structures. However, if we take the label node into consideration, we can find
that l2 will “pull” v2 and v5 closely and “push” them away from the remaining
nodes (including v4).

In order to capture such information, we regard the label as the context of
nodes and generate a label walk by replacing one node each time in the original
node walk with its corresponding label. For example, we have the following label
walks for the node walk v1v2v3v4v5 in Fig. 1(a).

l1v2v3v4v5, v1l2v3v4v5, v1v2l1v4v5, v1v2v3l1v5, v1v2v3v4l2

2.2 Incorporating Label Context into Objective

Given a graph G = (V,E,L), we consider the problem of embedding the vertices
and the labels in G into a low dimensional continuous space: Φ1 : v ∈ V �→
R|V |×d and Φ2 : l ∈ L �→ R|L|×d. The objective is to maximize the conditional
probability Pr(Nvi

|vi, li) and Pr(li|vi) over given data, where vi is a vertex in
V, li the label of vi, and Nvi

the context nodes in either a node walk or a label
walk of vi. More formally, the objective function can be defined as follows.

J(Φ1, Φ2) = −
∑

vi∈V

logPr(N(vi)|vi, li, Φ1, Φ2) (1)

We solve the optimization problem using the stochastic gradient descent
(SGD) [5] with the negative sampling [10] over the model parameters.

In practice, it is expensive to label the nodes and most of the vertices are
unlabeled. To fully utilize the label walks, we further assign a virtual label for
test nodes. This is done simply by examining the neighbors’ labels in the walks
a test node involved and selecting the most popular one.
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2.3 Label Enhanced Network Embedding

We now present our label enhanced network embedding (LENE) framework by
utilizing the above defined node walks, label walks, and the objective function.
Figure 1(b) illustrates the architecture of LENE. The input, projection, and out-
put in Fig. 1(b) indicates the input layer, hidden layer, and output layer of a
neural network model, respectively. Our LENE approach learns the label embed-
ding in the same way as DeepWalk learns the node embedding. The difference
is that we incorporate the label node into the architecture to capture the rela-
tionships between nodes sharing the same labels.

We illustrate the procedure in Algorithm 1. The LENE algorithm consists of
two components, i.e., a node walk and label walk generator and an update pro-
cedure. The core of LENE is shown in lines 2–9 in Algorithm 1. We iterate over
all the nodes in G to generate walks (lines 4–8) and corresponding label walks
(line 6). This procedure will repeat r times to start walks for each node(line 2).

Algorithm 1. LENE(G, t, r, w)

Input: Graph G = (V,E,L),
the walk length t,
the number of walks r,
and the window size w
the learning rate η

Output: matrix of node embedding Φ1 ∈ R|V |×d

matrix of label embedding Φ2 ∈ R|L|×d

1. Initialization: Sample Φ1 and Φ2 from U |V |×d and U |L|×d

2. for i = 0 to r do
3. O = Shuffle(V )
4. for each vi ∈ O do
5. NWvi

= NodeWalk(G, vi, t)
6. LWvi

= LabelWalk(G, li, t)
7. SkipNL(Φ1, Φ2, NWvi

, LWvi
, w, η)

8. end for
9. end for

We adapt the SkipGram algorithm [9] to updating the parameters in accor-
dance with our objective function J(Φ1, Φ2) defined in Eq. 1. We call the adapted
version as SkipNL and show it in Algorithm 2.
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Algorithm 2. SkipNL(Φ1, Φ2, NWvi
, LWvi

, w, η)

1. for each vj ∈ NWvi
do

2. for each uk ∈ NWvi
[j − w : j + w] do

3. J(Φ1, Φ2) = −logPr(uk|vj , Φ1, Φ2)
4. Φ1 = Φ1 − η ∂J(Φ1,Φ2)

∂Φ1
5. end for
6. end for
7. for each lj ∈ LWvi

do
8. for each uk ∈ LWvi

[j − w : j + w] do
9. J(Φ1, Φ2) = −logPr(uk|lj , Φ1, Φ2)

10. Φ2 = Φ2 − η ∂J(Φ1,Φ2)
∂Φ2

11. end for
12. end for

In the original SkipGram, a window is sliding from the beginning to the end
of the sentence to access the context of each word. For example, for a given
sentence “We really like this book” and a window size of 2, the central word
“like” has four contexts “we really” and “this book”. In the analog of a node
walk v1v2v3v4v5 to the sentence, the embedding of central node v3 would be
used to update embeddings for context nodes v1, v2, v4, v5. This is exactly what
DeepWalk does, as shown in lines 1–6 in Algorithm 2. Our SkipNL algorithm
further generalizes it by using the embedding of the label node l3 to update v1,
v2, v4, v5 (lines 7–12).

3 Experimental Evaluation

In this section, we first provide an overview of the datasets in our experiment.
We then introduce the baselines and experimental settings. Finally we report
and analyze the experimental results.

3.1 Experimental Setup

Datasets. We conduct experiments on three well known and publicly available
datasets.

DBLP [2] includes approximately 16000 scientific publications chosen from
the DBLP database including three categories: “Database”, “Machine Learning”,
and “Theory”. The nodes are papers and links are co-authorship information
between documents.

BlogCatalog [15] is a network of social relations among the authors of the
bloggers. There are 39 classes (labels) representing the topic categories provided
by the authors. Two of our baselines, DeepWalk [11] and Node2Vec [7], conducts
experiments on the same dataset.

The statistics for three datasets are summarized in Table 1. By evaluating on
such datasets with varied characteristics, we seed to investigate the applicability
of our model to different types of data.
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Table 1. The statistics for datasets

BlogCatalog DBLP

# of labels 39 3

# of nodes 10,312 16,808

# of edges 333,983 359,192

avg. degree 64.78 21.37

Baselines. We conduct extensive experiments to compare our methods with
three the state-of-the-art baselines.

DeepWalk [11] learns the node representations based on the combination of
skip-gram model and random walks.

LINE [13] exploits the first-order and second-order proximity, i.e., the local
and global structure, into the learning process.

Node2Vec [7] extends DeepWalk by using two parameters to control the sam-
pling strategies of random walks for generating neighborhood of nodes.

We do not compare our method with traditional approaches because Deep-
Walk, LINE, and Node2Vec have already shown significant improvements over a
number of baselines like Graph Factorization [1], Spectral Clustering [16], Mod-
ularity [14], EdgeCluster [15], and weighted-vote Relational Neighbor [8]. We
thus only show our improvements over these three baselines.

Settings. We train a one vs. rest the logistic regression classifier implemented by
Liblinear [6] for each class and select the class with maximum scores as the label.
We take representations of vertices as features to train classifiers, and evaluate
classification performance using 10-fold cross-validation with different training
ratios.

For a fair comparison with the relevant baselines, we use the typical settings
in DeepWalk [11] and Node2Vec [7]. Specifically, we set the dimension d = 128
and the number of walks = 10, walk length = 80, window size = 10, the number
of negative samples = 5 and learning rate = 0.025 on all datasets. For LINE, we
set the total number of samples = 10 million.

3.2 Results

We report the average micro-F1 and macro-F1 as the evaluation metrics. The
scores in bold represent the highest performance among all methods.

Comparison Results on DBLP. We first report classification results on DBLP
dataset in Tabel 2. It is clear that LENE trained with only 10% of the training
data has already outperforms the baselines when they are provided with the 90%
of the training samples. This strongly demonstrates that our approach benefits
a lot from label contexts even if there are only a small fraction of labeled nodes.
The performance of LENE becomes much more attractive with more training
data. For example, LENE achieves at least 8% and 7% improvements over other
methods on 90% training data.
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Table 2. Average Macro-F1 and Micro-F1 score on DBLP

macroF1(%) 10 20 30 40 50 60 70 80 90

LENE 81.75 83.67 84.70 85.47 85.89 86.70 86.93 87.06 87.71

DeepWalk 79.39 80.47 80.74 80.67 80.60 80.51 80.77 80.84 80.94

LINE 73.44 74.27 74.39 74.44 74.73 74.98 74.96 74.94 75.07

Node2Vec 79.93 80.34 80.58 80.82 80.85 81.09 80.92 80.86 80.89

microF1(%) 10 20 30 40 50 60 70 80 90

LENE 82.25 84.07 85.06 85.85 86.28 87.04 87.27 87.42 88.02

DeepWalk 80.17 81.10 81.36 81.32 81.26 81.16 81.39 81.48 81.56

LINE 74.60 75.36 75.46 75.50 75.74 75.91 75.93 75.90 76.03

Node2Vec 80.61 80.94 81.21 81.41 81.48 81.71 81.53 81.49 81.54

Comparison Results on BlogCatalog. We finally list classification results
on BlogCatalog in Table 3. We can see that LENE consistently outperforms all
other baselines from Table 3. However, the improvements of LENE over other
methods on BlogCatalog is not as significant as those on DBLP. The reasons
can be two fold. First, the classification task on BlogCatalog is hard since it
has much more classes than that on DBLP while having similar node numbers.
Second, nodes in BlogCatalog can be multi-labeled, which brings in ambiguous
in classification. Nevertheless, the enhanced performance of LENE indicates that
it is robust to both simple and difficult classification problems.

3.3 Sensitivity

Like three baselines, our LENE algorithm involves a number of parameters
including the walk length t, the number of walks r, and the window size w. For
the learning rate η, we just set it to the default value 0.025, as the baselines do.

Table 3. Average Macro-F1 and Micro-F1 score on BlogCatalog

macroF1(%) 10 20 30 40 50 60 70 80 90

LENE 21.05 22.98 24.30 25.04 25.67 26.25 26.83 27.74 27.84

DeepWalk 18.64 20.28 21.07 21.64 22.08 22.17 22.46 22.72 23.25

LINE 15.67 17.35 18.67 18.89 19.51 19.94 20.46 20.53 21.02

Node2Vec 19.70 21.69 23.00 23.21 23.83 24.06 24.47 25.30 25.57

microF1(%) 10 20 30 40 50 60 70 80 90

LENE 35.56 36.99 38.03 38.52 39.14 39.75 39.76 40.17 40.48

DeepWalk 34.56 35.58 36.25 36.54 37.00 37.22 37.40 37.56 37.67

LINE 32.38 33.59 34.47 34.83 35.14 35.35 35.74 35.81 36.09

Node2Vec 35.06 36.15 37.13 37.37 37.78 38.10 38.50 38.78 38.88
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We examine how the different choices of the parameters affect the performance
of LENE on the BlogCatalog dataset using a 50-50 split between training and
test data. Except for the parameter being tested, we use default values for all
other parameters. We report the macro-F1 score as a function of parameters t,
r, and w in Fig. 2.

Fig. 2. Parameter sensitivity study on BlogCatalog

We observe that increasing the number and length of walks improves per-
formance in Fig. 2(a) and (b). However, the number of walks r has a higher
impact on the performance than the walk length t. This is reasonable because a
large number of walks are beneficial to construct homogeneous neighborhoods.
In contrast, a long walk denotes a depth first search in the network bringing in
more diversified nodes. This happens to the window size w as well which is more
directly affected by the neighbor nodes and we see a decrease of the curve in
Fig. 2(c).

4 Conclusion

We propose a novel label enhanced network embedding (LENE) approach. The
main contribution is to incorporate the label information into the learning
process. In particular, we generate label walks by replacing the node with its
corresponding label node, and enhance the network representation by sharing
the label contexts. We conduct extensive experiments on real world datasets
and results demonstrate that our algorithm performs significantly better than the
state-of-the-art baselines. In the future, we plan to investigate how the improved
embeddings can be used to other tasks like link prediction. In addition, we would
like to extend LENE to more complicated networks such as weighted or directed
graphs.
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