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“Enlightening the World with the

Laser”—Honoring T. W. Hänsch1

As guest editors of the T. W. Hänsch special issue of Applied Physics B, we are

delighted to introduce you to a series of articles authored in honor of Professor

Theodor W. “Ted” Hänsch, by colleagues, co-workers and (former) students of his.

The occasion is Ted’s 75th birthday, but the issue celebrates some 50 years of

cutting-edge research that he performed first at the University of Heidelberg in the

late 1960s, then at Stanford University, and since 1986 at the Max Planck Institute

of Quantum Optics in Garching and the Ludwig-Maximilian University of Munich.

Applied Physics B is a natural venue for such a Festschrift, given that Ted is serving

on its Editorial Board since 1983.

How Ted Hänsch has influenced the way we think about lasers, and how we use

them, is truly remarkable. His 75th birthday marks a great occasion to pause and

reflect on his achievements. Ted Hänsch’s passion is precision measurements and

the study of the hydrogen atom. Yet, even if the Nobel Prize came for the ingenious

frequency comb, “precision” and “hydrogen” do not quite cover his approach to

physics. More generally, Ted keeps teaching us how we can use laser light,

sometimes for rather playful applications, sometimes for fundamental break-

throughs—and from time to time also for commercial devices. His unique way of

doing physics, however, goes much further. In addition to leading the way with

groundbreaking research on topics from precision laser spectroscopy to ultracold

quantum gases, Ted has motivated an entire generation of physicists to pursue

related goals. He has generated a lasting impact in several communities, not least

thanks to the large number of alumni from his research group who have gone on to

develop careers of their own, inspired by Ted’s example.

The esteem in which Ted is held by colleagues, collaborators and friends from

around the world is reflected in the large number of excellent articles in this volume.

We are grateful to the many authors who contributed such interesting papers. As

1This article is part of the topical collection “Enlightening the World with the Laser” - Honoring

T. W. Hänsch guest edited by Tilman Esslinger, Nathalie Picqué, and Thomas Udem.
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you browse this issue, you will find papers by outstanding scientists who are

working in the broad, interdisciplinary field of atomic, molecular and optical

physics. Most contributions highlight the influence of Ted’s scientific activities,

current and past. Exciting new findings regarding precision spectroscopy of atoms

and molecules are reported, alongside intriguing contributions in the areas of opto-

mechanics, ultracold atomic and molecular quantum gases and matter-wave optics,

as well as works on the development and application of novel laser sources,

including frequency combs. Other articles provide insightful perspectives and

reviews dedicated to various aspects of quantum and optical sciences.

We hope you will join us in celebrating Ted’s achievements and enjoy this

collection of papers.

Congratulations on your 75th birthday, Ted! We look forward to many more

ideas on how to explore the world with laser light.

Swiss Federal Institute of Technology Tilman Esslinger

Switzerland

Max Planck Institute of Quantum Optics Nathalie Picqué

Germany

Max Planck Institute of Quantum Optics Thomas Udem

Germany

Zurich and Garching

October 19, 2016
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Unexpectedly Large Difference of the Electron

Density at the Nucleus in the 4p 2P1/2,3/2

Fine-Structure Doublet of Caþ

C. Shi, F. Gebert, C. Gorges, S. Kaufmann, W. N€ortershäuser, B.K. Sahoo,

A. Surzhykov, V.A. Yerokhin, J.C. Berengut, F. Wolf, J.C. Heip,

and P.O. Schmidt

Abstract We measured the isotope shift in the 2S1=2 ! 2P3=2 (D2) transition in

singly ionized calcium ions using photon recoil spectroscopy. The high accuracy of

the technique enables us to compare the difference between the isotope shifts of this

transition to the previously measured isotopic shifts of the 2S1=2 ! 2P1=2 (D1) line.

This so-called splitting isotope shift is extracted and exhibits a clear signature of

field shift contributions. From the data, we were able to extract the small difference

of the field shift coefficient and mass shifts between the two transitions with high
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accuracy. This J-dependence is of relativistic origin and can be used to benchmark

atomic structure calculations. As a first step, we use several ab initio atomic

structure calculation methods to provide more accurate values for the field shift

constants and their ratio. Remarkably, the high-accuracy value for the ratio of the

field shift constants extracted from the experimental data is larger than all available

theoretical predictions.

1 Introduction

The study of isotopic shifts in atomic systems has a long history [1], and a profound

understanding of the isotope shift and theoretical calculations of the atomic prop-

erties is important in many applications. These reach from the extraction of nuclear

properties from atomic spectra to applications in astronomy and fundamental

physics. The spectrum of atoms and ions encodes information that provides a key

to the ground-state properties of nuclei [2, 3], small parity-violating effects caused

by the weak interaction [4], for unitarity tests of the Cabibbo–Kobayashi–Maskawa

(CKM) matrix [5], or for probing the Higgs coupling between electrons and

quarks [6].

Light appearing on earth from stars at large distances is red-shifted and can

provide information about the spectra of atoms in ancient times and whether there

have been changes, for example, from a variation of the fine-structure constant α.
However, isotopic composition can also contribute to the observed shifts since the

isotopes have different resonance frequencies, but this so-called isotope shift is

usually not resolved [7–9]. In this respect, isotope shift calculations became

recently an important topic with the goal to either determine the influence of the

isotopic abundance of the observed species on the analysis for a change in α [7, 10]
or to provide information of the isotopic composition in the ancient times of the

universe. Calcium is an element of considerable interest for many of the cases

mentioned above. For example, the isotope shift information in the 3d 2DJ ! 4p 2

PJ infrared triplet [11] led to the discovery of an anomalous isotopic composition in

mercury-manganese (HgMn) stars, in which the isotopic Ca ratio in the stellar

atmosphere is dominated by 48Ca [12, 13]. Isotope shifts in other calcium transitions

have been studied, e.g., to extract nuclear charge radii along the long chain of

isotopes [14–17] or to perform ultra-trace analysis using isotope selective reso-

nance ionization [18]. Moreover, the calcium ion is a workhorse in the field of

quantum-optical applications and transition frequencies and isotope shifts of stable

isotopes were measured with high accuracy [19–22] and supported on-line studies

of exotic isotopes since they serve as calibration points [17, 23].

The calcium isotopic chain is quite unique since it contains two stable

doubly magic isotopes 40,48Caþ that have practically identical mean-square charge

radii (δ r2c
� �40,48 ¼ �0:0045ð60Þ [22]) even though they are 20% different in mass.

This has been established using a variety of techniques, i.e., elastic electron

scattering [24], muonic atom spectroscopy [25] as well as optical isotope shift

2 C. Shi et al.



data, e.g. [15] (for a synopsis see, e.g. [26] and references therein). The negligible

change in nuclear charge radius between the two isotopes allows for a cleaner

separation of mass and field shifts than in most other multi-electron systems. The

high-precision data presented here will provide important benchmarks for improved

calculations of this reference system.

The extraction of nuclear parameters from atomic spectra is strongly facilitated

by atomic structure calculations. Despite being a lighter system with only 19 elec-

trons, isotope shifts in the singly ionized calcium (Caþ ) have not been studied

rigorously. High-precision calculations of magnetic dipole and electric quadrupole

hyperfine-structure constants have been performed in this ion using an all order

relativistic many-body theory in the coupled-cluster (RCC) theory framework

[27]. However, calculations of field shift and mass shift constants that are required

to estimate isotope shifts have not been performed at the same level of accuracy yet.

Here we present a high-precision absolute frequency measurement of the D2 line

of 40Caþwith 100 kHz accuracy, representing a fivefold improvement over previous

results [20]. Isotope shift measurements of this transition with the same resolution

are compared with a measurement of the D1 line [22]. A clear signature of field shift

contributions to the splitting isotope shift is observed. To explain this finding, we

have also performed several ab initio calculations of field shift constants employing

a hydrogenic method, a mean-field method using Dirac-Fock (DF) equation, and

state-of-the-art atomic structure calculations.

2 Experimental Setup

The isotope shift in the 2S1=2 ! 2P3=2 (D2) transition of even calcium isotopes was

measured by photon recoil spectroscopy, as described in detail in references

[21, 22]. In brief, we trap a singly charged 25Mgþ ion together with the calcium

isotope under investigation in a linear Paul trap. The 25Mg þ ion is used to

sympathetically cool the axial normal mode of the two-ion crystal to the ground

state [28]. To probe the transition, a series of 70 pulses of the spectroscopy laser

with a pulse length of 125 ns, synchronized to one of the motional frequencies of the

two-ion crystal, are applied. Each spectroscopy laser pulse is followed by 200 ns

short repump pulses on the 2D3=2 ! 2P1=2 and
2D5=2 ! 2P3=2 transitions at 866 and

854 nm, respectively. Recoil kick upon photon absorption on the spectroscopy

transition results in excitation of nearly coherent motion. This motional excitation

is mapped into an electronic excitation using a stimulated rapid adiabatic passage

(STIRAP) pulse on the 25Mgþ ion [29]. The high photon sensitivity of this technique

provides a large signal-to-noise ratio, resulting in a resolution of about 100 kHz in

less than 15 min of averaging time. As a consequence of the smallness of systematic

effects, the accuracy of absolute frequency measurements is also about 100 kHz.

Isotope shift measurements benefit from further suppression of systematic effects,

since most of them are common to all isotopes.

Unexpectedly Large Difference of the Electron Density at the Nucleus in the. . . 3



Spectroscopy is performed using a cw single-mode Ti:Sa laser (Sirah, Matisse

TS) which is frequency doubled in an enhancement cavity (Spectra-Physics,

WaveTrain). The frequency of the laser is locked to an erbium-fiber-laser-based

frequency comb. The comb is stabilized in its offset and repetition frequencies to a

H-maser frequency which is calibrated by a cesium fountain at PTB (German

National Metrology Institute) as shown in Fig. 1. A beat signal between the

spectroscopy laser and the nearest comb tooth of a narrow-band frequency-doubled

output of the frequency comb is detected with a fast photo diode. The nearest comb

tooth is identified by measuring the frequency of the spectroscopy laser with a

wavemeter (High Finesse, model WS-7).

The RF signal is monitored by a spectrum analyzer (Rohde & Schwarz, FSL3)

and mixed down to 10 or 35 MHz using an rf synthesizer. The band-pass-filtered

signal is used as the input signal of a self-build phase frequency comparator (PFC)

operating at 10 or 35 MHz, which produces an error signal that is tailored by a

proportional-integral (PI) controller. The generated control signal is used to correct

the frequency of the Ti:Sa laser by changing the length of the laser cavity with a fast

piezo-electric actuator. By adjusting the frequency of the rf synthesizer, the fre-

quency of the spectroscopy laser can be adjusted to the resonances of the different

isotopes. Figure 2 shows the in-loop beat signal between the Ti:Sa laser and the

frequency comb, indicating an upper bound for the linewidth of the spectroscopy

laser below 260 kHz. The long-term frequency instability is determined by counting

Fig. 1 Simplified experimental setup. The left part of this figure indicates the configuration of all
optical beams and bias magnetic field with respect to the ions in the trap. The right part shows the
optical setup for the spectroscopy beam and the calcium repump beam. For details, see text. All RF

sources are referenced to a 10-MHz signal from the H-maser (HM). AOM acousto-optical

modulator, CCD electron-multiplication charge-coupled device, CSF cesium fountain clock, DC
Doppler cooling beam, ECDL external-cavity diode laser, FC frequency counter, FS frequency

synthesizer, P Parabolic mirror, PFC phase and frequency comparator, PI proportional-integral
controller, PIMg=Ca photo-ionization beam for Mg/Ca, PMT photomultiplier tube, SA spectrum

analyzer, SHG second harmonic generation
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the mixed-down RF signal with a frequency counter (Kramer+Klische FXE). We

derive a frequency instability of about 14 kHz/
ffiffiffiffiffiffiffi
τ=s

p
from an Allan deviation of

these measurements as shown in Fig. 3. The linewidth and the frequency instability

both fulfil the requirements for the anticipated resolution and accuracy of below

100 kHz. The spectroscopy beam is intensity stabilized and frequency scanned by

an acousto-optical modulator (AOM), while another AOM is used for switching.

The 866 and 854 nm repump beams depopulating the two D-states are generated
by two external-cavity diode lasers. The combined beam consisting of the two

repumpers is intensity stabilized by an AOM which is also used for fast switching.

The left part of Fig. 1 shows the direction of the beams together with the magnetic

Fig. 3 Allan deviation of

the Ti:Sa laser frequency as

measured by the frequency

counter. The long-term

instability of the locked

spectroscopy laser is 14 kHz

=
ffiffiffiffiffiffiffi
τ=s

p
for integration times

longer than 1 s as derived

from a fit to the data (red
line)

Fig. 2 In-loop beat signal

of the Ti:Sa laser and the

nearest frequency comb

tooth. The data recorded by

the spectrum analyzer with

10 kHz resolution

bandwidth (blue circles) is
fit with a Gaussian profile

(red curve) that gives an
upper bound of 260 kHz for

the linewidth of the

spectroscopy laser. The

black squares present the
residuals of the fit
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bias field. It also contains the Doppler cooling, Raman, and repump beams for

controlling the 25Mgþ ion as described in detail, e.g., in [28].

3 Isotope Shift

Isotope shifts in atomic transition frequencies originate from two effects: (1) a

change in the size of the nucleus and a corresponding change of potential experi-

enced by electrons having a finite probability density inside the nucleus (field shift),

and (2) a change of the center of mass motion of the nucleus (mass shift). The mass

effect is more important for light nuclei due to the relatively large mass differences,

while the field shift is proportional to the electron density inside the nucleus, which

increases roughly with Z2 and is the dominant contribution in elements with large

atomic number Z [1]. The isotope shift is defined as δνA,A
0

i ¼ ν A0
i � νA

i , where ν A0
i

and νA
i are the frequencies of transition i for isotopes with mass mA0 and mA,

respectively. The mass shift contribution to the isotope shift of a one-electron atom

can be calculated by replacing the electron mass me by the reduced mass of the

system and leads to

δν A,A0
i,NMS ¼ meνA

i � mA0 � mA

mA � ðmA0 þ meÞ : ð1Þ

It is called the normal mass shift (NMS) and the prefactor of the mass scalingKi,NMS

¼ meνA
i is the normal mass shift constant. In a multi-electron system, the nuclear

recoil depends on the sum of all electron momenta and therefore the mass polari-

zation term or specific mass shift (SMS) can have a considerable contribution with

the same mass scaling. The corresponding constantKi,SMS is notoriously difficult to

calculate since it includes all electron momenta. The difference in the transition

frequency, δνA,A
0

i , between isotopes with mass mA and mA0 can in total be expressed

as

δν A,A0
i ¼ Ki

mA0 � mA

mA � mA0
þ Fi δ r2c

� �A,A0
, ð2Þ

where Ki ¼ Ki,NMS þ Ki,SMS is the (total) mass shift constant, Fi is the field shift

constant, and δ r2c
� �A,A0

is the corresponding change in the mean-square nuclear

charge radius of the two isotopes. Here we simplified the mass-dependence term by

the approximated dependence as it is usally used in the literature. Neglecting the

additional electron mass in the denominator of Eq. (1) leads to a change only of the

order of ðme=mAÞ2. To extract nuclear charge radii from isotope shifts, one needs

reliable numbers for the mass shift and field shift constants, which can be obtained

only from semi-empirical approaches or from ab initio calculations. Reasonable

agreement is usually obtained between these techniques. One of the most important
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procedures in this respect is the King plot [30], of which two versions exist that

have different applications. Both will be used below when analyzing the data.

The general approach is to multiply both sides of Eq. (2) with the inverse mass

factor μ ¼ mA � mA0= mA0 � mAð Þ and obtain

μ δν A,A0
i ¼ Ki þ Fi μ δ r2c

� �A,A0
: ð3Þ

The relation allows one to eliminate the unknown nuclear charge radii if measure-

ments are performed in two different transitions i and j for the same isotopes

μ δνA,A
0

i ¼ Ki � Fi

Fj
Kj þ Fi

Fj
μ δν A,A0

j : ð4Þ

This is a linear relation between the so-called modified isotope shifts μ δν A,A0
in the

two transitions i, j and can be used to extract the respective ratio of the field shift

constants or the relation of the mass shift constants. Alternatively, Eq. (3) can be

used with data of a single transition to directly obtain field shift and mass

shift constants. This requires mean-square charge radii or their respective changes

δ r2c
� �A,A0

for a subset of at least 3 isotopes from other sources. Usually, radii from

elastic electron scattering or X-ray transitions in muonic atoms are used, see, e.g.,

Ref. [31]. By plotting the modified isotope shift versus the modified changes in the

rms charge radii μ δ r2c
� �A,A0

, a linear regression delivers the field shift constant as

the slope and the mass shift constant as the intercept with the y-axis. A

multidimensional regression can be used if information from several transitions is

available.

Applying the extracted mass shift and field shift constants, charge radii of other,

especially short-lived isotopes can be obtained. However, the accuracy of the

extracted nuclear charge radii with these procedures is often hampered by the

insufficient accuracy of the charge radii data from external sources or the limited

number of stable isotopes. Odd-Z elements, for example, have only one or two

stable isotopes, which renders the usage of the King-plot procedure impossible.

High-precision isotope shift data with accuracy better than 1 MHz has rarely been

obtained beyond the lightest elements hydrogen [32], helium [33–38], lithium [39–

44] and beryllium [45–47] where they are used to either extract nuclear charge radii

of stable and short-lived isotopes or to test many-body non-relativistic quantum

electrodynamics calculations (NR-QED). Similarly accurate data does so far only

exist for the D1 and D2 lines in magnesium [48, 49] and the D1 line in calcium

[21, 22], all obtained by laser spectroscopy in Paul traps. Small differences in mass

corrected isotope shifts between transitions of the same fine-structure multiplet

provide information on subtle (relativistic) effects of the electronic wavefunction.

Briefly, the solution of the Dirac equation for a bound electron is a bispinor, of

which the upper component has a large and the lower component has a small

amplitude [50]. In the nonrelativistic limit only the large (i.e., upper) component

remains. With increasing Z, however, the contribution of the small component
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increases. It has parity opposite to that of the large component, but the same total

angular momentum. Hence, the p1=2 state acquires through this mechanism a small

contribution of an s state and therefore some small probability density within the

nucleus. Thep3=2 state on the other hand has only an admixture of the corresponding

d state and therefore a lower probability density at the nucleus than the p1=2. Such a

J-dependence of the field shift constant has already been reported in the 6s ! 6p
doublet in Ba II, where a field shift difference of 2.5(3)% was observed [51]. In

lighter isotopes these effects, caused by different contributions of the smaller

component of the Dirac wavefunction, are expected to be much smaller and were

so far not reported. Even in the most precise ab initio calculations up to Be, field

shift factors are assumed to be equal for both transitions of the respective doublets,

whereas a small relativistic mass-dependent change was included. In the case of

Mg, the transition frequencies were measured only in two isotopes and, thus, a

King-plot analysis could not be performed. Here, we report on high-precision

calcium isotope shift measurements in the D2 line for 40,42,44,48Ca from which we

extract differences in the probability density of the electrons at the nucleus and the

mass dependence of the difference between the isotope shifts in the two transitions

i, j of a fine-structure doublet, the so-called splitting isotope shift (SIS) [39]

δνA,A
0

SIS ¼ δνA,A
0

i � δνA,A
0

j , ð5Þ

which can also be understood as the change of the fine structure splitting between

the respective isotopes.

4 Experimental Results

4.1 Transition Frequencies

The absolute frequency of the D2 transition of 40Caþ is measured using the photon

recoil spectroscopy technique with an accuracy of better than 100 kHz. Table 1 lists

this new value together with previously measured transitions using the same

technique [21, 22] and literature values. As for the previous measurements, the

main systematic shifts of the D2 transition frequency include the lineshape shift,

AC-Stark shift, Zeeman shift, and AOM-envelope shift. We evaluate the shifts

Table 1 Absolute frequency

of the 2S1=2 ! 2P3=2,
2S1=2 !

2P1=2, and
2D3=2 ! 2P1=2

transition of 40Caþ

Transition Frequency (MHz) Refs.

2S1=2!2P3=2 761,905,012.599 (82) This work

761,905,012.7 (5) [20]
2S1=2!2P1=2 755,222,765.896 (88) [21]

755,222,766.2 (17) [19]
2D3=2!2P1=2 346,000,234.867 (96) [22]
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following the procedures outlined in reference [21] and adopt the results for the

Zeeman and Stark shift measurements. The frequency shift estimation is listed in

Table 2. The absolute frequency of the 40Caþ D2 transition is 761,905,012,599

(82) kHz obtained as the weighted average of the five measurements shown in

Fig. 4.

4.2 Isotope Shift

We analyze the data to extract the different contributions to the isotope shift and to

establish a self-consistent set of observables that can be used to provide benchmarks

for atomic structure calculations of this 19-electron system. The isotope shifts are

Table 2 Uncertainty

estimation of the absolute D2

transition frequency in 40Caþ

Systematic effect Shift Uncertainty

Zeeman (static magnetic field) �8 59

AC Stark (spectroscopy laser) 60 44

Lineshape (detection scheme) 152 20

Spectroscopy pulse envelope 0 16

Spectroscopy laser lock 0 0.6

Statistics 0 27

Total 204 82

All values are in kHz

Fig. 4 Results of five independent measurements of the absolute transition frequency in the D2

line of 40Caþ. The blue solid line is the weighted average frequency. The blue dashed-dotted lines
represent the statistical uncertainty and the red dashed lines the systematic uncertainty. The error
bar assigned to each measurement point indicates the statistical uncertainty. All uncertainties

given correspond to a confidence interval of 68.3%
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evaluated with respect to the most abundant isotope 40Caþ. The transition frequen-

cies of the reference and the isotope ACaþ are measured interleaved on one day to

cancel all common systematic shifts. The resulting isotope shifts are listed in

Table 3 together with the isotopic shift of the D1 transition obtained in a previous

measurement [22], and their difference. The latter, the so-called splitting isotope

shift δνSIS will be discussed in Sect. 5.

We performed a King-plot analysis of the D1 versus the D2 transition according

to Eq. (4). The result is shown in Fig. 5 and demonstrates the high quality of the

data. The excellent linearity of the data points indicates that at this level of accuracy

the higher even multipole moments in the nuclear shape parametrization as well as

second-order mass polarization terms, having mass dependence ð1=m2
A � 1=m2

A0 Þ,
can still be neglected. Due to this mass dependence, the latter are expected to have

contributions 10�4 of the linear mass polarization which is still below our mea-

surement uncertainty unless the coefficient of the quadratic term would be enor-

mously large. Additionally, this coefficient is usually considerably smaller than the

coefficient of the linear term and there is no simple mechanism in atomic theory to

invert this [52]. The slope of the line provides the ratio of the field shift constants

f :¼ FD2=FD1 in the two transitions while a relation between mass and field shift is

obtained from the intersection with the y-axis as k :¼ KD2 � f � KD1. We used two

fitting routines that are able to take the measurement uncertainties in x and

y direction into account to determine the parameters f and k with corresponding

uncertainties: we employed the algorithm described by York et al. [53] and

performed a Monte Carlo analysis [22]. The results of both methods are listed in

Table 4 and are fully consistent. A standard linear regression performed with

MATLAB gives consistent values for the fit parameters, but differs in the assigned

uncertainty, since it neglects the x uncertainty of the experimental data.

From f we can clearly conclude that the field shift in the D2 transition is by 0.85

(12)% larger than in the D1 transition. The size of this difference comes as a

surprise compared to a simple estimate using the hydrogenic approach of 0.52%

which is expected to provide an upper bound and will be discussed in Sect. 6.

Absolute values for the field shift and mass shift constant are required to extract

nuclear properties. This is not possible solely based on spectroscopic data without

additional information on the finite-nuclear-size effect. Fortunately, there is plenty

of data for the stable calcium isotopes not only for the mean-square charge radius

Table 3 Measured isotope

shifts in the D1 and D2

transitions referenced to 40

Caþ

A0 δν40,A
0

D1 δν40,A
0

D2 δν40,A
0

SIS

42 425.706 (94) 425.932 (71) 0.226 (118)

44 849.534 (74) 850.231 (65) 0.697 (98)

48 1705.389 (60) 1707.945 (67) 2.556 (90)

All values are given in MHz. The last column provides the

difference between the isotope shifts in the two lines of the fine-

structure doublet, which is commonly known as the splitting

isotope shift δν40,A
0

SIS . The uncertainties are dominated by statistics
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but also for form factors and their isotopic change. The most intriguing point in the

calcium isotope chain is the fact that the two doubly magic isotopes 40,48Caþ have

practically identical mean-square charge radii. Form factor measurements indicate

that this is due to the fact that charge is being transferred from the center and the

skin of the nucleus toward the surface region where the nuclear density dropped to

about half the saturation value, resulting in identical mean-square charge radii for

both isotopes [24, 26, 55]. Since there is clear evidence for this from non-optical

Fig. 5 King plot of the D2 versus the D1 transition. Plotted are the modified isotope shifts μ δ

ν40,A
0

i in the D2 against the D1 transition. The red dots represent the formerly most accurate

measurements [23] and the blue dots are the measurements presented here, with uncertainties

smaller than the symbol. The line is the result of a linear regression of Eq. (4) taking uncertainties
in both axis into account (for details see text). The insets show the relevant ranges around the data

points enlarged by more than two orders of magnitude to illustrate the quality of the fit

Table 4 Ratio of field shift factors f :¼ FD2=FD1, f 1 :¼ FDP=FD1, f 2 :¼ FDP=FD2 and difference

k :¼ KD2 � f � KD1, k1 :¼ KDP � f 1 � KD1, k2 :¼ KDP � f 2 � KD2 in GHz�amu as obtained from the

King plots of the D1, D2 and 2D3=2 ! 2P1=2 (DP) transitions

York et al. Monte Carlo std. fit

f 1.0085 (11) 1.0085 (12) 1.0083 (6)

k �2.881 (472) �2.873 (473) �2.787 (212)

f 1 �0.3110 (10) �0.3114 (10) �0.3116 (15)

k1 �1862.9 (4) �1862.8 (4) �1862.7 (6)

f 2 �0.3084 (10) �0.3088 (10) �0.3090 (17)

k2 �1863.8 (4) �1863.6 (4) �1863.6 (7)

Unexpectedly Large Difference of the Electron Density at the Nucleus in the. . . 11



data and it is also confirmed with high accuracy from optical data, we use this

particularity of the isotope chain to separate mass and field shift. Below, we will

present the result of a full analysis with all uncertainties included. First we assume

that δ r2c
� �40,48 ¼ 0 in order to explore the limits inherent in our measurement

uncertainty rather than being limited by the uncertainty of the nuclear-size correc-

tion. With this assumption, the isotope shift between the doubly magic isotopes

arises entirely by the mass shift, which is KD1 ¼ 409:020 ð14Þ½304� GHz�amu and

KD2 ¼ 409:633 ð16Þ½307� GHz �amu for the D1 and D2 transitions, respectively.

The parentheses represent the uncertainty excluding any uncertainty of δ r2c
� �40,48

,

while the value in square brackets indicates the change of Ki for

δ r2c
� �40,48 ¼ �0:0045 fm 2 taken into account. The significant deviation of the

ratio KD2=KD1 ¼ 1:00150 ð5Þ from one is caused by relativistic effects. Please note

that the uncertainty from δ r2c
� �40,48

given in the square brackets largely cancels in

this ratio since it changes both mass shift constants by the same (small) amount.

For a full analysis, we include the newly measured transition and extend the

analysis performed in [22]. From this, we extract field and mass shift constants for

the D2 line and improve the uncertainties of the constants in the D1 transition. The

result of this analysis is displayed in Table 5.

5 Splitting Isotope Shift

The splitting isotope shift (SIS), i.e., the change of the fine structure splitting

between isotopes, has been recently the subject of investigations in He [57], Li

[43, 44] and Be [47]. It is known to have in first order a mass dependence linear in

1=μ ¼ 1=mA � 1=mA0 . For light isotopes, the SIS is nearly independent of both,

QED and nuclear volume effects and has therefore served as an important

Table 5 Parameters of a

three-dimensional King plot

seeded with values of

δ r2c
� �40,A0

taken from [56]

Param. Previous [22] This work

FD1 �281.8 (7.0) �281.8 (6.9)

KD1 408.73 (40) 408.73 (40)

FD2 �284.7 (8.2)

KD2 409.35 (42)

FDP 87.7 (2.2) 87.6 (2.2)

KDP �1990.9 (1.4) �1990.0 (1.2)

δ r2c
� �40,42 0.2160 (49) 0.2160 (49)

δ r2c
� �40,44 0.2824 (65) 0.2824 (64)

δ r2c
� �40,48 �0.0045 (60) �0.0045 (59)

The units for the field shift constants Fi and mass shift constants

Ki and the changes in mean-square nuclear charge radii δ r2c
� �40,A0

are MHz/fm2, GHz�amu and fm2, respectively
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consistency check for theory and experiment [58]. From our previous analysis of

the isotope shifts, we can conclude that in calcium a small contribution of the finite-

nuclear-size effect is still inherent in the SIS since the field shift coefficients for

both transitions are slightly different. Again, we can utilize the identical mean-

square charge radii of 40,48Caþ, extract the mass polarization factor KSIS ¼ �613

ð21ÞMHz � amu and plot the mass dependence of the SIS (red solid line in Fig. 6).

The experimental SIS values for 42,44Caþ clearly deviate from this prediction for

light isotopes. However, the typical mass dependence is restored to very high

accuracy if the SIS is corrected for the difference in the field shift contribution

according to

δνSIS, fs�corr ¼ δνSIS, exp � FD2

FD1

� 1

� �
� FD1 � δ r2c

� � ð6Þ

using the field shift ratio f as determined above, the field shift factor

FD1 ¼ �284:7ð8:2Þ MHz/fm2 and the known change in the mean-square charge

radii according to Table 5.

The obvious discrepancy between the expected mass dependence of the first-

order mass polarization term and the experimentally observed SIS for 42,44 Caþ

can be perceived as the first detection of the field shift in a fine-structure transition

(2P1=2!2P3=2) of a light ion.

In conclusion, the experiment provided high-accuracy data that can now be used

to guide and benchmark theoretical mass shift and field shift calculations. In the

following section, we present improved calculations of the field shift in these

transitions.

Fig. 6 Splitting isotope

shift as extracted from the

measurements in the D1 and

the D2 transitions. The blue
circles are the
experimentally determined

splitting isotope shifts. The

red line represents the
mass dependence as

expected from the measured

δν40,48SIS assuming that

δ r2c
� �40,48 ¼ 0 and

neglecting the field shift

contribution. The red

squares are the SIS of 42Caþ

and 44Caþ after correction

for the remaining field shift

in the SIS
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6 Theoretical Background

Theoretical analysis of the isotope shift in heavy atoms is generally a rather

complicated task which requires a proper account of relativistic, many-body and

even quantum electrodynamics (QED) effects. Since the detailed evaluation of

these effects is beyond the scope of the present paper, we just briefly recall main

theoretical approaches and their predictions here. We will focus again on the field

shift constants Fi that characterize the finite-nuclear-size contribution to the

difference in transition frequencies δνA,A
0

i , see Eq. (2). Our experiment has shown

that the field shift in the D2 (2S1=2!2P3=2) transition is clearly larger than that in the

D1 (2S1=2! 2P1=2) channel. This J-dependence of the constantFi can be understood

from the different behavior of the Dirac wave functions of the 4p1=2 and 4p3=2 states

at the coordinate origin. Namely, while ψ4p3=2
ðrÞ vanishes at r ¼ 0, the ψ4p1=2

ð0Þ is
nonzero due to the contribution of its small (relativistic) component with the orbital

angular momentum ‘ ¼ 0. Hence the reduction of the electron density at the

nucleus, being the origin of the field shift, is larger for the 2S1=2 ! 2P3=2 transition.

Having discussed the (qualitative) reason for the difference of the D1 and D2

field shifts, we will compute now the ratio f ¼ FD2=FD1. As a first approximation,

we employ the known formulas for the finite-nuclear-size correction for the n ¼ 4

hydrogenic states from Ref. [59] to find:

f hydr ¼ 1þ ðZαÞ215
64

þ OððZαÞ2Þ : ð7Þ

This expression yields f hydr ¼ 1:0050 for the nuclear charge Z ¼ 20, which is in

good agreement with the result f hydr, num ¼ 1:0051 of a direct numerical evaluation

of hydrogenic field shifts.

Within the naı̈ve hydrogenic approach, one can also estimate the contribution of

the QED effects to the ratio FD2=FD1 of the field shift constants. Namely, by using

results for nuclear-size correction to the Lamb shift of one-electron atoms,

Ref. [60], we estimate:

δf QEDhydr ¼ ðZαÞ2 15
64

� α

π
½1þ OðZαÞ� : ð8Þ

This implies that the QED effects are negligible for the f ratio in the Caþ ion,

δf QEDhydr � f hydr. Therefore, any further corrections to the f hydr may arise only from

the electron–electron (e–e) interactions which were neglected in the hydrogenic

model. These interactions should reduce the f hydr as can be expected, for example,

from Eq. (7) in which we can decrease the charge Z to account for the screening of

the nucleus by core electrons.

In order to describe properly the many-electron contributions to the field shift

ratio f, one needs to apply theories more advanced than the “screening” hydrogenic

model. Therefore, as a second approximation, we solved the DF equation and found
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the finite-nuclear-size corrections to the Caþ energy levelsΔEfns. The field shift ratio

is then simply evaluated as fDF ¼ ΔEfnsðD1Þ=ΔEfnsðD2Þ and is 1.0010 for Caþ. This
DF result includes the first order e–e correlations and can be further improved by

taking into account the higher-order corrections. For example, to consider (par-

tially) the second-order e–e effects we employed the DF equation with the effective

core-polarization potential [61–63]. As seen from the third line of the Table 7, this

leads to a further slight reduction of the f ratio.
To further investigate the role of e–e interactions, we employ a RCC theory

starting with the DF equation by considering singles and doubles excitation approx-

imation (CCSD method) and accounting important triple excitations in the CCSD

method (referred to as CCSD(T) method) as described in Refs. [65, 66]. In this

calculation, we consider a Dirac-Coulomb-Breit Hamiltonian and lower order QED

corrections in the approximations described in Ref. [67]. We obtain the field shift

constant for the D1 and D2 lines as FD1 ¼ �284:0 MHz/fm2 and FD2 ¼ �284:8
MHz/fm2 in the CCSD method andFD1 ¼ �279:0MHz/fm2 andFD2 � 280:3MHz/

fm2 in the CCSD(T) method. This corresponds to f CCSD ¼ 1:0029 and f CCSDðTÞ
¼ 1:0048 in the CCSD and CCSD(T) methods, respectively. We compare the

experimental results on the field shift constants and their ratios in Table 6 with

the ones obtained from the CCSD(T) method. The ratio obtained in CCSD(T) is

close to the hydrogenic value, but still considerably smaller than the experimental

result.

As an alternative approach to the CCSD(T) method, we have examined the

correlation potential method [68] and the combination of configuration interaction

Table 6 Transition field shift

constants and ratios obtained

in the CCSD(T) and CI

+MBPT calculations and

comparison with

experimental values

Param. Experiment CCSD(T) CI+MBPT

FD1 �281.8 (7.0) �279.0 (6.0) �288.6 (1.2)

FD2 �284.7 (8.2) �280.3 (6.0) �289.0 (1.2)

f 1.0085 (12) 1.0048 1.0014 (4)

FDP 87.7 (2.2) 103 (10) 90.3 (1.0)

f 2 �0.3088 (10) �0.367 �0.312 (5)

We use the notation defined in Table 4. Fi is in MHz/fm2,

f dimensionless

Table 7 Theoretical

predictions for the ratio

f ¼ FD2=FD1 of the field shift

constants for the Caþ ion

Theoretical model f Refs.

Hydrogenic 1.0051 This work

Dirac-Fock 1.0010 This work

Dirac-Fock + Core Pol. 1.0009 This work

CCSD 1.0029 This work

CCSD(T) 1.0048 This work

MBPT 1.0011 Ref. [64]

CI+MBPT 1.0014 (4) This work

Experimental value 1.0085 (12) This work

The theoretical results are compared, moreover, with the present

experimental value of f
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and many-body perturbation theory (CI+MBPT) [69, 70]. Both methods give very

consistent results. In the first method, we create a correlation potential Σ̂ to second

order in the residual Coulomb interaction. We include this potential in the DF

Hamiltonian and solve to create “Brueckner” orbitals. The field shift is obtained by

varying the nuclear radius, repeating the entire calculation, and extracting the

dependence of the energy eigenvalue. This ‘finite-field’ method is similar to that

previously applied to calculations of field shift in Caþ [71]. It includes certain

chains of diagrams to all-orders, for example so-called random-phase approxima-

tion corrections are included. Our result for the D2/D1 ratio using Brueckner

orbitals is f ¼ 1:0010. This value is directly comparable to the third-order MBPT

results of Safronova and Johnson [64] who also obtain f ¼ 1:0010.
In the second method, we perform a configuration interaction (CI) calculation

allowing for single and double excitations from the 3s and 3p hole states. Correla-

tions with the frozen core (K and L shells) are included at second-order in MBPT by

modifying the radial integrals of the CI calculation. This ‘particle-hole’ CI+MBPT

method is similar to that introduced in Hgþ [72]. It improves upon the Brueckner

calculation in that correlations with the core 3s and 3p shells are taken into account
to all order (only double excitations are included, but triple excitations in this

calculation are not important). Again we use the finite-field method to obtain the

field shift. The final results presented in Tables 6 and 7 are the CI+MBPT method,

with the difference from the Brueckner calculation taken as an indicative uncer-

tainty. Note that QED effects are not included in these results. They can contribute

up to 2 MHz/fm2, to FD1 and FD2, but as discussed previously they have a much

smaller effect on the ratio.

In Table 7 we summarize our theoretical predictions of the field shift ratio f. As
expected, the hydrogenic value provides the upper bound of the ratioFD2=FD1 while

the electron correlations lead to a reduction of f. Moreover, one can see from the

table that the experimental result for the relativistic correction to the ratio of field

shift constants, i.e., 1� f exp, is 70% larger than all available calculations, including

even f hydr. The discrepancy between f exp and the best theoretical models is about 3σ

of the experimental uncertainty; its reason is still unclear and will require future

study.

7 Summary

We presented absolute frequency and isotope shift measurements of the D2 line in

even calcium isotopes at the 100 kHz level. The high accuracy of the measurement

was enabled through photon recoil spectroscopy on trapped and sympathetically

cooled ions using a spectroscopy laser referenced via an optical frequency comb to

a calibrated hydrogen maser at PTB. From a multi-dimensional King-plot analysis

including data from previous measurements on the D1 and 2D3=2!2P1=2 transitions,

we derived a slightly improved set of field and mass constants for these transitions,
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and changes in the nuclear charge radius between isotopes. In particular, the

measurements revealed for the first time field shift contributions to the splitting

isotope shift in a light ion. Using the experimental data as a benchmark, we have

performed theoretical calculations of the field shift constants and their ratios by

using a simple hydrogenic approach, by solving the Dirac-Fock equation, also

including core polarization, by relativistic coupled-cluster calculations including

up to triples excitation, and by combining configuration interaction and many-body

perturbation theory. The individual field shift constants for the D1 and D2 line

derived from the coupled-cluster and many-body perturbation theory calculation

show satisfactory agreement with the experimental data. However, we experimen-

tally found a surprisingly large ratio of the field shifts in the D2 and D1 fine-

structure doublet, f exp. The relativistic correction to this value, 1� f exp, is about

70% larger than the theoretical estimates, which is a 3 σ of experimental uncer-

tainty. The account of electron–electron interactions leads to a further reduction of

the theoretical value f theo and, hence, to an even larger discrepancy with the

experiment. For example, based on the CCSD theory we found that the difference

of the D1 and D2 field shifts of 0.18% is considerably smaller than the 0.83% found

in the experiment. The origin of this unexpectedly large difference must be clarified

by further theoretical and experimental studies.
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New Avenues for Matter-Wave-Enhanced

Spectroscopy

Jonas Rodewald, Philipp Haslinger, Nadine D€orre, Benjamin A. Stickler,

Armin Shayeghi, Klaus Hornberger, and Markus Arndt

Abstract We present matter-wave interferometry as a tool to advance spectros-

copy for a wide class of nanoparticles, clusters and molecules. The high sensitivity

of de Broglie interference fringes to external perturbations enables measurements in

the limit of an individual particle absorbing only a single photon on average, or

even no photon at all. The method allows one to extract structural and electronic

information from the loss of the interference contrast. It is minimally invasive and

works even for dilute ensembles.

1 Introduction

Our contribution to this special issue is dedicated to Theodor W. Hänsch, who has

inspired generations of physicists as a role model for scientific creativity, genius and

passion for precision. Seeing how many methods in laser physics, atomic and

molecular physics, quantum optics, and high-level spectroscopy Ted Hänsch

advanced to unprecedented precision, we are reminded of a remark by Whitehead

about philosophy: The safest general characterization of the European philosophical
tradition is that it consists of a series of footnotes to Plato. [1]. In that spirit, we offer
here a ‘footnote’ to Hänsch’s work on spectroscopy and matter-wave interferometry.

In the following, we will focus on prospects for measurements in OTIMA [2, 3],

an Optical TIme-domain near-field MAtter-wave interferometer for clusters and

molecules with pulsed photo-depletion gratings. However, our arguments can be

readily transferred to other interferometers for atoms, clusters, or macromolecules
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J. Rodewald • N. D€orre • A. Shayeghi • M. Arndt (*)

Faculty of Physics, VCQ, University of Vienna, Boltzmanngasse 5, 1090 Vienna, Austria

e-mail: markus.arndt@univie.ac.at

P. Haslinger

University of California, Berkeley, Leconte/Birge Hall, Berkeley, CA 94720, USA

B.A. Stickler • K. Hornberger

Faculty of Physics, University of Duisburg-Essen, Lotharstraße 1-21, Duisburg, Germany

© The Author(s) 2018

D. Meschede et al. (eds.), Exploring the World with the Laser,
https://doi.org/10.1007/978-3-319-64346-5_2

21

http://orcid.org/0000-0002-9487-4985
mailto:markus.arndt@univie.ac.at


that use combinations of mechanical and optical gratings, operating in the matter-

wave near-field or far-field, in position space or in the time domain [4, 5].

2 Matter-Wave Interferometry with Pulsed Photo-Depletion

Gratings

Near-field matter-wave interferometry is based on the discovery of coherent

self-imaging behind periodic structures by Talbot [6] and Lau [7]: When a trans-

mission grating of period d is illuminated by a plane wave of wavelength λ, an
image of the mask will be reproduced at multiples of the Talbot distance LT ¼ d2=λ
behind the grating—without the need of any focusing optics, simply by virtue of

near-field interference. The trick works even for spatially incoherent sources if

another grating is inserted before the diffraction mask, again at multiples of the

Talbot length. This concept was realized for light [8], X-rays [9, 10] and

atoms [11, 12]—also in the time domain [13–15]. Throughout the last decade,

Talbot–Lau interferometry has been extended to organic molecules, clusters and

biomolecules [3, 16–18].

OTIMA, in particular, is an interferometer that utilizes three pulsed photo-

depletion gratings [2, 3, 18] to prepare, diffract and detect beams of complex

nanoscale particles (Fig. 1). In our experiments, the gratings are realized as retro-

reflected fluorine laser beams, at a vacuum ultraviolet wavelength of λ ¼ 157:6 nm,

yielding standing light waves with a period of d ’ 79 nm. In the antinodes of the

standing light waves, the molecular beam is depleted by ionization, dissociation, or

any other mechanism that renders these molecules invisible to the detector further

downstream. This way, the light field acts effectively as a periodic absorptive mask.

The high laser photon energy of 7.9 eV allows manipulating a wide range of

molecules or clusters in the same machine—largely independent of particle-specific

narrow optical resonances.

Three gratings are combined to form a complete Talbot–Lau interferometer: the

first gratingG1 establishes a periodic array of possible molecular locations, close to

the nodes of the standing wave. The tight confinement of the wave function around

these nodes then imposes a momentum uncertainty which ensures a rapid increase

in transverse coherence behind the grating—even for an initially incoherent molec-

ular beam. The second grating is positioned such that the incident molecular

coherence extends at least over two nodes or antinodes of G2. This way, the

propagating molecular wave covers two or more semiclassical paths on the way

to the final state atG3, further downstream. Resonant near-field interference occurs

around multiples of the Talbot time TT ¼ d2m=h, corresponding to a Talbot length

LT ¼ vTT ¼ d2=λdB, for particles of mass m. In time-domain interferometry, all

particles within the grating area see the same pulse sequence for the same duration,

independent of their own velocity v.
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Fig. 1 a UV–VIS spectroscopy in OTIMA: absorption of a single photon from a running laser

wave imparts a recoil to the absorbing cluster or molecule. If the wavelength of the light is

comparable to the semiclassical path separation of the delocalized particle, the interference fringe

pattern experiences a measurable dephasing (Sect. 3) [19, 20]. Because of the small grating period

(79 nm), single-color visible or infrared (VIS/IR) spectroscopy requires the collective momentum

transfer of several photons or operation of the matter-wave interferometer in higher Talbot orders.

b VIS/IR spectroscopy: can also be realized by combining a single (VIS/IR) photon of laser beam

L1 (red arrow) with a single UV photon from beam L2 (green arrow) which provides the required
momentum transfer (Sects. 6 and 7). c Polarizability spectroscopy: is the least invasive of all three
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The molecular fringe pattern can be visualized in various ways: the third grating

G3 acts as a spatially resolving mask with a resolution of well below λ=2 ¼ 79 nm

and a post-ionizing time-of-flight mass spectrometer allows recording all particles

transmitted by this mask. If the clusters [3, 18] or nanoparticles [21] in the beam

have a broad mass distribution with fixed mass separation, and if they all have the

same velocity, as often the case in supersonic beams, they realize a ‘comb’ of de
Broglie waves. The particles remain, however, mutually incoherent since they are

distinguishable. Recording the mass spectrum then corresponds to reading an

interference pattern as a function of mass m or wavelength λdB. One may also

describe this phenomenon as a wave function rephasing in the time-domain [13],

without reference to position and independent of the velocity distribution.

We exploit in particular the resonance in particle transmission behind gratingG3

as a function of the pulse delay between two subsequent gratings τij ¼ tðGiÞ� tðGjÞ.
This resonance occurs for a symmetric interferometer timing, T ¼ τ12 ¼ τ23, and
we find a rapid decrease in the interference contrast when this balance is skewed by

more than Δt ¼ τ23 � τ12 ’ τ23=N, where N is the number of grating nodes

illuminated by the incident molecular beam [22].

In principle, the matter-wave fringes could also be measured directly by plotting

the particle transmission versus the lateral displacement of either grating. However,

in our case, all three laser beams are retro-reflected by the same mirror to render the

system as insensitive to mechanical vibrations as possible. The fringes are thus not

affected by slow tilts or shifts of the mirror. Instead, in OTIMA interferometry, the

interference contrast can be extracted from a comparison of the interferometer

transmission for the case of resonant (symmetric) and non-resonant (slightly asym-

metric) laser pulse delays [3]. For this setting, we here propose a variety of new

spectroscopy tools and procedures.

3 Matter-Wave-Enhanced Recoil Spectroscopy (MERS)

Amatter-wave interferometer can be used as a single-photon recoil spectrometer by

adding a running laser wave L close to the central grating G2 (Fig. 1a). Absorption

of a single photon then imparts a recoil onto the molecule, without providing

‘which-path information’. Subsequent spontaneous reemission of photons would

introduce a random phase and decoherence [23], but most macromolecules dissi-

pate the energy radiationless to many lower-lying electronic and vibrational

states [20, 24].

Fig. 1 (continued) techniques. The off-resonant dipole interaction with the intense laser field G4

deforms the matter-wave front—leading to a loss of fringe contrast even without any photo-

absorption. This method may be particularly useful for weakly bound van der Waals clusters

(Sect. 8)
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Heating of the internal molecular state does not destroy the center-of-mass

coherence [25, 26] as long as the internal and external degrees of freedom remain

separable. Wavelets associated with the same internal state remain coherent to

each other [24]. Absorption inside a matter-wave interferometer thus creates shifted

and unshifted molecular fringe patterns which are correlated with heated and

unheated internal states. Even if the shifted and the unshifted fringes cannot be

resolved, the loss of the total fringe visibility can be used for spectroscopy with high

accuracy [19, 20].

In OTIMA interferometry, the momentum imparted by each VUV grating

exceeds the absorption recoil of a 0.3–100 μm spectroscopy photon by a factor up

to 300. Visible (VIS) and near-infrared (NIR) spectroscopy will therefore work best

in higher Talbot orders, when the grating pulse separation time amounts to about

two or three Talbot times and the molecular state is delocalized over two or three

periods of G2. Probing photons with wavelengths around 270–320 nm are for

instance required to study the electronic states of aromatic amino acids and nucle-

otides, peptides and oligonucleotides. Comparing UV spectra of biomolecules in

the gas phase with molecules in solution could later provide valuable information

about structural changes in these different environments [27, 28].

4 Fluorescence Recoil Spectroscopy (FRS)

If, contrary to the previous assumptions, absorption is followed by fluorescence, the

emitted photon will add a recoil to the molecular motion, whose orientation varies

randomly for each molecule. This leads to a reduction of the fringe contrast. One

can use this loss of visibility to extract fluorescence quantum yields. When the

exciting laser illuminates the molecular beam from the front, the absorption recoil

does not blur the interference pattern and the timing of the laser pulse determines

when and where the molecule is hit relative to the position and time of the second

grating pulse. If the fluorescence wavelength distribution is known, the contrast

reduction of the matter-wave interference pattern provides a measure for the

product of the absorption cross section and the fluorescence yield. The absorption

cross section can be extracted independently at low laser power and with the laser

beam oriented parallel to the grating k-vector. When as little as 10% of all

molecules are excited [20], the absorption measurement is only minimally affected

by fluorescence.

5 Multi-Photon Recoil Spectroscopy (MPRS)

If the probing laser wavelength exceeds the grating period substantially, a single

photon cannot provide the recoil to shift the interference pattern sufficiently

far. This is for instance the case for vibrational transitions, driven by near-infrared

(NIR) or far-infrared (FIR) photons with wavelengths around 3–100 μm.
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Multi-photon absorption can then still be a viable option if the cumulated recoil of

many absorbed photons has sufficient momentum.

Multi-photon recoil spectroscopy is conceptually similar to infrared multi-

photon dissociation spectroscopy (IR-MPD) [29]. The anharmonicity of molecular

potentials usually prevents the subsequent absorption of many monochromatic

photons within the same vibrational energy ladder (anharmonicity bottleneck,
Fig. 2a) [30]. On the other hand, couplings between the vibrational modes can

dissipate the absorbed energy (Fig. 2b). In complex particles, vibrational excita-

tions can relax on the picosecond time scale to many vibrational states, i.e., very

fast compared to the duration of the nanosecond spectroscopy pulse. Even though

multi-photon absorption will lead to internal heating, this is compatible with high-

contrast interference as long as it does not provide which-path information by

emission of thermal radiation [31]. Sequential absorption with a Poissonian photon

number distribution will lead to a biased quantum random walk in momentum. In

contrast to the single-photon case, extracting an absolute absorption cross section

from the visibility loss is then less direct. However, the spectral line positions and

widths will remain measurable.

6 Resonance-Enhanced Multi-Photon Recoil Spectroscopy

(REMPRS)

In order to avoid heating and the risk of spectroscopic shifts, conformation changes

or even fragmentation, it is desirable to limit the number of photons required to

retrieve information—even in the infrared regime. This challenge has been

Fig. 2 a The absorption of

multiple photons from a

monochromatic source is

suppressed due to the

anharmonicity bottleneck.

b Internal vibrational

relaxation (IVR) to other

modes dissipates the energy

and enables the repeated

excitation of the same IR

transition until sufficient

momentum recoil has been

accumulated to shift the

fringe pattern measurably
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addressed in physical chemistry by action spectroscopy where the absorption of a

few photons may lead to a detectable ‘action’, for instance the detachment of an

additional messenger atom. Action spectroscopy has been very successful in cluster

physics [29]. A prominent example is the spectroscopy of impurities in helium

nanodroplets where the deposition of 1 eV of energy even suffices to boil off 2000

helium atoms [32]. However, the attached messenger atom or the environment,

such as a liquid helium nanodroplet, may also influence the electronic structure of

the host molecule [33].

We suggest that it is possible to avoid the need for messengers and artificial

environments based on a recoil analog of resonance-enhanced multi(two)-photon

ionization spectroscopy (REMPI/R2PI) [35]. In matter-wave-enhanced resonant

multi-photon recoil spectroscopy (REMPRS/R2PRS), the spectroscopy photon

from laser beam L1 triggers the absorption of a photon of high momentum from

laser beam L2. We illustrate the idea in Figs. 1b and 3a where the first photon from

laser beam L1 excites the molecule for instance from the electronic and vibrational

ground state jg, 0i to the higher-lying vibrational state jg, 1i and a photon from the

more energetic laser L2 couples this state to the upper electronic state je, 1i,
imparting the required kick (see Fig. 3a). This method is appealing for particles

where photo-ionization has been notoriously difficult and photodissociation chan-

nels are not available, as is the case for many massive biomolecules [36–38].

7 Matter-Wave-Enhanced Recoil Dip Spectroscopy (RDS)

While in our previous examples the resonant reduction of matter-wave contrast was

assumed to provide the spectroscopic signal, we illustrate in Figs. 1b and 3b how

recoil dip spectroscopy can even restore and enhance this contrast on resonance.

We assume that the absorption of a single (V)UV photon from jg, 0i to je, 1i imparts

sufficient recoil to reduce the matter-wave visibility. However, we can deplete the

ground state jg, 0i by coupling it resonantly to a neighboring vibrational state of the

Fig. 3 a In IR–UV-recoil

dip spectroscopy the matter-

wave dephasing action of a

UV photon is suppressed by

emptying the ground state in

a resonant IR transition. b In

double resonant IR–UV-

recoil spectroscopy the kick

of the UV photon is

conditioned on the prior

absorption of the IR or VIS

photon
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same electronic manifold jg, 1i. This reduces the UV absorption and raises the

fringe contrast again. Dip spectroscopy may appear counterintuitive in comparison

with earlier results from atom interferometry [34] where an increase in the number

of absorbed quanta led to a decrease in fringe contrast. In contrast to that,

reemission is suppressed in many molecules during their transit through the inter-

ferometer. OTIMA offers a suitable frame for this scheme since the nanosecond

precise timing allows depleting the ground state prior to the UV absorption and with

a lead time shorter than the life time of the excited state.

IR–UV dip spectroscopy requires that the UV photon couples efficiently to one

particular vibrational ground state but substantially less to the IR excited vibrational

mode. In many small- and medium-sized molecules, it is possible to excite elec-

tronic transitions with vibrational resolution. In these cases, recoil dip spectroscopy

(RDS) is a realistic option. Even if the UV transitions are broadened when they

couple to short-lived excited states, IR dip spectroscopy should provide resolution

of the vibrational ground states, as seen in the modulation of the fringe visibility.

In VIS–UV dip spectroscopy the transitions couple electronic states and absorp-

tion of a visible spectroscopy photon is followed by a UV photon with higher

momentum. As before, the method requires that the ground state and the excited

state of the electronic transition couple differently to the UV photon.

8 Matter-Wave-Enhanced Polarizability Spectroscopy

(MEPS)

Valuable spectroscopic information can be obtained even without exchanging a

single real photon: The atomic or molecular polarizability provides important

information about the particle composition and structure as well as their van der

Waals interactions with molecules or surfaces.

In atom interferometry, the optical polarizability has for instance been measured

by imprinting a differential phase on two spatially separated parts of a cloud of

ultracold atoms that were then recombined to interfere [39]. Even if the path

separation of the matter-wave packets is smaller than the width of the spectroscopy

laser beam, they accumulate state-selective phase shifts in the interference pattern,

which may provide information about optical polarizabilities [40] or transition

dipole matrix elements [41].

This can be generalized to high-mass particles, too. The optical polarizability of

complex molecules at fixed wavelength (532 and 157 nm) can be extracted from the

diffraction efficiency in the standing light wave in Kapitza–Dirac–Talbot–Lau [42]

and OTIMA interferometry [43]. Here, we propose to measure it across a wide

spectrum using OTIMA interferometry. By interaction with a tunable standing
light-wave grating (G4 ), close and parallel to G2 (see Fig. 1c), the molecular

matter-waves acquire a phase shift which reduces their interference contrast.
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The effect of the additional grating can be understood in both a classical and a

quantum picture: Quantum mechanically, the grating acts like a phase grating,

whose period varies with wavelength and whose impact on the matter-wave is a

function of the molecular optical polarizability. In a classical picture, the fluctuat-

ing array of dipole force microlenses in G4 scrambles the molecular interferogram.

Tuning the spectroscopy laser then allows one to modulate its fringe contrast (see

below).

In contrast to the absorptive spectroscopy, which can be done already with

running laser waves, we here rely on the presence of an optical grating to impose

strong local dipole forces. They scale with the gradient of the dipole potential

and are maximized in a standing light wave. It is favorable if the spectroscopy

grating (G4) phase is unstable since a fluctuating phase ensures that we can ignore

residual effects of constructive matter-wave interference that might emerge when

the spectroscopy grating G4 and the diffraction grating G2 have commensurate

periods.

9 Theoretical Description

In order to quantify these statements, we here discuss how the fringe visibility is

affected in OTIMA interferometry by the presence of a spectroscopy beam directly

after the second grating, G2. In general, the interference signal is calculated by

combining the effect of each individual grating on the incoming matter wave with

its free propagation between the gratings [2, 22, 44].

Exploiting that the transit through each individual laser grating can be described

in the eikonal approximation [45], the interaction between the matter wave and

grating Gk, k ¼ 1, 2, 3, is characterized by the eikonal phase shift ϕðkÞ
0 ¼

4πEðkÞαðλÞ=hcε0A, and by the mean number of absorbed photons per molecule or

cluster, n
ðkÞ
0 ¼ 4EðkÞλσabsðλÞ=hcA [2]. Here, EðkÞ is the pulse energy, A denotes the

laser spot area (flat top assumed), αðλÞ and σabsðλÞ are the molecular polarizability

and absorption cross section at the laser wavelength λ, respectively.
OTIMA contrast—In the absence of any additional laser, the sinusoidal visibility

of the interferogram can be computed as a function of the laser grating pulse

separation time T and all known laser parameters

Vsin ¼ 2I1ðnð1Þ0 =2ÞI1ðnð3Þ0 =2Þ
I0ðnð1Þ0 =2ÞI0ðnð2Þ0 =2ÞI0ðnð3Þ0 =2Þ

� ζcoh � ζdep
ζcoh þ ζdep

J2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ζ2coh � ζ2dep

q� ����� ����,
ð1Þ

where Jn and In are Bessel functions. The parameter ζcoh ¼ ϕð2Þ
0 sin ðπT=TTÞ

describes the coherent evolution induced by the phase grating component in G2

and ζdep ¼ n
ð2Þ
0 cos ðπT=TTÞ=2 is related to the photo-depletion of the molecular
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beam in the anti-nodes of the standing light wave, also in G2. The visibility Vsin

varies periodically as a function of the pulse separation T, and its period is

determined by the Talbot time TT.

Recoil Spectroscopy—Absorption of photons from a pulsed running wave laser

of wavelength λL in the instant after the second grating pulse will impart a recoil on

the absorbing molecule [19]. In practice, one may even overlap G2 and the

spectroscopy laser on the same spot at the same time using dichroic optics. The

resulting reduction of the signal visibility can then be used to extract the absolute

absorption cross section of the molecule [20]. Assuming that the probability of

absorbing n photons is described by a Poisson distribution with mean

nLðλLÞ ¼ σabsðλLÞELλL=ALhc, the sinusoidal visibility eV sin in the presence of the

spectroscopy beam can be written as

eV sin

Vsin

¼ exp �2nL sin
2 π

d

λL

T

TT

� �� 	
: ð2Þ

Thus, ln eV sin =Vsin decreases linearly with the product of the total absorption cross

section and the recoil laser energy, σabsðλLÞEL. One can therefore measure the

molecular absorption spectrum by varying the laser power at λL and observing the

fringe contrast. This idea can be extended in a straightforward way to recoil dip

spectroscopy, where only the readout of the spectrum is modified.

Polarizability Spectroscopy—Replacing the running wave laser by a tunable

standing light wave grating allows us to measure the molecular polarizability. In

this case, the spectroscopy laser acts as a fourth grating with period λL=2. It is timed

such that that the free flight to the second grating is negligible. Hence, the interac-

tion between the spectroscopy laser and the molecule is characterized by the

eikonal phase ϕLðλLÞ ¼ 4πELαðλLÞ=ALhcε0 and the mean photon number

nLðλLÞ ¼ 4ELλLσabsðλLÞ=ALhc. To avoid moiré-type effects, we propose to induce

or maintain phase fluctuations between the spectroscopy grating and the three

(phase stable) interferometer gratings. The signal visibility reduction is then

eV sin

Vsin

¼
J0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ϕ2
L sin

2 π
2d

λL

T

TT

� �
� n2L

4
cos 2 π

2d

λL

T

TT

� �s" #�����
�����

I0ðnL=2Þ
: ð3Þ

Varying the laser wavelength λL in a regime in which photon absorption can be

neglected, nL � 1, the spectroscopy laser acts as a pure phase grating and the

contrast reduction is

eV sin

Vsin

¼ J0 ϕL sin π
2d

λL

T

TT

� �� 	���� ����: ð4Þ

Thus, one can directly extract the spectral molecular polarizability from measuring

the contrast reduction for different pulse energies EL.
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In deriving the visibility (1), we have neglected additional contrast-reducing

processes such as scattering with residual gas atoms [44, 46], thermal

decoherence [31] or phase averaging due to machine vibrations or internal molec-

ular dynamics [47, 48]. Such processes would affect the signal visibility with a

common pre-factor which cancels in the ratio of the visibility with and without

spectroscopy laser. This renders the measurement rather robust with respect to

decoherence and dephasing.

10 Conclusion

Spectroscopy is an important field of atomic, molecular and optical physics with

close ties to areas as diverse as physical and biochemistry, environmental science or

laboratory astrophysics. It is therefore important to explore methods which are

minimally invasive in the sense that they require the scattering of very few real

photons to eventually not even a single one.

Matter-wave interference offers an interesting option as it imposes a very narrow

comb of molecular density fringes which serves as a nanoscale ruler, whose

position can be read with a sensitivity and accuracy of 10 nm or less.

While a conceptual similarity with classical Moiré shadows is obvious [49],

operating in the quantum regime allows one to prepare even narrower fringes and a

substantially enhanced sensitivity to fringe displacements. Compared to classical

deflectometers, which usually operate with position resolution on the order of tens

of micrometers [50, 51], quantum interferometry has the potential of improving the

position sensitivity by three to four orders of magnitude. However, substantial

future work still needs to be invested in generating sufficiently brilliant molecular

beam sources to turn this idea into a generic and universal tool.

Matter-wave-enhanced spectroscopy is promising and useful for isolated mole-

cules and clusters in the gas phase under diverse boundary conditions. It can be

beneficial when the absorbed energy is dissipated in internal conversion processes

and fluorescence or action spectroscopy fails. This applies to a large class of

complex biomolecules and van der Waals clusters.

Interference-assisted absorption spectroscopy is also expected to be favorable

for many gas phase neutral vitamins, peptides and proteins with a low vapor

pressure, forming only very dilute molecular beams. While interferometry can

operate eventually even with a single molecule per shot, direct absorption using

Beer’s law would require beam densities many orders of magnitude higher.

Matter-wave interferometry-assisted two-photon and polarizability spectros-

copy is also favored over fluorescence methods, where one would usually want to

scatter many photons per particle. Multi-photon scattering may lead to excessive

heating, particle dissociation or modification. This is the case for weakly bound van

der Waals clusters, whose quantum wave nature has been successfully demon-

strated in OTIMA interferometry [3, 18].
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Yb Fiber Amplifier at 972.5 nmwith Frequency
Quadrupling to 243.1 nm

Z. Burkley, C. Rasor , S.F. Cooper, A.D. Brandt, and D.C. Yost

Abstract We demonstrate a continuous-wave ytterbium-doped fiber amplifier

which produces 6.3 W at a wavelength of 972.5 nm. We frequency-quadruple

this source in two resonant doubling stages to generate 530 mW at 243.1 nm.

Radiation at this wavelength is required to excite the 1S–2S transition in atomic

hydrogen and could therefore find application in experimental studies of hydrogen

and anti-hydrogen.

1 Introduction

The hydrogen 1S–2S two-photon transition was first observed by Hänsch

et al. [1]. Over the following four decades, the continued improvement in the

spectroscopy of this transition has led to increasingly precise determinations of

the Rydberg constant and proton charge radius—ultimately providing a stringent

test of quantum electrodynamics [2]. The importance of the 1S–2S transition stems

in part from the simplicity of hydrogen, which makes it amenable to theoretical

study, and also from its narrow natural linewidth of only 1.3 Hz.

When reviewing the well-known measurements of the 1S–2S transition, one can

also observe a continual refinement of the spectroscopy lasers used—first, by a

transition from pulsed to continuous-wave (cw) lasers [3, 4] and then by an increase

in power, coherence and robustness [5–9]. The most recent result was reported by

the Hänsch group in 2011, in which they determined the transition to a fractional

frequency uncertainty of 4:2� 10�15 [10]. By that time, the UV laser source had

evolved to an all solid state system that produced 13 mW of 243 nm cw radiation.

This radiation was then cavity enhanced to 368 mW within the hydrogen spectrom-

eter. In addition to the impressive intracavity power, this radiation source possessed

an extremely narrow linewidth of�1 Hz which is commensurate with the hydrogen

This article is part of the topical collection “Enlightening the World with the Laser” - Honoring
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1S–2S transition width itself. More recently, in 2013, Beyer et al. [11] reported on a

243 nm laser which was capable of producing 75 mW before cavity enhancement.

Notwithstanding these accomplishments, we believe that continuing to increase

the laser power at 243 nm would be very beneficial. For instance, the 1S–2S

transition could be excited with laser beams of large transverse dimensions,

which could decrease transit-time broadening and increase the proportion of

atoms in the atomic beam that are excited. With the recent trapping of anti-

hydrogen in its ground state, a larger beam would also prove beneficial in mitigating

the difficulties created by the low number of trapped anti-hydrogen atoms available

[12, 13]. However, we are mainly motivated to develop a power-scalable 243 nm

laser in order to explore proposals to laser cool atomic hydrogen using the 1S–2S

transition [14–16].

Spectroscopy of hydrogen and the recently trapped anti-hydrogen would benefit

tremendously from robust laser cooling. Two-photon laser cooling could be more

rapid and flexible than the more traditional approach using Lyman-alpha radiation

at 121.6 nm—mostly due to the greater ease of producing radiation at 243 nm. To

obtain reasonable scattering rates with such schemes requires that the 2S state be

coupled to a state with short lifetime—for instance either the 2P [15] or 3P [16]

states—and the average power of the cavity enhanced 243 nm radiation source

should be at the�100 W level. For a beam diameter of 500 μm, this would lead to a

scattering rate of � 500 Hz when maximally coupling the 2S and 2P states

[15]. Power enhancement within an optical cavity can reach factors of �100 with

commercially available mirrors so that Watt-level 243 nm sources could be suffi-

cient for an initial demonstration of cooling.

Here, we present a laser system that is a major step toward laser cooling

hydrogen with the two-photon 1S–2S transition. The system is composed of an

extended cavity laser diode (ECDL) at 972 nm followed by a tapered amplifier

(TA), a ytterbium-doped double-clad fiber amplifier, and two consecutive resonant

doubling stages. The ytterbium (Yb) fiber amplifier is a notable feature of this

source since gain is much more readily obtained in Yb systems near 1030 nm due to

the low absorption cross section at this wavelength. Gain near the emission cross-

sectional peak at 976 nm is also possible but requires population inversions near

50% because the absorption cross section in that spectral region has approximately

the same magnitude. Despite this difficulty, there have been demonstrations of

100 W Yb-doped fiber lasers near the emission cross-sectional peak at 976 nm

[17, 18]. These lasers, however, operated at or above 976 nm. Below 976 nm, the

emission cross section drops rapidly and the inversion required to obtain gain is

>50%. For our Yb-doped fiber, the emission cross section at 972 nm is approxi-

mately one-half the peak value. To the best of our knowledge, there have been only

a few Yb fiber-based laser systems which operate at wavelengths shorter than

976 nm and these produced relatively low power (�10 mW) [19, 20]. The Yb

fiber amplifier we demonstrate here outputs 6.3 W of power at 972 nm which upon

frequency quadrupling yields 530 mW of power at 243 nm. We believe this

approach is power scalable and that we can continue to increase our UV radiation

with additional power at 972 nm.
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2 Seed Laser and Yb Fiber Amplifier

The master oscillator is an ECDL with an extended 10-cm-long cavity.

This relatively long cavity length was chosen to increase the coherence of the

oscillator [9]. The ECDL produces 30 mW of power at 972 nm and the design is

shown in Fig. 1. The output of the oscillator is amplified to 3 W with a commercial

tapered amplifier (DILAS). The manufacturer specified M2 of the TA is only <1.7,

and we have measured�2.4 W within a TEM00 mode at the full power of 3 W. The

output from the TA is then further amplified within a double-clad Yb-doped fiber

(CorActive) with a 20 μm diameter core and 128 μm cladding. The core of this fiber

has a numerical aperture of 0.075 which is large enough to support the propagation

of a few higher-order modes. However, we have observed the majority of the TA

output power not contained within the TEM00 mode exists in transverse modes of

significantly higher order. These modes cannot propagate through the fiber; thus,

the fiber acts as a spatial filter.

The population inversion necessary to obtain gain at 972 nm requires that a high

pump intensity at 915 nm be maintained along the entire length of the fiber, which

results in low pump absorption. In our case, we use a short section of fiber (�10 cm)

that absorbs only 0.6 dB of the incident pump power. Due to the high population

inversion within the fiber amplifier, there is also significant gain within the 1015

and 976 nm spectral regions. This is problematic as significant amplified sponta-

neous emission (ASE) would degrade the amplifier performance by reducing the

population inversion. As shown in [21], the gain at a given wavelength within a

homogeneously broadened amplifier can be written as a function of the gain or

absorption at two other wavelengths and their respective absorption and emission

cross sections. Using the cross-sectional data for our fiber [22], we find an expres-

sion for the gain (Gλ) at 976 nm given by

Fig. 1 Schematic of the

ECDL master oscillator and

amplification stages. SD:

Seed diode, DG: diffraction

grating, FI: Faraday

isolator, F1 and F5:

bandpass filters, F2:

longpass filter, F3 and F4:

shortpass filters. The ECDL

contains an electro-optic

modulator (EOM) for fast

frequency control although

it was not used for the

studies here
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G976 ¼ 2:41 � G972 þ 1:08 � βA915: ð1Þ
Here A915 is the absorption of the pump at 915 nm, and β is the ratio of the cladding
area to the core area. In our amplifier, β � 41 and A915 � 0.6 dB. With a gain of

G972 � 4 dB (given by our experimental results), the gain at 976 nm is G976 �
37 dB. Similarly, the gain at 1015 nm where there is also a peak in the emission

cross section of our fiber is given by

G1015 ¼ 0:70 � G972 þ 1:64 � βA915, ð2Þ
which results in G1015 � 43 dB. As can be seen from the previous expressions, the

gain at 976 and 1015 nm depends sensitively on the pump absorption due to the

large value of β. As discussed extensively in [17, 18, 21], increasing the pump

absorption, and therefore efficiency of the amplifier, would need to be accompanied

by a decrease in β to keep the gain near 976 and 1015 nm manageable. Even in our

current configuration, the large gain at 976 and 1015 nm would cause the amplifier

to lase if the ends of the gain fiber were flat cleaved. To mitigate these effects, we

angle-polish the ends of the gain fiber and use bandpass filters ðFWHM ¼ 4 nmÞ to
reduce ASE originating from both the fiber amplifier and the TA [20]. The high

inversion in the fiber can also lead to photodarkening—a poorly understood

decrease in the optical transmission of gain fibers which degrades performance

[23]. Mitigation of this effect is possible by codoping the gain fiber with phospho-

rous or cerium [24, 25]. We use a fiber codoped with phosphorous because it was

commercially available; we have yet to observe any such degradation of the

amplifier performance due to this effect.

Figure 2 shows the backward propagating radiation from the Yb fiber amplifier

when pumping with 22.5 W of 915 nm radiation. Without seed power, the high

inversion favors gain at 976 nm. With seed power, the peak at 976 nm is still

dominant; however, this is due to ASE from the TA which is incompletely atten-

uated by filter F1 in Fig. 1. Back reflections from the output facet of the amplifier

fiber also cause this radiation to be amplified in the reverse direction, along with a
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Fig. 2 Backward

propagating radiation from

the Yb fiber amplifier with

and without seed. Both

spectra were taken with

22.5 W of pump power at

915 nm
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small amount of the 972 nm radiation. Without seed, the integrated power in Fig. 2

is�270 mW, but this drops to only�9 mWwhen seeded. The ASE is roughly linear

with pump power and therefore does not significantly degrade the amplifier per-

formance for this short length of fiber.

The 972 nm output power of the fiber amplifier as a function of 915 nm pump

power is shown in Fig. 3. Amplification of the 2.4 W of seed occurs at �15 W of

pump power. However, even with zero pump power, significant inversion of the

gain medium can occur due only to the input seed radiation, so that the fiber exhibits

semi-transparency before the amplification threshold. At our maximum pump

power of 41.5 W, we obtain an output power of 6.3 W at 972 nm, corresponding

to a gain of 4.2 dB. The roll-off at high pump power is a result of the pump

wavelength shifting away from the absorption peak at 915 nm as the diode current

is increased. This effect is more pronounced in our system due to the low absorption

of the pump. If the pump radiation did not shift with diode current, our models

indicate there would be a near linear increase in the output power as a function of

pump power.

Unfortunately, several common techniques to increase the efficiency of fiber

amplifiers are not possible for our system. For example, an increase in fiber length

without a decrease in β will result in unmanageable gain at 976 and 1015 nm. A

double pass pump configuration is also not possible as the low single pass absorp-

tion of the Yb fiber amplifier could damage our pump diode. More specific

techniques such as ring-doping [21] and ultra large-mode-area rod-type photonic

crystal fibers [17, 18] enabled Yb-doped fiber amplifiers with �60% efficiency

between 976 and 980 nm. To our knowledge, the former is not commercially
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Fig. 3 Measured radiation at the output of the fiber amplifier as a function of 915 nm pump power.

A linear fit to our data indicates a slope efficiency of�13%. The measured values agree well with a

theoretical model (solid line) based on [18]. The nonlinear behavior is due to an increase in the

pump wavelength as the diode current is increased. This effect is more pronounced in our system

due to the low absorption of the pump power. Our model predicts that more power at 972 nm could

be obtained with a pump diode that provides 130 W of output power (dashed line) and reaches the
915 nm absorption peak at a higher power [26]
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available. The latter, although commercially available, have no long-term studies

testing their resilience against photodarkening at high inversion. In addition, their

length cannot be changed once constructed. One potentially interesting avenue

would be Yb-doped fiber with smaller cladding/core ratio (β ), which is also

codoped with phosphorous to prevent photodarkening.

Despite the low efficiency of this amplifier, the outlook for scaling the power,

which is the primary concern for laser cooling atomic hydrogen, seems promising.

Modeling the performance of our amplifier using the method found in [18], we can

theoretically reproduce the measured performance. As shown in Fig. 3, the model

also indicates that we can continue to increase the output power with a pump diode

that reaches 915 nm at higher power [26]. The same model suggests an additional

amplification stage could also be an effective means to increase the output

power [27].

3 Doubling Stages

As shown in Fig. 4, the output of the fiber amplifier is frequency-quadrupled to

243 nm in two consecutive resonant doubling stages. The first stage uses lithium

triborate (LBO) as the nonlinear crystal (United Crystals), while for the second we

tested both beta barium borate (BBO) and cesium lithium triborate (CLBO) as the

nonlinear crystals (Crystals of Siberia and Altechna, respectively).

The first nonlinear doubling stage uses a standard bowtie geometry. The curved

mirrors have a radius of curvature (ROC) of 200 mm, producing a 62 μm beam

waist within the 25-mm-long LBO crystal. This mode size, which is�1.8 times the

optimal waist determined from the Boyd–Kleinman focusing criteria [29], increases

the robustness of the doubling stage with minimal effect on the overall conversion

efficiency. We use type I non-critical phase matching in order to eliminate spatial

walk-off and improve the 486 nm output beam quality, which requires the LBO be

kept at a temperature of 283 ∘C. Alternatively, walk-off could be eliminated with

Fig. 4 Experimental setup

of doubling stages. PD:

Photodiode, PZT:

piezoelectric transducer, IC:

input coupler, M1–M4:

200 mm ROC mirrors.

Since the optimal input

coupler transmission

depends on the power of the

fundamental [28], we use

input couplers with higher

transmission than optimal to

increase robustness and

allow for power scaling
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the use of periodically poled nonlinear materials. However, one of our primary

concerns for this work is robustness and high damage threshold, and we believe

periodically poled nonlinear crystals are less proved in this regard. The first stage

uses an input coupler with a transmission of 3%, which is larger than the theoretical

optimal (Topt � 2% at the highest fundamental power) [28]. This allows for power

scaling since the optimal input coupler transmission will increase with additional

fundamental power.

Because the performance of typical dual wavelength anti-reflection coatings is

not guaranteed at high temperatures, we use a Brewster-cut crystal to reduce the

loss of the resonant 972 nm light. This leads to an 18% loss of the generated 486 nm

radiation from the Fresnel reflection on the crystal output facet. The remaining 82%

of the 486 radiation is coupled out of the cavity through a dichroic curved mirror

with high reflectivity at 972 nm and high transmission (>90%) at 486 nm. The

486 nm output power as a function of incident fundamental power is shown in

Fig. 5. We obtain 2.4 W of 486 nm radiation with 6.3 W of 972 nm fundamental

power. The theoretical fit for harmonic conversion used in Fig. 5 follows the model

presented in [28, 30]. The data can be fit reasonably well with a range of parameters

in which the transverse mode matching is greater than 80% and the roundtrip linear

losses are less than 1.2%.

To stabilize the doubling cavity to the fundamental radiation, we modulate one

cavity mirror at a frequency of �300 kHz and detect the modulated cavity power

with a photodiode (see Fig. 4). We then demodulate this signal with a double-

balanced mixer to generate an error signal, which is sent to a loop filter followed by

a fast (� 50 kHz bandwidth) piezoelectric transducer and a slow (� 100 Hz)

transducer with greater range. A nearly identical setup is used to maintain the

resonance condition within the second doubling stage.

In the second doubling stage, which produces 243 nm radiation, we tested both a

BBO crystal and a CLBO crystal [31–34] in type I critical phase matching config-

urations. CLBO has a lower nonlinear coefficient than BBO, but also less spatial

walk-off and a higher damage threshold [35]. Similar to the first stage, the second

doubling stage is a bow tie design with 200 mm ROC mirrors to produce a focus in

the nonlinear crystal. This produces a beam waist of 44 μm that is �1.9 times the
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Fig. 5 Experimental results

of frequency doubling fiber

amplified 972 nm radiation

using LBO as the nonlinear

medium. With 6.3 W of

power at 972 nm, up to

2.60 W of power at 486 nm

is generated. The solid lines
follow the model in [28, 30]
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Boyd–Kleinman focusing criteria [29] in order to prevent damage of the nonlinear

crystal at high intensities and to minimize walk-off effects. The input coupler for

this cavity was 5% to increase robustness and allow for power scaling. Both crystals

are Brewster cut and 10 mm long. In this case, Brewster-cut crystals are used

because AR coatings are not yet well developed for CLBO crystals [32]. This

introduces a 27% output coupling loss for the 243 nm light with the BBO crystal,

and an 18% loss with the CLBO crystal due to the Fresnel reflection on the output

facet of the crystal. The BBO crystal is cut at θ ¼ 55∘ and has a double refraction

angle of ρ ¼ 82 mrad. For CLBO, ρ ¼ 18mrad and the crystal is cut at θ ¼ 77∘. As

shown in Fig. 4, a Brewster oriented dichroic mirror with high reflectivity at 243 nm

and high transmission at 486 nm is used to output couple the 243 nm radiation.

The observed 243 nm output power as a function of the 486 nm input power is

shown in Fig. 6 when using the BBO crystal and in Fig. 7 for the CLBO crystal. The

theoretical curves again follow the model presented in [28, 30], and assume a 2%

roundtrip linear loss along with 80% transverse mode matching. As can be seen

from the figures, a greater efficiency was obtained with the CLBO crystal due to the

smaller walk-off and smaller Fresnel loss from the Brewster-cut crystal. This also

produces a 243 nm beam with less ellipticity, which will be easier to shape and

couple into a 243 nm enhancement cavity.
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Fig. 6 Experimental results

of frequency doubling

486 nm radiation to 243 nm
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nonlinear medium. With
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Due to the high UV power generated, crystal degradation is a concern. Fre-

quency doubling studies at a similar wavelength have demonstrated 5 W of 266 nm

power without damaging the CLBO crystal [32]. This corresponds to �5 times

greater UV intensity within the crystal compared to the results reported here.

Additional studies have shown that if degradation in CLBO occurs, it appears to

be reversible [36]. This is in contrast to BBO, which shows irreversible damage

caused by the formation of absorption centers [31, 36, 37]. Therefore, by utilizing

CLBO we should be able to power scale our UV output as more fundamental power

becomes available without crystal degradation.

CLBO is also known to be hygroscopic and some performance change has been

reported as the crystal absorbs or desorbs water [38]. For this reason, the CLBO

crystal is operated at a temperature of 130 ∘C. Over a few days at this elevated

temperature, the conversion efficiency increased slightly above that shown in Fig. 7

and we observed >530 mW of 243 nm radiation over 50 min with no degradation.

4 Conclusion

We have demonstrated a fiber-based amplifier laser system capable of generating

6.3 W of power at 972 nm. Upon frequency doubling in successive resonant

cavities, this laser source can generate 2.4 W at 486 nm and 530 mW at 243 nm.

We are encouraged by the power scalability of our system. Simulations indicate that

our fiber amplifier platform should be able to produce additional 972 nm radiation

either with more powerful, commercially available pump diodes or with an addi-

tional fiber amplifier stage of similar design [27]. To use the 915 nm pump radiation

more efficiently would require that we obtain fibers with a smaller cladding/core

area ratio (β ), such as the rod-type fibers used in [17, 18], with the addition of

phosphorous codoping to increase resilience against photodarkening. The doubling

stages were designed with relatively loose focusing in the crystals and high

transmission input couplers. This, in conjunction with the high damage thresholds

of LBO and CLBO, make us hopeful that these cavities can also be power scaled.

Although we made no in-depth studies of the linewidth of our laser source for the

work described here, our seed laser copies many aspects of the low phase noise

design described in [9] and we were able to couple our radiation into doubling

cavities with few MHz resonance widths without any difficulty. For two-photon

laser cooling of hydrogen, the transition width will be broadened to �50 MHz by

coupling the 2S and 2P states. Therefore, the laser source we describe here already

has the coherence necessary for that application. That being said, spectroscopy of

the hydrogen and anti-hydrogen 1S–2S transition with a power scaled 243 nm

system would be very beneficial but would also require the source possess an

extremely narrow linewidth. Stabilizing the frequency of this source to that level

will therefore be the subject of future work.
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P. Laurent, T. Hänsch, Phys. Rev. Lett. 107, 203001 (2011)

11. A. Beyer, J. Alnis, K. Khabarova, A. Matveev, C. Parthey, D. Yost, R. Pohl, T. Udem,
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Optical Autler–Townes Spectroscopy

in a Heteronuclear Mixture of Laser-Cooled

Atoms

C. Bruni, F. M€unchow, and A. G€orlitz

Abstract We report on optical Autler–Townes spectroscopy in a heteronuclear

mixture of 87Rb and 176Yb in a continuously loaded double-species magneto-optical

trap. An excited vibrational level of Rb*Yb which is energetically close to the

52P1=2 state of Rb is coupled by a strong laser field to a vibrational level in the

ground state of RbYb and probed by a weak probe laser field. The induced Autler–

Townes splittings in the photoassociation spectra allow us to determine relative

Franck–Condon factors of molecular transitions in RbYb.

1 Introduction

Over the last decade, there has been tremendous progress in the emerging field of

ultracold molecules and especially ultracold heteronuclear molecules. Ultracold

heteronuclear molecules promise a variety of potential applications ranging from

model systems for many-body physics over ultracold chemistry and precision

measurements to quantum computation [1, 2]. Of particular interest for these

applications are heteronuclear molecules with an unpaired electron since they

possess an electronic as well as a magnetic dipole moment in the ground state,

and thus, the possibilities for interaction and manipulation are enhanced. In order to

make the best use of the interesting features of ultracold molecules, it is required to

prepare them in the rotational, vibrational and electronic ground state.

While laser cooling is the standard starting point for the preparation of ultracold

atomic gases, the complex internal structure of molecules allows for laser cooling

of molecules only in very special cases [3–5] and moreover with a reduced

efficiency. Therefore, the most commonly followed pathway towards ultracold

heteronuclear molecules starts by creating mixtures of ultracold atoms using laser

cooling. Ultracold molecules are then formed by using magnetically tunable
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40225 Düsseldorf, Germany

e-mail: axel.goerlitz@uni-duesseldorf.de

© The Editor(s) (if applicable) and The Author(s) 2018

D. Meschede et al. (eds.), Exploring the World with the Laser,
https://doi.org/10.1007/978-3-319-64346-5_4

45

http://orcid.org/0000-0003-2892-3571
mailto:axel.goerlitz@uni-duesseldorf.de


Feshbach resonances [6, 7] or by photoassociation (PA) [8], and subsequently, the

molecules are transferred to their internal ground state using laser STIRAP

[9]. Magnetic Feshbach resonances have been used very successfully to create

heteronuclear bialkali molecules in the electronic ground state such as KRb [9–

11], NaK [12, 13] and RbCs [14, 15]. However, in mixtures of a closed-shell atom

(such as Yb) and an alkali atom (such as Rb), Feshbach resonances of atoms in the

electronic ground state have been predicted theoretically [16, 17] but not yet

reported experimentally. Only magnetic-field-dependent interactions between

alkali ground-state atoms and metastable Yb atoms have recently been reported

[18]. Due to these complications, the more promising route to molecules with an

unpaired electron seems to be light-assisted PA where unbound atoms are coupled

to an excited molecular state. Molecules in the electronic ground state can then

either be created by spontaneous decay as e.g. in the case of RbCs [19], LiCs [20] or

homonuclear Cs2 [21] or Sr2 [22] or by using an additional laser which couples the

excited molecular state to a molecular ground state as it was demonstrated, for

example for KRb [23] or homonuclear Sr2 [24].

Whenever light is used to prepare ultracold molecules in a controlled way or to

manipulate their internal state, precise knowledge of the molecular structure is

required. In our effort to create ultracold ensembles of RbYb molecules, we have

previously performed one-photon spectroscopy in a magneto-optical trap (MOT)

[25] and in a hybrid conservative trap [26] to determine the energetic position of

weakly bound rovibrational levels of the excited 2Π1=2 state of Rb*Yb. In addition,

we have used two-photon spectroscopy to measure the binding energies of

rovibrational levels close to the dissociation limit of the molecular ground state

[27, 28].

A method which not only yields the binding energy of molecular levels, but also

gives direct access to the coupling strengths and Franck–Condon factors of molec-

ular bound-bound transitions is optical Autler–Townes spectroscopy, where a

splitting is observed due to strong resonant coupling of two molecular states. This

effect is experimentally and theoretically closely related to two-photon PA but was

originally observed in the microwave range [29]. By optically coupling specific

excited rovibrational levels to well-defined rovibrational levels in the ground state,

a splitting of a one-photon photoassociation resonance to the excited rovibrational

level can be observed. This splitting can be directly related to the Rabi frequency

and thus the transition matrix element of the molecular transition.

One of the first observations of an Autler–Townes splitting in ultracold ensem-

bles was reported in Lithium [30] which was also used in more detailed studies later

on [31]. Since then the technique has been used in a wide range of studies of

ultracold atoms, for example in investigations of ultracold Rydberg atoms [32] or to

optimize the pathway for ultracold molecule creation [33].

In this paper, we report on optical Autler–Townes spectroscopy in an ultracold

heteronuclear mixture of 87Rb and 176Yb. We use the observation and analysis of

Autler–Townes splittings to infer information on the strengths of molecular transi-

tions in RbYb, complimentary to our previous studies [27, 28] which were focused

on investigating the molecular ground state.
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2 Experimental Setup

The experiments presented in this manuscript are performed in a continuously

loaded double-species MOT of Rb and Yb. The Rb atoms are confined in a forced

dark-spot MOT operating on the 2S1=2 ! 2P3=2 transition. We trap 5 � 108 atoms

at a temperature of 140 μKwith more than 95% of the atoms in the dark j2S1=2,F ¼ 1i
state. The YbMOT is operated on the 1S0 ! 3P1 transition at555:8 nmand is loaded

from a Zeeman slower using the 1S0 ! 1P1 transition at 399 nm. The combination

of these two atomic species requires a compromise regarding the experimental

settings since the presence of the Rb MOT induces huge losses in the number of

trapped Yb atoms. While, typically, 3 � 106 Yb atoms are trapped in a single

species MOT with a 1=e2 radius of 400 μmat a temperature of 400 μK the number of

trapped Yb atoms is reduced to � 5 � 104 in the presence of the Rb MOT due to

inelastic light-assisted interspecies interactions. Both atom numbers reach their

final steady-state values after a loading time of a few seconds and are monitored

independently by the respective MOT fluorescence.

A prerequisite for Autler–Townes spectroscopy is the exact determination of a

one-photon photoassociation transition from unbound atoms to a bound

rovibrational level in the electronically excited 2Π1=2 of Rb*Yb. As described in

detail in our previous work [25, 26], one-photon PA transitions are determined

using trap-loss spectroscopy, where the double-species MOT is illuminated by a

photoassociation probe laser (PA probe laser) tuned close to the Rb D1 transition
2S1=2 ! 2P1=2 at 795 nm (see Fig. 1). If the PA probe laser is on resonance with a

transition, excited-state molecules are formed reducing the number of atoms in the

MOT and thus the fluorescence. Due to a large imbalance of the atom numbers of

the two species by a factor of 104, the PA signal is only observed in the Yb MOT

fluorescence and not in the Rb MOT fluorescence. In the following, the

wavenumber of the PA probe laser ~ν PA is expressed relative to the wavenumber

~ν D1 ¼ 12579:1037 cm�1 of the RbD1 transition j2S1=2,F ¼ 1i ! j2P1=2,F0 ¼ 2i by
ΔPA ¼ ~ν PA � ~ν D1 which corresponds to the binding energy Δ0

bind of the excited

rovibrational level if the PA probe laser is on resonance. In our setup, ΔPA can be

measured with an absolute accuracy of �5 � 10�3 cm�1 using a home-built

wavemeter which is based on a Michelson interferometer and is referenced to an

atomic Rb transition. The rovibrational level of the excited molecular state is

identified by the relative vibrational quantum number Δv0 ¼ v0 � v0max (see Fig. 1)

where v0 is the real vibrational quantum number and v0max is the vibrational quantum

number of the most weakly bound state.1

Figure 2 a shows a typical scan of the vibrational level Δv0 ¼ �11 at ΔPA � �
4:9 cm�1 of the molecular excited state. If PA spectroscopy is performed in a MOT

at a temperature of a few hundredμK, a few rotational levels of the excited state can

1In this paper, we follow the notation in [25] with Δv0 ¼ 0 being the most weakly bound state. In

contrast, in [27] the vibrational state is labelled by v ¼ �Δv0 þ 1.
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be observed (here R0 ¼ 0 and R0 ¼ 1) [25] while only the R0 ¼ 0 level appears if the

temperature is reduced well below the p-wave threshold to a few μK in a conser-

vative trap [26]. The rotational state belonging to R0 ¼ 1 shows subcomponents

resulting from the coupling of R0 and F0 to which we assign here the quantum

numbers m0
R ¼ �1, 0, 1. A detailed analysis of the one-photon PA and the vibra-

tional structure of the excited Rb*Yb molecule can be found in [25, 26].

In order to be able to address a molecular transition and perform optical Autler–

Townes spectroscopy, not only the rovibrational levels of the excited molecular

state but also those of the rovibrational levels of the ground molecular state have to

be known. We have previously measured the binding energies of the ground-state

levels by two-photon PA spectroscopy in a double-species MOT [27, 28]. In brief,

for two-photon PA spectroscopy, a coupling laser (see Fig. 1) is overlapped with the

PA probe laser. The PA laser frequency is fixed to a free-bound transition leading to

a continuous loss of atoms from the double-species MOT and thus a reduction of the

Yb fluorescence. The frequency of the coupling laser is scanned and if it is on

resonance with a molecular transition to the excited state that is addressed by the

PA probe laser, it perturbs the one-photon transition resulting in a reduced loss of

atoms from the MOT and thus higher fluorescence (see Fig. 2 b). With the help of
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this two-photon PA, we were able to detect seven vibrational levels of the molecular

ground state. Similar to the notation for the excited state, the vibrational levels of

the molecular ground state are identified by a relative vibrational quantum number

Δv ¼ v� vmax and the binding energy Δbind.

For the Autler–Townes spectroscopy presented in this work, the roles of the PA

probe laser and the coupling laser are exchanged. Instead of fixing the frequency of

the PA probe laser to a free-bound transition, the frequency of the coupling laser is

fixed to a previously determined bound-bound transition. The PA probe laser is then

scanned over the one-photon PA resonance which connects an unbound atom pair
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Fig. 2 a Typical one-photon PA spectrum of the vibrational level jΔv0 ¼ �11F0 ¼ 2i. A

rotational structure with rotational quantum numbers up to R0 ¼ 1 is observed where the R0 ¼ 1

level splits into subcomponents with m0
R ¼ �1, 0, 1. b Typical two-photon PA spectrum. Here,

the PA probe laser is kept on resonance with the transition to the jΔv0 ¼ �9,F0 ¼ 2,R0 ¼ 1,

m0
R ¼ þ1i state and the coupling laser is scanned over the jΔv ¼ �2,F ¼ 1,R ¼ 1i ) jΔv0 ¼

�9,F0 ¼ 2,R0 ¼ 1,m0
R ¼ þ1i transition
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to the excited molecular state of the bound-bound transition. On resonance with the

molecular transition, the coupling laser induces a splitting of the excited state which

can be detected by the PA probe laser. The magnitude of this Autler–Townes

splitting is determined by the Rabi frequency of the bound-bound transition and

is hence directly related to the transition matrix element.

The PA probe laser and the coupling laser beams are both obtained from tapered

amplifiers injected by diode lasers, one of which is home-built in the good old style

established in the Hänsch laboratories [34]. Both laser beams are focused to a 1=e2

radius of about w0 ¼ 450 μm at the MOT position in order to match the size of the

MOTs. Thus, for a typical output power ofP ¼ 10mWat the position of the atoms,

the peak intensity of either laser is I0 ¼ 2P=ðπw2
0Þ ¼ 31mW=cm2. In order to

frequency stabilize the coupling laser, we use a transfer cavity which is referenced

to the Rb D2-line.

Typical Autler–Townes spectroscopy signals for different coupling laser

intensities are depicted in Fig. 3. Here, the coupling laser frequency is fixed to

the bound-bound transition jΔv ¼ �7,F ¼ 1,R ¼ 1i ! jΔv0 ¼ �11,F0 ¼ 2,R0 ¼
1,m0

R ¼ þ1iwhere the binding energies of the involved vibrational levels areΔbind

¼ �1:957 cm�1 and Δ0
bind ¼ �4:896 cm�1, respectively.

Fig. 3 Autler–Townes scans (vertically shifted) with the coupling laser locked to the jΔv ¼ �7,

F ¼ 1i ! jΔv0 ¼ �11,F0 ¼ 2,R0 ¼ 1,mR ¼ þ1i transition of the RbYb molecule. Here, the PA

probe laser has a power of 20 mW corresponding to an intensity of 63mW=cm2. The Autler–

Townes splitting is observed on the mR ¼ þ1 subcomponent of the R0 ¼ 1 rotational level as

indicated by the dashed lines. For the other resonances, the coupling laser is too far detuned to

induce an observable splitting
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3 Results and Analysis

In Fig. 4, the possible transitions between rovibrational levels with vibrational quantum

numbers Δv and Δv0 and rotational quantum numbers R ¼ 0, 1 and R0 ¼ 0, 1

are depicted. Here, the rotational splittings ΔR0 and ΔR are 2 � Brot and 2 � B0
rot,

respectively, where Brot and B0
rot are the rotational constants of the ground- and

excited-state vibrational levels. In addition, the splitting of the excited jΔv0,R0 ¼ 1i
level into three subcomponents (to which we have assigned the quantum numbers

m0
R ¼ �1, 0, 1 ) is relevant here. Based on our experimental observations in the

two-photon PA spectra [28], we assume that there is no splitting of the ground-state

level with R ¼ 1.

The coupling laser couples only molecular states with equal rotational quantum

numbers R andR0. However, for the transition from jΔv,R ¼ 1i to jΔv0,R0 ¼ 1i, the
splitting of the excited rotational level into subcomponents leads to three transitions

with different transition frequencies. Therefore, there are overall four possible

transitions between the vibrational ground-state level Δv and the excited-state

levelΔv0 which have to be taken into account to analyse our optical Autler–Townes
spectra.

Following the derivation in [35], the scattering probability for the PA probe laser

in the presence of a coupling laser for an individual transition from state jgi to state
jei is given by

S1g
�� ��2 ¼ E� Δ2ð Þ2γ1γs=ð2πÞ2

E� Δþð Þ E� Δ�ð Þð Þ2 þ γ
4π

� �2 E� Δ2ð Þ2
: ð1Þ

Here E ¼ hEc is the thermal energy of the atoms, while the total width γ ¼ γ1 þ γs
þγ0 is composed of the spontaneous emission rate γ1 of the excited state, the

stimulated emission γs back to the starting level and γ0 which accounts for all other

additional losses. The two lasers are detuned by Δ1 ¼ ΔPA ¼ ~ν PA � ~ν D1 and Δ2

excited state
v‘Δ

R‘=0

R‘=1

R=0

R=1ground state
vΔ

m ‘=+1R

m ‘= 0R

m ‘=-1R

ΔR

ΔR‘

Fig. 4 Relevant molecular

transitions between the

vibrational ground-state

level Δv and the excited-

state level Δv0. Details are
described in the text
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¼ Δbind � ð~ν PA � ~ν couplingÞ from the one- and the two-photon PA resonance,

respectively. The positions of the two peaks that appear in Autler–Townes spec-

troscopy are given by

Δ� ¼ 1

2
Δ1 þ Δ2ð Þ � 1

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Δ1 � Δ2ð Þ2 þ 1

c2
Ω12

2π

� �2
s

ð2Þ

with the Rabi frequency

Ω12 ¼ hgjeij jγ1
ffiffiffiffiffiffiffiffiffi
I

2Isat

r
ð3Þ

of the bound-bound transition. Here, I is the intensity of the coupling laser and Isat
the saturation intensity of the transition. The overlap integral hgjei is related to the

Franck–Condon factor f FC through f FC ¼ hgjeij j2. The splitting of the two peaks

can be calculated by the difference of Δþ and Δ� and is hence given by

Δ ¼ Δþ � Δ� ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
δ2 þ 1

c2
Ω12

2π

� �2
s

ð4Þ

with δ ¼ Δ1 � Δ2 being the total detuning of the coupling laser from the molecular

bound-bound transition. According to [35] and [36], in a thermal cloud, the total

loss rate can be obtained from

K ¼ 1

hQT

Z 1

0

S1g
�� ��2e�E=kBTdE ð5Þ

with QT ¼ 2πkBTμ
h2

� 	3=2

and the reduced mass μ.

Figure 5 compares the experimental spectrum of the transition jΔv ¼ �6,F ¼ 1i
! jΔv0 ¼ �11,F ¼ 2i to a spectrum that is modelled following Eq. 5. Here, the

frequency of the coupling laser was chosen to be resonant with a transition from

jR ¼ 1i to jR0 ¼ 1,m0
R ¼ 1i. Starting from fits for each line appearing in the

one-photon PA spectrum (see Fig. 2), the lineshape was modelled for each line

independently (see Fig. 5 a). The red line in Fig. 5 b is the weighted sum of the four

modelled individual loss rates which is in good qualitative agreement with our

experimental data represented by the black line. The Autler–Townes splitting is in

general only significant for small detunings and hence only clearly visible in the

particular level jR0 ¼ 1,m0
R ¼ 1i which is addressed by the coupling laser.

Figure 6 illustrates that, as already assumed above, the coupling laser can be

used to address different m0
R subcomponents in the excited molecular state. In

Fig. 6 a, the coupling laser is locked to the transition jR ¼ 1i ! jR0 ¼ 1,m0
R ¼ �1i

and accordingly the one-photon PA transition to the jR0 ¼ 1,m0
R ¼ �1i exhibits a

clearly visible Autler–Townes splitting. If the coupling laser is fixed to the jR ¼ 0i
! jR0 ¼ 0i transition as illustrated in Fig. 6 b, an Autler–Townes splitting is not
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only observed for the one-photon PA transition to the jR0 ¼ 0i level but also for the
one to the jR0 ¼ 1,m0

R ¼ 0i level. This implies that the two bound-bound transitions

jR ¼ 0i ! jR0 ¼ 0i and jR ¼ 1i ! jR0 ¼ 1,m0
R ¼ 0i have nearly the same fre-

quency, and hence, it can be inferred that for the specific vibrational levels jΔv
¼ �6,F ¼ 1i of the ground and jΔv0 ¼ �11,F0 ¼ 2i of the excited electronical

state, the rotational splittings are approximately equal. In turn, this implies that the

nuclear wavefunctions for the ground and excited state have a similar spatial extent

and the Franck–Condon overlap is large.

(a)

(b)

Fig. 5 Autler–Townes spectroscopy of the jΔv ¼ �6,F ¼ 1i ! jΔv0 ¼ �11,F0 ¼ 2i vibrational
transition. a Lineshapes of individual one-photon PA lines modelled by Eq. 5 for the coupling laser

frequency fixed to the molecular transition from jR ¼ 1i to jR0 ¼ 1,m0
R ¼ 1i. The black line

corresponds to a one-photon PA transition from an unbound atom pair to the excited jR0 ¼ 0i level,
while the blue, green and orange lines correspond to transitions to the jR0 ¼ 1,m0

R ¼ �1i, jR0 ¼ 1,

m0
R ¼ 0i and jR0 ¼ 1,m0

R ¼ 1i levels, respectively. b Comparison between a weighted sum of the

modelled lineshapes (red) and experimental data (black)
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Though the conditions in our experiment, where the internal state of the atoms in

the MOT is not well defined, complicate the quantitative determination of a

Franck–Condon factor from the Autler–Townes splitting, we can try to estimate

the Franck–Condon factor of the jΔv ¼ �6,F ¼ 1i ! jΔv0 ¼ �11,F0 ¼ 2imolec-

ular transition. Generally, the Franck–Condon factor is given by

f FC ¼ hgjeij j2 ¼ Ω2
12

γ21

2Isat
I

: ð6Þ

To evaluate this equation for our experimental conditions, we assume that γ1 ¼ 2

π � 6MHzwhich is the natural linewidth of the Rb atom. The saturation intensity for

Rb is 1:6mW=cm2 for the jF ¼ 2,mF ¼ 2i ! jF0 ¼ 3,m0
F ¼ 3i transition of theD2-

line. To correct for the fact that we are operating close to the D1-line and that in the

dark-spot MOT the Rb atoms are distributed over all Zeeman sublevels of the F
¼ 1 hyperfine ground state, a correction factor of 18/5 for the saturation intensity is
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introduced which takes into account that the coupling and the probe PA laser have

the same linear polarization. The Autler–Townes splitting and thus the Rabi

frequency Ω12 obtained from Figs. 5 and 6 has a value of � 30MHz. With a peak

intensity of the coupling laser of 30mW=cm2, we obtain a lower limit for the

Franck–Condon factor of the jΔv ¼ �6,F ¼ 1i ! jΔv0 ¼ �11,F0 ¼ 2i transition
of f�6,�11

FC,min ¼ 0:1.

We regard the stated value for f�6,�11
FC,min as a lower limit only since systematic

effects in our experiment lead to an underestimation of the Franck–Condon factor.

The most important effect is that the Yb density distribution in the combined MOT,

where we observe huge Yb losses due to the presence of the Rb MOT, is not well

known and it is likely that most of the Yb atoms are located at the edge of the Rb

cloud. In addition, the intensity profile of the coupling laser is inhomogeneous and

the overlap between the Yb atomic cloud and the coupling laser, which is aligned to

optimize the overlap with the Rb cloud, is not very well controlled. We believe that

both effects together lead to a significant underestimation of the Franck–Condon

factor since it is likely that Yb atoms are predominantly located in regions with low

coupling laser intensity, while our estimate assumes that they experience the peak

intensity.

Though a precise determination of absolute values of the Franck–Condon factors

is not possible due to the limitations of our experimental scheme, ratios of Franck–

Condon factors for different vibrational transitions can be reasonably evaluated if

the data are taken under similar experimental conditions. This is indeed the case for

the two data sets shown in Fig. 3 (corresponding to jΔv ¼ �7,F ¼ 1i ! jΔv0 ¼
�11,F0 ¼ 2i) and in Fig. 5 (corresponding to jΔv ¼ �6,F ¼ 1i ! jΔv0 ¼ �11,F0

¼ 2i) which have been taken on the same day, i.e. with the sameMOT alignment. In

the same way as explained above, we estimate a lower limit f�7,�11
FC,min ¼ 0:025 for the

Franck–Condon factor of the jΔv ¼ �7,F ¼ 1i ! jΔv0 ¼ �11,F0 ¼ 2i transition
leading to a ratio f�6,�11

FC,min =f
�7,�11
FC,min � 4. This is in agreement with the assumption that

the jΔv ¼ �6,F ¼ 1i ! jΔv0 ¼ �11,F0 ¼ 2i transition is a strong transition with a
large overlap between the ground- and excited-state nuclear wavefunction.

4 Conclusion

In conclusion, we have successfully performed Autler–Townes spectroscopy in the

isotopologue 87Rb176Yb by coupling vibrational levelsΔv0 of the excited molecular

state to vibrational levels Δv of the ground state and monitoring the modified

one-photon photoassociation spectrum. The observed Autler–Townes splittings

provide information on the relative transition strengths of vibrational transitions

connecting weakly bound levels of the 2Σ1=2 electronic ground state to the 2Π1=2

excited state of the RbYb molecule. For the two transitions investigated here, we

obtain a ratio of the Franck–Condon factors of 4 and a lower bound of 0.1 for the

Franck–Condon factor of the stronger jΔv ¼ �6,F ¼ 1i ! jΔv0 ¼ �11,F0 ¼ 2i
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transition. Therefore, it is concluded that excited-state molecules which are pro-

duced by one-photon PA in the jΔv0 ¼ �11,F0 ¼ 2i level of the 2Π1=2 state decay

with a significant probability into the vibrational level jΔv ¼ �6,F ¼ 1i of the 2

Σ1=2 ground state. This might serve as a starting point for the creation of an

ensemble of RbYb ground-state molecules in a well-defined rovibrational level

which can subsequently be transferred to the rovibrational ground state using

STIRAP. A prerequisite to achieve this will be that photoassociation spectroscopy

is performed on a mixture of Rb and Yb atoms in well-defined internal states in a

conservative trap as we have recently demonstrated [26].
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From Quantum Transitions to Electronic

Motions

Ferenc Krausz

Abstract Laser spectroscopy and chronoscopy permit precision measurement of

quantum transitions and captures atomic-scale dynamics, respectively. Frequency-

and time-domain metrology ranks among the supreme laser disciplines in funda-

mental science. For decades, these fields evolved independently, without interac-

tion and synergy between them. This has changed profoundly with controlling the

position of the equidistant frequency spikes of a mode-locked laser oscillator. By

the self-referencing technique invented by Theodor Hänsch, the comb can be

coherently linked to microwaves and used for precision measurements of energy

differences between quantum states. The resultant optical frequency synthesis has

revolutionized precision spectroscopy. Locking the comb lines to the resonator

round-trip frequency by the same approach has given rise to laser pulses with

controlled field oscillations. This article reviews, from a personal perspective,

how the bridge between frequency- and time-resolved metrology emerged on

the turn of the millennium and how synthesized several-cycle laser fields have

been instrumental in establishing the basic tools and techniques for attosecond

science.

The frequency of microwave to optical radiation absorbed or emitted upon elec-

tronic transitions between quantum states of atoms has been the most accurately

measured physical quantity to date, allowing to put the laws of quantum physics to a

test, determine fundamental constants (and their possible drifts), and define the

standards for time and length [1]. Precision spectroscopy underlying these applica-

tions relies on excited quantum states the energy of which (with respect to the

ground state) is precisely defined. Heisenberg’s uncertainty principle dictates that
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such states decay on very long timescales (by atomic standards). Accurate mea-

surement of this energy requires highly stationary sinusoidal waves consisting of

trillions to quadrillions of identical cycles.

By sharp contrast, wavepackets formed by the superposition of stationary quan-

tum states evolve on ultrafast timescales. Nuclear wavepacket motions, in terms of

which quantum mechanics describes molecular dynamics of any kind, occur on a

timescale of several to several hundred femtoseconds (1 fs ¼ 10�15 s), see Ref. [2],

whereas electronic wavepacket dynamics underlying any dynamic change of elec-

tronic structure unfolds over tens to thousands of attoseconds (1 as ¼ 10�18 s), see

Ref. [3]. Observing and controlling dynamic changes of molecular and electronic

structure in real time therefore call for femtosecond- and attosecond-duration pulses

and femtosecond- and attosecond-varying forces, respectively.

From these considerations, it appears plausible that measuring quantum

transitions and capturing dynamics require very different forms of radiation, with

seemingly little room for any synergies. Hence, not very surprisingly, the fields of

precision laser spectroscopy and ultrafast laser science evolved independently over

decades with little interaction or even communication between the respective

scientific communities. This state of affairs changed radically on the turn of

millennium, thanks to gaining full control over the series of equidistant

eigenfrequencies (henceforth, frequency comb) of a mode-locked laser by Theodor

Hänsch and his coworkers, Ronald Holzwarth and Thomas Udem. In doing so, they

have created a clockwork able to count optical field oscillations of more than 1015

cycles per second. Their method dramatically simplified and improved the

instrumentation for high-precision optical spectroscopy and opened the door

for the development of next-generation clocks based on optical quantum transitions

[4–15].

The resultant optical frequency synthesis also led to the first fully controlled

femtosecond pulses from a mode-locked laser, controlled not only in terms of their

pulse envelope, but also in terms of their field oscillations. These advances have

been instrumental in creating the ability to observe and control atomic-scale

electronic motions in real time [3]. Here, I pay tribute to these advances from a

personal perspective, without attempting a comprehensive review and by referring

only to a few selected references thought to be helpful to readers seeking deeper

insight. For a more complete survey of relevant literature, the reader is kindly

referred to Ref. [3].

1 Time-Resolved Metrology Meets Frequency-Domain

Metrology

I felt greatly honored when I was invited to give a colloquium at the Max-Planck-

Institute of Quantum Optics as a young postdoc in 1995. Our group in Vienna just

finished a study of the non-stationary nature of the pulses emerging from locking

the longitudinal modes of a laser (in our case: Ti:sapphire laser) over a bandwidth of
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nearly 100 THz, implying a pulse duration of less than 10 femtosecond (<4 wave

cycles). We found that the phase φ of the carrier wave with respect to the pulse

envelope of the electric field,

ELðtÞ ¼ ð1:2ÞEpeakaLðtÞe�iðωLtþφÞ þ c:c: ð1Þ
where Epeak, aL(t), and ωL stand for the electric field vector at the pulse peak, the

normalized complex amplitude, and the (angular) carrier frequency of the laser field

EL(t), respectively, was slipping all the time from one pulse to the next in the output

pulse train even in an apparently perfectly stationary mode of operation.

We devised a scheme that allowed us to measure this phase shift Δφ occurring

upon each round trip in the cavity and its dependence on the linear and nonlinear

properties of the laser resonator. I concluded the presentation of these results

16 with arguing that gaining control over this phase slippage would be of tremen-

dous value for the study of strong-field-induced electron processes, enabling their

control within the optical field cycle, i.e., on an attosecond timescale, which might

open the door for the extension of time-resolved science to real-time observation

and control of the electrons’ atomic-scale motion.

Subsequent illuminating discussions with Theodor Hänsch, Thomas Udem, and

coworkers ignited a collaboration between our groups which continues to this day

and culminated—on the turn of the new millennium—in the generation of strong

waveform-controlled light and its use for controlling attosecond electron processes

[17, 18].

2 Laser Mode Locking: In The Time and Frequency

Domain

Our study in 1996 revealed that a continuous-wave mode-locked laser does not

deliver identical pulses, no matter how perfectly its longitudinal modes are phase

locked to each other and how perfectly they are equidistantly spaced in frequency.

This can be intuitively understood by considering that a laser resonator always

contains some dispersive components, in which the group and phase velocities,

determining the propagation speed of the pulse envelope and the carrier wave,

respectively, are (slightly) different. This gives rise to a carrier wave shifting with

respect to the pulse envelope by

Δφ ¼ ϕR � ωLTR ð2Þ
upon each round trip in the laser resonator, where ϕR is the round-trip phase delay

(determined by the phase velocity) and TR is the round-trip time of the laser pulse

(determined by the group velocity), see Fig. 1a. A hypothetical sensor measuring

the laser field at any (arbitrarily chosen) position on the optical axis observes a

periodically reappearing pulse with identical Epeak, aL(t), and ωL but with a carrier-

envelope (CE) phase, φ, changed by Δφ as given by (2).
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This quasi-periodic train has a frequency spectrum that consists of a series of

equidistant lines, with their frequency given by

ωn ¼ ω0 þ nωr, ð3Þ
where ωr ¼ 2π/TR is the round-trip frequency and n is a large (�106) integer. The

offset frequency ω0 is connected to Δφ by the simple relationship [4]

ω0 ¼ Δφ
TR

: ð4Þ

We demonstrated that the round-trip CE phase shift Δφ can be adjusted by a

component of variable dispersion, such as a pair of glass wedges [16]. However,

this manual control of Δφ is insufficient for laser pulse generation with precisely

reproduced field evolution. This is because small fluctuations inEpeak, aL(t), and ωL

translate into perturbations to φ. These small perturbations typically remain nearly

constant over many round trips allowing their accumulation to substantial random

shifts of φ over multiple round trips [16]. Therefore, control over the electric field

evolution of the pulses emitted by a mode-locked laser requires active stabilization

of the CE phase.

Equation (4) reveals that control over the CE phase calls for controlling the

offset frequency ω0. To this end, ω0 has to be converted into an electronic signal.

This was accomplished by the self-referencing technique invented by Theodor

Hänsch. The conceptually simplest implementation of the method was first

described and published in Ref. [14]. The low-frequency end of an octave-spanning

mode-locked spectrum is frequency doubled and brought into interference with the

high-frequency end of the same spectrum. The resultant beating occurs at a fre-

quency of 2(nωr + ω0) � (2nωr + ω0) ¼ ω0 and yields the required intensity

modulation at ω0, which can be easily measured by a photodiode 10, 17. The

approach has been dubbed the f-to-2f technique. Phase locking ω0 obtained this

E(t ) Δj 2Δj

Fourier
transformation

t

E(w)
wo

wr w

Fig. 1 Electric field versus

time (upper panel) and its

Fourier transform (lower
panel) in a mode-locked

laser, as observable at a

fixed position on the

resonator axis.. Courtesy of

Thomas Udem
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way to a sub-harmonic of the round-trip frequency, ωr/N, yields—according to

(4)—Δφ ¼ 2π/N and hence a pulse train in which every Nth pulse has identical CE
phase and—assuming constancy of all other pulse parameters—thereby identical

electric field waveforms. This approach resulted in the first waveform-controlled

few-cycle (sub-10-fs) pulses from a Ti:sapphire oscillator [17].

3 Strong, Controlled, Few-Cycle Waveforms

Few-cycle pulses from the Ti:sapphire oscillator carry only nanojoule energies, far

too low to produce field strengths needed for strong-field-induced electron phe-

nomena. The controlled waveforms from the oscillator therefore need to be ampli-

fied, and possible random shifts and drift of the CE phase introduced in the

amplifier system need to be compensated. Figure 2 outlines the system developed

to this end by Andrius Baltuska, Matthias Uiberacker, Michael Hentschel and co in

Vienna in cooperation with Christoph Gohle, Ronald Holzwarth, and Thomas

Udem from Garching, which delivered intense laser pulses with controlled field

oscillations for the first time [18]. The octave-spanning spectrum of the pulses

produced by the oscillator as well as the pulse compressor following the amplifi-

cation allowed straightforward implementation of the f-to-2f technique both for

controlling the evolution of φ in the oscillator output and for stabilizing φ of the

amplified pulses compressed to a duration of 5 fs (full width at intensity half

maximum).

Fig. 2 Laser system producing the first intense, waveform-controlled light pulses. For more

details, see text and Ref. [18]
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The system permits generation of this few-femtosecond duration, few-cycle

pulses with arbitrary setting of the CE phase. Figure 3a depicts two representative

waveforms with most distinct differences, the “cosine” waveform with a single

most intense half cycle at the center of the pulse and the “sine” waveform with two

equally strong half cycles of opposite direction separated by a zero crossing of the

field at the pulse center. In this representation (coinciding pulse envelopes), the two

waveforms appear quite different but comparing them with their zero crossings

coinciding (Fig. 3b) reveals only minor deviations between their field evolutions.

However, even these miniscule differences can have dramatic ramifications when it

comes to nonlinear field–electron interactions.

4 Attosecond Control

A highly nonlinear response to a few-cycle excitation offers the potential for

confining the effective light–electron interaction to a single wave cycle. High-

order harmonic emission constitutes a textbook example for an electronic process

responding to the driving electric field in an extremely nonlinear fashion [19]. As

illustrated in Fig. 4, the peak intensity of a few-cycle laser pulse can be adjusted

(a)

(b)

Fig. 3 Few-cycle waveforms with different CE phase, shown with the peak of their amplitude

envelope (panel a) and the zero transitions of their field oscillations (panel b) coinciding
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such that the electric field is strong enough to liberate the most weakly bound

electron of an atom only at the oscillation peak(s) of the central, most intense wave

cycle with substantial probability. The liberated electron is initially pulled away

from its original atomic location and—after a brief excursion in the strong laser

field—pushed back to its parent ion. Here, interference of the returning wavepacket

with the bound-state portion of the wavefunction of the same electron gives rise to

high-frequency charge oscillations. The resultant XUV burst emitted by this tiny

atomic dipole antenna is expected to last a fraction of the field half cycle, i.e., a

fraction of a femtosecond.

Once this process is confined to a single wave cycle, the apparently tiny (see

Fig. 3b) difference between a cosine and sine excitation waveform has striking

implications. As a matter of fact, differing temporal symmetry results in different

system response: the cosine waveform is expected to give rise to the emission of a

single sub-femtosecond burst of XUV light, whereas the sine-shaped driver should

yield—for symmetry reasons—twin pulses. The spectral distribution of the emitted

radiation provided a first clear indication of this picture being correct. The high-

(a)

(c)

(d)

(b)

Fig. 4 XUV emission from optical field ionization (also known as high-order harmonic genera-

tion when induced by multi-cycle optical fields). a Liberation of most weakly bound electron by

tunneling ionization. b Acceleration of the freed wavepacket by the linearly polarized laser field,

recollision of the wavepacket with its parent ion. c Emission of XUV radiation upon recollision,

for cosine- (blue) and sine (red)-shaped few-cycle excitation
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energy end (cutoff region) of the XUV spectra in Fig. 5 summarizing experimental

results for different driving waveforms reveals a quasiperiodic modulation and an

unmodulated continuum for sine and cosine excitation, respectively. This is exactly

the behavior expected for the emission of twin and single bursts, respectively. To

obtain more direct evidence about the temporal structure of the emitted high-

frequency radiation, an attosecond-resolution metrology is in demand. Once

again, light waveform control is the key to meet this demand.

Fig. 5 Spectra of XUV

emission emerging from

neon atoms ionized by

linearly polarized few-cycle

laser pulses of different CE

phase. For more details, see

text and Ref. [18]
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5 Attosecond Metrology

The sub-laser-cycle XUV emission emerging from the ionization process described

above is locked to the laser field oscillation driving the process. This attosecond

synchronism offers the potential for using the generating laser field also for the

measurement (temporal characterization) of the XUV light. Because the laser field

can’t directly interact with another light field, the temporal profile of the XUV light

needs to be reproduced with high fidelity in some electronic process. To this end, a

second set of atoms are exposed simultaneously to the XUV and laser light. The

XUV photons liberate the most weakly bound electron of some of the atoms in a

process that has been thought instantaneous. Meanwhile, precision attosecond

metrology revealed a delay of this photoemission process. This delay is of the

order of 10�17 s and does not affect the temporal profile of the emission signifi-

cantly. Hence, the (hypothetical) temporal emission profile of the emitted photo-

electrons shown in Fig. 6 mimics that of the incident XUV light.

This temporal profile can be captured by using the strong, controlled electric

field of the laser field which produced the XUV pulse a few nanoseconds earlier

(in another set of atoms) as a “chronoscope.” The laser field changes the initial

velocity of the freed electron by an amount proportional to the vector potential of

the field at the instant of photoelectron ejection. For an emission process confined to

a fraction of the half cycle of the laser field, the change in electron velocity varies

near linearly with the emission time, projecting the temporal profile of the emission

to a corresponding final velocity distribution of photoelectrons as illustrated in

Fig. 6. Even if this linearity condition is not fulfilled, the temporal emission profile

can be unambiguously and accurately retrieved from recording several

XUV-induced and “laser-streaked” photoelectron spectra at different timing of

the XUV burst with respect to the “streaking” laser field.

Fig. 6 Basic concept of an attosecond streak camera, see text for explanation
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The method has been dubbed laser-field-driven (or briefly attosecond) streaking

and constitutes, ever since its first demonstrations (in 2001 and 2004 without and

with waveform-controlled laser light, respectively) [20, 21], the gold standard in

attosecond metrology. Attosecond streaking permits much more than just measur-

ing the duration of attosecond pulses, which can meanwhile be produced with

durations shorter than 100 as. With the timing of the attosecond pulses being

scanned across the entire few-cycle laser field in the light-field-driven streak

camera, the evolution of the laser field can also be retrieved. Figure 7 shows the

first measured light waveform, which was obtained this way [22].

With the attosecond pulse and its few-cycle driver laser field fully characterized,

attosecond streaking and pump-probe approaches constitute a powerful set of

approaches for interrogating ultrafast electron phenomena occurring in excited

atomic systems. With the attosecond pulse as a trigger, laser-field-driven streaking

can be used as an attosecond chronoscope for timing photoemission from different

atomic states or measuring electron propagation delay in solids [23]. With the fully

characterized oscillating laser field as probe, one can trace the nonlinear polariza-

tion response of matter to optical fields [24]. The attosecond pulse, on the other

hand, can be applied to probe strong-field-induced electron phenomena via

attosecond transient absorption or photoelectron spectroscopy [23]. With these

tools and techniques, attosecond metrology and spectroscopy are now well

established and being used in a rapidly growing number of laboratories for studying

electron dynamics.

6 Future Prospects: Exploring Electronic Motions

in Complex Systems

The attosecond-varying force of visible-infrared waveforms along with attosecond-

duration pulses of short-wavelength light synchronized to this force has enabled

real-time observation (and—to some extent—control) of atomic-scale electron

Fig. 7 First light pulse with its waveform measured. For details, see Ref. [21]
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dynamics for the first time. The physical observables captured with attosecond

temporal resolution, such as photoelectron momentum, transient absorption,

induced polarization, have provided—and continue to provide—unprecedented

insight into the dynamic response of the electrons to external excitation.

However, there is another observable of crucial importance: the expectation

value of the electrons’ spatial coordinates. Dynamic changes in the electrons’
atomic-scale distribution and the atomic-scale current densities associated with

these changes play a pivotal role in chemical reactions underlying vital biological

processes of living organisms as well as in the quest for ever-smaller and ever-faster

electronic signal processing circuitry.

Whereas the electrons’ spatially averaged excursion from their equilibrium

(ground state) position has been accessed by attosecond polarization spectroscopy

[23], atomic-scale rearrangements of electron charge distributions occurring on the

electronic timescale remained inaccessible in complex systems, such as biological

molecules and solid-state nanostructures, to this day. Making them perceivable

requires attosecond-duration multi-keV photon (X-ray) or electron pulses, permit-

ting diffraction imaging with picometer spatial and attosecond temporal resolution.

Again, controlled light forces may offer the solution. The synthesis of multi-

octave, multi-terawatt visible-infrared optical transients holds promise for the

generation of isolated attosecond pulses at several keV photon energies by ionizing

an ensemble of helium atoms [25], whereas moderate-power, precisely controlled

infrared transients may pave the way toward electron pulses with sub-femtosecond

duration [26].

In conclusion, optical field synthesis, first enabled by the frequency-comb

stabilization technique of Theodor Hänsch, has been playing a central role in

establishing the basic techniques and tools for precision attosecond control and

metrology and is likely to continue playing a pivotal role in its future evolution.

There is plenty of room for further synergies between time- and frequency-domain

metrologies, motivating the respective communities to continue their collaboration

initiated by the pioneering research of Theodor Hänsch some 20 years ago.
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1 Introduction

Lasers are indispensable tools in science and technology today. They heal eyes,

power the Internet, and print objects in 3D. They have also revolutionized atomic

physics: Techniques such as laser cooling and optical frequency metrology have

enabled the creation of new states of matter, precision tests of fundamental physical

laws, and the construction of clocks more accurate than ever before. The lasers’ key
feature—high spatial and temporal coherence of the emitted light—is a unique

asset, too, for the measurement of distance and motion. The laser interferometric

gravitational wave observatory (LIGO) has provided the most recent, spectacular

demonstration of this fact, with the direct detection of gravity waves [1].

While LIGO is concerned with the apparent displacement of kg-scale test masses,

laser-based techniques are also an excellent choice to track the motion of micro- and

nanoscale objects. Indeed, lasers have been used to measure a microcantilever’s
motion induced by the magnetic force of a single electron spin [2], providing only

one example of the force and mass sensing capabilities of laser-transduced mechan-

ical devices. The interaction of laser light and nanomechanical motion, which lies at

the heart of any such measurement scheme, has, itself, moved to the center of

attention recently. Research in the field of cavity optomechanics [3] explores the

fundamental mechanisms—governed by the laws of quantummechanics, of course—

and the limitations and opportunities for mechanical measurements that they imply.

Without evenmaking an attempt at a comprehensive review of the vast activity in this

field, we illustrate recent progress through a selection of our own results below.

For this research, it is often crucial to understand not only the spectral properties

of the mechanical resonators, such as their eigenmodes’ frequency and lifetime, but

also the modes’ spatial displacement patterns, as it determines the effective mass

meff , and therefore the optomechanical interaction strength. The pattern can also

strongly affect the modes’ coherence properties. Both are particularly important for

the development of new resonator systems. For example, the full knowledge of the

mode shape has allowed us to design resonators with a “soft” phononic crystal

clamping that enables unprecedented room-temperature quality factors Q > 108 at

MHz frequencies [4]. While finite-element simulations of mechanical modes

become ever more powerful and accurate, they often miss fabrication imperfections

and substrate effects that can lead to broken symmetries or mode hybridization,

among others. For this reason, we have developed several laser-based imaging

techniques of micro- and nanomechanical devices. In this article, we provide a

description of these highly useful tools.

2 Laser Interferometry and Spectroscopy

A simple two-path interferometer (Fig. 1a) constitutes the most straightforward

approach to measuring mechanical displacements. One arm’s path involves the

reflection off the mechanical device’s surface, so that its motion modulates the path
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(d)

(b)(a)

(c)

Fig. 1 Probing mechanical motion δxðtÞ by laser interferometry. a Simple two-path interferom-

eter, involving reflection off the mechanical device (top). The thermal motion (blue trace) of a
high-Q membrane is readily resolved above the measurement imprecision background (gray).
b Cavity-enhanced measurement, here of a radial-breathing mode of an optical whispering-

gallery-mode resonator (top). Thermal motion (red trace) is far above the imprecision background

(gray), which is itself below the resonant standard quantum limit (SQL) for this mechanical mode

(from [10]). c Cavity-based measurements of highly coherent mechanical resonators, here a high-

Q silicon nitride membrane placed inside a Fabry–Perot resonator (top). Quantum backaction

starts to dominate over the thermal motion of the device, inducing correlations that lead to

squeezing of the output light (violet trace) below the vacuum noise (gray), among others (from

[20]). d Comparison of the relative levels of measurement imprecision, backaction, and

thermomechanical noise in the measurement regimes depicted in the examples (a)–(c)
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length difference between the two arms. If the interferometer is biased to the

optimum point, it can detect displacement (double-sided) spectral densities Sxx
down to a level of [5]

S1=2xx ¼ λ

2π

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ηdP=ħω

p : ð1Þ

It is limited by the quantum phase uncertainty of the coherent state that the laser

emits, referred to as the measurement imprecision. Here, λ, ω, and P are the

wavelength, angular frequency, and power of the employed laser light, respectively.

ηd is the detection efficiency, which also absorbs penalties in the sensitivity due to

optical losses, insufficient interference contrast, etc. Equation (1) implies that

within a bandwidth BW, the smallest displacements that can be recovered with

unity signal-to-noise ratio are given by δxmin=
ffiffiffiffiffiffiffiffi
BW

p ¼ ffiffiffiffiffiffi
Sxx

p
.

Our instrument (detailed below ) employs a near-infrared laser and mW-scale

probing powers and typically achieves a S1=2xx � 10 fm=
ffiffiffiffiffiffi
Hz

p
displacement sensitiv-

ity, consistent with Eq. (1). This compares favorably with the picometer-scale

thermal root-mean-square (RMS) displacement δxth ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kBT=meffΩ

2
m

q
of the

mechanical resonators we employ [4, 6], with nanogram mass meff and MHz

frequencyΩm=2π at room temperature T. In the Fourier domain, the spectral density

of the thermal motion is spread over the mechanical linewidth Γm ¼ Ωm=Q. Corre-
spondingly, a nearly four-order-of-magnitude signal-to-noise ratio S th

xxðΩmÞ=Sxx
between the peak thermal displacement spectral density S th

xxðΩmÞ ¼ δx2
th

Γm=2
and the

noise background Sxx can be reached already with quality factors in the millions. An

example for such a measurement is shown in Fig. 1a.

This sensitivity is insufficient, however, for the detection of displacements at the

level of the mechanical RMS zero-point fluctuations δxzpf ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ħ=2meffΩm

p
, which

are at the femtometer level for the parameters discussed above. An optical cavity is

needed to enhance the interaction between light and motion, recycling the light for a

number of roundtrips that is commensurate with the finesse F of the cavity. The

phase shift of the light emerging from the cavity is multiplied correspondingly,

allowing more sensitive detection with the same amount of laser light. In the

simplest case of resonant probing (ω ¼ ωc, the cavity resonance frequency), the

quantum imprecision noise is equivalent to displacement spectral densities of [7]

S1=2xx ðΩÞ ¼ λ

16ηcF
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ηdP=ħω
p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ Ω

κ=2

� �2
s

, ð2Þ

for a Fabry–Perot resonator with a moving end mirror (in the case of a whispering-

gallery-mode resonator whose radius is measured, λ ! λ=π). Note that the sensi-

tivity now acquires a dependence on the Fourier frequency Ω, here a simple cutoff

behavior for frequencies larger than the cavity half linewidth κ=2, as well as the
degree of cavity overcoupling ηc.
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Figure 1b shows an example of such a measurement, in this case performed on

the radial-breathing mode of a silica whispering-gallery-mode resonator [7], with

the help of a polarization spectroscopy technique [8]. It resolves not only thermal

motion with a large signal-to-noise ratio (here, about 58 dB), but also achieves an

imprecision noise below that at the resonant standard quantum limit (SQL),

SSQL
xx ðΩmÞ ¼ δx2

zpf

Γm=2
. Note that this coincides with the peak spectral density of

ground-state fluctuations [9], for this device with Ωm=2π ¼ 40:6MHz, Γm ¼ 1:3

kHz and meff ¼ 10 ng at the level of SSQL
xx ðΩmÞ ¼ ð2:2 amÞ2=Hz [10].

Cavity-enhanced laser interferometry has also been applied to nanomechanical

resonators all the way down to the molecular scale. For example, it was shown that

a fiber-based optical microcavity can resolve the thermal motion of carbon

nanotubes [11]. Another successful sensing scheme consists in introducing

nanomechanical resonators in the near field of optical whispering-gallery-mode

resonators. It achieves imprecision well below that at the SQL of stressed silicon

nitride nanostrings with picogram masses and Q � 106 [12–14]. It is also expected

that optical cavities suppress diffraction losses through preferential scattering into

the cavity mode.

To track or steer coherent dynamics of mechanical resonators at the level of their

vacuum fluctuations, yet higher sensitivities are required [14]. In particular, it is

necessary to resolve the ground state—which entails averaging for a time 4Sxx=x
2
zpf

—before it decoheres, e.g., by heating. The latter happens at a rate nthΓm, where

nth ¼ kBT=ħΩm � 1 is the mean occupation of the dominant thermal bath at

temperature T. It follows from Eq. (2) that a resolution at the level of the zero-

point-fluctuations is acquired at the measurement rate [9] Γopt ¼ 4g2=κ, where
g ¼ xzpfð∂ωc=∂xÞa, and jaj2 the number of photons in the cavity (assuming

ηcηd ¼ 1, Ω � κ ). The above-mentioned requirement can then be written as

Γopt≳nthΓm.

Interestingly, a completely new effect becomes relevant in this regime as well:

the quantum fluctuations of radiation pressure linked to the quantum amplitude

fluctuations of the laser light, representing the quantum backaction of this mea-

surement [15]. And indeed the ratio of radiation pressure to thermal Langevin force

fluctuations is given by
S qba

FF ðΩmÞ
S th
FFðΩmÞ ¼

Γopt

nthΓm
. While these force fluctuations induce

random mechanical motion that can mask a signal to be measured, it is important

to realize that motion and light become correlated, at the quantum level, via this

mechanism. As a consequence, the mere interaction of cavity light with a

nanomechanical device can induce optical phase–amplitude quantum correlations,

which squeeze the optical quantum fluctuations, in a particular quadrature, below

the level of the vacuum noise. This effect is referred to as ponderomotive squeezing

[16–19].

An example of this phenomenon is shown in Fig. 1c [20]. A 1.928-MHz

nanomechanical membrane resonator of dimensions ð544 μmÞ2 � 60 nm is placed

in a laser-driven high-finesse optical cavity and thereby measured at a rate of

Γopt=2π ¼ 96 kHz. Its decoherence rate is reduced tonΓm=2π � 20 kHz, by cooling
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it in a simple cryostat toT ¼ 10K. A slight detuning of the laser field with respect to

the optical resonator (Δ ¼ ω� ωc ¼ �2π � 1:4MHz) leads to further cooling of

the mechanical mode [21–24], akin to Doppler cooling of atomic gases [25]—here

to a mean occupation of neff � 5. It also allows direct observation of the squeezing

in the amplitude fluctuations of the light emerging from the resonator: Its normal-

ized spectral density assumes the form

Sout
XX ðΩÞ � 1� 2

8Δ
κ

ΓoptRe χeffðΩÞf gþ
þ 8Δ

κ

� �2
Γopt χeffðΩÞj j2 Γopt þ nthΓm

� �
:

ð3Þ

Note that the second term represents the correlations, which can assume negative

values and thus lead to noise below the vacuum level Sout
XX ¼ 1 ( χeff is the effective

mechanical susceptibility [3]). Ponderomotive squeezing down to�2:4 dBhas been

observed, the strongest value so far, and simultaneous squeezing in a multitude of

mechanical modes [20]. Schemes that exploit such quantum correlations for

sub-SQL measurements of displacement and forces are subject of ongoing research

[26–28].

The above examples show that laser-based measurements resolve the motion of

nanomechanical oscillators all the way to the level of their vacuum fluctuations. In a

simple classification (Fig. 1d), basic interferometers can readily resolve thermal

motion, as required in many sensing and characterization experiments. Cavity-

enhanced approaches achieve imprecision below the resonant SQL. To measure

and control motion at the quantum level, displacements at the scale of the vacuum

fluctuations must be resolved within the coherence time of the mechanical resona-

tor. Then the imprecision (of an ideal setup) is more than nth times below the

resonant SQL, and quantum backaction exceeds thermal force fluctuations and

induces quantum correlations [3, 9].

While the above-described techniques can be considered variants of laser inter-

ferometry, there are a number of techniques to characterize mechanical devices that

are laser spectroscopic in nature. A prominent example is optomechanically

induced transparency (OMIT), first described in Refs. [29, 30]. It consists in the

observation that a laser-driven cavity containing a dispersively coupled mechanical

device will have a modified transmission spectrum for a second “probe” laser beam

at the frequencyωp ¼ ωþΩm þ Δ0, where jΔ0j≲κ is the two-photon detuning. The
intracavity probe field,

ap /
ffiffiffi
κ

p

ð�iΔ0 þ κ=2Þ þ g2

�iΔ0 þ Γm=2

ð4Þ

in the simplest case �Δ ¼ Ωm � κ, encodes the coupling strength g. It is thus

possible to derive g, for example, from probe transmission measurements [31, 32].
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3 Laser-Based Imaging

As already indicated, it can be of great interest to also spatially resolve mechanical

displacement patterns. With laser light, this can be accomplished in an extremely

sensitive and virtually non-perturbing manner [33–37]. In the following, we present

two methods that we have implemented for characterizing nano- and

micromechanical resonators with micrometer transverse resolution, sufficient for

resolving the spatial patterns of MHz mechanical modes.

3.1 Scanning Laser Interferometry

The first setup, shown in Fig. 2, is a Michelson interferometer based on a Nd:

YAG laser at λ ¼ 1064 nm. A polarizing beam splitter (PBS1) splits its output into

two interferometer arms. In one arm, a single-mode fiber guides light to a probe

(a)

(b)

(c)

(d)

Fig. 2 Setup for interferometric imaging of mechanical motion. a Probe head with microscope

objective mounted on a motorized 3-axis translation stage to position a focused laser spot on the

sample. The sample is imaged simultaneously onto a CMOS camera via a beam splitter (BS) and a

lens. b Sample placed on top of a piezo (PZT1) inside a high vacuum chamber. cMain part of the

Michelson interferometer. A balanced receiver (detectors D1 and D2) measures the relative phase

between the light returned from the sample and the reference arm. Electronic feedback to a

piezomounted mirror (PZT2) stabilizes this phase with a low (≲10 kHz) bandwidth. d Signal

from the balanced receiver as a function of time while scanning (blue) and actively stabilizing

(purple) the relative phase
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head mounted on a motorized 3-axis translation stage. The probe head (Fig. 2a)

consists of a microscope objective focusing the laser light to a spot of diameter� 2

μmon the sample and a CMOS camera capturing images of the sample in real time.

To reduce viscous (gas) damping of the nanomechanical motion, the sample is

placed inside a high vacuum chamber at a pressure of< 10�5 mbar. A piezoelectric

shaker (PZT1) can excite mechanical eigenmodes (Fig. 2b).

Light reflected off the sample is spatially overlapped with the local oscillator

from the other interferometer arm in PBS1 (Fig. 2c). Projection on a common

polarization basis subsequently enforces interference in a second polarizing beam

splitter (PBS2), whose outputs are monitored with a high-bandwidth (0� 75 MHz)

InGaAs-balanced receiver. This configuration ensures shot-noise-limited detection

of the reflected light when a typical � 800 μW beam is sent to the sample. In the

correct polarization base, one obtains a receiver signal Vff cos ðϕÞ, where ϕ is the

relative phase between the two beams and Vff is the full fringe voltage, which we

check with an oscilloscope (Fig. 2d). For maximal transduction, ϕ is actively

stabilized to the mid-fringe position by means of a mirror mounted on a piezoelec-

tric transducer in the local oscillator arm (PZT2) and a proportional-integral

(PI) feedback control.

In this case, small measured voltages δVðtÞ � Vff convert to displacement via

δxðtÞ � �δVðtÞλ=4πVff . Modulating PZT2 continuously with known frequency and

amplitude generates a reference displacement and provides an independent calibra-

tion tone (CT) in the spectra.

As a first example, Fig. 3 shows a raster scan of a stoichiometric silicon nitride

(SiN) membrane with side length l ¼ 1mm. We scan the membrane surface with

the probe head using stepper motor actuation and record traces δxðtÞ at each of the

22� 22 positions. The traces are spectrally filtered around the peaks of several

mechanical modes via digital post-processing. In this manner, we extract RMS

displacements of each mechanical eigenmode in each scan pixel. Figure 3 shows

the corresponding displacement maps for the modes, which are thermally excited at

room temperature (PZT1 off). The measured mode patterns compare well with the

hybridized eigenmodes of a square membrane:

wn,m / sin ðknuÞ sin ðkmvÞ þ β sin ðkmuÞ sin ðknvÞ, ð5Þ
where kn ¼ 2πn=l, km ¼ 2πm=l, and n,m 	 1 denote the number of antinodes along

in-plane coordinates u and v, respectively, and jβj < 1 quantifies the degree of

hybridization between degenerate mode pairs. We find that the measured maximum

RMS displacements, as calibrated by the CT, are in good agreement with the

expected thermal motion (Fig. 3). Here, we have assumed a mass

meff ¼ ρl2h=4 � 34 ng, given the thickness h ¼ 50 nm and density ρ ¼ 2:7 g/cm3

of the membrane. Note that the modes ðn,mÞ ¼ ð1, 2Þ and (2, 1) show hybridization

with jβj � 0:2.
Scanning laser interferometry is particularly useful to characterize complex

mode structures, such as SiN membranes patterned with phononic crystal structures

[4] (Fig. 4). A scan measured on a grid of 100� 100 points with a 5 μm spacing
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resolves also the 9:3 μm-wide tethers in between two holes, as Fig. 4b shows. At the
expense of measurement time, the grid spacing could be further reduced; however,

the spatial resolution of the obtained image is eventually limited to the � 2 μm
diameter of the laser spot. Figure 4c shows another mode of the same device imaged

over a larger area. At a distance of 500 μm from the center, the mode’s amplitude

has decayed to the measurement noise level, illustrating the localization of the

mode to the defect.

An advantage of measuring thermally excited modes is that information on all

modes within the detector bandwidth is acquired simultaneously. This large set of

(a) (f)

(g)

(h)

(i)

(j)

(b)

(c)

(d)

(e)

Fig. 3 Nanomechanical

modes of a stoichiometric

SiN membrane measured

with the raster-scan

interferometer. a–e

Measurements of thermal

motion on a 22 � 22 point

grid. f–j Calculated

displacement for mode

numbers (n, m), accounting
for hybridization between

mode (1, 2) and (2, 1)
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data can be processed and represented in different ways. As an example, Fig. 4c

shows an average spectrum of 400 measurement points on the defect. It clearly

reveals a phononic bandgap between about 1.41 and 1:68MHz, containing five

defect mode peaks, as well as the calibration peak at 1:52MHz. The left panel

shows a displacement map corresponding to a specific frequency bin of this

spectrum. We can also create an animation that composes the displacement maps

for each of the frequency bins in the spectrum. It is provided as electronic supple-

mentary material to this article (see supplementary material). It delivers an instruc-

tive illustration of the effect of the phononic crystal structure, contrasting the small

number of localized modes inside the bandgap with a “forest” of distributed modes

at frequencies outside the bandgap.

A disadvantage of the scanning laser interferometer is its long measurement

time. For instance, a high-resolution scan, such as the one shown in Fig. 4b, takes

more than 8 hours. This is because for each pixel of the image we probe thermal

(c)

(b)(a)

Fig. 4 Measurements of patterned SiN membrane with the raster-scan interferometer.

a Micrograph of a SiN membrane patterned with a phononic crystal structure. b Localized

nanomechanical mode imaged on 100 � 100 grid in the scan area indicated by a green square
in (a). Holes are detected by disappearance of the calibration peak and shown as white pixels.
c Snapshot of an animation provided as supplementary material. It shows the displacement pattern

(left) corresponding to a particular frequency bin (green line) of the averaged spectrum (right)
(from [4])
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motion during several seconds, averaging over timescales longer than Γ�1
m . Some

acceleration is possible by either artificially increasing Γm, e.g., by controlled gas

damping, or by driving the modes coherently using PZT1. The latter can further-

more provide information about the mechanical phase at each position, if mechan-

ical frequency drifts are properly accounted for.

3.2 Dark-Field Imaging

A powerful approach to single-shot characterization of mechanical modes is provided

by dark-field imaging [35]. Figure 5a shows the setup which we have implemented to

this end. It directly captures the squared displacement patterns of two-dimensional

resonators such as membranes or cantilevers on a CCD camera. Its functional

principle is described with simple Fourier optics [38]. A collimated laser beam

with a wavelength λ ¼ 1064 nm and beam diameter of 2:4mm impinges perpendic-

ularly on the sample, here a SiN membrane with side length l ¼ 1mm. The reflected

electric field Er at transverse position (u, v) is subject to a phase shift proportional

to the membrane displacement w(u, v, t). We assume that the incident electric field

E0e
iωt is constant across the membrane, since the incident beam diameter is 2.4 times

larger than the membrane. Assuming furthermorewðu, v, tÞ � λ, the reflected electric
field reads Erðu, v, tÞ � rE0e

iωt 1þ ikwðu, v, tÞ½ 
, where r is the absolute value of the
reflection coefficient, k ¼ 2π=λ and ω ¼ ck. A lens (focal length f 1 ¼ 75mm)

performs an optical Fourier transform F with respect to the coordinates (u, v),
yielding

(a)

(b)

(c)

Fig. 5 Setup for dark-field imaging of mechanical motion. a Optical configuration with small

opaque disk in the Fourier plane A, creating a dark-field image of the sample in the image plane B.
A lens (f 3 ) projects a magnified image onto a CCD camera. A ray diagram illustrates how the

image is formed (purple lines). b Image of the Fourier plane, where an opaque disk blanks out

undiffracted zero-order light, when a membrane mode is excited. c Sample is mounted on a

piezoelectric actuator (PZT1) in a high vacuum chamber
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FðErÞ ¼ rE0e
iωt Fð1Þ þ Fðikwðu, v, tÞÞ½ 
: ð6Þ

The zero-order peak (first term in Eq. (6)) is removed from the beam by an opaque

disk in the Fourier plane. This extracts the diffracted light due to the membrane

displacement w. A second, subsequent lens (focal length f 2 ¼ 50 mm) performs

another Fourier transform on the filtered light. The time-averaged intensity pattern

Iðu0, v0Þ ¼ rE0e
iωtFðFðikwðu,v, tÞÞÞj j2

D E

¼ I0r
2k2 wð�u, � v, tÞ2

D E
,

ð7Þ

is then recorded by a camera, where I0 ¼ jE0e
iωtj2 is the incident intensity. It

directly shows an intensity pattern proportional to the squared displacement of an

eigenmode.

In our setup, a third lens with focal length f 3 ¼ 35mm is placed in front of the

camera to magnify the image. It also allows imaging the Fourier plane by adjusting

the distance between camera and lens to f 3. Figure 5b shows a Fourier image of the

membrane with diffraction patterns extending in two orthogonal directions due to

the sharp edges of the membrane. Two bright spots close to the center originate

from diffraction due to a driven eigenmode, a hybridization between the modes

(1,2) and (2,1) at a frequency of 645 kHz. The opaque disk made of aluminum

deposited on a thin piece of glass is seen as a white disk in the center. With a

diameter d ¼ 100 μm, it blocks diffraction angles α≲d=2f 1 generated by mechan-

ical modes with a distance between nodes of ≳λ=2α � 800 μm.

A piezoelectric actuator (PZT1) successively excites the eigenmodes of the SiN

membrane inside a vacuum chamber, by slowly sweeping a strong drive tone across

the frequency window of interest (here 0:4 . . . 2MHz). Figure 6 shows images of

several modes recorded with an incident optical power of � 100 μW and a typical

integration time of 10ms. Comparison with mode patterns calculated from Eq. (5)

allows inferring the mode numbers (n, m), and the degree of hybridization, as seen,
for example, on the 1.683-MHz mode.

While it enables much shorter measurement times than the scanning laser

interferometer, the dark-field imaging setup has a relatively low displacement

sensitivity. For this reason, PZT1 has to be driven with a stroke of ≳300 pm,

significantly increasing the membrane oscillation amplitude, up to a regime where

mechanical nonlinearities (e.g., Duffing-type frequency shifts) can play a role. In

principle, the sensitivity can be enhanced by increasing the laser intensity I0, yet in
practice it is often limited by background noise due to scattered light from optical

components increasing equally with I0. Another important limitation is that dif-

fraction from the sample’s geometry cannot be discriminated from modal displace-

ments. In this simple implementation, the approach is thus unsuitable for devices

with fine structures in their geometry, such as the patterned membranes.
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4 Conclusion

In summary, we have described several laser-based techniques to measure and

image nanomechanical motion. As we show, exquisite displacement sensitivity can

be reached, well into the regime in which quantum backaction and the ensuing

light-motion quantum correlations dominate over thermomechanical noise. This

sensitivity is rivaled only by techniques based on superconducting microwave

electromechanical systems, which operate at ultra-low (T � 1K) cryogenic tem-

peratures [39, 40]. Interest in this quantum domain has originally been motivated by

observatories such as LIGO and can now, for the first time, be explored with optical

(a)

(b)

(c)

(d)

(e)

(f)

(g)

(h)

(i)

(j)

Fig. 6 Nanomechanical

modes of a stoichiometric

SiN membrane measured

with dark-field imaging. a–e

Single-shot (acquisition

time � 10ms)

measurements of

mechanical modes at

various frequencies while

driving the membrane with

PZT1. Pixels colored in
dark red indicate high

intensities and correspond

to large values of squared

mechanical displacement.

f–j Calculated squared

mechanical mode patterns

with mode numbers (n, m).
Modes (3, 5) and (5, 3)

show nearly complete

hybridization with jβj � 1
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and microwave experiments [3, 9, 15, 41, 42]. In addition, laser-based techniques

can provide spatial imaging of mechanical displacement patterns. They constitute

not only highly useful tools to develop and characterize novel micro- and

nanomechanical devices [4, 6, 35–37]. Similar techniques could also be used to

address individual elements in multimode devices [20] or (opto-)mechanical arrays

[4, 43]—if need be, also in combination with cavity-enhanced readout [33, 44].
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Quantum Regime of a Free-Electron Laser:

Relativistic Approach

Peter Kling , Roland Sauerbrey, Paul Preiss, Enno Giese, Rainer Endrich,

and Wolfgang P. Schleich

Abstract In the quantum regime of the free-electron laser, the dynamics of the

electrons is not governed by continuous trajectories but by discrete jumps in

momentum. In this article, we rederive the two crucial conditions to enter this

quantum regime: (1) a large quantum mechanical recoil of the electron caused by

the scattering with the laser and the wiggler field and (2) a small energy spread of

the electron beam. In contrast to our recent approach based on nonrelativistic
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find it appropriate to contribute an article devoted to the Quantum FEL to this Special Issue

celebrating the scientific achievements of Theodor W. Hänsch. Our warmest wishes, and Happy
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quantum mechanics in a co-moving frame of reference, we now pursue a model in

the laboratory frame employing relativistic quantum electrodynamics.

1 Introduction

An important insight gained already in the early days of the free-electron laser

(FEL), especially in the articles by Colson [1] and Hopf et al. [2], was that the FEL

can be completely understood in terms of classical physics [3]. However, recent

years have seen a rising interest in a novel regime of FEL operation where quantum

effects become crucial [4, 5]: the so-called quantum regime or Quantum FEL. For

example, in Refs. [4, 5] the authors consider the Heisenberg equations of motion

while in Ref. [6] as well as in Refs. [7, 8] formalisms in second quantization are

discussed. Moreover, a quantum fluid model is developed in Ref. [9] and in

Refs. [10, 11] the authors use the Klein–Gordon equation coupled to classical

electromagnetic fields to derive a dispersion relation.

While in all these approaches the respective sets of equations were solved and

the quantum regime was identified as one limit of the solution, our article [12] on

the Quantum FEL takes a different route: We search in the dynamical equations for
a regime where quantum mechanics becomes prevalent and solve these equations in

an asymptotic way. To achieve this goal, we have used a nonrelativistic approach in

the co-moving Bambini–Renieri frame [13, 14]. In contrast, we develop in the

present article a fully relativistic model in the laboratory frame and derive within

this framework the conditions to enter the quantum regime.

1.1 Conditions for Quantum FEL

In Refs. [12, 15–17], we have shown that quantum effects become important for the

FEL dynamics when the discrete quantum mechanical recoil due to the scattering of

the electron is the dominating momentum scale. Moreover, we have defined the

quantum regime of the FEL as the limit where the electron occupies only two

resonant momentum states giving rise to a system analogous to the Jaynes–Cum-

mings model [18], where a two-level atom interacts with a quantized mode of the

radiation field.

This transition to the quantum regime is quantified by two conditions: The first

one relates to the ‘quantum parameter’αwhich is defined as the ratio of the coupling
strength between the electron and the fields, and a frequency connected to the

quantum mechanical recoil. To be in the quantum regime, α has to be much smaller

than unity.

The second requirement for the Quantum FEL demands the width Δp of the

initial momentum distribution to be smaller, or of the order of the recoil.
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To analyze these two conditions for a possible experimental realization, we have

expressed α and Δp in the laboratory frame by transforming from the co-moving

frame to the laboratory frame. With this procedure, we have obtained [12] the

requirement1

α � γ2g
ffiffiffi
n

p

ħðkL þ kWÞ2=ð2mÞ
� 1 ð1Þ

for the quantum parameter α where g, n, m and ħ denote the coupling constant

between the electron and the fields, the number of laser photons, the mass of the

electron and the reduced Planck constant, respectively, while γ is the scaled energy

of the electron. The wave numbers of the laser field and the wiggler are given by kL
and kW, respectively.

On the other hand, we have found the condition [12]

Δγ
γ

< 4γ
λC
λW

ð2Þ

on the relative energy spread Δγ=γ of the electron beam with the Compton

wavelength λC of an electron and the wiggler wavelength λW � 2π=kW.

However, we could have taken a more direct route avoiding the detour to the

Bambini–Renieri frame and perform the calculations in the laboratory frame. The

price for this procedure is of course that we have to use the more tedious methods of

relativistic quantum electrodynamics instead of the straightforward nonrelativistic

computations.

Nonetheless, the physical situation in both frames of reference is the same and

we should find analogous results. Hence, we formulate the goal of the present

article: Find the conditions for the Quantum FEL in a fully relativistic approach,

and compare them to the ones obtained in the framework of the Bambini–Renieri

frame.

1.2 Outline

Our article is organized as follows: In Sect. 2, we review a model [19, 20] for a

quantum theory of the FEL in the laboratory frame based on the Furry or bound

interaction picture [21] as well as on the Volkov solution [22].

1In Ref. [12], we have rewritten α in terms of the wiggler parameter a0, the electron density ne, the
classical electron radius re and the Compton wavelength λC. Indeed, the form

α ¼ 1

γ3
a0

ffiffiffiffiffiffiffiffi
rene

p

32
ffiffiffi
π

p λ5=2W

λ3=2C

is more convenient to compare to experimental parameters.
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With the help of this model, we derive in Sect. 3 the conditions for the Quantum

FEL in the laboratory frame, which turn out to be equivalent to the ones of

Ref. [12]. For our calculations, we restrict ourselves to a single-electron model

which limits us to the low-gain regime of FEL operation. Moreover, we solve the

FEL dynamics in a perturbative manner, which is only valid for short times. Despite

these simplifications, we are able to identify the important parameters governing

the transition from the classical to the quantum regime of the FEL. In Sect. 4, we

summarize our results.

Appendices A and B give a more detailed description of the Furry picture and the

Volkov solution, respectively. In Appendix C, we present the calculations of

second-order perturbation theory to prove also in the laboratory frame that multi-

photon processes are suppressed in the Quantum FEL.

2 Quantum Model of FEL in Laboratory Frame

Due to the relativistic velocities of the electrons in the laboratory frame, we have to

use methods of relativistic quantum electrodynamics to establish a quantum theory

of the FEL in this frame of reference. A suitable model, introduced in Refs. [19, 20],

can be found in the so-called Furry or bound interaction picture [21]. In this

description, the effects of the wiggler field, which is modeled as a classical and

fixed quantity, are incorporated into the free dynamics of the electron while the

quantized laser field acts as a perturbation of this motion.

Due to difficulties in treating multi-photon processes [23], which are crucial for

the classical FEL [24], this relativistic model was discarded and theories were

developed [25] in the co-moving Bambini–Renieri frame.2 However, since pro-

cesses involving more than one photon are strongly suppressed [12] in the Quantum

FEL, we assume that the Furry picture is a good starting point for our investigations.

To introduce our model, we first consider the electromagnetic fields and then

turn to the electron. We conclude by discussing the interaction between the electron

and the fields, and deriving the Hamiltonian for the FEL in the laboratory frame.

2.1 Wiggler and Laser Fields

Due to its high intensity, we assume that the wiggler field can be treated as a

classical and fixed electromagnetic field. In contrast, we describe the laser field in

second quantization.

2Even the relativistic quantum theory of the FEL pursued in Refs. [24, 26] is effectively in the

Bambini–Renieri frame. Indeed, this approach begins by using the Klein–Gordon equation in the

laboratory frame, but after several transformations of variables one reproduces the same equations

of motion as if one had considered the co-moving frame from the start.
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We model the four-potentials

Â μ
LðxÞ � AL

�
âL Eμe�ikL�x þ h:c:

�
ð3Þ

and

Aμ
WðxÞ � ~AW Eμe�ikW�x þ c:c:

� �
ð4Þ

of the laser field and of the wiggler as two counterpropagating one-mode plane

waves with the vacuum amplitude AL for the laser, and the amplitude ~AW for the

wiggler. The four-vector x � xμ � ðct, rÞ specifies time t and position r in the four-

dimensional Minkowski space, while c denotes the speed of light.

The photon annihilation and creation operators â L and â
{
L fulfill the commutation

relation ½â L, â
{
L� ¼ 1, while the potentials obey circular polarization with the

polarization vectors E � E ¼ E∗ � E∗ ¼ 0 and E � E∗ ¼ �1, written in a four-

dimensional form.

The scalar products of the four-wave vectors kL and kW with themselves vanish

for plane waves, i.e., kL � kL ¼ kW � kW ¼ 0, provided we consider the case of a

laser wiggler. In the case of a magnetostatic wiggler, kW � kW would give a nonzero

contribution, because the zeroth component which corresponds to the frequency of

the field is zero in this case.

Since for an experimental operation of a Quantum FEL a laser wiggler or

‘optical undulator’ [27–30] was proposed [31], we concentrate in this article on

this kind of undulator. However, even for a magnetostatic wiggler we find results

[20] analogous to the optical ones, because in its rest frame the electron experiences

the wiggler as a counterpropagating wave at approximately the speed of

light [13, 14].

2.2 Electron in Wiggler Field

To simplify our calculations, we use the Klein–Gordon instead of the Dirac

equation, which is justified since spin effects in the FEL can be neglected

[32]. Indeed, according to Ref. [23] the corrections due to the spin scale with the

ratio of the energy of a single laser photon and the kinetic energy of the electron in

the laboratory frame. Although one expects that in the quantum regime a genuine

quantummechanical quantity such as the photon energy plays a significant role, it is

still much smaller than the energy of the massive electron moving at relativistic

velocities. Hence, we can safely neglect spin effects in any description of the

FEL—in the classical as well as in the quantum regime.

The unperturbed dynamics of the Klein–Gordon field operator φ̂ ðxÞ in the Furry
picture is determined by the Klein–Gordon equation including the interaction of the

electron with the wiggler field, which is derived in Appendix A. To obtain a particle
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interpretation of the electron field, we first have to find a solution of the

corresponding Klein–Gordon equation

iħ∂μ � eAμ
WðxÞ

� �2 � m2
0c

2
h i

φðxÞ ¼ 0 ð5Þ

for the ‘classical’ fieldφðxÞ. Here,m0 and e describe the mass of the electron and the

elementary charge, respectively.

The Volkov solution of Eq. (5) is derived in Appendix B and reads

φpðxÞ �
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2γmcV
p e�ip�x=ħ ð6Þ

where

pμ � pμ
f þ e2 ~A2

W

pf � kW
k μ
W, ð7Þ

denotes the effective four-momentum of the electron in the wiggler and pf is the
momentum of the free electron before it enters the wiggler.

The effective mass m is connected to p and to the ‘free mass’m0 via the relation

p � p ¼ m2
0c

2 þ 2e2 ~A2
W � m2c2: ð8Þ

The fact that we are dealing with the effective electron momentum, p, instead of the
free one, pf , can be interpreted by a dressed electron model, where the effects of the

external field AW are already taken into account in form of the effective mass and

momentum.

Other quantities that occur in the Volkov solution, Eq. (6), are the relativistic

factor γ � p0=mc and the quantization volume V.
In order to arrive at the familiar particle interpretation of the field operator φ̂ ðxÞ,

we expand [20] it in terms of the Volkov solutions, Eq. (6), and arrive at

φ̂ ðxÞ ¼
X
p

φpðxÞb̂ p ð9Þ

where b̂ p annihilates an electron with momentum p and b̂ {
p creates one.

One could argue that the creation and annihilation operators for a scalar field

fulfill bosonic commutation relations, ½b̂ p, b̂
{
p0 � ¼ δp,p0 , instead of the required anti-

commutator relations for the fermionic electrons. However, since we are describing

a single-electron model, the difference in the occupations of fermionic and bosonic

many-particle quantum states does not enter into our theory.

We also emphasize that the expansion, Eq. (9), considers only particle operators
and the corresponding positive energy solutions. Indeed, we have discarded anti-
particle operators with negative energy solutions in complete analogy to Ref. [20].
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2.3 Electron in Wiggler Plus Laser Field

The Hamiltonian

Ĥ ðtÞ � e

Z
d3r ĵ ðxÞ � Â LðxÞ ð10Þ

describing the interaction between the electron and the electromagnetic fields in the

Furry picture is derived in Appendix A and couples the electron current ĵ μ to the

four-potential of the quantized laser field Â μ
L.

The components

ĵ μðxÞ � c φ̂{ðxÞiħ∂μφ̂ðxÞ �
�
iħ∂μφ̂{ðxÞ

�
φ̂ðxÞ

� �
þ 2eAμ

WðxÞφ̂ {ðxÞφ̂ ðxÞ ð11Þ

of the current corresponding to the electron in the wiggler field involve the field

operator φ̂ of the Klein–Gordon field and the four-potential AW of the classical

wiggler field.

We assume that the electron is injected parallel to the wiggler axis which we

denote as the z-direction. Hence, all transverse components of the initial momentum

vanish. Since the laser field and the wiggler field form a collinear geometry their

phases also depend only on z and due to the interaction with these fields, the

electron dynamics is maintained in the z-direction. Hence, we can consider an

effective one-dimensional theory for the FEL dynamics.

Thus, by examining the Volkov solution, Eq. (6), and the electron current,

Eq. (11), we observe that only the transverse components of the current, propor-

tional to Aμ
WðxÞ, couple to the laser field Â μ

LðxÞ, because in our one-dimensional

model we have

p � Â L ¼ pf � Â L ¼ 0: ð12Þ

For our choice of circular polarization, we can derive from Eqs. (3), (4), (9), (10)

and (11) the Hamiltonian

Ĥ ðtÞ ¼
Z
V

d3r
�
ĤemðxÞ þ ĤabsðxÞ

�
ð13Þ

where

Ĥ emðxÞ �
ħg
V

X
p0, p00

eiΦðxÞffiffiffiffiffiffiffiffi
γ0γ00

p b̂ {
p0 b̂ p00 â

{
L ð14Þ

describes the emission of photons into the laser field with the phase
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ΦðxÞ � 1

ħ
p0μ � p00μ þ ħ k μ

L � k μ
W

� �� �
xμ ð15Þ

while

HabsðxÞ ¼ HemðxÞð Þ{ ð16Þ

is the corresponding absorption term.

The coupling constant g is defined as

g � e2AL
~AW

ħm
ð17Þ

in complete analogy to Ref. [12].

The dynamics of the system consisting of electron and laser field is given by the

state vector jΨðtÞi. In the following, we write jΨ ðtÞi in terms of photon number

states jni of the laser field and momentum eigenstates jpi � j1pi ¼ b̂ {
pj0i of the

electron. The vacuum j0i of the electron field is defined by the relation b̂ pj0i ¼ 0,

valid for all momenta p. Projecting ⟨n, pj on the total state jΨ ðtÞi and taking the

modulus square, that is, j⟨n,pjΨðtÞij2, gives us the joint probability to find n photons
in the laser mode and the momentum p of the electron.

3 Quantum FEL in the Laboratory Frame

In this section, we analyze the FEL dynamics in the laboratory frame governed by

the Hamiltonian, Eq. (13), and ultimately derive the necessary requirements to enter

the quantum regime. First, we investigate the microscopic processes for the FEL

from the point of view of energy–momentum conservation; then, we use first-order

perturbation theory to solve the equations of motion for the system. Finally, we

identify the Quantum FEL as the limit where single-photon processes dominate,

while multi-photon transitions are suppressed.

3.1 Resonance Condition

For our study of the basic processes in the FEL dynamics, it is convenient to

consider energy–momentum conservation in the formulation of co- and

contravariant four-vectors. As described in the previous section, we use the effec-

tive four-momentum

pμ � ðp0, 0, 0, pzÞ � γmcð1, 0, 0, βÞ ð18Þ

of the electron in the wiggler instead of the free momentum
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pμ
f � γ0m0cð1, 0, 0, β0Þ, ð19Þ

where we have chosen the direction of the propagation parallel to the z-axis.
Moreover, we have defined the relativistic factors

γ � 1ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� β2

p ð20Þ

and

γ0 �
1ffiffiffiffiffiffiffiffiffiffiffiffiffi

1� β20

q ð21Þ

together with the scaled velocities β and β0 such that the four-momentum fulfills the

conditions p � p ¼ m2c2 and pf � pf ¼ m2
0c

2.

The reason for considering the effective momentum p is its appearance in the

Volkov solution, Eq. (6), and in the phase, Eq. (15), of the Hamiltonian, Eq (13).

Classically it can be understood by identifying pμ as an effective longitudinal

momentum which contains the effects of the transverse motion of the electron in the

wiggler due to the Lorentz force [33].

The microscopic processes of the FEL can be described in terms of Compton

scattering, where l wiggler photons with the four-wave vector

k μ
W ¼ kW ð1, 0, 0, � 1Þ ð22Þ

and l laser photons with the four-wave vector

k μ
L ¼ kL ð1, 0, 0, 1Þ ð23Þ

interact with an electron, which possesses the initial momentum pμ.
Due to energy–momentum conservation, the final momentum p0μ of the electron

reads [34]

p0μ ¼ pμ � lħ k μ
L � k μ

W

� �
, ð24Þ

where the minus sign occurs in the case of emission of l laser photons and

absorption of l wiggler photons (‘emission’), while the plus sign describes the

opposite process (‘absorption’).
We use the relation, Eq. (8), in order to eliminate the final momentum p0μ in

Eq. (24). After straightforward algebra, we observe, for fixed values of the wave

numbers kL and kW, the resonance condition

β ¼ kL � kW
kL þ kW

� l
2kW

kL þ kW

ħkL
γmc

: ð25Þ
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For the time being, we neglect the recoil term in Eq. (25), since the photon

momentum ħkL is much smaller than the electron momentum γmc, as well as

kW � kL. Indeed, we would need an unrealistic high number l of scattered photons

to obtain noticeable corrections to the leading term.

Hence, we obtain for classical resonance

β ffi kL � kW
kL þ kW

� βBR ð26Þ

where only the wave numbers of the fields occur and no term with ħ is present. As

shown in Appendix A of Ref. [12], Eq. (26) gives the velocity βBR of the Bambini–

Renieri frame relative to the laboratory frame.

Alternatively we can derive the resonance condition for kL with fixed kW and γ.
An analogous calculation [26] yields the expression3

kL ffi 4γ20kW
1þ a20
� � , ð27Þ

where we have defined [35] the wiggler parameter a0 � e
ffiffiffi
2

p
~AW=ðm0cÞ. Moreover,

we have made the approximations 1þ β ffi 2 and γm ffi γ0m0, which can be easily

derived from β≲1 and pf � kW ¼ p � kW.

We emphasize that neglecting the recoil contributions in Eq. (25) is a reasonable

procedure to estimate the resonant velocity for the electron relative to the laboratory

frame. However, the recoil is the reason for gain in the FEL regardless of whether

we consider the classical regime, where many photons are scattered, but the discrete

nature of the jumps is washed out, or we are in the quantum regime where only few

photons are scattered. Hence, we have to consider the relative velocity of the

electron with respect to the resonant one, Eq. (26), in a complete theory of the FEL.

In other words, the recoil term in Eq. (25) gives a nonrelativistic correction to

Eq. (26) which may or may not be neglected, depending on the observable of

interest. The recoil corrections in Eq. (25) are much smaller than unity while the

scaled velocity βBR of the Bambini–Renieri frame is close to unity. For this reason

we can identify the recoil terms as nonrelativistic which justifies the approach in the

co-moving frame of Ref. [12].

We now further rewrite the expression in Eq. (25). With the help of the identity

γBR ¼ kL þ kW

2
ffiffiffiffiffiffiffiffiffiffiffi
kLkW

p , ð28Þ

derived in Appendix A of Ref. [12], we obtain the form

3We note that the result for the resonant wave number kL differs by a factor of 2 from the one for a

magnetostatic wiggler [26].
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2kW
kL þ kW

ħkL
γmc

¼ q

2γ2BRγmc
ð29Þ

for the recoil term in Eq. (25). Here we have defined the quantum mechanical recoil

q � ħ kL þ kWð Þ ð30Þ

which is the change of the electron momentum in z-direction due to a single

scattering process according to Eq. (24).

Finally we cast Eq. (25) into the form

β ¼ βBR � l
Q
2

ð31Þ

where we have recalled the definition of βBR, Eq. (26), and have introduced the

dimensionless recoil parameter

Q � ħ kL þ kWð Þ
γ3mc

: ð32Þ

In the transition from Eq. (29) to (32), we have additionally approximated γBR ffi γ
since all processes take place close to the classical resonance.

3.2 Dynamics

The dynamics of the state jΨðtÞi describing the motion of the electron and the laser

field during an interaction time t is given by

jΨðtÞi ¼ Û ðtÞjΨð0Þi ð33Þ

with the time evolution operator [36]

Û ðtÞ �
X1
j¼0

�i

ħ

� �jZ t

0

dtj

Ztj

0

dtj�1 � � �
Zt2
0

dt1


 Ĥ ðtjÞĤ ðtj�1Þ � � �Ĥ ðt2ÞĤ ðt1Þ

ð34Þ

originating from the time-dependent Hamiltonian Ĥ ðtÞ given by Eq. (13).

Following Ref. [19], we extend the spatial integration in the z-direction to

infinity in Eq. (13), while considering a finite integration time t. This way, the

integral over space leads to a delta function for the momentum.

In analogy to Ref. [12], we use perturbation theory to solve the dynamics, i.e.,

we subsequently evaluate the individual terms of the sum in Eq. (34). However,

before we proceed, we examine the action of the Hamiltonian, Eq. (13), on a state.
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As mentioned above, the Hamiltonian density can be split into an emission Ĥ em

and absorption term Ĥ abs. The combination of the creation and annihilation

operators of the electron and of the laser field ensures that in the time evolution

Eq. (33), for the initial state jn, pzi consisting of a photon number state jni and a

momentum eigenstate jpzi, only a state

jΨðtÞi ¼
X1
l¼�n

clðtÞjnþ l, pz � lqi ð35Þ

can be generated, where l photons are emitted into, or absorbed from the laser field

while the electron looses or gains the momentum lq. The quantum mechanical

recoil q � ħðkL þ kWÞ is defined according to Eq. (30).

This effect corresponds to momentum conservation in Eq. (24) but not to energy

conservation. Due to the finite integration time, we will see that the zeroth compo-

nent of the four-momentum, i.e., the energy, is not exactly conserved leading to

combinations of sinc functions in the probabilities.

The expansion coefficients cl in Eq. (35) represent probability amplitudes for a

process involving l photons and the electron recoiling l times. The basis states jn
�l, pz � lqi used in this expansion are also known [37] as ‘scattering basis.’

In contrast to Eq. (35), we allow in the following a distribution of the initial

momenta with a nonzero width. In accordance with Ref. [12], we assume the initial

condition

clðpz; 0Þ ¼ δl, 0ψðpzÞ ð36Þ

which describes the situation where the initial state of the system is characterized by

a photon number state with n photons in the laser field and by the wave function

ψ ¼ ψðpzÞ of the electron depending on the momentum pz in z-direction.

3.3 Single-Photon Processes

Finally, we are in the position to calculate the probability densities jc1j2 and jc�1j2 of
single-photon emission and absorption, respectively, in lowest order of perturbation

theory. The resulting expressions for jc�1j2 involve the selectivity functions S�
which contain the resonance conditions for absorption and emission discussed in

Sect. 3.1. Moreover, they are also sensitive to the initial momentum distribution of

the electron. Indeed, the displacement ofSþ relative toS�, and its size compared to

the width of the momentum distribution leads to the conditions for the

Quantum FEL.
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3.3.1 Selectivity Functions

We start our analysis by computing the first terms of Eq. (34), which yields

1� i

ħ

Z t

0

dt1

Z
d3r

�
Ĥ emðt1, rÞ þ Ĥ absðt1, rÞ

�2
4

3
5jn, pzi

¼ jn, pzi þ c1jnþ 1, pz � qi þ c�1jn� 1, pz þ qi, ð37Þ

when applied to the state jn, pzi. As expected, this state has the same form as the

expansion Eq. (35), with only three nonvanishing contributions, that is, for l ¼ 0 as

well as for l ¼ 1 and l ¼ �1.

After straightforward algebra and using the initial condition Eq. (36), we arrive

at the probability densities

jc1j2 ¼
gt

γ

� �2

ðnþ 1Þ S2
þjψðpzÞj

2 ð38Þ

for single-photon emission, and

jc�1j2 ¼
gt

γ

� �2

n S2
� jψðpzÞj2 ð39Þ

for single-photon absorption. Here we have weighted every momentum eigenstate

with the corresponding initial momentum distribution jψðpzÞj2.
Moreover, we have neglected the small energy change in the pre-factor yieldingffiffiffiffiffiffi
γ0γ

p
ffi γ and have introduced the selectivity functions

S� � sinc
ct

2ħ
p0ðpz � qÞ � p0 � ħ kL � kWð Þð Þ

h i
ð40Þ

which characterize the position and the width of the resonant energies.

To simplify the argument of S�, Eq. (40), we expand [19] the final energy

p0ðpz � qÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
pz � qð Þ2 þ m2c2

q
ð41Þ

to second order in the recoil, that is,

p0ðpz � qÞ ffi p0 �
pzq

p0
þ q2

2p0
1� p2z

p20

� �
, ð42Þ

while keeping in mind that q is always a small quantity in comparison with the

electron momentum, characterized by γ � 1. Moreover, we have used the fact that

p0μ fulfills the relation p0 � p0 ¼ m2c2 due to Eq. (8).

We finally obtain
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S� ¼ sinc
1

2
kL þ kWð Þct β � βBR �Q

2

� �	 

ð43Þ

where we have recalled the definitions, Eqs. (26) and (32), of the scaled velocity

βBR of the Bambini–Renieri frame and of the recoil parameter Q, respectively.

Hence, the resonances are centered around βBR and shifted to the left for

absorption or to the right for emission, by the recoil term Q=2. This structure is

already predicted by energy–momentum conservation4 in Eq. (31).

3.3.2 Conditions

We now use the results of first-order perturbation theory to derive the requirements

for realizing the Quantum FEL. Here we follow closely the arguments of Ref. [12].

Quantum parameter Therefore, we introduce the recoil frequency

ωr �
c

2
kL þ kWð ÞQ

2
¼ ħ kL þ kWð Þ2

4γ3m
ð44Þ

in the laboratory frame. The connection to the corresponding quantity, introduced

in Eq. (6) of Ref. [12] in the Bambini–Renieri frame, is achieved by considering the

productωrt and not by just transformingωr. The latter transformation yields a factor

of γ�2. On the other hand, the interaction time t0 in the Bambini–Renieri frame has to

be translated via t0 ! t=γ to t in the laboratory frame, due to time dilatation. These

two steps provide us with the dependency on γ�3 of ωrt in the laboratory frame as

predicted in Eq. (44).

As depicted in Fig. 1, the parameter ωrt is a measure for the width and the

separation of the resonances. In the classical case, that is, for ωrt � 1, the selec-

tivity functions overlap. For large recoil, that is, for ωrt � 1, these functions are

well separated and possess a small width. This limit with two distinguishable and

sharp resonances, defines the quantum regime of the FEL.

For the asymptotic expansion of the time evolution, Eq. (34), to converge, we

require that the expansion parameter gt
ffiffiffi
n

p
=γ, which emerges in Eqs. (38) and (39)

is small, i.e., gt
ffiffiffi
n

p
=γ � 1. We emphasize that the connection to the parameter gt0ffiffiffi

n
p

of the nonrelativistic theory of Ref. [12] is again established by time dilatation

t0 ! t=γ.
The ratio α of the expansion parameter gt

ffiffiffi
n

p
=γ to ωrt can be written as

4In contrast to the derivation ofQ in Eq. (31), we did not have to make the approximation γBR � γ
when we derived Eq. (43). This difference stems from the fact that we have performed a Taylor

expansion of the relativistic square root in Eq. (41) to linearize the argument of the selectivity

functions.
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α � γ2
g

ffiffiffi
n

p

q2=ð2mħÞ � 1 ð45Þ

where the inequality emerges for the quantum case ωrt � 1. That is why we call α
the ‘quantum parameter.’

This definition is identical to the one in Eq. (1), when we recall the expression

q � ħðkL þ kWÞ for the recoil. In Ref. [12], this expression was derived by rewriting
the result in the Bambini–Renieri frame in terms of the laboratory frame.

We emphasize that the dependency of the quantum parameter in Eq. (45) on γ2

does not mean that a low energy leads to a small α. In Ref. [12], we have shown

β − βBR

0−30Q +30Q
0

1

S2
− S2

+

ωrt = 0.05

β − βBR

0−Q/2 +Q/2
0

1

S2
− S2

+

ωrt = 5

Fig. 1 Transition from the classical FEL (top) to the Quantum FEL (bottom) illustrated by the

behavior of the selectivity functionsS2
�, Eq. (43), for single-photon emissionS2

þ (green curve) and

absorption S2
� (black curve) as functions of the scaled velocity β of the electron in the laboratory

frame. WhileS2
þ andS2

� overlap in the classical regime shown here forωrt ¼ 0:05, we obtain well-

separated resonances for the Quantum FEL exemplified by ωrt ¼ 5
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that α in fact is suppressed for increasing energies when we express the recoil

q � ħðkL þ kWÞ solely in terms of γ and kW and not in terms of the wave number

kL of the laser. Indeed, by inspecting Eqs. (27) and (28) and setting γBR � γ we

obtain that α is proportional5 to γ�2.

Energy spread The second requirement for a Quantum FEL derived in Ref. [12]

concerns the relative energy spread Δγ=γ of the electron beam. To obtain this

condition in our present approach, we have to consider the initial momentum

distribution jψðpzÞj2 in the probability densities Eqs. (38) and (39).

A narrow momentum distribution of width Δβ localized at a resonance β ¼ βBR
�Q=2 prefers a single process, emission forþQ=2 or absorption for�Q=2. On the
other hand, for a broad distribution that covers both resonances, both emission and

absorption occur nearly with the same probability, and the net gain averages out.

The separation of the resonant velocities is given by the recoil parameterQ and

we demandΔβ < Q in order to obtain gain in the Quantum FEL. This condition can

be cast into a more convenient form by approximating Δβ � Δγ=γ3 valid for

relativistic energies, γ � 1. Thus, we arrive at the requirement

Δγ
γ

<
ħ kL þ kWð Þ

γmc
, ð46Þ

where we have recalled the definition, Eq. (32), of the recoil parameter.

The right-hand side of Eq. (46) represents the ratio of the quantum mechanical

recoil to the momentum of the electron in the laboratory frame. This ratio is of

course very small which makes the condition on the energy spread of the electrons

the most difficult hurdle to realize the Quantum FEL in an experiment.

We can also express the relation Eq. (46) in terms of the energy scaled γ0 of the
free electron, that is,

Δγ0
γ0

<
4γ

1þ a20

λC
λW

ð47Þ

with the Compton wavelength λC � h=ðm0cÞ of the electron. In the derivation of

Eq. (47), we have used Eqs. (8) and (28), set γBR ffi γ and have employed the

resonance condition, Eq. (27).

When we compare Eq. (47) with Eq. (2), derived in Ref. [12], we recognize that

the formulas are similar with the difference that the effect of the effective momen-

tum, visible in the factor 1þ a20, was neglected in Ref. [12]. However, for reason-

able parameters, a0 
 Oð1Þ, both results differ only by a small amount.

5The proportionality of α to γ�3 in Eq. (37) of Ref. [12] emerges when we take into account the

dependencies of the coupling constant g. We omit this calculation here and refer the reader to

Ref. [12].
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3.4 Higher-Order Processes

So far, we have only considered single-photon processes which is in contrast to the

classical FEL where many photons are relevant. This fact implies that many

momentum levels are involved in the interaction.

Therefore, to prove that processes which include more than the two resonant

momenta, Q=2 and �Q=2, are suppressed in the quantum regime, we have to take

into account higher orders of the perturbative solution of Eq. (34). This calculation,

which is analogous to the one presented in Ref. [12], is explicitly performed in

Appendix C.

Indeed, we find that multi-photon processes are suppressed with powers of

α � 1, which is equivalent to a negligible population in higher momentum states.

Thus, we really can identify the Quantum FEL as a two-level system for the

momentum levels of the electron.

4 Conclusion and Outlook

In conclusion, we have rederived the conditions for the Quantum FEL, Eqs. (45)

and (47). Originally these constraints were introduced in Ref. [12]. We have now

verified that both approaches, the relativistic one in the laboratory frame and the

nonrelativistic in the Bambini–Renieri frame, yield equivalent results.

A relativistic effect which is not contained in our current model is the so-called

slippage [38]. When no cavity is present, the laser field which propagates with the

speed of light is slightly faster than the electrons,β≲1, and can slip over the electron

bunch during the interaction. The inclusion of slippage and the development of a

many-electron model, which is essential for the high-gain regime, represent neces-

sary ingredients of a theory for a self-amplified spontaneous emission (SASE) FEL

in the quantum regime. Both topics will be considered in future publications.
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Appendix A: Furry Picture for Scalar quantum

Electrodynamics

In this appendix, we derive, starting from basic principles, the model introduced in

Sect. 2, namely the Furry or bound interaction picture [21] for a scalar

field [19]. Here we first discuss the classical Klein–Gordon and Maxwell fields,

as well as their interaction. Then we perform second quantization in the

Schr€odinger picture, before we finally investigate the transformation to the Furry

picture. We conclude by presenting the Hamiltonian in the Furry picture.

Lagrangian Formulation

We start from the classical Lagrangian density [39]

L � LK�G þ LM þ LInt ð48Þ

for the Klein–Gordon field φ ¼ φðxÞ interacting with an electromagnetic field

described by the four-potential Aμ.

The dynamics of the free Klein–Gordon field is determined by

LK�G � c ħ2∂μφ
∗ðxÞ∂μφðxÞ � m2

0c
2φ∗ðxÞφðxÞ

� �
ð49Þ

with the electron mass m0, the speed of light c and the reduced Planck constant

ħ � h=2π.
The free Maxwell field evolves in time according to the Lagrangian density

LM � � 1

4μ0
FμνðxÞFμνðxÞ ð50Þ

where we have introduced the field tensor

FμνðxÞ � ∂μ
AνðxÞ � ∂ν

AμðxÞ

and the vacuum permeability μ0.
The interaction Lagrangian

LInt � �ecAμðxÞ φ∗ðxÞiħ∂μφðxÞ � φðxÞiħ∂μφ∗ðxÞ½ �
þ e2c A2ðxÞφ∗ðxÞφðxÞ ð51Þ

is chosen such that the Euler–Lagrange equation with respect to φ∗ðxÞ, that is,

∂μ ∂L
∂ ∂μφ∗ðxÞð Þ �

∂L
∂φ∗ðxÞ ¼ 0, ð52Þ
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leads to the Klein–Gordon equation

iħ∂μ � eAμðxÞð Þ2 � m2
0c

2
h i

φðxÞ ¼ 0 ð53Þ

with minimal coupling p̂ μ ! p̂ μ � eAμðxÞ between the operator p̂ μ � iħ∂μ
for the

four-momentum and the potential AμðxÞ.
When we compute the corresponding Euler–Lagrange equations for Aμ, we

obtain the Maxwell equations

∂ν∂νA
μðxÞ ¼ μ0ej

μðxÞ, ð54Þ

where Aμ is driven by the four current

jμðxÞ � c φ∗ðxÞiħ∂μφðxÞ � φðxÞiħ∂μφ∗ðxÞ½ �
þ 2eAμðxÞφ∗ðxÞφðxÞ, ð55Þ

which represents a conserved quantity for Eq. (53), in the sense that ∂μj
μðxÞ ¼ 0.

Hamiltonian Formulation

In order to find a quantized theory for this interaction, we change to the Hamiltonian

formalism of field theory. To simplify the calculations, we choose from the

beginning the gauge

ϕðxÞ � 1

c
Að0ÞðxÞ ¼ 0 ð56Þ

and

∇ � AðxÞ ¼ 0 ð57Þ

since we are only interested in the transverse degrees of freedom. In this way, we

avoid that the momentum density

πðxÞ � ∂L=∂ _φðxÞ ð58Þ

of the Klein–Gordon field is coupled toϕ. The fact that we recover the same results

as if we would have retained ϕ and set it to zero at the end of the calculations [19]

justifies this procedure.

With the help of Eq. (49), we obtain

πðxÞ ¼ ðħ2=cÞ _φ∗ðxÞ ð59Þ

and thus arrive at the Hamiltonian density
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H � HK�G þHM þHInt ð60Þ

with

HK�G � c
1

ħ2
π∗ðxÞπðxÞ þ ħ2∇φ∗ðxÞ �∇φðxÞ

	
þm2

0c
2φ∗ðxÞφðxÞ

�
,

ð61Þ

for the free Klein–Gordon field,

HInt � ecAμðxÞ φ∗ðxÞiħ∂μφðxÞ � iħ∂μφ∗ðxÞ
� �

φðxÞ
� �

� e2cA2ðxÞφ∗ðxÞφðxÞ ð62Þ

for the interaction andHM as the Hamiltonian density [39] of the free Maxwell field.

Quantization in Schr€odinger Picture

Next we perform second quantization in the Schr€odinger picture where the Klein–
Gordon field operator φ̂ SðrÞ and its conjugate momentum π̂ SðrÞ fulfill the

commutation relations

�
π̂SðrÞ, φ̂Sðr0Þ

�
¼

�
π̂{SðrÞ, φ̂

{
Sðr0Þ

�
¼ �iħδ r� r0ð Þ ð63Þ

while all other possible combinations of commutators vanish.

We emphasize that the operators φ̂ SðrÞ and π̂ SðrÞ do not depend on time in

contrast to their classical counterparts φðxÞ � φðct, rÞ and πðxÞ � πðct, rÞ. In the

Schr€odinger picture, all dynamics is contained in the state vector jΨSðtÞi for the

electron and the electromagnetic field and follows from the Schr€odinger equation

iħ
d

dt
jΨSðtÞi ¼ Ĥ SjΨ SðtÞi: ð64Þ

Here we have replaced all fields and momenta by their operators in the Hamiltonian

Ĥ S �
Z
d3r Ĥ SðrÞ: ð65Þ

The Furry picture is most convenient when the interaction with the electromagnetic

field consists of two parts: one due to an external field which is treated as classical

and fixed, which is its depletion is neglected, and one with a quantized field.

In our case, we identify these two components as the classical wiggler field Aμ
W

and the quantized laser field Â μ
L, that is,
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Â μðxÞ ¼ Â μ
LðrÞ þ Aμ

WðxÞ: ð66Þ

Here we have fixed the dynamics of the wiggler field in the time-dependent

potential AWðxÞ � AWðct, rÞ, while the operator Â LðrÞ is independent of time.

We can make a similar distinction of Eq. (66) for the Hamiltonian

Ĥ SðtÞ � ĤWðtÞ þ Ĥ L �
Z
d3r

�
ĤWðtÞ þ ĤL

�
ð67Þ

with

ĤWðtÞ � c
1

ħ2
π̂{SðrÞπ̂SðrÞ þ ħ2∇φ̂{

SðrÞ �∇φ̂SðrÞ
	
þ m2

0c
2 � e2A2

WðxÞ
� �

φ̂ {
SðrÞφ̂ SðrÞ þ ĤMðrÞ

þ eAμ
WðxÞ φ̂{

SðrÞiħ∂μφ̂SðrÞ�
�
iħ∂μφ̂

{
SðrÞ

�
φ̂SðrÞ

�� i ð68Þ

and

Ĥ L ¼ ecÂ μ
LðrÞ φ̂{

SðrÞiħ∂μφ̂SðrÞ �
�
iħ∂μφ̂

{
SðrÞ

�
φ̂SðrÞ

h i
� c

�
e2Â2

LðrÞ þ 2e2AWðxÞ � ÂLðxÞ
�
φ̂ {

SðrÞφ̂ SðrÞ:
ð69Þ

From these expressions, we observe two important aspects: (1) Although we use the

Schr€odinger picture, the Hamiltonian ĤW is explicitly time dependent. This feature

originates from the fact that we have used for the wiggler a time-dependent classical

field instead of a field operator in the Schr€odinger picture. By prescribing the

dynamics of the wiggler, we have already incorporated the free motion of this

field mode.

(2) We realize that Ĥ L still contains a term linear in Aμ
W. This linear contribution

arises as the cross-term to the squareA2 in Eq. (62) of the sum in Eq. (66). Later on,

we shall recognize that this term is crucial for the FEL.

Transformation to the Furry Picture

Similar to the transition into the familiar interaction picture, we obtain the Furry

picture by transforming the original state jΨSðtÞiby a unitary operator V(t) such that

jΨ FðtÞi ¼ V�1ðtÞjΨ SðtÞi: ð70Þ

With the help of the Schr€odinger equation, Eq. (64), the time derivative of the new

state jΨFðtÞi reads
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iħ
d

dt
jΨFðtÞi ¼ V�1ðtÞ

�
�iħ _VðtÞV�1ðtÞ

þ
�
ĤWðtÞ þ ĤL

��
VðtÞjΨ FðtÞi: ð71Þ

If we demand the Schr€odinger-like equation

iħ _VðtÞ ¼ ĤWðtÞVðtÞ ð72Þ

for V(t), we arrive at the time evolution

iħ
d

dt
jΨ FðtÞi ¼ Ĥ FðtÞjΨFðtÞi ð73Þ

with

Ĥ FðtÞ � V�1ðtÞĤ LVðtÞ ð74Þ

for the state jΨFiwhich is focused on the interaction with the laser field. Indeed, the
Hamiltonian Ĥ F in this picture is a function of the transformed field operators

φ̂ FðxÞ � V�1ðtÞφ̂ SðrÞVðtÞ, ð75Þ

and

π̂ FðxÞ � V�1ðtÞπ̂ SðrÞVðtÞ ð76Þ

with

Â μ
LðxÞ � V�1ðtÞÂ μ

LðrÞVðtÞ: ð77Þ

When we examine Eq. (72), we notice the difficulties to specify the explicit form of

the transformation matrix V for the Furry picture, since we are dealing with the

time-dependent Hamiltonian ĤW. Indeed, we find the time-ordered

exponential [36]

VðtÞ ¼ T exp � i

ħ

Z
dtĤWðtÞ

	 

ð78Þ

for V(t), in contrast to the simple exponential in the ordinary Dirac picture.

Only the operator of the electromagnetic field can be written in the same form as

in the familiar interaction picture, because the Hamiltonian of the Maxwell field

commutes with the other contributions in ĤW.

Nevertheless, we can formulate the equation of motion
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∂
∂t

φ̂ FðxÞ ¼
i

ħ
V�1ðtÞ

�
ĤWðtÞ, φ̂SðrÞ

�
VðtÞ ð79Þ

for the field operator of the Klein–Gordon field where we have used Eq. (72) and the

fact that φ̂ SðrÞ is independent of time in the Schr€odinger picture.
The evaluation of the commutator in Eq. (79), with the help of Eqs. (63)

and (68), yields

∂
∂t

φ̂ FðxÞ ¼
c

ħ2
π̂ {

FðxÞ: ð80Þ

In a similar way, we compute

∂2

∂t2
φ̂ FðxÞ ¼ c

ħ2
∂
∂t
π̂ {

FðxÞ

¼ c

ħ2
i

ħ
V�1ðtÞ

�
ĤWðtÞ, π̂{SðrÞ

�
VðtÞ,

ð81Þ

and observe that the field operator in the Furry picture fulfills the Klein–Gordon

equation in the external wiggler field

iħ∂μ � eAμ
WðxÞ

� �2 � m2
0c

2
h i

φ̂ FðxÞ ¼ 0: ð82Þ

Hence, we can expand the field operator in terms of solutions of this equation of

motion. This procedure is analogous to the ordinary interaction picture, where the

field operator is expanded in solutions of the free Klein–Gordon equation. The task

is, of course, to find a solution of this external field problem, Eq. (82), which in case

of a plane wave field is given by the Volkov solution [22], as discussed in

Appendix B.

Hamiltonian in the Furry Picture

We conclude by noting that the interaction Hamiltonian defined by Eq. (74) can be

written as

Ĥ F ¼ e

Z
d3r ĵ FðxÞ � Â LðxÞ ð83Þ

where the electron current ĵ couples to the laser field Â L. Here we have neglected

the term proportional to Â 2
LðxÞ and have recalled from Eq. (55) that the current
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ĵ μF ðxÞ � c φ̂{
FðxÞiħ∂

μφ̂FðxÞ �
�
iħ∂μφ̂{

FðxÞ
�
φ̂FðxÞ

h i
þ 2eAμ

WðxÞφ̂ {
FðxÞφ̂ FðxÞ

ð84Þ

is conserved.

For the sake of clarity, we omit in the main body of this article the subscript F

indicating the Furry picture. Since, apart from this appendix, no quantities outside

the framework of the Furry picture are considered, this procedure seems justified.

Appendix B: Volkov Solution for Klein–Gordon Equation

The term ‘Volkov solution’ usually refers to a solution of the Dirac equation

coupled to an external electromagnetic field in the form of a plane wave and was

derived in 1935 by D. M. Volkov [22]. However, in the present context ‘Volkov
solution’ refers to a solution of the corresponding problem of the Klein–Gordon

equation. In this appendix, we rederive [19] the Volkov solution in the case of an

optical undulator described by the potential

Aμ
W ¼ ~AW Eμe�ikW�x þ c:c:

� �
ð85Þ

given by Eq. (4).

In order to solve the equation

iħ∂μ � eAμ
WðxÞ

� �2 � m2
0c

2
h i

φðxÞ ¼ 0 ð86Þ

we note that Aμ
W depends only on the phase ξ � kW � x and assume that the free field

solution is only modified by a function f ¼ f ðξÞ. This assumption gives rise to the

ansatz

φðxÞ ¼ N f ðξÞ e�ipf �x=ħ: ð87Þ

Here pμ
f describes the free four-momentum of the electron and fulfills the relation

pf � pf ¼ m2
0c

2, while N is a normalization constant.

In addition, we demand for a one-dimensional theory that before the electron

enters, the wiggler its momentum is parallel to the propagation direction of the field,

corresponding to the relation

pf � A
μ
WðxÞ ¼ pf � Â

μ
LðxÞ ¼ 0: ð88Þ

Since the potentials are transverse, all scalar products between the four-wave

vectors and the four-potentials vanish, and in particular, we have
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kW � AW ¼ 0 ð89Þ

for the wiggler.

Under these assumptions, we insert the ansatz Eq. (87) into Eq. (86) and obtain

the first-order differential equation

f 0ðξÞ ¼ � i

ħ
e2 ~A2

W

pf � kW
f ðξÞ ð90Þ

for f with f 0ðξÞ � df ðξÞ=dξ. Here we have made use of the identityA2
WðxÞ ¼ �2 ~A2

W

valid for circular polarization.

Crucial for the change from a second-order differential equation, Eq. (86), to a

first-order one, Eq. (90), is the fact that the only term with a second derivative,

that is, the contribution �ħ2kW � kW f 00ðξÞ vanishes due to the dispersion relation

kW � kW ¼ 0 for the wiggler field.

Although the dispersion relation for the four-wave vector is correct only in the

case of a laser wiggler the second derivative can still be neglected [19, 20] in the

magnetostatic case. Indeed, the corrections due to the second derivative scale with

a20=γ
2
0, which is negligible for all reasonable values of the field strength of a wiggler.

The solution of the differential equation, Eq. (90), reads

f ðξÞ ¼ exp � i

ħ
e2 ~A2

W

pf � kW
ξ

" #
ð91Þ

where we have paid attention to the constraint that f should reduce to f ðξÞ ¼ 1 for a

vanishing wiggler field, that is, for Aμ
WðxÞ ¼ 0.

When we combine all terms we obtain the Volkov solution [19]

φpðxÞ ¼
1ffiffiffiffiffiffiffiffiffiffi
2p0V

p e�ip�x=ħ, ð92Þ

where we have defined the effective momentum

pμ ¼ pμ
f þ e2 ~A2

W

pf � kW
k μ
W ð93Þ

of the electron in the wiggler field which fulfills the modified energy–momentum

relation

p � p ¼ p20 � p2 ¼ m2
0c

2 þ 2 e2 ~A2 � m2c2 ð94Þ

with the effective mass m.
The normalization constantN follows from the condition that the integral of the

density, i.e., zeroth component of the four current, Eq. (55), divided by c, over the
quantization volume V yields unity, that is,
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Z
V

d3r φ∗
p ðxÞ

iħ
c

∂
∂t
φpðxÞ � φpðxÞ

iħ
c

∂
∂t
φ∗
p ðxÞ

	 

¼ 1 ð95Þ

In conclusion, we observe that, similar to the free field case, the solution of Eq. (86)

is a plane wave where the free momentumpf is replaced by the effective momentum

p which takes the effect of the wiggler field into account. Due to the linearity of the
problem any other solution of Eq. (86) can be expanded in plane waves of this kind.

Appendix C: Two-Photon Processes

In this appendix, we show that higher-order photon processes are suppressed. For

this purpose, we first analyze the influence of two-photon transitions within our

perturbative approach and demonstrate that they scale with α2. We conclude by

briefly analyzing the general case.

The second-order terms in the expression Eq. (34) for the time evolution

operator lead to the evolved state

jΨ ð2ÞðtÞi �
Z t

0

dt2

Zt2
0

dt1Ĥ ðt2ÞĤ ðt1Þjn, pzi: ð96Þ

for the initial state jn, pzi. Apart from the contributions with Ĥ emðt2ÞĤ emðt1Þ
representing two-photon emission, and with Ĥ absðt2ÞĤ absðt1Þ representing

two-photon absorption, there also emerge cross-terms with Ĥ absðt2ÞĤ emðt1Þ and

Ĥ emðt2ÞĤ absðt1Þ describing processes where the number of photons remains

unchanged. We omit the latter ones and discuss only the two-photon transitions.

From a calculation analogous to the single-photon case we obtain the probability

density

jc2j2 ¼
gt

γ

� �4

ðnþ 1Þðnþ 2Þ Eðþ2ÞjψðpzÞj2 ð97Þ

for two-photon emission, and the probability density

jc�2j2 ¼
gt

γ

� �4

nðn� 1Þ Eð�2ÞjψðpzÞj2 ð98Þ

for two-photon absorption. Both expressions are weighted with the initial momen-

tum distribution jψðpzÞj2.
Moreover, we have defined the selectivity functions
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Eð�2Þ � 1

2ϕ�1ð Þ2
sinc2 2ϕ�2ð Þ þ sinc2ϕ�3

�
� 2 cosϕ�1sinc 2ϕ�2ð Þsincϕ�3�

ð99Þ

for these processes with the phases

ϕ�j �
kL þ kWð Þct

2
β � βBR � j

Q
2

� �
: ð100Þ

As shown in Fig. 2, the dominant maxima of Eð�2Þ are located at β ¼ βBR �Q as

expected from energy–momentum conservation, Eq. (31). However, there are also

less pronounced maxima separated from these major ones by Q=2.
The probability for two-photon emission, Eq. (97), is maximized for β � βBR

¼ Q where we can estimate

Eðþ2Þ ffi 1

ð2ωrtÞ2
: ð101Þ

Thus, the probability for this process scales as

jc2j2 

gt

γ

� �2

ðnþ 2Þα
2

4
, ð102Þ

where we have used the definitions Eqs. (44) and Eq. (45) of the recoil frequency

and the quantum parameter α, respectively.
On the other hand, the maximum probability for single-photon emission,

Eq. (38), scales with

β − βBR

0−Q +Q+Q/2−Q/2 +3Q/2−3Q/2
0

0.05

E(−2) E(+2)

ωrt = 5

Fig. 2 Selectivity functions

Eðþ2Þ (red curve) or Eð�2Þ

(blue curve) for two-photon
emission or absorption,

defined by Eq. (99), in the

quantum regime for

ωrt ¼ 5, as functions of the

scaled velocity β of the

electron. Although minor

maxima exist, the dominant

ones are located at β ¼ βBR
�Q as predicted by energy–

momentum conservation
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jc1j2 

gt

γ

� �2

ðnþ 1Þ ð103Þ

and we arrive at the ratio

jc2j2

jc1j2

 α2

4
, ð104Þ

which we have also obtained in Ref. [12] in an analogous way.

This relation demonstrates that in a Quantum FEL defined byα � 1, two-photon

emission is strongly suppressed in comparison with the single-photon transition.

Since processes involving more than two photons occur only at even higher orders

of perturbation theory, we argue that these processes are suppressed with

corresponding powers of α.
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Playing Tricks to Ions

Dietrich Leibfried

Abstract Ted Hänsch’s career is defined by breaking new ground in experimental

physics. Curiosity, vivid imagination, deep understanding, patience and tenacity are

part of the winning formula, but perhaps an equally important ingredient may be

Ted’s favorite past-time of exploring new tricks in his “Spiellabor” (play-lab), that

often resurfaced as key ingredients in rather serious experiments later. On the

occasion of Ted’s 75th birthday, a few past and potential future experiments with

trapped ions are playfully surveyed here. Some of these tricks are already part of the

trade, some are currently emerging and a few are mostly speculation today. Maybe

some of the latter will be realized and even prove useful in the future.

1 Unconventional Ion Traps

The first Ph.D. student to graduate from Ted’s brand-new Munich/MPQ group,

Reinald Kallenbach, joined Dick Brewer and Ralph DeVoe at IBM labs where he

helped to build some ion traps with unconventional shapes [1]. When learning of

this work, Ted’s imagination was sparked and after a few intense days in his play-

lab, he had produced a number of unconventional traps from materials such as

office clips, fishing hooks and the earrings of his secretary. When driven with high

voltage at line frequency, all these shapes produce points or lines of zero electric

field. Charged lycopodium spores can be trapped in the pseudo-potential minima

around these zeros, and align due to their mutual Coulomb-repulsion. In Ted’s lab,
these fleeting ion crystals moved around in rhythmical patterns driven by line

frequency micro-motion as well as small air currents that Ted produced with his

hands in the style of a master conductor. The Lycopodium dances were preserved

for posteriority by a whimsical TWH-productions video that honored the father of
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RF-ion traps, Wolfgang Paul [2]. The visual spectacle was completed with a sound-

track of ballet music [3].

In the years to follow, aspects of Ted’s playful explorations made their way into

several more serious experimental efforts. In analogy to the cherry-endcaps that

mysteriously disappear while the video proceeds to successively simpler Paul traps

(Bon appetite!), non-standard “ring-only” and “end-caps only” electrode shapes

were suggested as a way to increase optical access to the trapped ions [4] compared

to the rather closed electrodes of traditional trap designs that were based on

hyperbolical equipotential surfaces [5]. Endcap traps are incorporated in some of

the most accurate ion-based frequency standards today [6, 7].

The next trap that appears in the movie is made of a simple paperclip. The

geometry resembles slot traps such as those micro-fabricated in the CMOS foundry

of Sandia National Laboratories [8] and used in laboratories around the world to

perform experiments in quantum information processing, for example within the

IARPA MQCO and LogiQ programs. All these geometries feature a point or a line

where the electric field driving the trap vanishes. Even if the remainder of the field

does not even remotely look like a quadrupole, the pseudo-potential in the the

vicinity of such a field-zero is approximately harmonic and will confine charged

particles with a charge-to-mass ratio that is compatible with the stability criteria

that are familiar from Paul’s work [5]. Laser cooling can ensure that the ions stay

close enough to the pseudo-potential minimum to experience an essentially har-

monic potential.

A geometry that is not featured in the movie has all trap electrodes in one plane

and generates field zeros at a distance on the order of the electrode dimensions

perpendicular to that plane [9, 10]. The planar electrode structure simplifies micro-

fabrication, which in turn allows for industrial fabrication of trap structures with

many zones and junctions, all arranged in a plane [11]. In the meantime, such traps

are used by many groups and may become a crucial resource for scaling up quantum

information processing with trapped ions. Single ions have been trapped, laser

cooled and coherently manipulated at distances as small as 30 μm away from the

nearest electrode surface [12]. Such small distances open up new possibilities, for

example excitation of the ion motion with microwave near-fields [12] and precisely

tailored individual potentials for ions spaced by a few 10 μm [13], where they still

experience considerable mutual coupling due to their Coulomb-interaction. It is

possible to expand surface trap arrays with separate wells into two dimensions and

arrange the field-zeros in the center of such wells in arbitrary, pre-designed lattices

[14]. Efforts are now under way to to perform quantum simulations with ions

coupled across such designer lattices [15] with the goal of studying complex

spin-spin interactions and phonon dynamics.

The geometry of endcap traps can be further simplified to have only one set of

concentric electrodes [16]. The resulting “stylus” ion-trap has the ion(s) hovering

above the tip of the center electrode, while obscuring only a very small part of the

solid angle around them. This can be useful, if such a trap is inserted inside a large

solid angle reflector [17] or for sensing applications [18]. More about quantum

enabled sensing with single ions in stylus traps will follow in Sect. 3.
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2 A Gearbox with Clutch for Quantum Logic Spectroscopy

In the hey-days of the Garching frequency chain, Ted’s viewgraphs had lots of

gears on them to create analogies of frequency doubling and explain how the

fleetingly famous frequency divider stages are supposed to work. In no small part

thanks to Ted’s vision, the optical frequency comb has made frequency chains

obsolete, but gears can still provide useful analogies. Here, gears can be used to

illustrate a method that may streamline the operations for quantum logic spectros-

copy and quantum logic clocks with trapped ions. The original approach to quan-

tum logic spectroscopy [19] has a lot in common with the Cirac–Zoller gate that

started the field of ion-based quantum information processing [20]. The Cirac–

Zoller gate uses the ground state and the first excited state of a normal mode of ion

motion in the trap as a helper-qubit that communicates between the two ions

participating in the gate. Similarly, quantum logic spectroscopy excites the ion of

interest on a so-called “blue sideband” transition [21] that simultaneously deposits a

quantum in the motion shared with with a “logic ion” forming the other part of a

two-ion Coulomb-crystal. If the excitation succeeds, a quantum appears in the

motion which was previously cooled to its ground state. This quantum can then

be converted into excitation of the internal state of the logic ion, which is subse-

quently detected by electron shelving [19, 21]. Effectively, by linking the ions

through their common motion, one can cool otherwise inaccessible ions and detect

their transitions with nearly the same ease as the corresponding operations are

implemented on the well explored and much easier to access logic ions. However,

any quantum logic done in this way can only be as good as the motional states

mediating it.

The main advantage of more recent gate protocols for quantum computing, for

example the Mølmer and Sørensen gate [22], is that their fidelity depends less on

the purity of the mediating motional state. The new spectroscopy protocol extends

this advantage to quantum logic spectroscopy and has some additional useful

features. Since it directly entangles the logic ion with one or N > 1 spectroscopy

ion(s), the resolution of the method ideally achieves the fundamental Heisenberg

limit where the signal-to-noise increases proportional to N, as shown in [23] and

and for a specific example in more detail below. Moreover, the initial state of the

spectroscopy ions can be any superposition of the two levels under study, as

explained below. To this end, we can set up a situation where spectroscopy and

logic ions are entangled like in a Mølmer and Sørensen gate when the spectroscopy

transition is resonant, while the logic ion stays in its initial state if the spectroscopy

ions are off-resonant. This can be accomplished, if the transition of interest at

frequency ωs is probed by two coherent light fields at ω� ðωm þ δÞ where jδj is
much smaller than the frequency of the motionωm. At the same time, the logic ion is

driven with detuning δ from its blue and red sideband atωl � ðωm þ δÞ, whereωl is

the logic ion transition frequency. If ω ¼ ωs, the average frequency of the spec-

troscopy probe beams is on resonance with the transition in the spectroscopy ion. In

this case, all four driving fields implement the interaction of the Mølmer and
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Sørensen gate, which effectively couples the spins together like they were linked by

a 1:1 gear. As the light fields excite and de-excites the spectroscopy ion in analogy

to Rabi-flopping, the state of the logic ion is switched synchronously, thus faithfully

indicating whether the state of the spectroscopy ion has flipped. Far off resonance

(ω 6¼ ωs), the gear disengages such that the logic ion is not affected by the driving

fields and remains in its initial state. An example that shows this basic behavior is a

generalized Ramsey-experiment with an odd N such that the total number of ions,

N þ 1, is even. We can then use the operator identities stated as Eq. (1) in [23] so

that a generalized π=2-pulse for exact resonance has the form

Û π=2 ¼ e�iπ=4

ffiffiffi

2
p 1þ ð�1ÞNþ1

2 i σ̂lσ̂1, . . . , σ̂N
� �

, ð1Þ

where the σ̂ l operator of the logic ion and the σ̂ j operators ( j ¼ f1, 2, . . . ,Ng) of the
spectroscopy ions can be any of the Pauli operators, possibly rotated in the

two-level state spaces (see [23]). Keeping in mind that σ̂ 2
j ¼ 1, it is easy to compute

the effect of two generalized π=2-pulses, Û 2
π=2 ¼ ð�1ÞðNþ1Þ=2σ̂ lσ̂ 1, . . . , σ̂ N , so all

spins of any initial state flip like they were connected by a 1:1 gear. If all

spectroscopy ions are off-resonant, the laser beams act on the logic ion only to

yield Û 2
π=2 ¼ ðeiðπ=2Þσ̂ l=2Þ2 ¼ e�iπ=8 so that any initial state only picks up a global

phase that has no consequence for state detection on the logic ion. Far off reso-

nance, the gears disengage and the detuning acts as the clutch. Intermediate

detuning leads to mathematical complications that make an awkward birthday

present but the behavior can be gleaned from Fig. 1 where the probability of

flipping the spin of the logic ion as a function of the detuning δs ¼ ω� ωs is

plotted for a few special cases. The lineshape of a single spectroscopy ion for no

free precession time is shown in Fig. 1a with the motional mode in its ground state

(red) as well as for an imperfectly cooled mode having a thermal energy distribution

with one phonon on average ( �n ¼ 1, blue). The off-resonant features are more

pronounced for imperfect cooling, but the resonance still yields a fairly clean peak

while traditional quantum logic spectroscopy would completely fail for �n ¼ 1. A

free precession time between the two Uπ=2-pulses acts in analogy to a conventional

Ramsey experiment for a single spectroscopy ion. However, with N spectroscopy

ions, any phase picked up in the free precession time is magnified by a N:1 gear,

because the intermediate state is a generalized GHZ state, like the states realizing

the Heisenberg limit with N-fold precession frequency investigated in [23]. This

can be seen in Fig. 1b, c. The Ramsey fringes resulting from 100 time units of free

precession of a single spectroscopy ion are shown in (b). The fringe spacing is

approximately 1/100 frequency units. In contrast to a regular Ramsey experiment,

the state of the spectroscopy ion is transduced by the 1:1 gearbox to the state of the

logic ion which produces a response that is easier to detect and faithfully maps the

resonance behavior of the spectroscopy ion. Fig. 1c shows the line-shape for the

same precession time, but withN ¼ 3 spectroscopy ions. The fringe spacing is three
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Fig. 1 Quantum logic spectroscopy resonance lines: a spin-flip probability of the logic ion as a

function of the detuning δs from resonance of the spectroscopy ion for no precession time between
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times narrower, in accord with a 3:1 gearbox turning the logic ion and Heisenberg-

limited frequency resolution.

The on-resonance features and resilience of this method to imperfect ground

state cooling have already been verified in [24] with a 9Beþ ion as the spectroscopy

ion and a 25Mgþ ion as the logic ion. We hope to demonstrate the remaining

properties in the near future. Possibly, this method will be useful for quantum logic

ion clocks as well as quantum logic spectroscopy on highly charged ions or

molecular ions (see Sect. 3 below).

3 Opportunities with Molecular Ions

Precise control and manipulation of single molecules is a long standing goal in

chemistry and physics. Manipulation of pure quantum states of single atoms has

become routine, but so far the complicated level structures of molecules has made

laser cooling and quantum manipulation largely elusive, except in a few fortuitous

cases, for example if the molecule can be synthesized in pure quantum states from

ultra-cold atoms. Quantum logic spectroscopy as described in [19] and Sect. 2 may

be combined with stimulated Raman transitions that can be driven with far-off-

resonant lasers and are therefore not specific to a particular species. In this way,

quantum control of a wide range of molecules with essentially the same experi-

mental setup may become a reality [25, 26].

The molecular ion of interest is trapped together with an atomic ion that serves as

the quantum logic messenger. The ions are strongly coupled by Coulomb-repulsion,

therefore the atomic ion can be laser cooled such that the normal modes of both ions

are near the ground state. Increases in motional energy that may be caused by a state

change of the molecule can then be detected with the logic ion [25, 26]. The

simultaneous state change of the molecule and the common motion can be induced

by Raman transitions that are driven by continuous wave or mode-locked frequency

comb lasers on either a blue sideband of the motion as in conventional quantum

logic spectroscopy [19] or with two simultaneous sidebands, as sketched in Sect. 2.

If a single blue sideband is used, the excitation of the motion can be subsequently

transferred to the internal states of the logic ion and detected by electron shelving.

Once a phonon is detected in this way, this constitutes a projection of the molecule

into the electronically, vibrationally and rotationally pure final quantum state of the

sideband transition that produced it and the detection with the atomic ion keeps the

projected state of the molecule intact. This allows for subsequent coherent

Fig. 1 (continued) generalized π=2 pulses. The red trace is for the motion in the ground state, the

blue trace for imperfect cooling with a thermal occupation with �n ¼ 1. b With 100 time units of

free precession between the generalized π=2 pulses. c With 100 time units of free precession and

three spectroscopy ions
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manipulation of the molecular state, as well as spectroscopy of molecular transi-

tions with high resolution, in principle only limited by the lifetime of the probed

molecular states.

The NIST Ion Storage Group is working on a demonstration experiment with
40Caþ as the logic ion and 40CaHþ as the molecule. Currently all manipulations of the

molecule are induced by a single continuous wave laser at 1051 nm that is

far-detuned from all molecular transitions and split into two Raman beams. The

beams can be tuned relative to each other with acousto-optic modulators to address

different Raman transitions between substates of different orientation quantum

numbermJ of the same rotational manifold with quantum number J. To also bridge

transitions between states with different rotational quantum number J0 6¼ J, where
transition frequencies range from hundreds of GHz to a few THz, we plan to use the

frequency comb produced by a femtosecond laser [26]. So far our experiments

confirm, that the basic scheme is working [27] and we believe that the same laser

and methods are readily applicable to precision spectroscopy and quantum state

manipulation of a wide range of molecular species, including molecules of astro-

physical interest and species that have been identified as candidates for stringent

limits of the electric dipole moment of the electron or for the time dependence of

fundamental constants. Other exciting avenues for molecular manipulation with

unprecedented precision and versatility could be controlling collisions and ulti-

mately chemical reactions when overlapping the controlled molecular ion with

reactive cold gases where the atoms are also prepared in certain quantum states

and no extra energy other than the one supplied by laser photons or other targeted

excitations are available. A few, possibly less obvious possibilities involving

quantum control of molecular ions are listed in the following paragraphs.

It should be interesting to prepare rotational cat-states, superpositions of states

with the same rotational quantum number J and extreme opposite components mJ

¼ �J along the quantization axis. In effect, these are superpositions where the

molecule spins clockwise and counter-clockwise around the same axis at the same

time. Besides the usual challenge of growing such Schr€odinger kittens to the largest
size possible while keeping them coherent, these superpositions might be useful for

quantum enhanced sensing applications or provide a precise way of keeping and

“reversing” the orientation of a molecule at the same time, for example in a search

for the electron electric dipole [28].

Currently, one of the most important systematics in the best optical frequency

standards are the shifts of the clock transition due to blackbody radiation. It seems

conceivable to introduce a suitable molecule as the third ion in a quantum logic ion

clock, which can be used as a temperature sensor a few micrometers away from the

clock ion, similar to the proposal in [29], where a different technique involving

vibrational transitions is considered. By measuring the occupation probability of

the rotational levels one may derive the temperature of the blackbody-environment

directly from the rotational quantum statistics, without using any artifacts. More-

over, if the measured statistics differ from a thermal distribution, for example due to

non-thermal ambient noise fields, the deviations may reveal hints about the nature

of the noise in a spectral range that is currently hard to access.
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Taking these ideas even further, it could be fruitful to combine the quantum logic

spectroscopy of molecular ions with the stylus ion trap sensor mentioned near the

end of Sect. 1. As described in [18], one might be able to then bring atomic or

molecular ions within a few tens of microns of a test surface, where they can serve

as unique probes of evanescent electromagnetic fields that are crucial to the

behavior of surfaces, but hardly propagate into free space. Surfaces and adsorbates

are well known to have enhanced non-linearities due to the reduced symmetry at the

interface. Established techniques to explore such phenomena include surface

enhanced Raman spectroscopy (SERS), surface enhanced frequency doubling

(SESHG), frequency summing (SESFG), and surface enhanced multi-photon ion-

ization. In all these techniques photons or electrons are detected far away from the

sample. This has precluded taking advantage of signals in the frequency range of

MHz–THz that are non-linearly generated on the surface, with the notable excep-

tion of laser beat-frequency measurements using photo-multipliers, photo-diodes or

other media that can produce measurable photo-currents.

Difference frequencies in the MHz–THz range are very poorly matched to the

typical surface dipoles with length scales of order Angstrom to nanometers, orders

of magnitude smaller than the free-space wavelength of THz-radiation. This leads

to almost complete suppression of fields in this frequency range propagating away

from the surface. An atomic or molecular ion confined in a stylus trap within a few

10 μm of the surface is inside the evanescent field of a THz surface wave and is

sensitive to frequencies within a wide interval. The tunable, resonant motion of the

atomic ions reacts sensitively to electric fields in the 100 kHz–50 MHz region.

Rotational transitions of judiciously chosen molecular ions can provide sensitivity

at many different frequencies in the range of 10 s of GHz–THz when prepared and

interrogated with quantum logic spectroscopy as described above. Surface excita-

tions can be sensed with a spatial resolution of the order of the ion-to-surface

distance (currently several 10 μm), or even finer, if either a precisely localized

excitation mechanism or sufficiently high signal-to-noise ratio permits that. Map-

ping of surfaces may, for example, help with understanding and tailoring the

electronic structure of nano-catalysts to optimize reactivity. One can also envision

measuring the lifetimes (some tens of fs) of surface resonances that participate in

surface chemistry [30], using the molecular-ion surface probe to detect the evanes-

cent field excited by a short pump-pulse in a time-resolved manner. Such a pulse

can be focused to a few μm. For example, one could use two light beams at a

frequency difference that can be detected by the molecule. If the surface permits a

non-linear process that is proportional to the product of the two field amplitudes, an

electromagnetic field at this difference frequency will be produced. This signal can

be background-free as the exciting light beams are in a completely different

frequency range. Due to the nonlinear character of the excitation, this may even

permit resolution beyond the wavelength of the exciting light fields, an effect that

has been very successfully exploited in STED microscopy [31], and related

non-linear imaging techniques with propagating light fields, while here the sensor

can detect fields that are evanescent on the surface under study. The resolution of

such methods could potentially reach nanometers or better.
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4 Hydrogen with a Handle

One of Ted’s life-long dreams is to trap atomic hydrogen and keep it confined for

precise spectroscopy experiments. This is hard because even the coldest hydrogen

sources are poorly matched to the shallow depth of typical traps for neutral atoms

and laser cooling of hydrogen would be most straightforward on the Lyman-α
transition at 121 nm. Building laser-based sources for this wavelength is still a

heroic effort. At first glance, it seems like ion trapping can not offer any alternative,

since the electronic structure of the hydrogen atomic ion is not particularly inter-

esting. Nevertheless, experiments involving ion traps and quantum logic spectros-

copy have been proposed for precise comparisons of protons and antiprotons

[32]. Another alternative is the hydrogen molecular ion Hþ
2 , the simplest of all

molecules or its antiparticle-version. Of course I am aware that this idea contradicts

the famous statement about molecules by the late Art Schawlow, who was one of

Ted’s best friends [33]. On the positive side, the extra proton gives Hþ
2 a charge, an

extra handle that ion traps with a depth of order electronvolts can hold on to. The

single electron makes H þ
2 similarly accessible to theory as neutral hydrogen,

allowing for precise calculations of the level structure including higher order

QED corrections [34]. Precise spectroscopic measurements should be able to

open a window on many fascinating questions about the limits of the standard

model [35]. Variations of the fine-structure constant, the electron-to-proton mass

ratio and the quark mass over time can be probed all in the same system by precisely

measuring and comparing electronic, vibrational and hyperfine-transitions.

Historically, spectroscopic experiments on Hþ
2 have been few and far between,

because of the high level of symmetry and isolation of all ground states from the

environment. For example, the lifetime of the first vibrational state ν ¼ 1 is

estimated to be 106 s (11.6 days), while a common method of producing Hþ
2 ,

electron impact ionization, will populate a large number of vibrational states. Some

access has been gained through radio-frequency-spectroscopy and state selective

dissociation of large ensembles stored in ion traps [36], in beam experiments [37]

and through Rydberg states of neutral H2 [38]. Alternatively, experiments have been

done in HDþ [39] with much shorter lifetimes of the rotational-vibrational states in

the ground state manifold due to a finite dipole moment and the broken ortho-para

symmetry. It seems conceivable, that quantum logic spectroscopy will be able to

project either isotopic composition into one of the many initial states. If this is

possible, spectroscopy of the ro-vibrational and hyperfine structure with unprece-

dented precision could become a reality. For such experiments, resonant charge-

exchange collisions with H2 from the background gas would be highly detrimental,

therefore a 4 K environment that freezes out all background hydrogen gas is

preferable. Finally, if it just has to be neutral hydrogen, once Hþ
2 is in a well defined

internal state, it could be gently separated into a proton and a neutral hydrogen with

low kinetic energy and a very well defined initial position by resonant multi-photon

dissociation. At this point a quite modest magnetic trap might suffice to confine the

single hydrogen atom. In this way one might be able to trap a single H atom in

isolation for a long time and probe it like it is done with single trapped clock ions.
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5 Anti-matters

By far the most challenging but potentially very rewarding experiment proposed

here would be the combination of the molecular ions of hydrogen and antihydrogen
�H�
2 and a logic ion, each trapped in its own potential well. To trap each ion in its

own well and still have a non-neglible Coulomb-interaction, a miniaturized multi-

segmented linear trap may be used, as demonstrated in [13, 40] and proposed for

anti-protons in [32]. In this arrangement, comparisons of the physics of matter and

antimatter can be done more directly and for more interactions than antiprotons or

anti-hydrogen would allow on their own. A molecule and anti-molecule would

produce a playground for comparisons of magnetic moments, (anti-) electron to

(anti-) proton mass ratios, (anti-) molecular structure and quantum electrodynam-

ics. Getting this experiment to work is a true challenge, but I believe Ted could

make this happen, if he only set his mind to it. Maybe this will become the seedling

for more and different tall tales told at a future celebration. Many happy returns,

Ted!
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2. T.W. Hänsch, Paul Traps. https://www.youtube.com/watch?v¼bkYXNeJ8IP0 (1991)
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Coherence in Laser-Driven Electrons at

the Surface and in the Volume of Solid Matter

Peter Hommelhoff

Abstract The femtosecond frequency comb allows controlling the carrier field of

ultrashort laser pulses. We show two examples on how this control over fields

oscillating with a few hundred terahertz can be utilized to control electrons at the

surface and in the volume of solids. After a brief discussion of strong-field physics

at metal needle tips, we show how ultrafast two-color laser pulses allow quantum

path interference to dramatically alter the emission current from sharp tips, with an

interference visibility of 94%. With carrier-envelope phase-controlled laser pulses,

we show furthermore how light-field sensitive currents can be excited in monolayer

graphene via an interplay of interband and intraband electron dynamics including

multiple Landau–Zener transitions.

1 Introduction

The femtosecond frequency comb allows direct control over the optical carrier field

in ultrashort laser pulses by virtue of controlling the carrier-envelope phase

(CEP) [1]. Hence, with the femtosecond frequency comb the optical carrier wave

of ultrashort laser pulses can now be fully controlled, which was so far only possible

at much smaller frequencies of the electromagnetic spectrum, such as in the

microwave domain. This progress allows new control over processes that are driven

by the optical carrier field rather than by the intensity envelope of laser pulses.

Prominent examples include high-harmonic and attosecond pulse generation, which

are based on strongly driving electrons in gas-phase atoms [2–4].

In this contribution, the recent development of phase-coherent electron control at

the surface and in the volume of solids will be discussed. While spectacular control

over electrons in atoms and molecules in the gas phase has been obtained in the last
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one to two decades [5], the work on solids was rather limited. In his Nobel Prize

Lecture [6], Theodor Hänsch refers to initial work by Nakajima and Lambropoulos

on above-threshold ionization (ATI) of gas-phase atoms in this context [7]. The

corresponding process in solids is above-threshold photoemission (ATP) and has

been investigated by Theodor Hänsch and colleagues already in 2004 [8]. ATP

describes (multi-)photon-driven emission of electrons with a (kinetic) energy larger

than the minimally required energy by one and up to many photons. Even though

the authors of [8] used extremely short laser pulses with a duration of only 4 fs,

corresponding to 1.6 optical cycles, the carrier-envelope phase-dependent current

they could detect was minuscule. This was for one obvious reason, which is spatial

averaging over the Gaussian-shaped focal profile on the flat metal surface. But not

only does the spatially varying intensity lead to a varying nonlinear order and

spatially varying light shifts, also the focal phase may vary transversally for such

broadband light fields [9, 10]. It turns out that working with sharp needle tips

circumvents these issues: When laser pulses are focused at tips with an apex radius

of curvature much smaller than the central laser wavelength, optical field enhance-

ment takes place [11]. The optical field is preferentially enhanced at the apex, so

that especially nonlinear effects such as ATP are quite dramatically enhanced at the

apex and are thus limited in space to the tip apex region [12–14]. Typical tip radii

lie in the range of a few nanometers to around 100 nm, so much smaller than focal

spot sizes.

Observing photon orders in electron spectra implies that the coherence of the

laser beam is transferred into the electron domain. While early electron spectra

recorded from flat metals hinted at above-threshold photoemission [15], it remained

open if the coherence of the laser beam was not washed out by a thermal process

because photon orders could not be observed. It was therefore insightful that in

spectrally resolved photoemission measurements from sharp needle tips above-

threshold multi-photon orders were clearly visible [16]. With increasing intensity,

these photon orders shifted to smaller energies, evidencing the onset of strong-field

effects such as peak shifting and channel closing [16–19]. With only small DC

voltages applied to the tips, the characteristic plateau in electron spectra became

apparent [20–23], indicating that field-driven electron dynamics is starting to take

place. With carrier-envelope phase-stable laser pulses, the laser-field-driven

dynamics could be clearly proven [20, 24]. The original work, which is now several

years old, has been reviewed and commented on in several occasions to which we

refer the interested reader (see, for example, [25–28]).

We could show that electron emission in the energy range of the electron

re-collision cutoff can be switched on and off by virtue of the carrier-envelope

phase [20]. From there it is only a small step to realize that a light-field driven

interface can be built from two tips that can result in an ultrafast, light-field driven

switch. With two tips facing each other we have started to work in this direction. In

essence, we have so far demonstrated a nanoscale version of a vacuum tube

diode [29]. Yet, the demonstration of light-field driven electronic switching in a

nanoscale device that allows utilizing the attosecond fast timescales is still elusive.
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The physics discussed so far is based on photoemission of electrons from a tip

and subsequent (strong-field) dynamics of the electrons inside of the laser field in

front of the tip. For this very reason, namely that it is mostly the dynamics of the

field-driven electron after it has been born into the laser field that governs its final

state, we see such a great similarity between gas-phase strong-field physics spectra

and the spectra obtained from solid tips. Examples include the exponentially

dropping low-energy part, but most importantly the famous plateau and the simi-

larly famous “10-Up cutoff.” For this reason we can explain the physics nicely with

models well known from atomic physics [20–22, 30–33], which is also discussed in

the original and review papers mentioned above. We now turn to discuss two new

phenomena recently observed.

2 Two-Color Experiments at Metal Tips

Intriguing effects can arise when a harmonic of the fundamental driving field is

superimposed on the fundamental of the optical pulse. A two-color or bichromatic

field pulse results, representing a first step (next to CEP control) toward more

complex, tailored light fields, with the goal of improving the level of control over

reaction or emission pathways, extending electron energies, shaping electron pulses

etc. The relative phase between the colors represents an additional control param-

eter. Investigations of the effects of bichromatic light fields on atomic ATI date

back more than two decades [34] and have been utilized to further explore the

transition from the multi-photon to the tunneling ionization regime, for exam-

ple [35]. An extensive review on earlier work of the atomic (strong-field) physics

in bichromatic laser fields can be found in [36]. More recently, bichromatic fields

have been used to probe molecular strong-field dynamics on the 10-attosecond

timescale [37, 38].

We focus the fundamental and the second harmonic of near-infrared laser pulses

on a sharp tungsten tip at ambient temperature and vary the temporal delay between

the two pulses. Two cases may be considered: In the strong-field regime, the carrier

fields add up to yield an asymmetric optical field structure in which the carrier

maxima can be enhanced by the second harmonic for one polarity, while for the

other the extrema are reduced, for instance. The role of the polarity exactly changes

if the second harmonic is delayed by half an optical carrier period, yielding a

reversed field structure. This will have direct consequences for the strongly driven

electron. On the other hand, for weaker fields, or in the perturbative regime,

different electron emission quantum pathways, comprised of sequences of photons

of fundamental and second harmonic (with different phases), may constructively or

destructively interfere. Here we report on observations in this regime.

We frequency-double a part of the � 70-fs output pulses of an erbium-doped

fiber oscillator–amplifier running at a central wavelength of 1560 nm and at
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100 MHz repetition rate. With the help of a Mach–Zehnder interferometer with

dichroic beam splitters, we can continuously vary the delay (or phase) between the

frequency-doubled pulses (“2ω”) and the fundamental pulses (“ω”). When we focus

these ω� 2ω pulses on the tungsten tip and record the emitted electron current as

function of time delay, we observe a strong modulation of the emitted current as

function of delay, see Fig. 1. Notably, the modulation reaches up to 94% for near-

field intensities of 330 GW / cm2 of the fundamental and6:6GW=cm2
for the second

harmonic. So a weak second-harmonic admixture of � 1=50 in relative intensity

magnitude suffices to induce such a strong modulation of the output current.

We explain these effects with quantum path interference as indicated in Fig. 2.

For the DC-biased tungsten tip, the emission barrier at the (310)-W apex is

Schottky-lowered from an unbiased 4.3–3.6 eV. Hence, four fundamental photons

of 0.8 eV energy are required to lift an electron to the barrier. Alternatively, two

fundamental and one frequency-doubled photon provide the same energy to an

electron. We interpret our data in such a way that it is these two quantum pathways

that interfere. A much more detailed discussion can be found in [39].

While the discussed two-color effects are already of fundamental interest, they

may enable boosting the maximum output current without damaging the tip with

the fundamental laser intensity. Furthermore, it will be even more interesting to

investigate bichromatic effects at tips in the strong-field regime. With the relatively

long laser pulses employed here, the strong-field regime can hardly be reached

without damaging the tip, but with shorter fundamental laser pulses at around

1800 nm [40], we expect that this will be easily possible, in particular because of

the longer central wavelength as compared the standard 800 nm that have been

mostly used so far for strong-field studies at tips.

−5 0 5
0

1

2

3

4

5

Delay / fs

E
le

ct
ro

n 
co

un
ts

 / 
10

4  H
z

−200 −100 0 100 200
0

1

2

3

4

5

6

Delay / fs

E
le

ct
ro

n 
co

un
ts

 / 
10

4  H
z

(b)(a)

Fig. 1 Electron current emitted from a 10-nm sharp tungsten tip when irradiated by a two-color

laser field as function of time delay between the fundamental and second-harmonic laser pulse. aA

large time span between full and hardly no overlapping pulses is shown. b The central region of a,

clearly revealing oscillations with the period of the second harmonic (2.6 fs). Data and a sine fit are

shown. The large contrast of 94% in this central region is also directly visible. Data points are
connected by line segments as a guide to the eye
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3 Light-Field-Induced Currents in Graphene

The effects discussed in the previous section relate to quantum effects inside of tips,

however, in the perturbative regime. In recent years, strong-field physics inside of

solids has found much attention, as new effects related to the solid state nature of

the samples are expected that do not show up in the atomic and molecular case. So

far, large-bandgap materials and/or long-wavelength driving pulses have been used

so as not to excite electrons from the valence to the conduction band easily. For

example, high harmonic generation has been observed from the large-bandgap

semiconductor ZnO (band gap of 3.2 eV), driven with pulses with a central

wavelength of 3.2– 3.7 μm [41] or with terahertz frequencies [42]. Reversible

attosecond dynamics of strongly driven fused silica glass and silicon have been

investigatedwith the help attosecond transient absorption spectroscopy [43, 44]. The

question arises if next to dielectrics and semiconductors also metals can be strongly

driven by the optical field of ultrashort laser pulses.

Graphene, a (semi-) metal, is ideally suited for strong-field studies, in particular

graphene on SiC. It is a robust material on a robust large-bandgap substrate with

good heat conductivity, but first and foremost monolayer graphene stands out for its
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Fig. 2 Quantum path interference model we employ to explain the strong modulation of the

emission current as function of delay between fundamental and second-harmonic pulses, as shown

in Fig. 1. One pathway consists of four photons of the fundamental required to lift an electron from

the Fermi level to a bulk state extending to the tip surface. The other pathway consists of two

fundamental photons and one photon of the second harmonic (blue). From there the electrons can

easily overcome the Schottky-lowered barrier. The full lines show the local density of states, both

for the surface (orange) and the bulk (black), as discussed in [39]
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two-dimensional nature and its cone-shaped Dirac dispersion relation [45]. We

have performed laser-induced current measurements and have investigated whether

a CEP-dependent current, so again a light-field induced current, can be

observed [46].

Driven with� 6-fs pulses derived from a Titanium:Sapphire oscillator running at

80 MHz, strongly focused down to 1:6 μm (1=e2 intensity radius) on graphene and

leading to peak field strengths of 0:3V=Å, a carrier-envelope phase-(CEP)-depen-
dent current with a peak magnitude of � 15 pA can be observed, see Fig. 3.

Surprisingly, when we vary the peak field intensity, we observe a change in current

direction for one and the same CEP setting. While the details are discussed in [46],

here we only show the intriguing underlying physical picture that we assume to

hold.

The semiclassical picture of electron wavepackets in the band structure envi-

ronment of solids helps to gain insight. Bloch’s acceleration theorem states that an

electron is accelerated by an external electric field polarized along x in x-direction
only: ħ _k ¼ �eE, where k represents the electron momentum, �e the electron

charge andE the externally applied electric field. Because of the cone-shaped nature

of graphene’s dispersion, a slice exists in the dispersion relation such that electrons
can be driven diabatically across the band crossing even for vanishing field

strengths (at ky ¼ 0, for example), but there also exist slices where the energy

between the bands is large so that the electrons remain inside of the band and are

just driven within it by the laser field (adiabatically) [47], see Fig. 4. Here, diabatic

means that the electron is transferred from the valence to the conduction band, or

vice versa, so an interband transition. Conversely, the adiabatic motion implies

intraband motion, so an adiabatic exchange of pseudospins labeling the quantum

number of the wave functions [45]. The pseudospins are conserved in the

diabatic case.
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Fig. 3 CEP-dependent current as function of glass thickness in the beam path, leading to a

variation of CEP and pulse duration. In-phase (spheres) and quadrature component (squares) of
a lock-in measurement are shown, together with fits to the data
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Between these two extrema, a dispersion cone slice exists in which valence band

electrons may become excited via Landau–Zener transitions to the conduction band

or stay in the valence band, with equal probabilities. This represents a 50 / 50-beam
splitter for electrons. It is this beam splitter that is responsible for the

CEP-dependent current generation in graphene, see Fig. 4b. Because the optical

pulse drives electrons more than once through the energy minimum, at least two

beamsplitting events can take place. Much like in an optical interferometer, it is the

relative phase between the two arms that determines if interference into a given

output port, here the conduction band, for example, is constructive or destructive.

By virtue of the CEP we can vary the phase, as it directly influences the propagation

of the electrons inside of the interferometer arms and hence the relative interfer-

ometer phase. An in-depth discussion including numerical modeling is presented

in [46].

To summarize, initial work on strong-field effects at solids showed already a

high degree of coherence of the light-field-driven electrons, exemplified in the

existence and the complex but well-understood behavior of above-threshold orders.

Here we have discussed more recent work on electron emission from needle tips

with bichromatic laser fields. We could show that coherent quantum path interfer-

ence leads to a large variation of the emitted current as a function of delay between

fundamental and second harmonic of the driving pulses. The visibility of up to 94%

seems to be the highest observed in two-color photoemission experiments over all

investigated systems, which is surprising given the metallic nature of the room

temperature metal tip as compared to clean gas-phase atomic systems [48], for

instance. In the second discussed experiment, we focus on the coherence of

kxky

ε
ky≠0

K-point

(a) (b)

Fig. 4 a Graphene’s Dirac-cone-shaped dispersion. Here the hyperbolic bands are highlighted

that result from the intersection of a plane with a finite ky-value with the dispersion cones; note that
the K-point lies outside of that plane. Electrons with all initial ky -values are driven by the laser

field. b Sketch of the dynamics in the two hyperbolic bands shown in a. The laser field is polarized

in x-direction. Because of the oscillatory nature of the laser field, the electron is driven repeatedly

over the apparent band gap where it can always either undergo a diabatic transition from one band

to the other, or stay in the same band (Landau–Zener dynamics). The apparent band gap thus

serves as an electron beam splitter. The relative phase between the two arms determines whether

the electron ends up in the conduction band (as shown here) or in the valence band. The relative

phase depends on the CEP via the electric waveform of the driving field. In order to obtain the

resulting CEP-dependent current, an integration over all initial ky-values is required
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electrons inside of the special metal graphene. Here we observe a CEP-dependent

current that we explain with a light-field-driven interplay of interband and intraband

dynamics, representing another example of laser-field-driven coherent quantum

path interference, now inside of a peculiar type of two-dimensional metal—the

discovery of which is possible because of the existence of the femtosecond

frequency comb.

4 Concluding Remarks

The work described here has been done long after the author had finished his PhD

thesis in Professor Hänsch’s group at Ludwig-Maximilians-Universität in Munich

in 2002, which was already a most enjoyable time. At Stanford University in the

group of Mark Kasevich, Yvan Sortais was setting up a femtosecond frequency

comb for a precision spectroscopy experiment. At the other end of the optical table,

the author had just succeeded in achieving field emission from a single-atom tip in

early 2004 (published only much later [49]). From the atomic precision spectros-

copy point of view certainly an abuse but probably in line with the Hänsch (and

Schawlow) style of doing physics [50, 51], Yvan Sortais and the author decided to

rather fire the femtosecond frequency comb laser pulses at the apex of a sharp metal

needle tip and so realized an electron source able to generate femtosecond electron

pulses from a nanometric emission area [52]—at the time without being able to

observe a carrier-envelope phase-dependent current, even though they had tried

right away [53]. Equipped with Max Planck Research Group funding, the author

went to MPQ to again become a member of the Hänsch department in 2007. It was

there where the author’s small group performing Spitzenforschung (translate: tip

research) was engulfed and fostered in Theo Hänsch’s group doing

Spitzenforschung (translate: top research): From then on until 2013, the author

and his group enjoyed a most fruitful and stimulating atmosphere. The weekly

Hänsch department seminars provided excellent exchange of scientific and techni-

cal ideas, as did the annual highlight of they year, the Hänsch department retreat at

Ringberg Castle, resulting in research highlights discussed in the introductory part

of this contribution and further including the demonstration of an on-chip Paul trap

for electrons as well as the demonstration of laser acceleration of electrons at

dielectric structures [54, 55]. A number of joint publications resulted from common

experimental interests and requirements, for example on ultrashort pulse generation

and single-pass laser amplification [56–60] and on the CEP stability of laser

oscillators with various pump lasers [61, 62]. In 2013, with the author’s appoint-
ment to Friedrich-Alexander-Universität Erlangen-Nürnberg, his group had to

leave the Hänsch department. Theodor Hänsch has profoundly influenced the

author’s life and also that of the many students and postdocs who had the pleasure

to interact with him. Happy birthday and ad multos annos, lieber Herr

Professor Hänsch!
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Atomic “Bomb Testing”: The Elitzur–

Vaidman Experiment Violates the Leggett–

Garg Inequality

Carsten Robens, Wolfgang Alt, Clive Emary, Dieter Meschede,

and Andrea Alberti

Abstract Elitzur and Vaidman have proposed a measurement scheme that, based

on the quantum superposition principle, allows one to detect the presence of an

object—in a dramatic scenario, a bomb—without interacting with it. It was pointed

out by Ghirardi that this interaction-free measurement scheme can be put in direct

relation with falsification tests of the macro-realistic worldview. Here we have

implemented the “bomb test” with a single atom trapped in a spin-dependent optical

lattice to show explicitly a violation of the Leggett–Garg inequality—a quantitative

criterion fulfilled by macro-realistic physical theories. To perform interaction-free

measurements, we have implemented a novel measurement method that correlates

spin and position of the atom. This method, which quantum mechanically entangles

spin and position, finds general application for spin measurements, thereby

avoiding the shortcomings inherent in the widely used push-out technique.

Allowing decoherence to dominate the evolution of our system causes a transition

from quantum to classical behavior in fulfillment of the Leggett–Garg inequality.
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1 Introduction

Measuring physical properties of an object—whether macroscopic or microscopic—

is in most cases associated with an interaction. For example, scattering photons

off an object allows one to detect its presence in a given region of space.

However, this also produces a small perturbation of its state by direct momen-

tum transfer. It is well known from numerous discussions on the physics of the

quantum measurement process (see, e.g., Refs. [1, 2]) that a measurement in

general modifies the quantum evolution unless the object is already in an

eigenstate of the measurement apparatus [3]. This is even the case when the

measurement yields a negative outcome, that is, when we did not find the

particle on a certain trajectory that had originally a nonvanishing probability

amplitude to be occupied. For example, in a double-slit experiment, quantum

interference is suppressed as soon as a measurement detects the which-way

information, regardless of whether the information is acquired by direct inter-

action or indirect negative inference. Quantum mechanics formalizes the loss of

interference in terms of the quantum measurement process, showing that mea-

surements are generally invasive as they entail a modification of the subsequent

quantum evolution. While the quantum measurement process is still intensely

debated in the literature [4], we adopt here the pragmatic view that a measure-

ment applied to a superposition state causes a sudden reduction of the wave

function to a subspace of the Hilbert space.

Ideal negative measurements, that is, measurements without direct interaction,

play an important role in a physical scenario known as macro-realism [5–7]. This

scenario advocates a classical worldview describing the state of macroscopic

objects, according to which macroscopic objects are always in one of several

possible macroscopically distinct states. In a macro-realistic worldview, it is plau-

sible to assume that a negative outcome of a measurement cannot affect the

evolution of a macroscopic system, meaning that negative measurements are

noninvasive [8]. In order to rigorously test the macro-realistic point of view,

Leggett and Garg have derived an inequality from the assumptions of macro-

realism and noninvasive measurability, which can be violated by quantum-

mechanical superposition states [9]. Relying on the implementation of an ideal

negative measurement protocol—a prerequisite for any genuine test of the Leggett–

Garg inequality—experimental violations of the macro-realistic worldview have

been experimentally demonstrated with phosphor impurities in silicon by Knee

et al. [10] and with trapped atoms by Robens et al. [11].

The definition of the degree of “macroscopic distinctness” has been a matter of

discussion in the literature ever since [12], and is likely to remain as such till an

experiment [13] will shed new light, for example, discovering a physical

“classicalization” mechanism that causes an objective reduction of wave packets.

Recently, Nimmrichter and Hornberger proposed a quantitative criterion based on a

minimal macro-realistic extension of quantum mechanics to quantify the

macroscopicity of an object [14]. Their objective criterion of macroscopicity allows

us to experimentally test the behavior of a single trapped atom—however
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microscopic it is, according to our intuition—under the hypothesis of macro-

realism, as we can put its macroscopicity directly in relation to that of other, ideally

more massive physical objects.

It was pointed out by Ghirardi [15] that a Leggett–Garg test of macro-realism is

naturally related to the notion of interaction-free measurements introduced by Elitzur

and Vaidman [16]. In a rather dramatic scenario, Elitzur and Vaidman proposed a

quantum device able to single out live “bombs” from a collection containing also duds

without triggering them nor interacting with them. While the first realizations of the

Elitzur–Vaidman experiment employed “flying” photons [17] and “flying” neutrons

[18], we here implement a variation of this experiment with neutral atoms trapped in a

one-dimensional optical lattice. A convenient scheme for interaction-free measure-

ments with neutral atoms has been demonstrated by Robens et al. [11] exploiting

state-dependent optical potentials. Following the idea of Ghirardi, we tested the

hypothesis of macro-realismwith our atomic implementation of the Elitzur–Vaidman

“bomb testing” Gedankenexperiment. Our experiment shows explicitly that the

Leggett–Garg inequality is violated by 21 σ. In addition, trapped atoms can be held

for long times. By controlling the duration of a suitably chosen wait interval, it is

straightforward to study the influence of decoherence and experimentally observe the

gradual transition from quantum to classical behavior.

It is our pleasure to honor with these recent experimental results Theodor

W. Hänsch. For many decades he has laid the foundations in laser physics and

technology, without which present-day laser control of quantum particles is hardly

conceivable. In this sense, the objective of this article is to experimentally demon-

strate yet another example of exploring the world with lasers and laser-controlled

atoms at the quantum-classical boundary.

2 Brief Review: The Elitzur–Vaidman Interaction-Free

“Bomb Test”

Let us illustrate the concept of the interaction-free “bomb test” as presented in the

original work by Elitzur and Vaidman [16], based on a single photon travelling on a

quantum superposition of trajectories along the two paths of a Mach—Zehnder

(MZ) interferometer.

The two branches A and B of a MZ interferometer can be balanced in such a way

that one of the two output ports, say D2, is always bright while the other one, D1, is

always dark, see Fig. 1a. If any object (e.g., a “live bomb” triggered by a single

photon) intercepts the trajectory of the photon in the lower branch B, the photon

field is removed from that branch and the balance of the MZ interferometer is

disturbed. As shown in Fig. 1b, the photon has a 50% probability to be blocked

without ever reaching the detectors. This event is of course highly invasive: the

“bomb” is triggered to explode by absorbing the travelling photon.

In all other events, the photon must have followed branch A, thus avoiding

interacting with the object, and is subsequently routed to the detectors D1 and D2
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with equal probability. In case detector D2 clicks, insufficient knowledge is gained

to conclude on whether the object is present, as this outcome also occurs for no

object present (“dud bomb”). If the dark detector D1 lights up, however, the

presence of an object in one of the two arms is signaled with certainty. Since the

photon could not reach the detector if it had touched the object, finding a photon

with detector D1 detects the presence of the object without touching it, therefore

leaving the “bomb” intact. Following Elitzur and Vaidman, we call this measure-

ment scheme interaction free [19].
We obtain further insight in the Elitzur–Vaidman “bomb test” by analyzing its

outcomes from the perspective of statistical hypothesis testing, where the Elitzur–

Vaidman quantum device is employed to test whether the “bomb” is live (positive
test result). The typical figure of merit in hypothesis testing is the statistical power

1� β, that is, the fraction of “live bombs” which are correctly identified (without

being triggered) and rescued. In their original work [16], Elitzur and Vaidman

showed that this fraction amounts to 25% (true positives). It is worth extending the

analysis of “bomb testing” to quantum devices that, under realistic conditions, are

impaired by decoherence. We assume that decoherence reduces the fringe ampli-

tude of the MZ interferometer in an unbiased way, resulting in a contrast C less than

unity. In the presence of decoherence, the statistical power of the test remains

BSSB
D1

D2

10
0%

counts

25
%

counts

(a)

(b)

A

B

A

B

BSBS
D1

D2

Fig. 1 Bomb testing with a Mach—Zehnder interferometer operated with a single photon at a

time. The beam splitters have split ratio 50:50. a The phase difference between the two arms is

adjusted such that all photons are directed to detector D2. The object situated close to the lower

branch B (e.g., a dud bomb not equipped with the trigger) does not intercept the photons. b The

object (e.g., a “live bomb” equipped with an avalanche photodiode which is triggered by a single

photon1) intercepts the photons in the lower branch B

1For Wile’s safety, the avalanche photodiode must be cooled to near absolute zero in order to

suppress dark counts.
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unchanged, since this quantity describes the situation of a “live bomb,” where the

coherence of the photon plays no role, see Fig. 1b. We therefore introduce a second

figure of merit accounting for decoherence, which is given by the statistical error of

type I, that is, the probabilityα that we erroneously rescue the bomb even though the

bomb is a dud ( false positive). One can show that the probability of type I errors is

α ¼ ð1� CÞ=2. This measure vanishes only for a decoherence-free “bomb tester”

and becomes α ¼ 1=2 in the completely incoherent limit (equivalent to random

selection). It is also worth mentioning that, by allowing for repeated measurements

(this is always possible until the “bomb” has not exploded), the statistical power

1� β can be straightforwardly increased to 1/3 for 50:50 beam splitters and to 1/2

for beam splitters with different split ratios. Furthermore, a more complex variant of

this scheme based on the quantum Zeno effect has been suggested [20] and

experimentally demonstrated using traveling photons [21], allowing one to

approach unity efficiency ðβ ¼ 0Þ.
Let us now reconsider the situation illustrated in Fig. 1b from the perspective of a

macro-realist, who conducts the same experiment but with a massive, ideally

macroscopic object traveling along the two branches of the MZ interferometer.

For a macro-realist, the massive particle travels either along branch A or along

branch B, but not in a superposition state of the trajectories A and B. If one discards

by post-selection all events where the particle’s presence on one of the two

trajectories has been directly detected through the absorption by the object, then

only interaction-free measurements (i.e., ideal negative measurements) of the

particle’s position are considered. By intercepting the particle at one time in branch

A and at another time in branch B, the macro-realist learns about the particle’s
position in the MZ interferometer avoiding any interaction with it. Therefore, to a

macro-realist, ideal negative measurements must appear noninvasive, since the

subsequent evolution of the particle could have not been influenced by the presence

of an object where the particle was not. Noninvasive measurements constitute an

important prerequisite for any rigorous test of macro-realism through a violation of

the Leggett–Garg inequality [22].

3 Relation to the Leggett–Garg Inequality

Based on two assumptions, (A1) macro-realism and (A2) noninvasive measure-

ments, the Leggett–Garg inequality bounds a linear combinations of two-time

correlation measurements,

K ¼ ⟨Qðt2ÞQðt1Þ⟩þ ⟨Qðt3ÞQðt2Þ⟩� ⟨Qðt3ÞQðt1Þ⟩ � 1, ð1Þ
where QðtiÞ denote the outcome of measurements carried out on the object at three

subsequent times (i ¼ 1, 2, 3). The values assigned to the individual measurement

outcomes have to fulfill the condition jQðtiÞj � 1 but can otherwise be freely

chosen. While macro-realism fulfills this inequality, standard quantum mechanics

allows experiments violating it.
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Observing a violation of the inequality (1) allows one to refute (i.e., falsify) the
assumptions underlying the Leggett–Garg test in the range of parameters investi-

gated by the experiment, which in general are represented by the mass of the

superposition states and their spatial split distance [14]. For simple logical reasons,

a violation of Eq. (1) implies that at least one of the two assumptions (A1) and

(A2) must not hold. In conducting a Leggett–Garg test, it is therefore crucial that

assumption (A2) of noninvasive measurability cannot be simply dismissed by a

macro-realist claiming that a measurement operation, due experimental inadver-

tence, has influenced the subsequent evolution of the particle; or else, even in case

of an observed violation, no claim can be made concerning assumption (A1) of

macro-realism. In the literature, this type of objection is addressed as the clumsiness
loophole [23]. To circumvent it, Leggett and Garg suggested using ideal negative

measurements, which, to say it �a? la Vaidman and Elitzur, are interaction free. It

should also be noted that in standard quantum theory both assumptions do not hold.

In fact, standard quantum theory postulates (1) no limit on the mass and split

distance of a superposition state and that (2) even a negative measurement can

cause the wave packet’s reduction. The latter point is indeed central to the Elitzur–
Vaidman interaction-free experiment.

In the Elitzur–Vaidman experiment, the object that is put to the test of the

Leggett–Garg inequality is the single photon travelling along the two paths of the

MZ interferometer. In the following we define the three measurement operations

performed on the photon and their assigned values QðtiÞ, which are employed to

perform the Leggett–Garg test in Eq. (1):

Qðt1Þ : We identify the first measurement at t1 with the preparation of the initial

state - a photon in the input of the MZ interferometer. This measurement

is by definition noninvasive, as it leaves the particle in the initial state. We

assign to this measurement the value Qðt1Þ ¼ þ1.

Qðt2Þ : This measurement is performed at time t2 when the photon is either in

branch A or B of the MZ interferometer. It detects in which branch the

photon travels by removing the photon at one time from branch A, at

another time from branch B. The events in which the photon was directly

intercepted by the object (i.e., when the “bomb” exploded) are discarded

by post-selection in order to ensure that only ideal negative measurements

are performed; this measurement must thus appear to a macro-realist as

noninvasive as it avoids any direct interaction with the photon itself. We

assign to this measurement the constant value Qðt2Þ ¼ þ1 regardless of

which trajectory the photon has taken. It should be noted that this

measurement is not performed when evaluating the correlation function

⟨Qðt3ÞQðt1Þ⟩ of the Leggett–Garg test. In fact, from the perspective of a

macro-realistic who advocates (A1) and (A2), an ideal negative

measurement could not have influenced the evolution of the particle.

Qðt3Þ : The final measurement is performed at time t3 when the photon has

reached the output of the MZ interferometer. Depending on whether

detector D1 or D2 has clicked, we assign to this measurement the value

146 C. Robens et al.



Qðt3Þ ¼ þ1 orQðt3Þ ¼ �1, respectively. Because we are not interested in

the system’s evolution after t3, noninvasiveness of this measurement

operation is not required.

Previous Leggett–Garg experimental tests prior to Robens et al. [11] only

considered dichotomic designations of Qðt2Þ, as opposed to the constant choice of

Qðt2Þ ¼ þ1 here. By deliberately disregarding the unnecessary, dichotomic con-

straint, we allow the Leggett–Garg correlation function of the Elitzur–Vaidman

experiment to reach the maximum value, K ¼ 2, as permitted by quantum theory

for a two level system (i.e., the photon in a superposition state of the trajectories A

and B). It can be shown that a violation of the inequality in Eq. (1) is also produced

in the Elitzur–Vaidman experiment for a dichotomic choice of Qðt2Þ (see “Appen-
dix C”). However, in this case the maximum value of K predicted by quantum

theory is only 3/2 [24, 25] instead of 2.

Taking into account our specific designation ofQðtiÞ, we can recast Eq. (1) into a
simpler form. Since Qðt2Þ ¼ 1, the correlation function ⟨Qðt3ÞQðt2Þ⟩ equals

⟨Qðt3Þ⟩with Q2, that is, the average value of Qðt3Þ conditioned on a negative result

of the measurement Qðt2Þ. Likewise, since Qðt1Þ ¼ 1, the correlation function

⟨Qðt3ÞQðt1Þ⟩ simplifies to ⟨Qðt3Þ⟩without Q2, that is, the average value ofQðt3Þwithout
having measured the position of the photon at t2. Our experiment can thus be

analyzed with a simplified version of Eq. (1),

K ¼ 1þ ⟨Qðt3Þ⟩with Q2 � ⟨Qðt3Þ⟩without Q2 � 1 : ð2Þ
It is interesting to go one step further to provide an interpretation of the Leggett–

Garg correlation function K from the point of view of quantum theory. We know

that the values ofQðt3Þ ¼ �1 are evenly distributed when theQðt2Þmeasurement is

performed, since the latter reveals the which-way information; hence

⟨Qðt3Þ⟩with Q2 ¼ 0. Moreover, one can prove that ⟨Qðt3Þ⟩without Q2 is identical to

the contrast C of the MZ interferometer (see “Appendix D”). Thus, we find that the

correlation function K takes the suggestive form

K ¼ 1þ C : ð3Þ
Intuitively, the function K provides a quantitative indication, say a witness, of the

amount of superposition involved in the evolution of the quantum particle. Note

that K can be put in relation to the first quantum witness W of superposition states

introduced in Ref. [26] (also described as no-signaling in time in Ref. [27]). In fact,

W ¼ jK � 1j ¼ C as shown in Ref. [11]. This demonstrates that the figure of merit

α of a partially decohered “bomb tester” (see Sec. 2) is directly related to the

quantum witness W since α ¼ ð1�WÞ=2. Furthermore, our results shows that any

quantum particle exhibiting a nonvanishing interference contrast should allow,

according to quantum theory, for a violation of Eq. (1), provided that one can

additionally show through an experiment that the which-way information acquired

through interaction-free measurements yields a vanishing contrast, that is,

⟨Qðt3Þ⟩with Q2 ¼ 0.
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4 Interaction-Free Measurement with Trapped Atoms

Our atomic realization of the Elitzur–Vaidman experiment employs single neutral

atoms trapped in an optical potential instead of flying photons. Instead of

delocalizing the particle on two distinct trajectories as in the MZ interferometer

shown in Fig. 1, we let the particle evolve in a superposition of two long-lived

internal states, which we denote by j " ⟩ and j # ⟩ hereafter. In our experiment, an

atomic Ramsey interferometer plays the role of the optical MZ interferometer.

4.1 Experimental Apparatus

4.1.1 State-Dependent Optical Conveyor Belts

At the core of our realization of the Elitzur–Vaidman experiment with trapped

atoms are polarization-synthesized (PS) optical lattices, which were recently intro-

duced by Robens et al. [28]: two one-dimensional, periodic optical potentials can be

independently shifted along their common longitudinal direction to selectively

transport atoms in either one of two internal states, j " ⟩ and j # ⟩. In essence, two

copropagating laser beams of opposite circular polarization interfere with a third,

counterpropagating, linearly polarized beam. Their interference gives rise to two

standing waves of left- and right-handed polarization, whose positions are actively

controlled by means of two independent optical phase-locked loops. We obtain a

residual jitter of their relative position on the order of 1 Å, which is much smaller

than the longitudinal extent of the atom’s wave function of�20 nm. At the so-called

magic wavelength λL ¼ 866 nm of cesium atoms, the internal state j " ⟩ ¼ jF ¼ 4,
mF ¼ 4⟩ interacts exclusively with the σþ -polarized component, while j # ⟩ ¼ jF
¼ 3,mF ¼ 3⟩ predominantly interacts with the σ�-polarized component [29]. More-

over, we choose a relatively deep lattice with a depth of U=kB � 80 μK to prevent

tunneling between different sites. Hence, atoms in the two internal states are bound

to two spatially superimposed, but orthogonally polarized lattices, which can be

individually shifted much like two independent optical conveyor belts: atoms in the

j " ⟩ and j # ⟩ states follow, nearly rigidly, the σþ -polarized and σ� -polarized
standing waves, respectively.

State-dependent optical lattices have been pioneered first in the MPQ laborato-

ries [30, 31], demonstrating another example of Theodor W. Hänsch’s legacy as an

inspiration for future generations of experiments. Compared to former realizations

of state-dependent optical lattices, PS optical lattices have replaced the polarization

control formerly based on an electro-optic modulator by a direct synthesis of light

polarization, which enable arbitrary, state-dependent displacements of atoms.

Polarization synthesis is realized through rf-control of the optical phases ( 0:1∘

RMS phase jitter) of two overlapped beams with opposite circular polarization [28].
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4.1.2 Microwave Control

We employ microwave radiation at the cesium clock frequency of 9:2GHz to

induce coherent oscillations between the two atomic hyperfine states, j " ⟩ and j # ⟩
with a Rabi frequency of 55 kHz. Therefore, the application of the microwave

radiation field for 4:5 μs realizes a so-called π=2 pulse, which transforms a pure

internal state into an equal superposition of j " ⟩ and j # ⟩. In our realization of the

Elitzur–Vaidman experiment, microwave π=2 pulses represent the atomic analogue

of the beam splitters for photons, which are illustrated in Fig. 1.

4.1.3 Nondestructive Spin State Measurement

Exploiting PS optical lattices, we devised a novel measurement method to detect

the internal state of the atom in the most gentle way possible. In quantum mechan-

ics, least perturbative measurements are called nondestructive (or, equivalently,

quantum nondemolition measurements): the state of the object is preserved after the

measurement in the eigenstate of the measured quantity corresponding to the

observed outcome [32]; a repeated measurement of the same quantity would

therefore leave the state unchanged. Conversely, the widely employed push-out

method, which expels atoms in one particular internal state from the trap by

applying state-selective radiation pressure [33], represents a destructive

measurement.

Our method is closely related to an optical Stern–Gerlach experiment [34, 35],

where spin-position entanglement is created by state-dependent light fields, and is

reminiscent of the nondestructive Stern–Gerlach experiment by Dehmelt

[36, 37]. We realize nondestructive measurements by displacing atoms by a discrete

number of lattice sites conditioned on the internal state, thereby transferring spin

states to well-separated positions. The position can be detected efficiently at a later

time by fluorescence imaging under molasses illumination without any atom loss

[38]; we identify the correct position, and therefore the spin state, with >99%

reliability. The translational invariance of the optical lattice ensures that this

measurement protocol constitutes a nondestructive measurement of the internal

state. Note also that it is not necessary that the position readout immediately follows

the state-dependent displacement. The possibility to postpone the “destructive”

fluorescence image of the atoms till the end of the evolution allows us to leave

the evolution of the system minimally perturbed as required by a nondestructive

spin measurement. We use this technique for the ideal negative measurementQðt2Þ,
in which case only one spin component at a time is displaced, leaving the other

unperturbed (see Sect. 4.2). It should also be noted that nondestructive measure-

ments are not strictly needed in order to perform the ideal negative measurements

that are instead required for the Elitzur–Vaidman experiment and the Leggett–Garg

test [20]. This fact is illustrated in Fig. 1 where the photon removal represents

indeed a destructive measurement, since the particle is destroyed if intercepted by

the “bomb.”
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4.2 Measurement Protocols

We start each experimental sequence with, on average, 1.2 atoms loaded into the

lattice. The loading procedure is stochastic and only atoms sitting at sufficiently

separated lattice sites are considered. Atoms are cooled to the longitudinal ground

state using first molasses cooling and then microwave sideband cooling

[39]. With the quantization axis chosen along the lattice direction, optical pumping

by a σþ-polarized laser beam initializes >99% of the atoms in the state j " ⟩.
We outline in Fig. 2 the protocols employed to measure the two terms forming in

the Leggett–Garg inequality in Eq. (2). On the left-hand side, we present the

procedure with no “bomb” present, which comprises Qðt1Þ (preparation of the

initial spin state preparation) and Qðt3Þ (detection of the final spin state) measure-

ments, but not Qðt2Þ (the “live bomb” in one of the interferometer’s branch): the
spin preparation is followed by a π=2 pulse, a variable waiting time, a second π=2
pulse with adjustable microwave phase ϕ, and a nondestructive spin measurement

mapping the spin state onto different positions as described in Sect. 4.1. This

sequence describes a Ramsey experiment interrogating the spin coherence of a

trapped atom. Note that this situation is fully equivalent to the unobstructed MZ

interferometer of Fig. 1a, where the atomic internal states here take the place of the

distinct trajectories of the photon. Here we adjust the microwave phase ϕ before-

hand in order to ensure the highest probability to detect j # ⟩ at time t3, much like in

the MZ interferometer one must balance the two branches to route all photons to

detector D2.

Let us turn to the application of the atomic “bomb test” illustrated on the right-

hand side of Fig. 2. After the initial microwave π=2 pulse, which puts the atom in a

coherent superposition state (for a macro-realist, a stochastic mixture of both

states), we spatially remove atoms, in different experiments, at one time in state

j " ⟩ and at another time in state j # ⟩by transporting them apart by seven lattice sites

in about 200 μs. The number of sites is chosen sufficiently large to avoid any error in

the final position measurement, and therefore in the spin reconstruction. For the

Leggett–Garg test, we post-select the events where an atom is indeed found at

position D1 or D2, meaning that it has not been removed at time t2, and its spin has
thus been measured by an ideal negative measurement Qðt2Þ, as was argued in

Sect. 3. The excluded events instead correspond to the atoms removed from the

Ramsey interferometer, and are tantamount to having triggered the “bomb” in one

of the two branches of the MZ interferometer of Fig. 1b.

5 Experimental Results

In panels Fig. 3a–c, we show the raw data corresponding to our atomic realization

of the Elitzur–Vaidman experiment for three different situations: (a) without the

“bomb,” (b) with the “bomb” removing atoms in j " ⟩, and (c) again with the
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“bomb” but removing atoms in j # ⟩. From the dataset (a) we reconstruct the

correlation function ⟨Qðt3Þ⟩without Q2, while by merging the datasets (b) and (c) we

obtain the correlation function ⟨Qðt3Þ⟩with Q2. The combination of these two corre-

lation functions produce a violation of the Leggett–Garg inequality as defined in

Eq. (2). In Fig. 3d we present the recorded Leggett–Garg correlation function K for

different durations of the waiting time, which separates the two microwave π=2
pulses of the Ramsey interferometer. For a minimum waiting time of 5 μs, we
record a value of K ¼ 1:958� 0:033, which violates the Leggett–Garg

time

t3

t2

t1

or

or

π/2 pulse

π/2 pulse

long state-dependent shift (removal)

π/2 pulse

Spin position mapping Q3

D2
D1

D2
D1

Without Q2 With Q2

State preparation Q1

Fig. 2 Illustration of the Elitzur–Vaidman experiment using single atoms. Atoms are trapped in

state-dependent optical lattices, which consist of two independently movable, periodic optical

potentials for atoms in the internal states j " ⟩ and j # ⟩. The two atomic states form a spin-1/2

system, which is represented on the Bloch sphere at different moments of the time evolution; short

microwave pulses allow us to rotate the spin. On the left-hand side, protocol of a Ramsey

interferometer, whose pulses are configured to produce the state j # ⟩; this situation is equivalent

to that in Fig. 1a. The spin information is eventually mapped onto two different positions on the

lattice, D1 and D2, which are efficiently detected by fluorescence imaging. On the right-hand side,

protocol of a Ramsey interferometer where an interaction-free measurement (i.e., an ideal negative

measurement) of the spin state is performed at the intermediate time t2. This measurement

intercepts only atoms in one spin state by transporting them far apart (grayed lattice regions);
this situation is equivalent to that in Fig. 1b
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inequality by 21 σ. While this value of K lies very close to the decoherence-free

prediction (K ¼ 2), the recorded values of K decrease visibly for longer waiting

times (i.e., increasing decoherence) till they reach the value of 1 for fully decohered

spin dynamics, in fulfillment of the Leggett–Garg inequality.

In the present experiment, we attribute the main source of decoherence to

scalar differential light shift [40], causing inhomogeneous spin dephasing of the

atoms, which in our case are thermally distributed over more than 100 vibrational

levels in the directions transverse to the lattice. Besides producing a rigorous

violation of the Leggett–Garg inequality for a pseudo-spin-1/2 particle, our results

show that the correlation function K can be interpreted, from the point of view

quantum theory, as a quantum witness of superposition states, and employed to

study decoherence—one of the most basic mechanisms affecting atoms trapped in

optical potentials [41].
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Fig. 3 Experimental violation of the Leggett–Garg inequality in the quantum-to-classical transi-

tion. From a to c, distributions at time t3 of the detected atom at sites D1 and D2 for a waiting time

of 100 μs, corresponding to the solid point in (d) for three different protocols. a Without the Qðt2Þ
measurement (left-hand-side protocol in Fig. 2). b With the Qðt2Þ measurement shifting atoms in

j " ⟩ away at time t2 (right-hand-side protocol in Fig. 2). c The same but with atoms in j # ⟩ shifted
away. d Values of the Leggett–Garg correlation function K of Eq. (2) for increasing waiting times

between the two π=2 pulses. Decoherence gradually suppresses the quantum behavior of the atom.

The shaded band represents the theoretical quantum-mechanical prediction for coherence times

between 75 and 200 μs caused by differential scalar light shift [40]. Percentage values are referred
to the total number of interrogated atoms in each dataset. The vertical error bars represent 1 σ
statistical uncertainty
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6 Conclusions

In this paper, we have shown that the “bomb-testing” experiment not only provides

dramatic evidence of the “weirdness” of quantum mechanics, as originally intended

by Elitzur und Vaidman, but also can be recast in a rigorous test of the macro-

realistic worldview based on the violation of the Leggett–Garg inequality. With our

realization of the Elitzur–Vaidman experiment, we can refute the macro-realistic

assumptions for individual cesium atoms with a 21 σ statistical confidence. While

from the point of view of “macroscopicity”, the present Leggett–Garg experiment

does not improve on the results obtained with quantum walks by Robens et al. [11],

our atomic implementation of the Elitzur–Vaidman experiment can be directly

extended in the future to superposition states involving splitting distances on the

macroscopic scale of a millimeter and beyond [42, 43]. Moreover, the analysis of

the experimental results allows us to understand the exact relation between the

Leggett–Garg correlation function K and the interference contrast C of the

corresponding Ramsey interferometer, thus providing intuition about the quantum-

to-classical transition of the Leggett–Garg test.

It is also worth noting that our experiment demonstrates a nondestructive

measurement technique of the spin state of the atoms, where spin-position entan-

glement is used to transfer information from spin to position space. This mapping

technique allows us to directly read out both spin states in a Ramsey interferometer,

thus avoiding the shortcomings of the widely used push-out technique, where atoms

are lost after the measurement and, most importantly, the measurement outcomes

must be corrected for atom losses. Further, with the nondestructive measurement

technique demonstrated here we could recycle atoms multiple times. We finally

anticipate that nondestructive spin measurements, preserving spatial coherence of

atoms delocalized over several lattice sites, can find application in the realization of

dissipative quantum-walk protocols [44].
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Appendix A: Statistical Errors

In this work, the confidence intervals of the correlation measurements represent 1 σ
statistical uncertainty, which has been computed by fitting a Gaussian profile to the

bootstrapped distribution (i.e., the distribution obtained by resampling with replace-

ment). Independently from bootstrapping, we also computed the statistical uncer-

tainties using Monte Carlo resampling, where the statistical errors of position

distributions are estimated with binomial statistics (Clopper–Pearson method).

The two estimation methods lead to consistent results. While Monte Carlo analysis
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requires invariant statistical properties to be valid, bootstrapping analysis remains

valid also in the presence of slow drifts of experimental parameters. The close

agreement between the two statistical analyses indicates that each correlation

measurement of K (lasting about120min) is performed under constant experimental

conditions.

Appendix B: Systematic Errors

Provided that the experiment is performed under constant experimental conditions,

systematic errors do not invalidate the result of a Leggett–Garg test. In fact, if we

consider the three main mechanisms that bring about systematic fluctuations:

(1) Imperfect initialization prepares <1% of the atoms in the wrong internal state.

However, to derive the Leggett–Garg inequality, a statistical mixture defining the

initial state is perfectly admissible. (2) Imperfect reconstruction of the atom’s
position can be accounted for in terms of a noisy measurement apparatus. (3) Spon-

taneous spin flips due to the finite T1 time can be accounted for in terms of an

additional stochastic process, which also contributes to determine the system’s
evolution. We estimate that each of these three mechanisms actually affects the

position distribution by <1%, that is less than the statistical uncertainty.

Appendix C: Dichotomic Choice

We verified that our system produces a violation also with a dichotomic definition

ofQðt2Þ. We performed a Ramsey sequence using two subsequentπ=3pulses. In this
case, we setQðt1Þ ¼ 1 by preparation and designated bothQðt2Þ andQðt3Þ asþ1 for

j " ⟩ and as �1 for j # ⟩. The measured value K ¼ 1:503� 0:051 is consistent with

the quantum mechanical expectation of K ¼ 3=2.

Appendix D: Relation with Ramsey Contrast

A Ramsey interference fringe is represented by the probability p" of measuring j " ⟩
as a function of the Ramsey phase. Assuming the fringe is centered around the

average value �p" ¼ 1=2 (this is true in case of, e.g., pure spin dephasing), the

contrast can be expressed as

C ¼ p",max � p",min ¼ 1� 2p",min, ð4Þ
where p",max=min is the maximum/minimum value of the fringe. Because the two

Ramsey π=2 pulses in the Elitzur–Vaidman experiment are set to have the same
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phase (Sect. 4), the value of p" measured when evaluating ⟨Qðt3ÞQðt1Þ⟩ corresponds
to p",min. Hence, we obtain that the correlation function reads

⟨Qðt3ÞQðt1Þ⟩ ¼ p" � p# ¼ p" � ð1� p"Þ ¼ �C, ð5Þ
which together with the definition of the LG inequality in Eq. (1) proves Eq. (3).
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Adjacency Graphs and Long-Range

Interactions of Atoms in Quasi-degenerate

States: Applied Graph Theory

C.M. Adhikari, V. Debierre, and U.D. Jentschura

Abstract We analyze, in general terms, the evolution of energy levels in quantum

mechanics, as a function of a coupling parameter, and demonstrate the possibility of

level crossings in systems described by irreducible matrices. In long-range inter-

actions, the coupling parameter is the interatomic distance. We demonstrate the

utility of adjacency matrices and adjacency graphs in the analysis of “hidden”

symmetries of a problem; these allow us to break reducible matrices into irreducible

subcomponents. A possible breakdown of the no-crossing theorem for higher-

dimensional irreducible matrices is indicated, and an application to the 2S–2S
interaction in hydrogen is briefly described. The analysis of interatomic interactions

in this system is important for further progress on optical measurements of the 2S
hyperfine splitting.

1 Introduction

In quantum mechanical systems described by a (2� 2)-matrix, no level crossings

can typically occur [1, 2]. This is known as the “no level crossing theorem” and

often illustrated on the basis of the simple ð2� 2Þ-model Hamiltonian matrix

H0 ¼ H þ P ¼ E1 0

0 E2

� �
þ 0 Cg

C g 0

� �
, ð1Þ

where E1 and E2 are the unperturbed energy levels, C is a parameter, and g is the

coupling constant. The energy levels are
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E� ¼ 1

2
ðE1 þ E2Þ þ 1

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðE1 � E2Þ2 þ 4ðCgÞ2

q
: ð2Þ

As a function of g, one obtains two hyperbolas, with the distance of “closest

approach” between the energy levels occurring for g ¼ 0, with a separation

jEþ � E�j ¼ jE1 � E2j. For a level crossing to occur at g ¼ 0, one has to have

E1 ¼ E2. The larger the perturbation, the more the energy levels “repel” each other.

However, the situation is less clear for more complex systems involving more

than two energy levels. To this end, we shall analyze a higher-rank matrix which

describes energy levels some of which repel each other on the basis of interlevel

couplings, in a system which obviously can be broken into smaller subcomponents

(i.e., the Hamiltonian is a reducible matrix having irreducible submatrices). As the

levels in the irreducible subsystems evolve from the weak-coupling to the strong-

coupling regime, those coming from different irreducible submatrices cross. When

additional couplings are introduced between the subsystems, the matrix becomes

irreducible. In this case, we shall demonstrate that some of the level crossings are

avoided, but not all. Our example will be based on a ð6� 6Þ-matrix.

Another question which sometimes occurs in the analysis of interatomic inter-

actions, and other contexts in quantum mechanics, concerns the reducibility of a

matrix. Reducible tensors are usually introduced in the context of the rotation

group. Under a rotation, scalars transform into scalars, vectors transform into

vectors, quadrupole tensors transform into quadrupole tensors, and so on. It

means that a matrix representation of the rotation would have an obvious block

structure when formulated in terms of the irreducible tensor components. For

example, a trivially reducible matrix is

H00 ¼
E1 Cg 0

Cg E2 0

0 0 E3

0
@

1
A , ð3Þ

as it can obviously be broken into an upper ð2� 2Þ submatrix equal to H0 and a

lower ð1� 1Þ submatrix just consisting of the uncoupled energy level E3.

The question of whether a higher-dimensional matrix is reducible can be far less

trivial to analyze. For example, in a ð24� 24Þ matrix, as has been recently

encountered in our analysis of the 2S–2S hyperfine-resolved interactions in hydro-

gen [3], entries can follow a rather irregular pattern, and the analysis then becomes

far less trivial. The possibility to break up a matrix into irreducible subcomponents

is equivalent to a search for “hidden” symmetries of the interaction which imply

that only sublevels of specific symmetry are coupled.

After a brief look at level crossings in Sect. 2, we continue with an analysis of

irreducible (sub-)matrices in Sect. 3. An application of the concepts developed to

the 2S–2S hyperfine interaction in hydrogen is briefly described in Sect. 4.
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2 Couplings and Level Crossings

Let us consider the ð6� 6Þ-matrix

H0 ¼

E1 C1 g C1 g 0 0 0

C1 g E2 C1 g 0 0 0

C1 g C1 g E3 0 0 0

0 0 0 E4 0 0

0 0 0 0 E5 C1 g
0 0 0 0 C1 g E6

0
BBBBBB@

1
CCCCCCA

ð4Þ

This matrix consists of a mutually coupled (irreducible) upper ð3� 3Þ-block, an
irreducible lower ð2� 2Þ-block, and one uncoupled state in the middle, with energy

E3. For the choice

Ej ¼ j , C1 ¼ 1 , ð5Þ
the evolution of the eigenenergiesEj ! EjðgÞ is analyzed in Fig. 1. Specifically, the
level crossings occur at

Fig. 1 Evolution of the energy levels EjðgÞ of the matrix H0 given in Eq. (4), for the parameter

choice given in Eq. (5). One can clearly discern the mutual “repulsion” between the lowest three

energy levels E1,2,3, stemming from the upper ð3� 3Þ -block of the matrix (4), and the same

repulsion among the highest energies E4,5, stemming from the upper ð2� 2Þ -block of the

matrix (4). The level crossings occur with respect to the uncoupled level E3, which is independent

of g
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E3ðg0Þ ¼ E4ðg0Þ ¼ 4 , g0 ¼ 0:879 385 , ð6aÞ
E3ðg00Þ ¼ E5ðg00Þ ¼ 4:326 328 ,

g00 ¼ 1:061 840 ,
ð6bÞ

E4ðg000Þ ¼ E5ðg000Þ ¼ 4, g000 ¼ ffiffiffi
2

p
: ð6cÞ

Let us now add a further perturbation H1,

H1 ¼

0 0 0 C2 g 0 C2 g
0 0 0 0 0 0

0 0 0 0 0 0

C2 g 0 0 0 0 0

0 0 0 0 0 0

C2 g 0 0 0 0 0

0
BBBBBB@

1
CCCCCCA

, ð7Þ

where C2 is another parameter, to obtain the total Hamiltonian

H ¼ H0 þ H1 ¼

E1 C1 g C1 g C2 g 0 C2 g
C1 g E2 C1 g 0 0 0

C1 g C1 g E3 0 0 0

C2 g 0 0 E4 0 0

0 0 0 0 E5 C1 g
C2 g 0 0 0 C1 g E6

0
BBBBBB@

1
CCCCCCA

: ð8Þ

In the total Hamiltonian H, the previously uncoupled level E4 is now coupled to the

upper ð3� 3Þ block by the term C2, and an additional coupling between the lower

ð2� 2Þ block and the upper ð3� 3Þ block is introduced in the extreme upper right

and lower left corners of the matricesH1 and H. In Fig. 2, we study the evolution of
the energy levels of H for the parameter choice

C2 ¼ 3

10
: ð9Þ

It is clearly seen that the level crossings (6a) and (6b) now turn into avoided

crossings, while the crossing (6c) is retained, but now occurs between E3 and E4

and not between E4 and E5. This difference is due to the avoided crossings.

The value of the energy at the crossing occurs at the coupling g ¼ gcr,

Ecr ¼ E3ðgcrÞ ¼ E4ðgcrÞ ¼ 4 , gcr ¼
ffiffiffi
2

p
: ð10Þ

We have verified (see Fig. 3) that the crossing persists under the use of extended

precision arithmetic, where the parameter E ¼ 10�128 (on the level of Fortran

“hexadecuple precision”) is employed in a numerical calculation of the eigenvalue

near the crossing point, in order to ensure that the persistence of the crossing is not

an artifact due to an insufficient numerical accuracy in the calculation. One might
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Fig. 3 Close-up of Fig. 2 in the region E3ðgÞ � E4ðgÞ � 4, and g � gcr ¼
ffiffiffi
2

p
, with E ¼ 10�128.

This plot was obtained using extended precision arithmetic, using a computer algebra sys-

tem [4]. The observed numerical behavior is consistent with the persistence of the level crossing

for the irreducible matrix

Fig. 2 Evolution of the energy levels EjðgÞ of the matrix H given in Eq. (8), for the parameter

choices given in Eqs. (5) and (9). In comparison with Fig. 1, the ordinate axis is compressed in

order to focus on the level crossings. The crossings (6a) and (6b) have turned into anticrossings, in

view of the mutual level repulsion as the interlevel couplings are introduced, in accordance with

the no-crossing theorem. However, the crossing (6c) is retained, with the twist that it takes place

betweenE3 andE4 this time (instead ofE4 andE5 as in the previous case). This change is due to the

fact that the crossing (6a) between E3 and E4 and the crossing (6b) between E3 and E5 are now

avoided
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otherwise conjecture that the “crossing” would turn into an “avoided crossing”

when looking at the crossing point with finer numerical resolution.

For C1 ¼ 1, as a function of C2, the eigenvectors at the degenerate eigenvalue

Ecr ¼ 4 (where the crossing occurs) can be determined analytically; they read as

v3 ¼ 0, � C2

1þ ffiffiffi
2

p , �
ffiffiffi
2

p
C2

1þ ffiffiffi
2

p , 0, �
ffiffiffi
2

p
, 1

� �
, ð11aÞ

v4 ¼ 0, � C2

1þ ffiffiffi
2

p , �
ffiffiffi
2

p
C2

1þ ffiffiffi
2

p , 1, 0, 0

� �
: ð11bÞ

A comparison of Figs. 1, 2 reveals that the crossing “actually” occurs between the

levels 4 and 5. According to the adjacency graph in Fig. 5, the levels 4 and 5 are

the most distant ones in comparison with the levels 2 and 3 which constitute the

C2-dependent “admixtures” at the crossing. According to Eq. (11), Furthermore,

in the limitC2 ! 0, the eigenvectors v3 and v4 given in Eq. (11) have contributions
only from the unperturbed levels 4, 5, and 6; the latter are not directly coupled to

the levels 2 and 3 in the adjacency graph in Fig. 5. Apparently, the no-crossing

theorem discussed in Ref. [5] does not hold for higher-dimensional matrices,

while crossings in ð2� 2Þ-matrices are strictly avoided in view of this theorem

(see Chap. 79 of Ref. [6]).

A comparison of Figs. 1 and 2 reveals that the number of crossings is seen to be

reduced for the case of the irreducible Hamiltonian matrix, but it is not zero.

3 Finding Irreducible Submatrices

We shall briefly discuss how to establish, by a formal, generalizable, method, that

the matrix given in Eq. (4) is reducible, while the matrix (8) is irreducible.

Let us look at a general ðn� nÞ matrix and associate it with the flight plan of a

specific airline, with a nonvanishing entry, equal to unity, at position (i, j), denoting
the existence of a direct flight between the cities i and j. If the matrix element (i, j) is
zero, then no such direct connection exists. This matrix is known as the “adjacency

matrix” U of the airline connection. A nonvanishing entry at position (i, i) could be
interpreted as a “sightseeing flight” starting and ending at city i. There could be an

indirect coupling between cities i and j, if not by a direct flight, then via a

connection through some city k. If there is a connection with one intermediate

stop, then it is obvious that the square of the adjacency matrix will have a unit entry

at position (i, j). Nonzero entries in U2 represent the cities that connect with

connecting flights (one intermediate stop only). More specifically, the entries in

the square of the adjacency matrix count the number of possibilities that one can fly

from city i to city jwith exactly one intermediate stop. If the airline serves n airports
and one cannot go from city i to city jwithn� 1 intermediate stops, then one cannot
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go city i to city j at all. One has exhausted the possibilities. Let U denote the

adjacency matrix. It means that if the matrix

A ¼
Xn
i¼1

Ui ¼ U þ U2 þ . . .þ Un ð12Þ

still has a zero entry at position (i, j), then the airline must be serving at least two

disconnected sets of destinations; this in turn is equivalent to showing that the

adjacency matrix is reducible. The algorithm for testing the reducibility of an input

matrix M is now clear. One replaces all nonzero entries in the input matrix M by

unity, obtaining the adjacency matrix U. One then calculates the accumulated

adjacency matrix A according to Eq. (12). If there are zero entries in A, then
M must be reducible.

The adjacency matrix U0 for H0 given in Eq. (4) is

U0 ¼

1 1 1 0 0 0

1 1 1 0 0 0

1 1 1 0 0 0

0 0 0 1 0 0

0 0 0 0 1 1

0 0 0 0 1 1

0
BBBBBB@

1
CCCCCCA

, ð13Þ

resulting in

A0 ¼
X6
i¼1

Ui
0 ¼

364 364 364 0 0 0

364 364 364 0 0 0

364 364 364 0 0 0

0 0 0 6 0 0

0 0 0 0 63 63

0 0 0 0 63 63

0
BBBBBB@

1
CCCCCCA

, ð14Þ

clearly displaying the reducibility and the three submatrices. The corresponding

adjacency graph is given in Fig. 4. These observations only confirm the intuitive

understanding gathered by inspection of H0.

3 2

1

4 6 5

Fig. 4 Adjacency graph for

the matrix U0 given in

Eq. (13)
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For the matrix H given in Eq. (8), the adjacency matrix is

U ¼

1 1 1 1 0 1

1 1 1 0 0 0

1 1 1 0 0 0

1 0 0 1 0 0

0 0 0 0 1 1

1 0 0 0 1 1

0
BBBBBB@

1
CCCCCCA

, ð15Þ

resulting in

A ¼
X6
i¼1

Ui ¼

836 604 604 354 178 426

604 453 453 250 106 284

604 453 453 250 106 284

354 250 250 158 72 178

178 106 106 72 90 142

426 284 284 178 142 268

0
BBBBBB@

1
CCCCCCA

, ð16Þ

which is fully populated. The corresponding adjacency graph is given in Fig. 5. The

accumulated adjacency matrix A is fully populated, demonstrating the irreducibility

of H.

4 2S–2S Interaction in Hydrogen

The aim is to analyze the interaction of two excited hydrogen atoms in the

metastable 2S state. We note that the 2S–2S van der Waals interaction has been

analyzed before in Refs. [7, 8], but without any reference to the resolution of the

hyperfine splitting. The Hamiltonian for the two-atom system is

H ¼ HLS,A þ HLS,B þ HHFS,A þ HHFS,B þ HvdW : ð17Þ

2
1

3

4

6 5

Fig. 5 Adjacency graph for

the matrix U given in (15)
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Here, HLS is the Lamb shift Hamiltonian, while HHFS describes hyperfine effects;

these Hamiltonians have to be added for atoms A and B. In SI units, they are given

as follows:

HHFS ¼ μ0
4π

μBμN gsgp
X
i¼A,B

8π

3
Si � Ii δ3 rið Þ

�

þ 3 Si � rið Þ Ii � rið Þ � Si � Ii r2i
rij j5 þ Li � Ii

rij j3
#
,

ð18aÞ

HLS ¼ 4

3
α2 mc2

ħ
mc

� �3

ln α�2
� � X

i¼A,B
δ3 rið Þ , ð18bÞ

HvdW ¼ α ħc
xA xB þ yA yB � 2 zA zB

R3
: ð18cÞ

The symbols are explained as follows:α is the fine-structure constant, andm denotes

the electron mass. The operators ri, pi, and Li are the position (relative to the

respective nuclei), linear momentum, and orbital angular momentum operators

for electron i, while Si is the spin operator for electron i and Ii is the spin operator

for proton i [both are dimensionless]. Electronic and protonic g factors are gs ’
2:002 319 and gp ’ 5:585 695, while μB ’ 9:274 010 � 10�24 Am2 is the Bohr

magneton and μN ’ 5:050 784 � 10�27 Am2 is the nuclear magneton. Of course,

the subscripts A and B refer to the relative coordinates within the two atoms. R is the

interatomic distance.HLS shifts S states relative to P states by the Lamb shift, which

is given in Eq. (18b) in the Welton approximation [9], which is convenient within

the formalism used for the evaluation of matrix elements. The important property of

HLS is that it shifts S states upward in relation to P states. The prefactor multiplying

the Dirac-δ can be adjusted to the observed Lamb shift splitting. Indeed, for the final

calculation of energy shifts, one conveniently replaces

⟨2S1=2jHLSj2S1=2i � ⟨2P1=2jHLSj2P1=2i ¼ 4α

3π

α4

8
mc2 lnðα�2Þ ! L , ð19Þ

where L ¼ h� 1057:845ð9ÞMHz is the “classic” 2S–2P1=2 Lamb shift [10] (m is

the electron mass, c is the speed of light, and h is Planck’s constant). In the

Hamiltonian (17), the origin of energies is taken at the hyperfine center of the 2

P1=2 levels.

The coupling scheme for the atomic levels entails that the orbital angular

momentum Li should be added to the electron spin to give the total angular

momentum Ji ; then, Ji is added to the nuclear spin Ii to give Fi. This vector

coupling has to be done for both atoms i ¼ A,B, and then, F ¼ FA þ FB (orbitalþ
spinþnuclear angular momentum, summed over both atoms A and B). One can

show relatively easily that the z component Fz of the total angular momentum is

conserved, i.e., Fz commutes with the Hamiltonian.
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We restrict the discussion to states with total angular momentum J ¼ 1=2, i.e., to
the 2S and 2P1=2 states which are displaced from each other only by the Lamb shift.

States displaced by the fine structure are subdominant because F � L where F
¼ α4mc2=32 is the 2P fine-structure interval.

Let each atom be in a state j‘i,Fi,Fz, ii, with i ¼ A,B (here, ‘i is the orbital angular
momentum quantum number). The two-atom system occupies the states

jð‘A,FA,Fz,AÞA ð‘B,FB,Fz,BÞBi. We have four S states (F ¼ 0 and F ¼ 1), and four

P states (F ¼ 0 andF ¼ 1), for each atom, making for a total of eight states. For two

atoms, one thus has 64 states in the (n ¼ 2)–(n ¼ 2) manifold with J ¼ 1=2.
Now, since Fz ¼ Fz,A þ Fz,B is a conserved quantity, we should classify states

according to Fz ¼ �2, Fz ¼ �1, and Fz ¼ 0. There are 4 states in the Fz ¼ �2

manifolds, 16 states in the Fz ¼ �1 manifolds, and a total of 24 states in Fz ¼ 0,

adding up to a total of 64 ¼ 24þ 2� 16þ 2� 4. For Fz ¼ 0, the matrix with 24

�24 ¼ 576 entries is hard to analyze. The question is whether or not one can find an

additional symmetry that simplifies the analysis. Such an additional symmetry

would naturally lead to a separation of the Hamiltonian into further irreducible

submatrices, thus reducing the complexity of the computational task drastically. It

is precisely at this point that the methods discussed in Sect. 2 become useful.

To this end, we first order the states in the Fz ¼ 0 manifold according to

increasing quantum numbers. The states where atom A is in an S state with FA

¼ 0 are given by

jΨ1i ¼ jð0,0,0ÞA ð0,0, 0ÞBi ,
jΨ2i ¼ jð0,0,0ÞA ð0,1, 0ÞBi ,
jΨ3i ¼ jð0,0,0ÞA ð1,0, 0ÞBi ,
jΨ4i ¼ jð0,0,0ÞA ð1,1, 0ÞBi :

ð20Þ

With atom A in an S state with FA ¼ 1, we have

jΨ5i ¼ jð0,1, � 1ÞA ð0,1, 1ÞBi ,
jΨ6i ¼ jð0,1, � 1ÞA ð1,1, 1ÞBi ,
jΨ7i ¼ jð0,1, 0ÞA ð0,0, 0ÞBi ,
jΨ8i ¼ jð0,1, 0ÞA ð0,1, 0ÞBi ,
jΨ9i ¼ jð0,1, 0ÞA ð1,0, 0ÞBi ,
jΨ10i ¼ jð0,1, 0ÞA ð1,1, 0ÞBi ,
jΨ11i ¼ jð0,1, 1ÞA ð0,1, � 1ÞBi ,
jΨ12i ¼ jð0,1, 1ÞA ð1,1, � 1ÞBi :

ð21Þ

The states with atom A in a P1=2 state (hyperfine singlet) are given as follows:

jΨ13i ¼ jð1,0, 0ÞA ð0,0, 0ÞBi ,
jΨ14i ¼ jð1,0, 0ÞA ð0,1, 0ÞBi ,
jΨ15i ¼ jð1,0, 0ÞA ð1,0, 0ÞBi ,
jΨ16i ¼ jð1,0, 0ÞA ð1,1, 0ÞBi :

ð22Þ

The states with atom A in a 2P1=2 hyperfine triplet are given by
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jΨ17i ¼ jð1,1, � 1ÞA ð0,1, 1ÞBi ,
jΨ18i ¼ jð1,1, � 1ÞA ð1,1, 1ÞBi ,
jΨ19i ¼ jð1,1, 0ÞA ð0,0, 0ÞBi ,
jΨ20i ¼ jð1,1, 0ÞA ð0,1, 0ÞBi ,
jΨ21i ¼ jð1,1, 0ÞA ð1,0, 0ÞBi ,
jΨ22i ¼ jð1,1, 0ÞA ð1,1, 0ÞBi ,
jΨ23i ¼ jð1,1, 1ÞA ð0,1, � 1ÞBi ,
jΨ24i ¼ jð1,1, 1ÞA ð1,1, � 1ÞBi :

ð23Þ

The adjacency matrix UFz¼0 of the Hamiltonian (17) in the FZ ¼ 0 manifold is

equal to

1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 1 0 1

0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 0 0 1

0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 0 0 1 0

0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 1 0

0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 1 0 1 0 0 1 1 0 0

0 0 0 0 0 1 0 0 0 0 0 0 1 1 0 0 1 0 1 1 0 0 0 0

0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 1 0 0 0 0 0 1

0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0 1

0 0 0 0 0 0 0 0 1 0 0 0 0 1 0 0 1 0 0 0 0 0 1 0

0 0 0 0 0 0 0 0 0 1 0 0 1 0 0 0 1 0 0 0 0 0 1 0

0 0 0 0 0 0 0 0 0 0 1 0 0 0 1 1 0 0 0 0 1 1 0 1

0 0 0 0 0 0 0 0 0 0 0 1 1 1 0 0 0 0 1 1 0 0 1 0

0 0 0 0 0 1 0 0 0 1 0 1 1 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 1 0 0 1 0 0 1 0 1 0 0 0 0 0 0 0 0 0 0

0 0 0 0 1 0 0 1 0 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0

0 0 0 0 1 0 1 0 0 0 1 0 0 0 0 1 0 0 0 0 0 0 0 0

0 0 1 1 0 1 0 0 1 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0

1 1 0 0 1 0 1 1 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0

0 0 0 1 0 1 0 0 0 0 0 1 0 0 0 0 0 0 1 0 0 0 0 0

0 0 1 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0

0 1 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0 0 0

1 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 1 0 0

0 0 1 1 0 0 0 0 1 1 0 1 0 0 0 0 0 0 0 0 0 0 1 0

1 1 0 0 0 0 1 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 1

0
BBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBB@

1
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCA

:

ð24Þ
The accumulated adjacency matrix has the structure
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AFz¼0¼
X24
i¼1

Ui’

χ χ 0 0 χ 0 χ χ 0 0 χ 0 0 0 χ χ 0 χ 0 0 χ χ 0 χ
χ χ 0 0 χ 0 χ χ 0 0 χ 0 0 0 χ χ 0 χ 0 0 χ χ 0 χ
0 0 χ χ 0 χ 0 0 χ χ 0 χ χ χ 0 0 χ 0 χ χ 0 0 χ 0

0 0 χ χ 0 χ 0 0 χ χ 0 χ χ χ 0 0 χ 0 χ χ 0 0 χ 0

χ χ 0 0 χ 0 χ χ 0 0 χ 0 0 0 χ χ 0 χ 0 0 χ χ 0 χ
0 0 χ χ 0 χ 0 0 χ χ 0 χ χ χ 0 0 χ 0 χ χ 0 0 χ 0

χ χ 0 0 χ 0 χ χ 0 0 χ 0 0 0 χ χ 0 χ 0 0 χ χ 0 χ
χ χ 0 0 χ 0 χ χ 0 0 χ 0 0 0 χ χ 0 χ 0 0 χ χ 0 χ
0 0 χ χ 0 χ 0 0 χ χ 0 χ χ χ 0 0 χ 0 χ χ 0 0 χ 0

0 0 χ χ 0 χ 0 0 χ χ 0 χ χ χ 0 0 χ 0 χ χ 0 0 χ 0

χ χ 0 0 χ 0 χ χ 0 0 χ 0 0 0 χ χ 0 χ 0 0 χ χ 0 χ
0 0 χ χ 0 χ 0 0 χ χ 0 χ χ χ 0 0 χ 0 χ χ 0 0 χ 0

0 0 χ χ 0 χ 0 0 χ χ 0 χ χ χ 0 0 χ 0 χ χ 0 0 χ 0

0 0 χ χ 0 χ 0 0 χ χ 0 χ χ χ 0 0 χ 0 χ χ 0 0 χ 0

χ χ 0 0 χ 0 χ χ 0 0 χ 0 0 0 χ χ 0 χ 0 0 χ χ 0 χ
χ χ 0 0 χ 0 χ χ 0 0 χ 0 0 0 χ χ 0 χ 0 0 χ χ 0 χ
0 0 χ χ 0 χ 0 0 χ χ 0 χ χ χ 0 0 χ 0 χ χ 0 0 χ 0

χ χ 0 0 χ 0 χ χ 0 0 χ 0 0 0 χ χ 0 χ 0 0 χ χ 0 χ
0 0 χ χ 0 χ 0 0 χ χ 0 χ χ χ 0 0 χ 0 χ χ 0 0 χ 0

0 0 χ χ 0 χ 0 0 χ χ 0 χ χ χ 0 0 χ 0 χ χ 0 0 χ 0

χ χ 0 0 χ 0 χ χ 0 0 χ 0 0 0 χ χ 0 χ 0 0 χ χ 0 χ
χ χ 0 0 χ 0 χ χ 0 0 χ 0 0 0 χ χ 0 χ 0 0 χ χ 0 χ
0 0 χ χ 0 χ 0 0 χ χ 0 χ χ χ 0 0 χ 0 χ χ 0 0 χ 0

χ χ 0 0 χ 0 χ χ 0 0 χ 0 0 0 χ χ 0 χ 0 0 χ χ 0 χ

0
BBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBB@

1
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCA

,

ð25Þ
where χ stands for any entry different from zero (the χ s are not all equal). The

adjacency graph given in Fig. 6 confirms the presence of two irreducible

submatrices of HFz¼0. Indeed, the two uncoupled subspaces are spanned by the

states jΨii with i ¼ 1, 2, 5, 7, 8, 11, 15, 16, 18, 21, 22, 24 (subspace I) and jΨji with
j ¼ 3, 4, 6, 9, 10, 12, 13, 14, 17, 19, 20, 23 (subspace II). An ordering of the eigen-

values reveals that one can have coupling among the S–S and P–P states (distrib-

uted among atoms A and B), forming submanifold I, and among all S–P and P–S

8 18

1

15

22

24

7

2

165

11 21

10 17

3

13

20

23

9

4

146

12 19Fig. 6 Adjacency graph for

the matrix UFz¼0 given in

Eq. (24)
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states (distributed among atoms A and B), forming submanifold II. In retrospect, the

separation is perhaps clear, but it is less obvious at first glance.

It is then possible to redefine the levels from which the 12� 12 Hamiltonian

matrix is constructed, in the first submanifold of Fz ¼ 0 (the S–S coupled states).

Specifically, one defines jΨ Ið Þ
1 i ¼ jΨ1i, jΨ Ið Þ

2 i ¼ jΨ2i, jΨ Ið Þ
3 i ¼ jΨ5i, jΨ Ið Þ

4 i ¼ jΨ7i,
jΨ Ið Þ

5 i ¼ jΨ8i, jΨ Ið Þ
6 i ¼ jΨ11i, jΨ Ið Þ

7 i ¼ jΨ15i, jΨ Ið Þ
8 i ¼ jΨ16i, jΨ Ið Þ

9 i ¼ jΨ18i,
jΨ Ið Þ

10 i ¼ jΨ21i, jΨ Ið Þ
11 i ¼ jΨ22i, and jΨ Ið Þ

12 i ¼ jΨ24i. Within the space spanned by

the jΨ Ið Þ
i i with i ¼ 1, 2, � � �, 12, the Hamiltonian matrix is

H
Ið Þ
Fz¼0

¼

2L�9

2
H 0 0 0 0 0 0 0 �V 0 �2V �V

0 2L�3

2
H 0 0 0 0 0 0 V �2V 0 �V

0 0 2Lþ3

2
H 0 0 0 �V V 2V �V V 0

0 0 0 2L�3

2
H 0 0 0 �2V �V 0 0 V

0 0 0 0 2Lþ3

2
H 0 �2V 0 V 0 0 V

0 0 0 0 0 2Lþ3

2
H �V �V 0 V V 2V

0 0 �V 0 �2V �V �3

2
H 0 0 0 0 0

0 0 V �2V 0 �V 0 �1

2
H 0 0 0 0

�V V 2V �V V 0 0 0
1

2
H 0 0 0

0 �2V �V 0 0 V 0 0 0 �1

2
H 0 0

�2V 0 V 0 0 V 0 0 0 0
1

2
H 0

�V �V 0 V V 2V 0 0 0 0 0
1

2
H

0
BBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBB@

1
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCA

,

ð26Þ

where

V ¼ 3 α ħc
a20
R3

ð27Þ

is a parameter that describes the strength of the van der Waals interaction.

Furthermore,

H ¼ α4

18
gN

m

mp
m c2 ð28Þ

withH � h� 59:1856114ð22ÞMHz parameterizes the hyperfine splitting (mp is the

proton mass). A close-up of the six energetically highest, distance-dependent S–S
state energy levels, coupled through virtual P–P states, is given in Fig. 7 (Born–

Oppenheimer potential energy curves). We have verified that the crossing between

the second and third level (counted in ascending order of the unperturbed energy for

R ! 1) persists under a drastic increase in the numerical accuracy, much like for
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our model problem (Fig. 3). The coefficients used in the legend for this figure are

given by

α� ¼ 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2

33� ffiffiffiffiffi
33

p
r

, ð29aÞ

β� ¼ �
ffiffiffiffiffi
33

p � 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 33� ffiffiffiffiffi

33
p� �q : ð29bÞ

Despite the fact that subspace I is irreducible, one observes one level crossing,

much in line with the discussion presented in Sect. 2. Finer details of the calculation

will be presented in an upcoming work [3]. Specifically, for large R, we can point

out that all of the level shifts of the states in Fig. 7 are found to be of orderV2=L and

are thus of second order in V, proportional to 1=R6 but drastically enhanced in their

numerical magnitude as compared to “normal” van der Waals shifts due to the 1=L
denominator. For the 1S–1S interaction, the well-known result involves a shift of

E
2 

S
;2

 S
(R

) 
(H

z)

350 450 550
R (a0)

650

2

Fz = 0 hyperfine manifold

2S – 2S Submanifold

a–|01–1>A|011>B+b–|010>A|010>B+a–|011>A|01–1>B

a+|01–1>A|011>B+b+|010>A|010>B+a+|011>A|01–1>B

750

–³
²

–9²

+

2 –³
²

–

2 –

(|01–1>A|011>B–|011>A|01–1>B)
2
1

(|000>A|010>B–|010>A|000>B)
2
1

(|000>A|010>B+|010>A|000>B)
2
1

|000>A|000>B

Fig. 7 Energy levels of the 2S–2S states within the Fz ¼ 0 hyperfine manifold as a function of

atomic separation R (given in units of the Bohr radius a0). The eigenstates in the legend are those

relevant to the R ! 1 asymptotic limit; for finite separation these states mix. There is one

remaining level crossing even if the Hamiltonian matrix is irreducible. The coefficients α� and β�
are determined from second-order perturbation theory and given by Eq. (29). The states are labeled

from top to bottom in the legend, in the same order as they are relevant to the long-range

asymptotics
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order V2=Eh, where Eh is the Hartree energy. In the limit of large R, the 2S–2S
interaction is seen to be larger by a factor 1=α3 	 106, in view of the smaller energy

denominator which only involves the Lamb shift.

5 Conclusions

Often, in physics, we need to resort to mathematical sophistications in order to

uncover properties of a physical system hidden from us at first glance. In our case,

we find that adjacency matrices and adjacency graphs help determine the reduc-

ibility of a matrix and, in the analysis of the hyperfine-resolved 2S–2S interaction,

help determine the irreducible subspaces into which we may break the total

Hamiltonian. We were able to identify an additional selection rule, which is

relatively obvious a posteriori, namely, that couplings occur between S–S and P–
P levels, and between S–P and P–S levels, but there are no coupling joining the two
submanifolds (see Sect. 4). The size of the matrix is reduced from 24� 24 to

12� 12. It is somewhat surprising that the seemingly easy problem of identifying

the irreducible submatrices of a Hamiltonian involves a rather sophisticated concept

like an adjacency matrix.

Our model problem, studied in Sects. 2 and 3, reveals that level crossings can

occur even in well-behaved quantum mechanical systems, described by interlevel

couplings varying with some parameter. For the long-range interaction between

atoms, the inverse interatomic distance 1 / R is such a coupling parameter. In Fig. 2

(model problem) and in Fig. 7 (2S–2S states within the Fz ¼ 0 submanifold of the

hydrogen long-range interaction), level crossings are clearly visible even if the

Hamiltonian matrix is irreducible. Our extended precision numerical calculations

(Fig. 3) and the analytic structure of the “crossing” eigenvectors in Eq. 11 together

with the adjacency matrices in Figs. 4 and 5 indicate that the no-crossing theorem

breaks down in higher-dimensional systems. Furthermore, we observe that our

crossings, both for the model problem and for the 2S–2S system, involve situations

where the couplings are indirect and the admixtures at the crossing point are

between levels which are displaced from each other in the adjacency graph by at

least two elementary steps. These observations could be of interest beyond the

concrete problem studied here, in the context of a breakdown of the no-crossing

theorem in higher-dimensional quantum mechanical systems. An improved under-

standing of the 2S–2S interaction is important for progress in the 2S hyperfine

measurement by optical methods, using an atomic beam [11–13].

Attempts to study the hyperfine-resolved interaction have been made, but no

reference has been made to the resolution of the hyperfine structure [7, 8]. The

current approach leads to a solution, with partial results being presented in Eq. (26)

and Fig. 7 and finer details being relegated to Ref. [3].
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hyperne interval in atomic hydrogen. Can. J. Phys. 80, 1225–1231 (2002)

12. N. Kolachevsky, M. Fischer, S.G. Karshenboim, T.W. Hänsch, High-precision optical mea-
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Abstract Transition frequencies of the 2s 2S1=2 ! 2p 2P1=2, 3=2 transitions in Beþ

were measured in stable and short-lived isotopes at ISOLDE (CERN) using collin-

ear laser spectroscopy and frequency-comb-referenced dye lasers. Quasi-

simultaneous measurements in copropagating and counterpropagating geometry

were performed to become independent from acceleration voltage determinations

for Doppler-shift corrections of the fast ion beam. Isotope shifts and fine-structure

splittings were obtained from the transition frequencies measured with a frequency
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comb with accuracies better than 1 MHz and led to a precise determination of the

nuclear charge radii of 7,10�12Be relative to the stable isotope 9Be. Moreover, an

accurate determination of the 2p fine-structure splitting allowed a test of high-

precision bound-state QED calculations in the three-electron system. Here, we

describe the laser spectroscopic method in detail, including several tests that were

carried out to determine or estimate systematic uncertainties. Final values from two

experimental runs at ISOLDE are presented, and the results are discussed.

1 Introduction

Laser spectroscopy provides a detailed insight into atomic structure including all

subtle effects that contribute to the exact energy and the splittings of individual

energy levels. Many of these effects are of great relevance in fundamental physics

problems, as, for example, quantum electrodynamics, nuclear structure and weak

interaction. Nowadays, laser spectroscopy combined with theoretical calculations is

an indispensable tool to explore many-body QED in weak and strong fields and the

search for a time or spatial dependence of fundamental constants like the fine-

structure constant. It provides important information for the analysis of spectra

from stars and quasars, for studies of the nuclear structure and for determining the

weak charge of a nucleus.

The technique we present here has provided new data in two of the mentioned

fields, namely the determination of nuclear charge radii and moments of beryllium

isotopes [1, 2] and the test of many-body bound-state QED calculations in three-

electron systems [3]. It is based on collinear laser spectroscopy, a technique that has

been contributing to these fields considerably and is one of the workhorses for

investigations of nuclear spins and moments, which is witnessed by a long series of

review papers [4–11] over the last decades. In parallel, it has also been used to

investigate the fine-structure splittings in helium-like ions as a test of bound-state

QED. Such tests were carried out using boron B3þ [12], nitrogen N5þ [13] and

fluorine F7þ [14]. In these experiments counter- and copropagating beams have

been used to determine transition frequencies, while for the spectroscopy of short-

lived neon isotopes a similar approach was used to calibrate the acceleration

voltage of the ions [15, 16].
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For the measurements on beryllium isotopes we have further developed this

technique and combined it with a frequency comb to provide high-precision

measurements of the transition frequencies. A photon–ion coincidence detection

provided the sensitivity required for the detection of the 20-ms isotope 12Be. These

investigations were motivated twofold, by the nuclear structure aspect and the

possibility to provide an important benchmark for bound-state QED calculations

in three-electron systems.

Observables of the nuclear ground state that can be measured with high accura-

cies like masses, charge radii, magnetic dipole and electric quadrupole moments are

extremely valuable for nuclear structure physics. The change of the nuclear charge

radius along a chain of isotopes is extracted with high precision from optical isotope

shifts. This provides insight into differences of the radial distribution of protons and

the underlying collective effects of soft or rigid deformation or cluster structures,

which are often observed for the few-nucleon systems of light nuclei. Only during

the last decade new experimental techniques and precise atomic structure calcula-

tions for few-electron systems gave access to the determination of charge radii of

low-Z nuclei (Z < 10) with unprecedented precision. In 2000, first calculations of

the mass shift in three-electron systems [17] provided sufficient accuracy to extract

the very small finite nuclear size effect from high-precision isotope shift measure-

ments. Since then, calculational precision for three-electron systems has been

improved by two orders of magnitude [18–22]. Pachucki et al. [23, 24] published

first results for four-electron systems and recently even showed results that pave the

way toward boron-like five-electron systems [25].

Laser spectroscopy experiments on helium and lithium isotopes were strongly

motivated by the existence of the so-called halo nuclei. These are nuclear systems

with the last neutron(s) being bound by only a few 100 keV, compared to typical

nuclear binding energies of the order of 5–7 MeV/nucleon. Due to this weak

binding, the neutrons are allowed to tunnel far away from the central core, having

a large part of their wavefunctions beyond the classical interaction length of the

strong force. These nuclei have been a hot topic in nuclear structure research since

their discovery in 1983 [26]. Isotope shifts for such systems were measured

previously in helium and lithium isotopes. Single atoms of the short-lived

two-neutron and four-neutron halo nuclei 6,8 He were confined in a magneto-

optical trap and probed by laser light [27, 28]. The lithium isotopes including the

two-neutron halo nucleus 11Li were investigated by applying two-photon resonance

ionization spectroscopy [22, 29, 30]. The beryllium isotope chain contains the

one-neutron halo nucleus 11Be and the isotope 12Be which in the traditional shell

model should have a closed neutron shell. First on-line measurements of transition

frequencies and isotope shifts based on laser-cooled 7,10Beþ ions in a Paul trap were

reported in 2006 from the SLOWRI facility at RIKEN, but were limited to accu-

racies on the order of a few 10 MHz [31]. Further enhancements of this technique

were discussed in [32], but improved values of transition frequencies or isotope

shifts are not reported so far.

With regard to atomic structure, the vast progress in nonrelativistic few-electron

bound-state QED has opened the possibility of additional tests of many-body QED
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in these light systems. The helium fine structure was recently calculated up to the

order mα7 and is now one of the most precise QED tests in two-electron systems

[33]. The application of such calculations to three-electron systems proved to be

much harder since the extension of the respective computational methods with

explicitly correlated functions turned out to be considerably more difficult. Only

recently it became possible to perform a complete calculation of mα6 and mα7 ln α
contributions to the fine structure [34] of a three-electron atom. On the experimental

side, measurements of the 2p fine-structure splitting in light three-electron systems

are limited in accuracy for isotopes with nonzero nuclear spin due to the unresolved

hyperfine structure (hfs) in the 2p 2P3=2 level. This has been the reason for the

fluctuating results on the fine-structure splittings in lithium [22, 35] being reported

for a long time. These turned out to be caused by quantum interference effects in the

observation of the unresolved resonance lines [36]. Once this issue had been

resolved experimentally, good agreement with ab initio calculations was obtained

[37]. Since relativistic and QED contributions grow in size with increasing Z, it
became important to study the fine-structure splitting also in Beþ to further test

bound-state QED.

Both aspects have been addressed with the technique described in this paper.

Besides giving a detailed description of the experiment implemented at ISOLDE

(CERN), we will present an overview of the spectroscopic results obtained in two

beam times (called Run I and Run II). Compared with the techniques used to study

helium and lithium isotopes, the collinear approach has the advantage of being

more generally applicable and providing high-precision isotope shift data for short-

lived isotopes of elements in the so far inaccessible region 4 < Z < 10.

2 Theory

It is well known that the isotope shift δνA,A
0
between two isotopes A and A0 can be

separated into the mass shift δνA,A
0

MS and the field shift δνA,A
0

FS according to

δνA,A
0

IS ¼ νA
0 � νA ð1Þ

¼ KMS

MA0 �MA

MAMA0|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}
δνA,A

0
MS

þFA,A0
δ r2c
� �A,A0

|fflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflffl}
δνA,A

0
FS

: ð2Þ

The mass shift contribution (MS) is related to the center-of-mass motion of the

atomic nucleus. For light elements this is the major part of the isotope shift, while

the small nuclear volume shift δνA,A
0

FS , being typically at the 10�5 level of the mass

shift, contains the information about the change δ r2c
� �

in the mean-square nuclear

charge radius. Extraction of nuclear charge radii from experimental isotope shifts in
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the lightest elements requires accurate mass shift calculations. Semi-empirical

techniques that have often been applied for heavier elements to evaluate the atomic

parameters KMS and F are not sufficiently accurate. Only state-of-the-art ab initio

calculations can provide the accurate mass shift and field shift coefficients. Detailed

descriptions of these calculations can be found, e.g.. in [17, 19, 22, 39]. Briefly, the

starting point is the nonrelativistic Schr€odinger equation which is solved with high

numerical accuracy in the basis of Hylleraas coordinates that explicitly take

electron–electron correlations into account. The wavefunctions obtained are then

used to calculate relativistic and QED corrections perturbatively as a power series

in terms of the fine-structure constant α. The results for the Beþ isotopes as taken

from [20, 21, 40, 41] are listed in Table 1. It is worthwhile to note that the

calculations performed by two independent groups agree within uncertainties for

all isotopes. The only significant difference concerns the case of 11Be, where the

nuclear polarizability correction of 211 kHz has been calculated and included in

[41] but not in [40]. The field shift factor F9,A has been calculated for each isotope

individually and is almost constant along the isotopic chain, besides a small

difference in the relativistic correction. Using the mass shift values from the table

and the measured isotope shifts, the change in the mean-square nuclear charge

radius can be determined using

δ⟨r2ci9,A ¼ δν9,AIS � δν9,AMS

F9,A
: ð3Þ

The total charge radius RcðAÞ ¼
ffiffiffiffiffiffiffiffiffiffi
⟨r2ciA

q
of at least one (or more) stable isotope(s)

determined by other methods is required to obtain total charge radii of the radioactive

isotopes. In the case of beryllium the nuclear charge radius of the stable 9Be nucleus

was determined from elastic electron scattering [43] and thus

Table 1 Theoretical mass shifts δν9,AMS and field shift factors F9,A for the D1 and D2 transitions

2s 2S1=2 ! 2p 2P1=2, 3=2 in Beþ with respect to 9Beþ obtained in two independent calculations

[20, 21, 38, 41] with updated values presented in [2] based on [40, 42]

Isotope δν9,AMS D1 (MHz) δν9,AMS D2 (MHz) F9,A (MHz/fm2) References

7Beþ �49 225.744 (35) (9) �49 231.779 (35) (9) �17.021 (31) [38, 41, 42]

�49 225.779 (38) �49 231.828 (38) �16.912 [20, 21, 40]
10Beþ 17 310.459 (13) (11) 17 312.553 (13) (11) �17.027 (31) [38, 41, 42]

17 310.442 (12) 17 312.569 (12) �16.912 [20, 21, 40]
11Beþ 31 560.245 (31) (12) 31 564.207 (31) (12) �17.020 (31) [38, 41, 42]

31 559.990 (24) 31 563.868 (24) �16.912 [20, 21, 40]
12Beþ 43 390.180 (30) (180) 43 395.480 (30) (180) �17.022 (31) [38, 41, 42]

43 390.168 (39) 43 395.499 (39) �16.912 [20, 21, 40]

The listed uncertainties are an estimation of unknown higher order terms. The calculations from

[41] include another uncertainty that originates from the atomic mass. The deciphered contribu-

tions to the mass shift can be found, for example, in [38]
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RcðABeÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2
cð9BeÞ þ δ⟨r2ci9,A

q
: ð4Þ

The many-electron Dirac equation poses some difficulties for the inclusion of

relativistic effects and correlations between electrons in atomic systems. According

to QED the equation has to include multiple electron–positron pairs, which leads to

numerical instabilities. This problem limited the relativistic calculation of the

lithium 2p 2P1=2 – 2p 2P3=2 splitting to one significant digit [44]. Forty years after

first numerical calculations using explicitly correlated basis sets with Hylleraas and

Gaussian functions for two electrons [45], Puchalski and Pachucki extended such

calculations to three-electron systems [34]. Nonrelativistic QED can perturbatively

account for relativistic, retardation, electron self-interaction, and vacuum polariza-

tion contributions by an expansion of the level energy in powers of the fine-

structure constant α

E ¼ mα2Eð2Þ þ mα4Eð4Þ þ mα5Eð5Þ þ mα6Eð6Þ þ � � �, ð5Þ
where the expansion coefficients EðiÞ may include powers of ln α. In this expansion,
the fine structure arises at the order of mα4, together with the nuclear recoil term,

which in this order is comparable in size tomα6 contributions, but of opposite sign.
For all details of the calculations and the individual contributions we refer to

[46]. In the splitting isotope shift (SIS), i.e., the difference in fine-structure splitting

between isotopes, all mass-independent terms cancel and only the mass-dependent

terms remain, which can be calculated with very high accuracy.

The SIS therefore provides a valuable consistency check of the experimental

results [47]. For isotopes with nuclear spin, hyperfine-induced fine-structure mixing

can lead to an additional level shift that also contributes to the SIS. This in

combination with the unresolved hyperfine splittings in the 2p 2P3=2 level in light

three-electron systems makes even–even isotopes with nuclear spin I ¼ 0 an

exceptionally suitable case to perform tests of the calculations. While there is no

such isotope for lithium, the beryllium chain with 10 Be and 12 Be includes two

spinless isotopes that are accessible to the measurement.

3 Experimental Setup

A schematic overview of the experimental setup applied for collinear laser spec-

troscopy on Beþ ions in the 2s 2S1=2 ! 2p 2P1=2 (D1) and 2s 2S1=2 ! 2p 2P3=2
(D2) transitions is shown in Fig. 1. A mass-separated ion beam of a stable or a

radioactive beryllium isotope at an energy up to 60 keV was transported to the laser

beam line. Two frequency-stabilized dye laser systems delivered UV beams that

superposed the beryllium ion beam in opposite directions. The resonance fluores-

cence photons were detected via photomultipliers. The resonance condition was
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established by tuning the Doppler-shifted frequency with an electrical potential

applied to the fluorescence detection chamber. The individual parts of the experi-

mental setup as well as the scanning procedure are described in detail in the

following subsections.

3.1 Production of Radioactive Beryllium Isotopes

The stable and radioactive beryllium isotopes were produced at the on-line isotope

separator facility ISOLDE at CERN. High-energy (1.4 GeV) protons from the PS

Booster synchrotron impinge on a uranium carbide target. The atoms are photo-

ionized using the resonance ionization laser-ion source RILIS [49]. Resonant

excitation at 234.9 nm from the atomic ground state in the 2s2 1S0 ! 2s2p 1P1
transition, followed by excitation at 297.3 nm to the auto-ionizing 2p2 1S0 level was
employed to ionize the Be atoms which have the rather large ionization potential of

9.4 eV.

Table 2 lists the ion beam intensities decreasing from 7Be to 12Be by seven orders

of magnitude [48]. In the final stage of our experiment an upgraded solid-state

pump laser system [49] was used. This gave a 11Be yield of up to 2:7 � 107 ions/s,
about 4 times larger than reported previously.

The yields are sufficient to perform collinear laser spectroscopy on 7�11Be solely

based on a standard fluorescence detection system. However, for a beam intensity

Dye Laser
M

CF

I  Cell2

Servo Dye Laser

Servo
10 MHz

Rb-Clock

ν-Comb

ν-Doubler

PMTs
Retardation Signals

Deflector

Beamline

CL
Shutter

Steering

+Be

fluorescence 
collection

Fig. 1 Experimental setup for the beryllium measurements at ISOLDE. Two dye laser systems

were used to excite the 2s 2S1=2 ! 2p 2P1=2, 3=2 transitions in Beþ. The dye laser for collinear

excitation (left) was operated at a fundamental wavelength of 624 nm and stabilized to a hyperfine

transition of molecular iodine. The output beam is frequency doubled to 312 nm and guided into

the beam line. The other laser (right) is locked to a frequency comb. After frequency-doubling to

314 nm the UV laser beam is anticollinearly superposed with the ion beam. The resonance

fluorescence is detected by a pair of photomultipliers. A photon–ion coincidence detection unit

increases the detection efficiency if the ion beam rate is low (not shown, see Fig. 3)
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of < 104 ions/s, i.e., for measurements on 12Be, the sensitivity had to be enhanced.

This was achieved by detecting ion–photon coincidences and thus rejecting the

stray light background which usually determines the sensitivity limit. Coincidence

detection requires an isobarically clean ion beam. For that reason the pulse structure

and possible contamination of the beam was investigated and optimized for 12Be.

3.2 Beryllium Ion Beam Structure

During our experiment at ISOLDE, pulses of 3 � 1013 protons impinged on a UCx

target typically every 4 s. The release of resonantly ionized 12Be was tracked using a

secondary electron multiplier installed at the end of the laser spectroscopy beam

line. The proton pulses triggered a multichannel analyzer that recorded the ion

events as a function of time. Figure 2 shows such a release curve summed over

100 proton pulses with a resolution of 0.2 ms/channel. The integral corresponds to a

release of 12 000 ions per proton pulse. This is almost a factor of 10 more than listed
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Fig. 2 Release of beryllium ions (solid blue line) from ISOLDE as a function of time after the

proton pulse hit the target container, measured with a secondary electron multiplier at the end of

the COLLAPS beam line. The release curve, integrated over 100 proton pulses with a resolution of

0.2 ms/channel, is modeled with an exponential decay curve (dash-dotted red line)

Table 2 Nuclear properties

and production rates of the

beryllium isotopes at the

ISOLDE facility at CERN

T1=2 I μIðμNÞ Ions=μC
7Be 53 days 3/2 �1.39928 (2) [69] 1:4 � 1010
9Be Stable 3/2 �1.177432 (3) [70]

10Be 1:6 � 106 a 0 – 6:0 � 109
11Be 13.8 s 1/2 �1.68166 (11) [71] 7:0 � 106
12Be 23.8 ms 0 – 1:5 � 103
14Be 4.35 ms 0 – 4:0 � 100
The table includes the half-life (T1=2 ), nuclear spin I, magnetic

dipole moment (μI ) in nuclear magnetons (μN ), and the yields

using a 1.4-GeV proton beam from the PS booster and RILIS for

ionization [68]
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in the yield table (Table 2). During the measurements on 12Be the typical ion yield

was about 8000 ions/pulse.

The release curve of Fig. 2 demonstrates a characteristic feature of the ISOLDE

HV supply: First ions are detected about 2–3 ms after the proton pulse hit the target.

This delay is determined by the recovery time of the high voltage, which is pulsed

down right before a proton pulse hits the target, in order to reduce the current load

from ionized air [51]. After an initial steep rise the release curve follows essentially

the exponential decay of 12Be. The extracted half-life of T1=2 � 21:9ð8Þ ms agrees

well with the literature value of 21.50 (4) ms [50]. The single exponential does not

exhibit any significant offset. This demonstrates that practically no beam contam-

ination from the isobar 12Cþ is present and 12Bþ (having a similar lifetime as 12Be) is

also not expected due to the relatively high ionization potential. This situation is

prerequisite for the application of a photon–ion coincidence technique, which

otherwise would suffer from random coincidences between scattered laser light

and isobaric ions. With the rapid decay of 12Be the fluorescence detection can be

limited to about 100 ms after the proton pulses.

3.3 Experimental Beam Line

The COLLAPS collinear spectroscopy beam line at the ISOLDE facility was

commissioned in the early eighties [52–54] and has been improved continuously

[8, 15, 55–58] with the objective of widening the range of accessible elements and

isotopes. An important aspect was the development of highly sensitive alternatives

to the traditional fluorescence photon detection technique. For conventional collin-

ear spectroscopy the ions are accelerated to a beam energy of typically 50 keV, with

the corresponding positive potential applied to the ion source, while the mass

separator and the experimental beam line are on ground potential. The ion beam

is merged with a laser beam by a pair of deflector plates as shown in Figs. 1 and 3.

A quadrupole triplet collimates the ion beam, matching it to the laser beam

profile, and a second set of deflector plates aligns it with the laser beam axis which

is defined by two apertures at a distance of about 2 m. Two UV-sensitive

photomultiplier tubes with 45 mm active aperture and 15% quantum efficiency at

313 nm are used for fluorescence detection. The light collection system consists of

two fused-silica lenses of 75 mm diameter and a cylindrical mirror opposite to

them. Stray laser light is suppressed by sets of apertures with diameters decreasing

with distance from the optical detection region and Brewster-angle quartz windows

at both ends.

Collinear laser spectroscopy is usually performed with the laser running at a

fixed frequency, while the absorption frequency of the ions is tuned by changing

their velocity (Doppler-tuning). This means that a variable electrical potential has

to be applied to the interaction region. For applying post-acceleration/deceleration

voltages up to 10 kV a set of four electrodes provides a smoothly variable potential
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along the beam axis. In order to avoid optical pumping into dark states, the final ion

velocity is reached just in front of the detection region by applying a small fixed

offset voltage between the last electrode and the detection chamber. The lower part

of Fig. 3 illustrates the generation of the voltage between the detection region and

ground as a combination of a static high voltage in the range of �10 kV and a

scanning voltage of �500 V. The latter is created by amplification (�50) of the

�10 V dc output of an 18-bit DAC controlled by the measuring computer. This

voltage defines the floating offset potential of a stabilized �10 kV power supply.

The combination of power supplies makes it possible to performmeasurements on a

series of isotopes with different Doppler-shifts and for each of them scan small

frequency ranges covering the hyperfine structure with high resolution.

Both the static high voltage and the scanning voltage are measured with a high-

precision 1:1000 voltage divider and a digital voltmeter. A comparison of the

measured voltages with those obtained using a precision voltage divider calibrated

at PTB (Braunschweig, Germany) [59] has demonstrated an uncertainty of ΔU=U
< 3 � 10�5 which corresponds to about 0.3 V at a maximum voltage of 10 kV

applied to the excitation region [60]. Still, the knowledge of the ion beam velocity is

limited by the uncertainty of the ion source potential which is determined by the

main acceleration voltage power supply. Also, the specified accuracy ΔU=U < 1

�10�4 of the voltage measurement on the operational voltage of 60 kV was verified

by calibration with the precision voltage divider. It translates to <6 eV uncertainty

in the ion beam energy.

As in the laboratory frame the transition frequency of the ions in collinear

geometry scales as

El. bender 
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Fig. 3 Schematic view of the COLLAPS beam line at ISOLDE/CERN and corresponding high-

voltage circuits: A mass-separated ion beam is directed along the axis of the vacuum beam line

with the help of an electrostatic deflector. An electric dipole and quadrupole collimate and steer the

beam through the apparatus. The fluorescence detection region is a cage floated on a variable

potential against ground to enable Doppler-tuning. At the end of the beam line a photon–ion

coincidence detection chamber is installed, whereby a secondary electron multiplier is used to

count the ions. The generation and measurement of the high-voltage potential is explained in

the text
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νc ¼ ν0 γ 1þ βð Þ ð6Þ
where the dimensionless ion velocity is β ¼ v=c, the relativistic factor

γ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1=ð1� β2Þ

q
and the transition frequency ν0. Any uncertainty in β arising

from the ion source potential results in an uncertainty of measured transition

frequencies or isotope shifts, especially for light ions. In the particular case of

beryllium a deviation of 6 V from the measured voltage result in an artificial isotope

shift of δν9,11 9Be, 11Beð Þ ¼ 18 MHz. To overcome these limitations, we have

introduced the (quasi-)simultaneous excitation by a collinear and an anticollinear

laser beam. The method is based on the fact that in this geometry the measured

resonance frequencies, νc ¼ ν0γð1þ βÞ for collinear and νa ¼ ν0γð1� βÞ for

anticollinear excitation are simply related to the rest-frame frequency ν0 by

νc � νa ¼ ν20γ
2 � 1þ βð Þ 1� βð Þ ¼ ν20: ð7Þ

This provides a method to determine the transition frequency independently of the

knowledge of the ion beam energy which depends on assumptions about the ion

source potential and on measured voltages. However, in contrast to conventional

collinear laser spectroscopy, this approach requires two laser systems instead of one

and, additionally, the capability to determine the laser frequencies with an accuracy

better than 10�9. Similar approaches were proposed and demonstrated for the

measurement of transition frequencies [61] and used for, e.g., precision spectros-

copy in the fine structure of helium-like Liþ, yielding an accurate value of the Lamb

shift [62]. Here we have developed a procedure which is widely applicable in cases

where high precision is required for the spectroscopy of unstable isotopes.

3.4 Setup and Specification of the Frequency-Comb-
Referenced Laser System

The transition wavelength of the 2s 2S1=2 ! 2p 2P1=2, 3=2 transitions in Be
þ is about

313 nm corresponding to an energy splitting of� 4eV. The laser system installed at

COLLAPS is schematically shown in Fig. 1. For anticollinear excitation a fre-

quency doubled Nd : YVO4 laser (Verdi V18) was operated at 9 W to pump a

Coherent 699-21 dye laser. Using a dye solution of Sulforhodamine B in ethylene

glycol, a typical output power of 700 mW was achieved at the wavelength of

628 nm. Another dye laser, Sirah MATISSE DS, was installed for collinear

excitation and operated with a dye solution of DCM in 2-phenoxy-ethanol. With

the 8-W pump beam from a Verdi V8, about 1.2 W were achieved at the funda-

mental wavelength of 624 nm. Each laser beam was then coupled into a 25-m long

photonic crystal fiber (LMA-20) to transport the laser light to one of the second

harmonic generators installed in the ISOLDE hall. A two-mirror delta cavity

(Spectra Physics Wavetrain) and a four-mirror bow-tie cavity (Tekhnoscan
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FD-SF-07) were located nearby the COLLAPS beam line. A Brewster-cut and an

antireflection coated BBO crystal, respectively, converted the laser beams of

628 and 624 nm into their second harmonics at 314 and 312 nm, in both cases

with an output of more than 10 mW. The elliptical UV beams were reshaped to

circular beams with diameters of 3–4 mm to match the transversal profile of the ion

beam and finally attenuated to powers below 5 mW. Two remote-controlled fast

beam shutters blocked alternatively the collinear or the anticollinear laser beam.

This enabled us to perform scans of 3–30 s duration in collinear or anticollinear

configuration in a fast sequence.

The backbone of the laser system was the precise frequency stabilization and

frequency measurement required for the application of Eq. (7). In practice, the

transition rest-frame frequency ν0 depends on the frequencies of both dye lasers in

the laboratory frame which have to be known with a relative accuracy better than

Δν=ν � 10�9 to yield the isotope shifts with an accuracy better than 10�5.

Therefore, a Menlo Systems frequency comb (FC 1500) with a repetition frequency

of 100 MHz was employed. A Stanford Research rubidium clock (PRS10) provided

the 10-MHz reference for the stabilization of the carrier-envelope-offset (CEO) and

the repetition frequency. This clock was long-term stabilized using a GPS receiver

tracking the 1-pps signal.

The MATISSE dye laser for collinear excitation was stabilized to its internal

reference cavity for short-term stability. In this case frequency drifts were further

reduced by locking the laser to a hyperfine transition in molecular iodine using

frequency-modulated saturation spectroscopy. In total 12 hyperfine transitions of
127I2 match the desired Doppler-shifted frequencies for a wide range of acceleration

voltages between 30 and 60 kV. The demodulated dispersion signal from the phase-

sensitive detection was fed into a 16-bit National Instruments DAQ card (NI-DAQ

6221) and further processed with the MATISSE control software to provide a

counter-drift for the MATISSE reference cavity. In regular time intervals the

laser frequency was measured with the frequency comb and recorded for a few

100 s to ensure the stability of the locking point and to provide the laboratory-frame

frequency for the application of Eq. (7). A histogram of 1-s averaged beat signals

measured over 2 h is depicted in Fig. 4a. It exhibits a Gaussian distribution with

standard deviation of about 75 kHz. The frequency of the Matisse laser stabilized to

the various iodine lines was repeatedly measured during the beam times. The

averaged results are listed in Table 3 and compared with the calculated frequencies

from [63]. Reasonable agreement is obtained in all cases.

The Coherent 699 dye laser for anticollinear excitation was internally stabilized

to its own reference cavity of Fabry-Perot type; long-term frequency drifts were

corrected by an additional stabilization to the frequency comb. Therefore, the beat

signal between the dye laser and the nearest frequency comb mode was detected on

a fast photo diode and fed into the Menlo Systems phase comparator DXD 100. A

low-noise PI regulator (PIC 210) processed the signal from the phase comparator

and provided a servo-voltage to counteract all frequency excursions of the dye laser
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by correcting the length of the reference cavity. As a measure of the long-term

stability a beat signal with the frequency comb was detected. The result is shown in

Fig. 4b. The standard deviation over 2 h measuring time and 1-s averaging time is

about 400 Hz.
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Fig. 4 Beat frequency histograms of the frequency-stabilized dye lasers. The beat was averaged

for 1 s, and the distribution of the beat frequencies over a period of 2 h is shown in the histogram.

Graph (a) shows the histogram of the MATISSE DS laser stabilized to a hyperfine transition of

molecular iodine. The corresponding uncertainty was estimated as the FWHM of a Gaussian fit

(red) of about 75 kHz. The results of the frequency-comb stabilized Coherent 699-21 dye laser are

depicted in Graph (b). In this case the FWHM is approximately 400 Hz

Table 3 Frequencies of the a1 hyperfine component in various transitions of iodine 127I2 utilized

and determined during the experiment

HFS a1 transition Frequency (theory) Frequency (experiment) Deviation

R(62)(8-3) 479 804 354.67 479 804 355.09 �0.42

R(70)(10-4) 479 823 072.75 479 823 072.58 0.17

P(64)(10-4) 479 835 709.4 479 835 708.96 0.44

R(60)(8-3) 479 870 011.92 479 870 012.20 �0.28

R(58)(8-3) 479 933 416.07 479 933 416.36 �0.29

R(56)(8-3) 479 994 568.08 479 994 568.11 �0.03

R(54)(8-3) 480 053 468.95 480 053 469.06 �0.11

R(52)(8-3) 480 110 119.57 480 110 119.59 �0.02

R(50)(8-3) 480 266 578.9 480 266 578.59 0.31

R(48)(8-3) 480 314 237.19 480 314 236.83 0.36

R(42)(8-3) 480 359 649.42 480 359 649.13 0.29

R(40)(8-3) 480 402 816.3 480 402 815.78 0.52

All values are in MHz. The total uncertainty of the experimental values is about 190 kHz. The

calculated frequencies (theory) are afflicted with an uncertainty of approximately 3 MHz [63].
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4 Measurement Procedure

The ion beam acceleration voltage at the ISOLDE front end was fixed to 40 kV. A

suitable iodine line is chosen such that the isotope under investigation can be

recorded by applying an offset voltage in the available range of UOffset ¼ �10 kV

at the fluorescence detection region. For example, when choosing the a1 hyperfine
component in the transition R(56)(8-3) as a reference, the isotopes 9�12Be can be

addressed. The scan voltage range Uscan of up to �500 V is then adjusted to cover

the full hyperfine structure in the collinear direction, and the expected position of

the center of gravity is calculated. The required offset voltage as well as the scan

voltage range was estimated based on previous measurements of the 9Be transition

frequency [66] and nuclear moments [15] in combination with the precisely calcu-

lated mass shift [40, 41]. Once the resonance position of 9Be was found, the laser

frequencies νc and νa could be predicted for all radioactive beryllium isotopes with

an accuracy of a few MHz, which is the size of the expected field shift contribution.

This knowledge allowed us to calculate the required frequency of the second dye

laser to simultaneously cover the full hyperfine structure in anticollinear geometry

within the same Doppler-tuning voltage range and even to ensure that the centers of

gravity of both hyperfine spectra practically coincide within a few 100 mV,

corresponding to the size of the field shift contribution. This is only possible

because this dye laser is locked to the frequency comb and thus can be stabilized

at any arbitrarily chosen frequency.

Fast laser beam shutters placed in front of the Brewster windows of the apparatus

were controlled by the data acquisition software in order to allow only one of the

two laser beams to enter. For the isotopes with half-lives longer than the typical 4-s

repetition time of proton pulses, fast scans of the Doppler-tuning voltageUscan were

performed with alternating laser beams. The scanning range was chosen depending

on the hyperfine splitting of the respective isotope, and spectra were taken in

200 channels for 10 Be and up to 800 channels for the odd-A isotopes 7,9, 11 Be.

The common dwell time was 22 ms per voltage step. Depending on the ion beam

intensity, a single spectrum is the sum of 50–800 individual scans for each direc-

tion. This procedure was applied using about 3–4 different iodine lines for each

isotope.

Because of the short 21.5-ms half-life of 12Be, photon counts had to be accumu-

lated for typically 60 ms after each proton pulse. The laser shutters for collinear and

anticollinear beams were switched between consecutive pulses, and the voltage

steps were triggered by every second pulse. Given the extremely low ion beam

intensity, the single-line spectrum of 12Be was taken in only 20 channels with a total

measuring time of about 8 hours, corresponding to 200 scans.

Detection of the weak 12Be signals required the additional rejection of back-

ground from scattered laser light reaching the photomultiplier tubes. This was

achieved by implementing a photon–ion coincidence: Photomultiplier signals

were accepted only if an ion was simultaneously traversing the detection unit.

Downstream of the photon detection chamber the ions were deflected onto the
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cathode of a secondary electron multiplier (SEM) installed off-axis. Discriminated

pulses from the photomultipliers were delayed by the appropriate time of flight

(TOF) (3–4 μs) of the ion to the SEM. To avoid electronic dead times, the delay was

realized logically in a first-in first-out (FIFO) queue structure on a field-

programmable gate array (FPGA) with a resolution of 10 ns, based on the

FPGA’s internal clock. Signals leaving the queue were transformed back into a

TTL pulse and fed together with the SEM pulses into a standard coincidence unit.

The photon–ion coincidence detection was optimized using a 10 Beþ ion beam,

attenuated to about 30,000 ions/s by detuning the RILIS laser. The time of flight for
9Be was determined with a multichannel analyzer, and the respective TOF for 10Be

was calculated. Figure 5 shows a comparison between the conventional ungated

spectrum (gray circles) and the optical spectrum detected in delayed coincidence

(blue circles). The resonance peak is only visible in the gated spectrum. The

background induced by laser stray light was reduced by a factor of 35. However,

it must be noted that this reduction factor strongly increases with a reduction of the

ion beam rate.

5 Analysis and Results

Two beam times were performed to investigate first the isotopes 7�11Be (Run I) [1]

and then concentrate on 12Be (Run II) [2] after installing the ion–photon coinci-

dence setup. The stable isotope 9Be and the even–even isotope 10Be were used as

reference isotopes, respectively. We concentrate here on results and procedures

from Run II and provide differences to Run I only when it is of importance.
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Fig. 5 Comparison between conventional optical fluorescence detection (upper trace, right
y axis) and photon–ion coincidence detection (lower trace, left y axis) at an ion beam rate of

30,000 10Beþ ions/s. The optical spectrum (black circles) in the conventional detection is covered

by stray light of the laser beam. In the photon–ion coincidence spectrum a clear resonance (blue
circles) is observed, fitted with a Voigt profile
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5.1 Line Shape Studies on 9Be and 10Be

Resonance spectra of 9Be in the 2s 2S1=2 ! 2p 2P1=2 transition are shown in the

upper trace of Fig. 6 taken in collinear (left) and anticollinear geometry (right) as a

function of the Doppler-tuned laser frequency. Each spectrum is the sum of

20 individual scans. To avoid saturation broadening, the laser beam was attenuated

to 3 mW and collimated to a beam diameter of about 3–4 mm to match approxi-

mately the size of the ion beam. Similar spectra for 10Be are shown in the lower

traces. These are the integral of 50 single scans at an ion beam current of 10 pA. A

best fit of the resonance was obtained for a double Voigt profile with a full width

half maximum (FWHM) of 40 MHz. It becomes apparent that each peak in the

hyperfine structure is actually a composition of two components: A satellite peak,

with a typical intensity of <5% of the corresponding main peak, appears on the
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Fig. 6 Top optical hyperfine spectrum of the 2s 2S1=2 ! 2p 2P1=2 transition in 9Beþ for collinear

(left) and anticollinear excitation (right). Spectra were taken at 35-kV ISOLDE voltage and are the

sum of 20 individual scans with a resolution of 400 channels. Hyperfine spectra are fitted using a

multiple Voigt profile for each component (red line, for further details see text). Striking is the

appearance of a small satellite peak on the left of each component which is ascribed to energy loss

of the ions in inelastic collisions in flight. The differential Doppler-tuning parameter is about

39 MHz/V. Bottom resonance spectra of the 2s 2S1=2 ! 2p 2P1=2 transition in 10 Beþ again in

collinear and anticollinear geometry also fitted with a Voigt doublet. A small structure in the

residua (shown on the bottom of each graph) remains in all cases, which is discussed in the text
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low-energy tail in each spectrum independent of the direction of excitation. It is

induced by a class of ions which have lost some of their kinetic energy. The loss is

almost exactly 4 eV and can be explained by inelastic collisions with residual gas

atoms that lead to excitations into the 2p states. The energy required for this

excitation is taken from the kinetic energy of the ion and is lost when the excited

ion decays to the ground state by emitting a photon. The overall line shape is

reasonably well fitted using a Voigt doublet and only small structures remain in the

residua, depicted below each spectrum. The remaining small asymmetry seen in

this structure is similar for the different peaks. It is an asset of the technique that

asymmetries in the collinear and the anticollinear spectra shift the peak center to

slightly lower and slightly larger frequencies, respectively. Hence, these shifts

largely cancel when calculating the rest-frame frequency.

5.2 Hyperfine Fitting Procedure

Fitting was performed as follows: Each voltage information was converted into the

corresponding Doppler-shifted laser frequency to account for the small nonlinear-

ities in the voltage–frequency relation. Hyperfine peak positions relative to the

center of gravity νcg were calculated based on the Casimir formula.

The position of each hfs sublevel with total angular momentum F ¼ Iþ J,
composed of electronic angular momentum J and nuclear spin I, and C ¼ FðFþ 1Þ
�IðI þ 1Þ � JðJ þ 1Þ is given to first order by the hyperfine energy

ΔEhfs ¼ A

2
Cþ B �

3
4
CðCþ 1Þ � IðI þ 1ÞJðJ þ 1Þ

2Ið2I � 1ÞJð2J � 1Þ : ð8Þ

In the fit function, these shifts determine the spectral line positions relative to the

center of gravity. The factors A and B (only for 2p 2P3=2) of the upper and the lower

fine-structure state of the transition and the center of gravity νcg are the free-fitting
parameters for the peak positions. The line shape of each component was modeled

by two Voigt resonance terms representing the main peak and the satellite peak as

discussed above. The distance between the two peaks was fixed to 4 V on the

voltage axis. The Gaussian (Doppler) line width parameter and the intensity ratio

between the main peak and the satellite were free parameters but constrained to be

identical for all hyperfine components, while the total intensity of each component

was also a free parameter. The Lorentzian line width was kept fixed at the natural

line width of 19.64 MHz since significant saturation broadening was not observed.

Nonlinear least-square minimization of χ2 was performed using a Levenberg–

Marquardt algorithm.

Fitting the collinear and the anticollinear spectra independently, we obtain in

both cases the centroid frequency νcg of the hyperfine structure. However, for

calculating the transition rest-frame frequency ν0 we must take into account that
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Eq. (7) requires νc and νa to be measured at the same ion velocity. This is only the

case if the center of gravity appears in both spectra at the same voltage. This was

accomplished approximately by changing the frequency of the laser used for

anticollinear excitation until the deviation between the corresponding centers of

gravity was typically smaller than 3 V, facilitated by the fact that the comb-

stabilized laser can be locked at any arbitrary frequency. The remaining small

shift δU was considered in the analysis by correcting the collinear frequency

using the linear approximation δν ¼ ∂ν
∂U � δU, where U is the total acceleration

voltage of the ions which have entered the optical detection region. Hence, the

transition rest-frame frequency was calculated according to

ν0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
νc � ∂νD

∂U
� δU

� �
� νa

s
� δνrec: ð9Þ

with the differential Doppler-shift

∂νD
∂U

¼ ν0
mc2

eþ eðmc2 þ eUÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
eUð2mc2 þ eUÞp

 !
ð10Þ

and the recoil correction term

δνrec ¼
hν2photon
m0c2

: ð11Þ

The latter takes energy and momentum conservation during the absorption/emis-

sion process into account. It contributes with about 200 kHz to the transition

frequency and is slightly isotope dependent. Each measurement of ν0 was repeated
at least five times for each isotope. Statistical fitting uncertainty of the center of

gravity was usually <100 kHz. For each pair of collinear/anticollinear spectra the

rest-frame transition frequency was calculated, and the final statistical uncertainty

was then derived as the standard error of the mean of all measurements being

usually of the order of 100–500 kHz.

5.3 Investigations of Systematic Uncertainties

Sources of systematic errors were investigated on-line in Run I and Run II as well as

in an additional test run, when only a previously irradiated target was used to extract

the long-lived isotope 10Be. For each isotope about 3–4 different iodine hyperfine

transitions were used as reference points for the collinear laser frequency, which

implies different locking frequencies of the comb-locked anticollinear laser as well

as different offset voltages at the fluorescence detection region. It should be noted
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that the actual locking frequency of the iodine-locked laser was regularly checked

with the frequency comb during each block of measurements.

In Run I, the Rb reference clock for the frequency comb was not long-term

stabilized on the 1-pps signal and contributed with about 350 kHz to the systematic

uncertainty of the transition frequency [1].

Additional uncertainties related to the applied acceleration voltages could only

arise from the center-of-gravity correction according to Eq. (9), which was typically

<3 V. The HV-amplification factor, calibrated regularly to better than 3 � 10�4,

leads to uncertainties clearly below the 3-mV level corresponding to approximately

100 kHz in transition frequency. This contribution can be safely neglected com-

pared to other systematic uncertainties discussed below.

Additionally, ion and laser beam properties were modified on purpose for

investigating a possible influence on the measured transition frequencies and

isotope shifts. In deviation from a parallel collimation the ion beam was focused

close to the fluorescence detection region with the available electrostatic quadru-

pole lenses. Similarly, additional convex lenses were added into the light path to

focus the laser beams inside the beam line. It was found that these modifications

merely changed the signal-to-noise ratio but had no significant influence on the

determined resonance frequencies.

5.3.1 Laser-Ion-Beam Alignment

The parallel and antiparallel alignment of the respective laser beams with the ion

beam was ensured using two apertures inside the beam line. Hence, the range of a

possible angle misalignment between laser and ion beam was estimated taking the

full aperture of 5 mm and their distance to each other of 2 m into account. A

conservative estimate with beam diameters of about 4 mm results in an angle of

α ¼ arctan Δz=Δxð Þ � 1 mrad. However, during the preparation of the experiment,

both laser beams were superimposed 2 m after the collinear and anticollinear exit

windows, respectively. Two extreme cases are to be discussed: The Doppler-shifted

frequenciesνc,a get angle dependent if both laser beams are well superposed, but are

misaligned relative to the ion beam

νc,a ¼ ν0γð1� β � cos αÞ: ð12Þ
Then the transition rest-frame frequency ν0 becomes angle dependent as well

ν0 ¼ 1

γ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
νc � νac

1� β2 � cos 2α
r

ð13Þ

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� β2

1� β2 cos 2α

s ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
νc � νacp

: ð14Þ

Even though the Doppler-shift is reduced for both beams, the collinear–

anticollinear geometry almost leads to a cancellation of the effect; the anticollinear
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resonance is less blue shifted while the collinear resonance is less red shifted. For an

angle misalignment of 1 mrad, νa and νcwill each be shifted by as much as 1.4 MHz,

whereas the effect on ν0 is only of the order of about 1 kHz.

The other extreme is a misalignment of one laser relative to a well superposed

laser-ion–beam pair. Then the transition frequency ν0 becomes

ν0 ¼ 1

γ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
νc � νac

ð1� β � cos αÞð1þ βÞ
r

ð15Þ

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� β

ð1� β cos α
Þ

s ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
νc � νacp ð16Þ

� 1� βα2
� 	 ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

νc � νacp
: ð17Þ

In contrast to Eq. (13) this angle-dependence can lead under unfavorable conditions

to an appreciable shift. The influence of the laser-ion-beam alignment was exten-

sively studied using a stable 9Be ion beam by misaligning one of the laser beams so

that a deviation was clearly visible in the horizontal or vertical direction. With the

typical beam diameter a deviation of about 2 mm across a distance of � 8 m

(α ¼ 0:25 mrad) was detectable, corresponding to a total effect of about 600 kHz.

Misalignment and realignments were repeated several times but the results of the

measurements with misalignment scattered similarly as the measurements with

optimized alignment, and in both cases the scatter was in accordance with the

standard deviation of all regular 9Be measurements. During the experiment, the

counterpropagating alignment of the laser beams was inspected visually several

times per day. A systematic uncertainty of 300 kHz, corresponding to half the full

scattering amplitude was conservatively estimated.

5.3.2 Photon Recoil Shift

Repeated interaction with a laser beam can influence the external degrees of motion

of an ion or atom as it is well known from laser cooling and laser deceleration in a

Zeeman slower. In collinear laser spectroscopy the repeated directed absorption and

isotropic reemission of photons will have the consequence that the ions are either

accelerated (collinear excitation) or decelerated (anticollinear excitation). With

every absorbed photon, the Doppler-shifted resonance frequency is shifted toward

higher frequencies (νc andνa) for both directions and this systematic shift results in a

transition frequency ν0 that is too large. The combination of light ions and

ultraviolet photons leads to an exceptionally large photon recoil, and the possible

influence of this effect must be studied. Due to the absence of hyperfine splitting the

2s ! 2p transitions in the even isotopes 10,12Beþ are closed two-level systems.

Hence, the possibility of repeated photon scattering is enhanced compared to the

odd-mass isotopes which are pumped into a dark hyperfine state after a few

absorption–emission cycles. To investigate whether the photon recoil has a
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measurable effect, the power dependence of the transition frequency of 10Be was

determined as a function of the laser power. The laser power in both beams was

increased stepwise and simultaneously from below 1 mW up to 6 mW. The

deviation of the extracted transition frequencies from the mean frequency deter-

mined for the D1- and D2-transition is plotted in Fig. 7 as a function of laser power.

Each data point is associated with an uncertainty estimated as the standard devia-

tion of a block of three measurements at similar power. In both transitions the peak

positions scatter but do not show a common trend upwards or downwards. It

appears, however, that we observe at photomultiplier tube 2 (PMT2), located

about 15 cm downstream from PMT1, resonances that are systematically higher

in frequency than at PMT1.

As a consequence of this observation we have included only data from PMT1 in

the analysis and have estimated an additional uncertainty for the remaining effect.

The average difference between PMT1 and PMT2 is about 300 and 450 kHz in the

D1 and D2 transition, respectively. Since the distance between the two PMTs is

slightly larger than the path of the ions before reaching PMT1, we estimate

conservatively a maximal shift of about 400 kHz for the systematic uncertainty

ΔνPh caused by photon recoil.

5.4 Spectra of the Short-Lived Isotopes 7,11,12Be

A typical spectrum of 7Be is depicted in Fig. 8. It is the sum of 50 individual scans,

taken in the first beam time in 2008. Here, line shapes are slightly broader than

observed in the second beam time [65]. Since the measurements on 7Be were not

repeated in 2010, the uncertainties of the fitted line positions are larger than for the
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Fig. 7 Power dependence of the extracted frequency of 10Beþ in the D1 (left) and the D2 transition
(right). Plotted are the differences to the total mean frequency as a function of laser power.

Copropagating and counterpropagating laser beams were adjusted to approximately equal power.

Measurements were performed in three series varying the power from the highest to the lowest

values. Uncertainties of the individual data points were estimated as the standard deviation for

each individual set of three measurements at approximately the same power from this series
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other isotopes. The reduced line width in the second beam time is clearly visible in

the spectrum of 11Be depicted in Fig. 9. This is the sum of 400 individual scans.

Spectra of the unresolved hyperfine structure in the 2s 2S1=2 ! 2p 2P3=2 transitions

of both these isotopes can be found in [65].

For the investigation of 12Beþ, proton pulses impinged on the target every 3–5 s.

In this case, spectra in co- and counterpropagating geometry were taken by

switching the laser beams after each proton pulse and photon detection was limited

to 60 ms ( � 3 T1=2ð12BeÞ ) after the pulse to reduce the number of random

coincidence events. Figure 10 shows a typical spectrum which is accumulated

over 180 individual scans. Here a detection efficiency of about 1 photon per

800 ions was obtained. The Doppler-tuning voltage range was restricted to 6 V

corresponding to about 200 MHz frequency span around the main peak, to limit the

time required to record a single resonance to a few hours. Reference measurements
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of 10Beþ were interspersed after every 40 single scans to ensure stability of all

conditions. Due to the limited statistics not allowing the observation of the small

satellite peak, only a single Voigt profile was used for fitting the resonances.

Statistical uncertainty obtained from the fit was usually <100 kHz.

5.5 Transition Frequencies

Each pair of spectra was fitted as discussed in Sec. 5.2 to determine the centers of

gravity and to extract the respective rest-frame transition frequency ν0 according to
Eq. (9). For each isotope and beam time the weighted mean of all measurements

was calculated, and results are listed in Table 4. All transition frequencies from both

beam times agree within their 1�σ error bars confirming the reproducibility of the

measurement. There is a small change compared to Table I of [3], namely a slightly

larger uncertainty for 10Be from Run II in the D2 line due to a transfer error in the

statistical uncertainty. Statistical uncertainties in Run II are based on the standard

error of the mean for typically 4–5 measurements for 11,12Be and 20–30 measure-

ments for the less exotic isotopes 9,10Be. Where available, values from both runs are

combined weighted with the respective uncertainty. Systematic uncertainties from

the second run cannot be further reduced. While our 7Be D2 transition frequency is

in very good agreement with the value reported in [31], the frequencies of 9Be and 10

Be differ by approximately 7σ and 3σ, respectively, from our results, which are 1–2

orders of magnitude more precise. In particular, the large discrepancy of the 9Be

value is surprising since this has been obtained in [31] from laser-cooled ions in the

Paul trap, whereas the other two isotopes were measured with buffer-gas cooled

ions exhibiting line widths of approximately 2 GHz. It seems that the systematic

uncertainties of the trap measurements were underestimated in both cases. The
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transition frequencies can now be used to evaluate differential observables, like the

isotope shift, the fine-structure splitting and the splitting isotope shift.

5.6 Isotope Shifts and Nuclear Charge Radii

Isotope shifts are easily obtained as difference of the transition frequency of the

isotope of interest and the reference isotope, which in our case is the stable isotope 9

Be. The field shift δνFS, also known as the finite nuclear size or nuclear volume

effect, can then be extracted according to Eq. (1). The corresponding mass shifts

δν9,AMS as well as the field shift constant F9,A were theoretically evaluated to an

accuracy that exceeds the experimental uncertainty by about an order of magnitude

and are compiled in Table 1. We have been using the results from [41, 67] to

calculate δνFS, which is then combined with the reference radiusRc ¼ 2:519ð12Þ fm
[43] of 9Be to provide total charge radii along the chain using Eq. (4). It should be

noted that the uncertainty ofRcð9BeÞ is probably underestimated since C2 scattering

from the quadrupole distribution has been omitted, which might change the radius

by about 3% [72].

Table 4 Transition frequencies ν0 for the 2s 2S1=2 ! 2p 2P1=2 (D1) and the 2s 2S1=2 ! 2p 2P3=2
(D2) transition in beryllium isotopes obtained in Run I (Beam time 2008) and Run II (Beam time

2010)

Isotope Run Ref ν0 D1 ν0 D2
7Be I 957 150 316.2 (0.8) (0.9) 957 347 374.5 (0.9) (1.1)

[31] – 957 347 369 (124)
9Be I 957 199 552.9 (0.8) (1.0) 957 396 616.6 (1.4)(1.5)

II 957 199 553.40 (0.12)(0.52) –

comb. 957 199 553.28 (0.12)(0.52) 957 396 616.6 (1.4)(1.5)

[31] – 957 396 515 (14)

[66] 957 199 652 (120) 957 396 802 (135)
10Be I 957 216 876.9 (1.4)(1.5) 957 413 943.9 (0.8) (1.0)

II 957 216 876.84 (0.42)(0.66) 957 413 942.17 (0.44)(0.70)

comb. 957 216 876.85 (0.42)(0.66) 957 413 942.74 (0.44)(0.67)

[31] – 957 413 839 (35)
11Be I 957 231 118.1 (1.1)(1.2) 957 428 185.2 (1.5)(1.6)

II 957 231 118.11 (0.10)(0.52) –

comb. 957 231 118.11 (0.10)(0.52) 957 428 185.2 (1.5)(1.6)
12Be II 957 242 944.86 (0.33)(0.61) 957 440 013.60 (0.28)(0.58)

The first uncertainty represents the statistical, the second one the total uncertainty including

systematic uncertainties as discussed in Sect. 5.3. Systematic uncertainties of the results of Run

I may be reduced from those published in [1, 65] due to the information gained in Run II. Final

results for all isotopes are printed bold. All values are in MHz
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The results are listed in Table 5. Changes in the mean-square charge radii

deduced from the isotope shifts in the D1- and D2-transition are of similar accuracy

in case of even isotopes, while for odd-mass isotopes the unresolved hyperfine

splitting in the D2 lines leads to larger uncertainties. Figure 11 depicts the devel-

opment of the rms charge radius along the isotopic chain as extracted from the

experiment ( • ) by combining all available data. We have also included results from

Fermionic Molecular Dynamics (FMD) calculations [2] that follow the observed

trend quite closely, but the charge radii are generally somewhat too small. The two

triangles shown for 12Be are results of two additional calculations performed under

the assumption that the two outermost neutrons occupy either a pure p2 state (▽), as

expected in the traditional shell model or a pure ðsdÞ2 state (△ ). The latter is

expected to contribute to the ground state only if the N ¼ 8 shell gap between the

p shell and the sd shell is significantly reduced. This prediction shows that the

charge radius of 12Be is extremely sensitive to the admixture of sd shell states to the
ground state, which was a strong motivation for the measurement of the 12 Be

isotope shift.

The trend of the charge radii along the isotopic chain can be understood in a

simplified picture based on the cluster structure of light nuclei [64]. This is

visualized in the small panels below the graph in Fig. 11. 7Be can be thought of

as a two-body cluster consisting of an α particle and a helion (pnp ¼ 3He) nucleus

that are bound together and exhibit a considerable center-of-mass motion. This

motion blurs the proton distribution and leads to an increased charge radius. 8Be is

missing since the two α particles constituting this nucleus are not bound and the

Table 5 Compilation of experimental isotope shifts δν9,AIS obtained from the transition frequencies

ν0 in Table 4, field shift δνFS extracted as the difference to the theoretical mass shifts listed in

Table 1 [41] and the corresponding change in the mean-square nuclear charge radius δ r2
� �

according to Eq. (3)

Isotope and transition δν9,AIS (MHz) δνFS (MHz) δ r2
� � ðfm2Þ Rc (fm)

7Beþ D1 �49 237.1 (1.1) �11.4 (1.1) 0.67 (6)

7Beþ D2 �49 242.1 (1.8) �10.3 (1.8) 0.61 (11)

7Beþ Mean 0.65 (5) 2.646 (15)

9Beþ D1/D2 0 0 0 2.519 (12)

10Beþ D1 17 323.57 (84) 13.11 (84) �0.77 (5)

10Beþ D2 17 326.1 (1.6) 13.6 (1.6) �0.80 (10)

10Beþ Mean �0.78 (4) 2.360 (14)

11Beþ D1 31 564.82 (74) 4.58 (74) �0.27 (4)

11Beþ D2 31 568.6 (2.2) 4.4 (2.2) �0.26 (13)

11Beþ Mean �0.27 (4) 2.465 (15)

12Beþ D1 43 391.58 (80) 1.40 (82) �0.08 (5)

12Beþ D2 43 397.0 (1.6) 1.5 (1.6) �0.09 (10)

12Beþ Mean �0.08 (4) 2.502 (15)

Results from the 2s 2S1=2 ! 2p 2P1=2 (D1) and the 2s 2S1=2 ! 2p 2P3=2 (D2) transitions are

compatible and were combined before the total charge radius Rc is calculated according to Eq. (4)
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nucleus only exists as a resonance. The stable isotope 9Be, which has a αþ αþ n
structure, is more compact than 7Be because the α particles themselves are very

compact and well bound by the additional neutron. This effect is even enhanced

with the second neutron added in 10 Be. The sudden upward trend to 11 Be is

attributed to the one-neutron halo character of 11 Be which can be disentangled

into a 10Be core and a loosely bound neutron. This halo character not only increases

the matter radius, but also affects the charge radius due to the center-of-mass

motion of the core caused by the halo neutron. The fact that the charge radius of
12Be is even larger has been related to the fact that the two outermost neutrons

exhibit a strongly mixed sd character rather than belonging to the p shell as

expected in the simplified shell-model picture. This mixture leads to an increased

probability density outside the 10Be core, pulling the α particle apart due to the

attractive n� α interaction. Theory predicts an ðsdÞ2 admixture of about 70% for

this nucleus, being a clear indication for the disappearance of the classical N ¼ 8

shell closure. For a more detailed discussion of the nuclear charge radii, the

comparison with ab initio microscopic nuclear structure calculations and the con-

clusions about the shell closure see Refs. [1, 2, 65].
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5.7 Fine-Structure Splitting and Splitting Isotope Shifts

From the information provided in Table 4 we can furthermore extract the fine-

structure splitting as a function of the atomic number. The splitting has previously

been measured for 9Be with a relative uncertainty of about3 � 10�4 [66]. The present

value obtained simply from the difference in νD1 and νD2 of this isotope is already
40 times more accurate although its accuracy is limited by the unresolved hyperfine

structure in the D2 transition. Only recently the fine-structure splitting in three-

electron atoms became calculable with high precision as demonstrated for the case

of lithium [34]. Our result confirmed first calculations for the Z ¼ 4 three-electron

system of Beþ [3]. Moreover, the change in the fine-structure splitting along the

chain of isotopes provides a useful check of the so-called splitting isotope shift

which can be calculated theoretically to very high accuracy, because the value is

nearly independent of both QED and nuclear volume effects. This mass dependence

is shown in Fig. 12: The blue data points represent the experimental fine-structure

splittings and the red line with red crosses the theoretically expected mass depen-

dence based on the calculated splitting isotope shift and the measured splitting of 9

Be. The excellent agreement between the theoretical curve and the experimental

data can be interpreted as a reliable check of the consistency of the mass shift
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isotope shift (sis)—with respect to 9Be. The experimental values (blue circles) and the

sis-corrected values according to Eq. (18) (magenta dots) are included. The solid and dotted
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structure splitting in 9Be from experiment (line) and theory (data point)
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calculations. On the other hand, it proves the consistency of the experimental data,

because the fine-structure splittings are based on the combination of transition

frequencies obtained independently in two beam times, even with independent

optimization of the experimental conditions. The observation that the data points

scatter much less than expected from their error bars can be ascribed to the fact that

our systematic uncertainties largely cancel out in considering differential effects.

The fine-structure splitting can most reliably be determined for the even–even

isotopes 10 Be and 12 Be since there is no hyperfine structure which in the D2

transition obscures the determination of the center of gravity. This is clearly visible

in Fig. 12 where the error bars are smallest for these two cases. For these isotopes,

the fine-structure splitting was determined sequentially in a short-time interval and

therefore the best cancellation of all systematic uncertainties should occur. Indeed,

the splitting isotope shift between the two isotopes δν10,12sis ¼ 3:43ð78ÞMHz agrees

very well with the theoretical value of 3.203 MHz. Here the uncertainty of the

experimental value is purely statistical assuming that all dominant systematic

contributions are cancelled out.

With the confidence gained about the reliability of the theoretical estimates, we

can combine the calculated splitting isotope shifts of all isotopes to extract an

improved value for the fine-structure splitting of 9Be. To this aim, we correct all

measured fine-structure splittings by subtracting the theoretical splitting isotope

shift

Δνfs,ABe! 9Be ¼ ΔνfsðABeÞ � δνA, 9sis; Theory: ð18Þ

The results are included in Table 6 and plotted in Fig. 12 as magenta bullets. The

weighted mean for the “isotope-projected” fine-structure splitting of 9Be

represented by the horizontal line is 197 063.47 (53) MHz. The uncertainty is

Table 6 Fine-structure splittings Δνfs, the experimental and theoretical [67] splitting isotope

shifts δνsis, and the transferred fine-structure splittings Δνfs,ABe! 9Be for
9Be based on the measured

splittings in the radioactive isotopes according to Eq. (18) are listed

Isotope

Δνfs δνA, 9sis

Δνfs, ABe! 9BeD2–D1 Exp Theory

7Be 197 058.4 (1.4) 5.0 (2.1) 6.036(1) 197 064.4 (1.4)

9Be 197 063.2 (1.6) 0.0 0.0 197 063.3 (1.6)

9Be a 197 150 (64)

10Be 197 065.3 (0.9) �2.0 (1.8) �2.096(1) 197 063.2 (0.9)

11Be 197 067.1 (1.7) �3.8 (2.3) �3.965(1) 197 063.1 (1.7)

12Be 197 068.7 (0.9) �5.4 (1.8) �5.300(1) 197 063.4 (0.8)

12�10Be δν12,10sis ¼ �3:4 ð6Þ �3.203(1)

The bottom row shows the splitting isotope shift between the two even isotopes 10Be and 12Be. For

δνA, 10sis and Δνfs,ABe! 9Be for
7,9,11Be after Run II required information from Run I since D2 lines of

these isotopes were not measured in Run II. All values are in MHz
a Bollinger et al. [66]
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shown by the dashed lines. We believe that a small remaining systematic uncer-

tainty of the fine-structure splitting is still covered by the size of this uncertainty. In

the right hand part of the figure, the theoretical prediction represented by the filled

red triangle is compared with experiment. The calculated splitting in 9Be amounts

to 197 068.0 (25) MHz, which is about 4.5 MHz larger than the experimental value.

This difference corresponds to about 1:5 σ of the combined uncertainties. The

theoretical uncertainty is based on an estimation of the size of the uncalculated

nonlogarithmic terms in mα7. These terms are expected to be <50% of the

calculated leading logarithmic terms. To further test the QED calculations in

lithium-like light systems, similar measurements on ions with higher Z, e.g., in
boron B2þ or carbon C3þ are of great interest. At least for B2þ the wavelength of

about 206 nm is still achievable, and measurements with the collinear laser spec-

troscopy technique presented here are planned.

6 Summary

We have demonstrated that quasi-simultaneous collinear–anticollinear laser spec-

troscopy on stable and radioactive isotopes can be used to perform precision

measurements from which nuclear charge radii even of light and very short-lived

species can be extracted. At the same time the data can be used to perform high-

precision tests of fundamental atomic structure calculations and bound-state QED.

The experimental technique relies on the accurate determination of the laser

frequency, which has become possible with the invention and availability of

frequency combs. We will apply the technique for further studies: An important

case is the determination of the charge radius of the proton-halo candidate 8B for

which an experiment is currently under preparation at the ATLAS facility at the

Argonne National Laboratory.
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3. W. N€ortershäuser et al., Phys. Rev. Lett. 115, 033002 (2015)

Frequency-Comb Referenced Collinear Laser Spectroscopy of. . . 203



4. R. Neugart, Hyp. Int. 24, 159 (1985)

5. E.W. Otten, Nuclear radii and moments of unstable isotopes, in Treatise on Heavy Ion Science,
vol. 8, ed. by D.A. Bromley (Plenum Publishing Corp. (Springer), New York, 1989), p. 517

6. J. Billowes, P. Campbell, J. Phys. G 21, 707 (1995)

7. R. Neugart, Eur. Phys. J. A 15, 35 (2002)

8. R. Neugart, G. Neyens, Lect. Notes Phys. 700, 135 (2006)

9. B. Cheal, K. Flanagan, J. Phys. G 37, 113101 (2010)

10. K. Blaum, J. Dilling, W. N€ortershäuser, Phys. Scr. T152, 014017 (2013)
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High-Accuracy Deep-UV Ramsey-comb

Spectroscopy in Krypton

Sandrine Galtier, Robert K. Altmann, Laura S. Dreissen,

and Kjeld S.E. Eikema

Abstract In this paper, we present a detailed account of the first precision Ramsey-

comb spectroscopy in the deep UV. We excite krypton in an atomic beam using

pairs of frequency-comb laser pulses that have been amplified to the millijoule level

and upconverted through frequency doubling in BBO crystals. The resulting phase-

coherent deep-UV pulses at 212.55 nm are used in the Ramsey-comb method to

excite the two-photon 4p6 ! 4p55p½1=2�0 transition. For the 84Kr isotope, we find a

transition frequency of 2829833101679(103) kHz. The fractional accuracy of 3:7�
10�11 is 34 times better than previous measurements, and also the isotope shifts are

measured with improved accuracy. This demonstration shows the potential of

Ramsey-comb excitation for precision spectroscopy at short wavelengths.

1 Introduction

Quantum electrodynamics (QED) theory is a cornerstone of the standard model and

one of the best tested fundamental theories in physics. Its predictions have been

verified with extreme precision, e.g., by measuring the fine structure constant α
derived from measurements of the electron g-factor [1, 2], interferometric recoil

experiments [3, 4], and bound-state QED tests based on precision spectroscopy in

atoms, molecules and highly charged ions (see, e.g., [5–10]). Moreover, in the

pursuit of testing QED ever better, substantial efforts have been made to extract

fundamental quantities such as the Rydberg constant R1 and the proton charge

radius. Both can be obtained from spectroscopy of atomic hydrogen, assuming that

QED is sufficiently precise. However, when the CREMA collaboration determined

the proton charge radius from spectroscopy in muonic hydrogen (consisting of a

proton and a muon), it leads to a considerable ( 7σ ) mismatch with the value

extracted from normal (electronic) hydrogen [11–13]. This mismatch, known as
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T. W. Hänsch guest edited by Tilman Esslinger, Nathalie Picqué, and Thomas Udem.
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the proton radius puzzle, remains to be explained and requires more spectroscopic

measurements, e.g., in systems other than (muonic) hydrogen. Recent results on

muonic deuterium [14] reveal that also the deuteron radius is significantly smaller

(7.5 σ) than the radius based on normal deuterium spectroscopy.

Interesting candidates for precision spectroscopy to solve this puzzle need to be

sufficiently simple for precise theoretical treatment. One example is molecular

hydrogen, made possible by recent improvements in theory [15]. Another is

Heþ [16], which can be compared to muonic-Heþ spectroscopy [13]. The exper-

imental challenge is the short wavelengths required for excitation, which ranges

from the deep UV (� 200 nm) for H2 to extreme ultraviolet (XUV, λ < 60 nm) for

Heþ.
Such short wavelengths are typically obtained by frequency upconversion of

near-infrared lasers in nonlinear crystals or noble gases. One can use a frequency-

comb (FC) laser as the fundamental laser and take advantage of its excellent

spectral resolution and pulse peak power, to perform direct frequency-comb spec-

troscopy (DFCS) [17–19]. To achieve sufficient upconversion to the UV or XUV

range, several approaches have been investigated. This includes the use of enhance-

ment resonators with intra-cavity high harmonic generation [19, 20], and amplifi-

cation at full repetition rate [21, 22], typically leading to infrared pulse energies in

the μJ range.
We developed a different approach, based on amplification of only two FC

pulses, which combines precision spectroscopy with high-power laser pulses.

Amplification of only two pulses leads to orders of magnitude higher pulse energy

in the mJ range. The accuracy and resolution are recovered in this case by recording

a series of Ramsey-type signals, leading to Ramsey-comb spectroscopy (RCS). It

features a strong suppression of systematic shifts such as the AC-Stark shift and

chirp-induced effects, which are common problems in metrology experiments. The

Ramsey-comb method has previously been demonstrated in the infrared on

two-photon transitions in rubidium and cesium [23]. Recently we reported on the

extension to the deep-UV region [24], and here we present a detailed account of this

experiment. We demonstrate its potential by exciting the 4p6 ! 4p55p½1=2�0
two-photon transition in 84Kr at 212.55 nm, and we also report improved isotope

shift measurements for the other isotopes.

2 Ramsey-comb Spectroscopy Principle

We recall here the key features of Ramsey-comb spectroscopy; a more detailed

description can be found in [23, 25]. As the name indicates, the method combines

Ramsey spectroscopy [26] with frequency-comb (FC) lasers [27, 28]. Excitation of

an atom or molecule is performed with two (short) coherent laser pulses that are

selected from a frequency-comb laser. The pulses can be amplified and therefore

easily frequency upconverted to cover a wide spectral range (see Sect. 4). By taking

the original pulses from a FC, their coherence can be maintained over long intervals
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(even seconds), and it becomes possible to record a series of Ramsey signals using

different pulse pairs with a delay that is a multiple of the FC pulse repetition time.

This we call Ramsey-comb spectroscopy (RCS), leading to interesting new prop-

erties compared to standard Ramsey spectroscopy.

It starts with excitation using two coherent pulses, leading to interference

between the coherent superpositions induced by each pulse. If the time delay ΔT
is changed between the two resonant pulses, while keeping the relative optical

phase Δϕ constant, we observe an oscillation of the population jρej2 of the excited
state according to:

jρej2 / cos 2πftr � ΔT þ Δϕð Þ ð1Þ
This Ramsey signal from two separate excitations is widely used in, e.g., atomic

clocks [29]. To extract the atomic frequency ftr, one must exactly know the time

delay ΔT and the relative phase Δϕ between the two pulses. These conditions are

conveniently met by taking pulses from a frequency-comb laser. A frequency comb

is a mode-locked laser whose spectrum comprises equally spaced optical frequen-

cies (modes) separated by the repetition frequency frep. The modes start at an offset

fceo due to the dispersion and nonlinear effects in the cavity, leading to a spectrum of

fn ¼ fceo þ nfrep, where n is an integer. In the time domain, the modes interfere to

pulses with a time interval of Trep ¼ 1=frep, and with a carrier-envelope phase shift

from pulse to pulse equal toΔϕceo ¼ 2πfceo=frep. Both fceo and frep of the laser can be

actively stabilized to an ultra-stable frequency reference, e.g., a cesium clock,

leading to highly reproducible phase-coherent pulses, as required for Ramsey

spectroscopy.

For the Ramsey-comb method, we select two pulses from the FC at multiples

N of the repetition time T, initially equal to Trep ¼ 1=frep. At each macro-delay, NT,

the time delay can be adjusted on a (much) smaller scale in steps of tens of

attoseconds by tuning the repetition time Trep of the laser. Therefore, the time

delay ΔT between the two pulses can be written as:

ΔT ¼ NT þ δt ð2Þ
The micro-delay δt scan provides the right time scale to probe the Ramsey

oscillations of the atomic transition frequency. The ability to measure and combine

Ramsey fringes from multiples of NT permits a much more precise frequency

determination because the Ramsey fringes can be probed on much longer time-

scales. In addition, the frequency is determined from the phases of the time domain

Ramsey signals at each NT. Any phase shift of the Ramsey signals that is constant

for each NT will simply shift all the Ramsey fringes together, but will not affect the

extracted the frequency. Therefore, any common phase shift does not influence the

frequency determination which also enhances the accuracy (see [25]). This includes

an optical phase shift between the excitation pulses. This is initially equal toN � Δ
Φceo from the FC, but is perturbed during the subsequent amplification process. The

laser system is constructed such that this phase perturbation is constant (typically on
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the mrad level) as function of the macro-delay NT. Moreover, this also includes any

constant phase shift of the atomic phase. For example, the AC-Stark shift manifests

itself as a phase shift imprinted on the state superposition during the excitation. As

long as the excitation pulse energy is kept constant for different macro-delays, the

AC-Stark effect results in a constant phase shift of the Ramsey signals, which is

therefore eliminated in the analysis procedure. The light-shift insensitive nature of

the Ramsey-comb spectroscopy combined with high pulse energy for easy fre-

quency conversion are two key advantages compared to conventional direct

frequency-comb spectroscopy.

3 Laser System

The experimental setup is shown in Fig. 1. The pulse pairs are extracted from a

home-built mode-locked Ti:sapphire frequency comb, delivering 4 nJ femtosecond

pulses at a repetition rate of 126.6 MHz. The frequency comb is fully referenced to

an atomic Cs clock. A pulse pair is selectively amplified in a noncollinear optical

parametric chirped-pulse amplifier (NOPCPA). The NOPCPA is designed to pro-

vide high gain over a broad spectrum (hundreds of nanometers) and consists of

three passes in two BBO crystals [30, 31] (see Fig. 2). The system bandwidth is

convenient for easy tunability, as the actual amplified spectrum of the comb laser

for this experiment is only a few nm wide.

The pump laser is detailed in Fig. 2. The starting point is a SESAMmode-locked

Nd : YVO4 laser producing 10 ps pulses. The pulse length is increased to 75 pico-

seconds by spectral clipping; two of them are then selected using fast modulators.

Both pulses are then amplified to the 1-mJ level in a grazing-incidence side-pumped

Nd : YVO4 bounce amplifier (detailed in [32, 33]).

In the post-amplifier, the pulse pair is further amplified to 27 mJ per pulse, using

a quasi-CW diode pumped Nd:YAG module (6.35 mm rod diameter, type number

NTAmplification + SHG

NOPCPA

 measurement

BS
4f-S

Nd:YVO4 oscillator

Ti:Sapphire
frequency-comb

frep sychronization

4f-S

NT

To frequency
up-conversion

see Fig. 4

(a)

Fig. 1 Ramsey-comb laser system. Details of part (a) about on the generation of the pump pulses

and on the noncollinear optical parametric chirped-pulse amplification (NOPCPA) are given in

Fig. 2. 4f-S 4f grating stretcher, BS beamsplitter
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Pinhole

TFP

HV gate

Bounce amplifier

Post amplifier

Master oscillator 
Nd:YVO4

AOM/EOM

LD

LD

PC 

NOPCPA

BBO-SHG

BBO
SHGBBO-OPA2

BBO-OPA1

TiSa Frequency-comb

4f-S

two amplified FC pulses
 -> up-conversion 

to UV range

27 mJ/p.

1.5 mJ/p.

4 nJ

Nd:YAG module

Fig. 2 Pump laser and parametric amplification stages. Two pulses from a master oscillator

(Nd : YVO4) are selected and amplified in a double-pass bounce amplifier followed by a single-

pass bounce amplifier. The post-amplifier stage consists of two passes in a Nd:YAG module gain

medium producing pulses of 27 mJ each, which are used as the pump laser of the NOPCPA. The

amplitude of the first pump pulse is adjusted via by the rising-slope timing of a PC gate, such as the

two frequency-comb pulses have equal intensities. PC Pockels cell, LD laser diode, TFP thin-film

polarizer, 4f-S 4f grating stretcher
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REA6308-3P200H from Northrop Grumman). To obtain a top-hat seed intensity

profile for this amplification stage, the beam from the bounce amplifier is enlarged

to 6 mm, and a center part is selected with a 3.5 mm diameter iris. To prevent

diffraction hot spots, the uniform intensity profile at the iris position is relay imaged

to the Nd:YAG rod and throughout the whole amplifier. The amplifier is set up in a

two-pass configuration as illustrated in Fig. 2. A Faraday rotator is placed in

between the two passes to compensate for birefringence and to couple out the

back-reflected beam with a thin-film polarizer. The amplified beam is further relay

imaged and doubled to 532 nm to be used as the pump beam for the parametric

amplifier.

At each amplification stage of the pump laser, the second pulse is less efficiently

amplified compared to the first one due to energy depletion. There is also gain loss

from unwanted pulses that are not fully suppressed by the modulators that select the

pulses at the start of the amplifier chain. To ensure a pump pulse pair with equal

intensities in the NOPCPA, the amplitude of the first pulse is injected with less

energy compared to the second one in the bounce amplifier using the modulators. In

between the bounce amplifier and post-amplifier, the energy ratio is adjusted (cut)

again by changing the timing of the rising slope of a Pockels cell. With active

feedback on the Pockels cell timing, the intensity ratio can be controlled and kept

constant. Before seeding the NOPCPA, the Ti:sapphire laser pulses are stretched to

12 ps by adding a chirp of 1:2� 106 fs2 combined with wavelength selection of the

spectrum via a movable slit in the Fourier plane of a 4f grating stretcher. The sharp

spectral clipping of the seeding beam results in a sinc-like pulse in the time domain,

offering spectral power at its wings. These wings are strongly amplified in the

NOPCPA operating in a saturated regime. Because we use chirped pulses, the

amplification in the wings of the pulses corresponds to an enhanced amplification

of the ‘red’ front edge and the ‘blue’ trailing edge of the pulse, resulting in a

spectrum with two peaks as shown in Fig. 3. It also leads to a separation in time of

the two spectral regions and increases the total amplified pulse duration to approx-

imately 20 ps.

Only the FC pulses that overlap in time with the pair of pump pulses are

amplified in the NOPCPA. Therefore, the choice of the pump pulse pair determines

the time interval between the pair of amplified FC pulses. The FC pulses reach an

energy of 1.5 mJ each, with a spectral bandwidth of approximately 3.5 nm centered

around 850.2 nm.

The parametric amplification process and self- and cross-phase modulation

between all interacting beams can imprint a phase shift on the amplified pulses,

depending mostly on the pump intensity [31, 34, 35]. Any differential phase shift

ΔΦ between different pulse pairs can lead to a frequency shift of the excited

two-photon transition according to:

Δf ¼ 8� ΔΦ
2π � NT

ð3Þ
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The factor 8 accounts for the two doubling stages to the UV (�4) and the use of two

photons to drive the atomic transition (� 2). To measure the influence of the

amplification process on the phase of the FC pulses, we use a setup consisting of a

Mach–Zehnder interferometer in combination with spectral interferometry

[31, 35]. The two amplified pulses are combined with their respective

non-amplified FC pulses which are extracted before the amplification process

using a combination of a wave plate and polarizing cube (see Fig. 1). The spectral

interference between the amplified and original FC pulses is recorded with a

camera. From these interference patterns, the relative phase induced by the ampli-

fication can be determined.

4 Excitation Scheme

We excite the 4p6 ! 4p55p½1=2�0 two-photon transition in Kr using 50 μJ deep-UV
pulses at 212.5 nm. Two-photon spectroscopy allows the use of multiple pairs of

comb modes leading to the same total energy over many nanometers of bandwidth

leading to efficient use of power and increased signal to noise compared to

one-photon transitions. The deep-UV pulses are generated from the amplified FC

laser after successive doubling stages using thin BBO crystals (beta barium

borate—β-BaB2O4). The first doubling stage is performed in a 1-mm-thick BBO

crystal. At this stage, the entire spectrum of the fundamental light is doubled with

an efficiency of approximately 35%. We perform the second doubling with two

different BBO crystals of 0.5 mm thickness, and a phase-matching bandwidth lower

than 0.5 nm. The phase-matching angle of the two last crystals can be adjusted such

that they double independently the ‘red’ or ‘blue’ edge of the spectrum (see Fig. 4).

Fig. 3 Spectrum of the

selected FC spectrum

before amplification (in
dash black line) and after

amplification (solid blue
line) in the NOPCPA
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Because of the cathedral-like shape of the input spectrum, this configuration still

results in sufficient intensity in the ultraviolet. The doubling in the last stage is

adjusted such that at the center wavelength of the atomic transition no light is

produced. Therefore, excitation is only possible if the ‘red’ front edge and the ‘blue’
trailing edge of the pulses overlap in time to match the transition frequency. This is

fulfilled by a combination of ‘red’ and ‘blue’ parts of the spectrum from pulses that

travel from opposite sides. It leads to two spatial positions (where ‘red’ meets

‘blue,’ and ‘blue’ meets ‘red’) where excitation takes place with a suppressed first-

order Doppler shift. At the same time, it eliminates the background signal one

would otherwise get due to (Doppler broadened) two-photon excitation from

one side.

The krypton atoms perpendicularly cross the two counter-propagating UV

beams to minimize residual first-order Doppler effects. The atoms are produced

in a highly collimated beam with a the combination of a pulsed valve and a double

skimmer arrangement (with 0.5 and 3 mm wide aperture at 3, and 25 cm distance to

the nozzle, respectively). Because of the chirp in the pulses, the ‘red’ and ‘blue’ part
of the spectrum are also spatially separated by about 6 mm. This is bigger than the

3 mm diameter atomic beam, and therefore we are able to observe the two collision

points where ‘red’ meets ‘blue,’ and ‘blue’ meets ‘red’ separately (by using a delay
line in one of the UV paths to position one of them into the atomic beam).

Measurements for both collision points (which were in agreement with each

other) have been combined for the final result. After the two-photon excitation,

the atoms are state selectively ionized with a 532 nm pulse of a few mJ. It always

arrives 4 ns after the second excitation pulse because it is derived from the second

pump pulse of the NOPCPA. The generated ions are extracted by applying a 300 V

TS

Sagnac
interference

BS

Kr 

852 nm 426 nm 212 nm
Spectral domain

BBOBBOBBO

NT

Fig. 4 Fourth harmonic of the amplified FC pulses is obtained using three different BBO crystals.

The first crystal doubles the entire spectrum, the second and the third crystal double, respectively,

the ‘blue’ part and the ‘red’ part of the spectrum (see inset spectral domain). The krypton atoms are

excited in a counter-propagating configuration to reduce the first-order Doppler effect. After

ionization with a 532 nm pulse (not shown), the ions are detected after a time-of-flight mass

selector with a channel electron multiplier. BS metallic beamsplitter, TS translation stage
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electric potential. This extraction field operates in a pulsed mode to avoid any

DC-Stark effect. Because of the bandwidth of the excitation pulses, all isotopes of

krypton (80Kr, 82Kr, 83Kr, 84Kr, and 86Kr) are excited at the same time. Their

respective ions are separated in time by a time-of-flight (ToF) detection scheme,

after which they are individually detected with an extended dynamical range,

channel electron multiplier (EDR-CEM) detector (SJUTS 1). We used the most

abundant 84Kr isotope for the determination of the absolute transition frequency and

measured the isotopes relative to this.

5 Experimental Results and Analysis

One RCS measurement consists of the observation of two scans of the Ramsey

oscillation at two different macro-delay between the deep-UV pulses. We start at

N ¼ 2 to avoid any transient effects from the first pulse influencing the signal of the

second pulse, e.g., in monitoring the pulse energy using the signal from a photodi-

ode. We choose N ¼ 7 for the second scan as a compromise between a large time

interval ΔT which is beneficial for the accuracy (as for any Ramsey-type experi-

ment), and a good signal-to-noise ratio (that deteriorates for longer delays due to the

finite lifetime of the excited state of 27 ns).

An individual scan is performed by varying the repetition time of the frequency

comb over a range of δt such that two periods of the Ramsey oscillations are

recorded with a sampling of 14 points. Each point represents an average of the

signal amplitude over 350 laser shots. We obtain a complete RCS measurement

(two Ramsey oscillations at two different N ) in approximately 6 minutes, as shown

in Fig. 5. Such a recording is performed in a back-and-forth sequence, where even

numbered data points at N ¼ 2 and N ¼ 7 are measured first followed by the

odd-numbered data points at N ¼ 7 then N ¼ 2, to reduce the influence of drift

effects (e.g., beam pointing).

At each N, a cosine is fitted to the Ramsey-fringe based on Eq. 1. The atomic

frequency is then found based solely on the phases extracted from these fits [25]. In

the simple case when only a single transition is excited, the phase evolves linearly

with time, so that only two values of N are needed to extract the atomic frequency.

In the RCS method, the frequency is extracted modulo the frequency sampling

interval (the biggest interval corresponds to a frequency spacing of frep). However,

the previous determination [17] is precise enough to resolve the ambiguity. Other-

wise, repeating the measurement at different repetition rate would straightforwardly

solve it.

We will now discuss several potential sources of systematic errors.

High-Accuracy Deep-UV Ramsey-comb Spectroscopy in Krypton 215



5.1 Amplification-Induced Phase Shifts

In order to determine that the amplification process did not alter the relative phase

between the excitation-pulse pairs, the relative phase was measured with spectral

interferometry (see Sect. 3). Even though absolute phase shifts between the ampli-

fied pulses can be on the order of 100 mrad (depending on, e.g., laser alignment), we

measured no relative phase shift within a statistical uncertainty of 1 mrad between

N ¼ 2 and N ¼ 7. This translates into an uncertainty of 35 kHz in the final

determination of the atomic frequency.

5.2 The AC- and DC-Stark Shift

The AC-Stark shift (or light shift) is a common major source of uncertainty for

high-resolution spectroscopy using high laser intensities. The atomic frequency

extracted by the RCS method is not affected by the AC-Stark shift as long as the

induced phase-shift is the same for every Ramsey scan. This is ensured by keeping

the amplitude of the infrared light-pulses stable within 1% using active feedback

via the timing of the Pockels cell gate between the bounce and post-amplifier, as

explained previously. To detect any possible residual AC-Stark effect in the UV, we

performed a conventional test by varying the UV light pulse intensity with a factor

Fig. 5 Ramsey oscillations

observed after the excitation

of the atomic transition in
84Kr by two different pairs

of pulses. The two UV

pulses are delayed by

2� T ¼ 15:79 ns in the

upper graph and by

7� T ¼ 55:28 ns in the

lower graph. The micro-

delay δt is scanned by

adjusting the repetition rate

of the frequency comb. The

amplitude of the Ramsey

signal decreases for longer

delays because of the finite

lifetime (τ ¼ 27 ns) of the

excited state
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two (using a polarizer and half-wave plate just before the doubling stages). This

procedure also tests potential phase shifts induced in the doubling stages

itself [17]. The result, illustrated in Fig. 6, indicates no AC-Stark shift or

amplitude-related shift, within a uncertainty of 72 kHz. This uncertainty is com-

paratively large in view of the other sources of uncertainty due to a relatively low

number of measurements that were taken to determine this effect.

To extract the ionized krypton atoms for detection, electric fields are applied that

can potentially lead to a DC-Stark shift. To enable (nearly) field-free excitation, the

extraction field was operated in a pulsed mode. For this mode, we calculated a

residual electric field of at most 0.17 V/cm. No significant shift was seen when the

transition frequency was also measured in a DC electric field of 29.4

V/cm. Therefore, a negligible effect on the final transition frequency of <1 kHz

is expected under the conditions of the pulsed extraction field.

5.3 Doppler Shift

The two-photon excitation is performed in a counter-propagating beam configura-

tion in order to reduce first-order Doppler effects. To create the counter-propagating

beams, the UV pulses are split using a metallic 50% beamsplitter (see Fig. 4). When

the UV pulses combine again on the beamsplitter after one round trip through the

vacuum apparatus, the exit port shows an interference pattern depending on the

alignment of the UV beams. Perfectly counter-propagating beams cancel each other

at the beamsplitter, leading to a single dark fringe. This procedure guarantees the

collinearity of the two excitation beams with a precision better than 0.01 mrad

[36]. Such an angular mismatch can give rise to a frequency shift of 18 kHz

according to the following equation [36]:

Δf ¼ θ1
jjvjj
λ

ð4Þ

Fig. 6 Light-shift determination. Every point in this graph represents an AC-Stark shift determi-

nation (each based on typically 20 scans) by extrapolating the transition frequency to zero pulse

energy from pairs of Ramsey-comb measurements with 25 and 50 μJ UV pulse energy. No

frequency shift is observed within the statistical uncertainty of this measurement of 72 kHz

High-Accuracy Deep-UV Ramsey-comb Spectroscopy in Krypton 217



where θ1 � 1 is the angle between the two UV beams, v is the atomic velocity and λ
is the excitation wavelength. Another source of first-order Doppler shift stems from

our particular resonance condition which requires two excitation pulses with

different frequencies (to cancel excitation from a single side). Therefore, even if

the light beams perfectly overlap, they must also be exactly perpendicular to the

atomic beam. An angular mismatch of θ2 between the light and the atomic beams

leads to a frequency error:

Δf ¼ ΔνUV � jjvjjj cos ðπ=2þ θ2Þ
c

ð5Þ

where c is the speed of light and ΔνUV is the frequency difference between ‘blue’
and the ‘red’ component of the spectrum. Moreover, the use of chirped pulses can

lead to a systematic effect as explained in [6], named chirp-induced first-order

Doppler shift (CIFODS). All these effects can be minimized by finding the angle θ2
for which the average first-order Doppler shift vanishes (when the UV beams are

effectively perpendicular to the atomic beam).

To find this situation, we measure the atomic transition frequency for different

velocities of the atomic beam. The velocity can be increased by using a mixture of

krypton with neon (in a 1:5 ratio) or a mixture of krypton and helium (in a 1:9 ratio).

The velocities of pure Kr and the mixtures have been measured using the approx-

imately 40 cm long time-of-flight detection setup. After the deep-UV light excita-

tion, the created ions are directed upward using an extraction field in the vertical

direction. Two deflection plates, placed on both sides of the ions trajectory, steer the

atomic beam on the detector. The velocity of the krypton atoms can then be

calculated based on the geometry of the detection setup and the applied electric

fields to steer the ions, see Fig. 7. We determined a velocity of the pure krypton

beam of 380(80), 686(60) m/s for the krypton–neon mixture, and 931(134) m/s for

the krypton–helium mixture.

Fig. 7 Determination of

the forward velocity of

krypton atoms in the

different gas mixtures,

based on the voltage to

deflect the ions in the ToF

setup. The vertical lines

show the voltage used to

estimate the velocity of the

two different gas mixtures.

The signal amplitudes are

normalized on the highest

signal of pure Kr
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The angle between the UV beams and the atomic beam is tuned until the

difference in transition frequency between the different gas mixtures is

undetectable within the statistical uncertainty. The atomic frequency is then

extracted by extrapolating to zero velocity based on pairs of measurements with

different atomic beam velocities. Also the second-order Doppler shift was taken

into account for each velocity class, corresponding to 2.3 kHz for pure krypton,

7.4 kHz for the Kr:Ne mixture, and 13.6 kHz for the Kr:He mixture. With this

procedure, we determined the Doppler-free transition frequency to be

2820833101688 kHz with a statistical uncertainty of 58 kHz.

6 Isotope Shift Measurements

Our time-of-flight measurement enables to resolve the signals of the different

isotopes (see Fig. 8). Therefore, we can measure the signal for each isotope

simultaneously with the 84Kr signal using multiple boxcar integrators, each set on

one isotope (see Fig. 9). The isotope shift f 84Kr � fXKr is straightforwardly extracted
from the observed relative phase at one single N. The ambiguity of the isotope shift

frequency due to the comb-mode spacing is solved by a comparison with previous

measurements that have sufficient accuracy [17]. Some of the potential phase shifts

that could influence the measurement are common mode in the isotope shift

measurement, such as the AC-Stark shift and (to a large extent) the Doppler shift.

80Kr
83Kr

82Kr

84Kr

86Kr

Fig. 8 Typical time-of-flight detection of the isotopes of krypton. The relative signal depends on

the state of the phase of their respective Ramsey oscillation. We have chosen a time-of-flight

snapshot which pattern is a close representation of their natural abundance. The large signal of the

most abundant isotope 84Kr strongly affects the operation of the detector, and therefore the signal

of isotopes arriving later. This effect can also be seen as a shift of the detector signal baseline after
84Kr
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There is, however, an effect that does influence the measured isotope shift due to

saturation effects of the ion detector. The different bunches of ions for each of the

five isotopes are resolved in time and give rise to five peaks spanning over roughly

800 ns, as shown in Fig. 8. Each peak is equivalent to the detection of approxi-

mately 1–10 ions within roughly 20 ns. The EDR-CEM detector is not specified for

such high count rates. As a result, the signal from isotopes arriving early in the ToF

might influence the signal from isotopes arriving later. This effect potentially

distorts the Ramsey signal of the heavier isotopes. The situation is even more

subtle, because the amplitudes of the five isotopes signals evolve differently as

function of time. To estimate the influence of the detector we performed the

Ramsey-comb analysis procedure with different pulse delays (i.e., different N ).

Figure 9 shows the simultaneous acquisition of the Ramsey fringes for the isotopes
82Kr and 84Kr for N ¼ 2 to 7. The isotope shift f 84Kr � f 82Kr can be extracted from

every single N scan. No systematic dependence on N has been observed for the

isotopes 80Kr, 82Kr, 83Kr and 84Kr within the statistical uncertainty of 25 kHz. This

uncertainty is quadratically added with the individual statistical errors giving rise

to the following isotopes shifts: 301 847(43) kHz (f 84Kr � f 80Kr), 152 403(35) kHz

(f 84Kr � f 82Kr) and 98 527(45) kHz (f 84Kr � f 83Kr).
However, the 86Kr isotope is strongly affected by the detector saturation effect

due to the high abundance and therefore strong signal of the preceding 84Kr.

Significant time was spend on characterizing this effect, and an attempt was made

to model it. However, the modeling did not have enough predicting power to

improve the accuracy. Therefore, we conservatively base our error on the variation

seen between the different measurements at different pulse delays and obtain an 86

Kr isotope shift of f 84Kr � f 86Kr ¼ �136:40ð0:45Þ MHz.

Fig. 9 Example of the isotope shift measurements. Multiple Ramsey scans for 84Kr (solid black

line) and 82Kr (dashed blue line) for pulse pairs ranging from N ¼ 2 to N ¼ 7 are shown. For each

N, the signals of the two isotopes have been acquired simultaneously. Because of the difference in

transition frequency, the phases of the Ramsey scans evolve differently in time. The isotope shift

can be determined from the relative phase difference at each value of N
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The isotope shift uncertainties have been improved by a factor of 6.5, 4.2 and 3.7

for the isotopes 80Kr, 82Kr and 83Kr, respectively, compared to [17]. The present
86Kr isotope shift determination is less precise than the previous measurement, due

to the saturation effect discussed above.

7 Conclusion

Table 1 lists the different contributions to the atomic-frequency determination of 84

Kr. The final result of the 4p6 ! 4p55p½1=2�0 transition in 84Kr, taking all

corrections into account, is 84Kr is 2,820,833,101,679(103) kHz. This corresponds

to an improvement of the uncertainty by a factor of 34. It shows that high-accuracy

spectroscopy with powerful short laser pulses down to deep-UV wavelengths is

possible, and with a suppressed AC-Stark effect.

The accuracy of the present deep-UV spectroscopy demonstration is mainly

limited by the short lifetime (27 ns) of the excited state. If Ramsey-comb pulses

with a longer time delay could be used (e.g., on longer lived states), then the

accuracy improves accordingly. This feature gives good prospects for much more

accurate spectroscopic measurements in, e.g., molecular hydrogen on the EF X

transition, where the longest lived states (with a low vibrational and rotational

quantum number) have a lifetime of �200 ns. Likewise, Ramsey-comb measure-

ments could improve the determination of the fundamental vibrational splitting of

H2 by at least an order of magnitude compared to previous measurements [37].

The demonstrated amplified pulse energy of 1.5 mJ per pulse is also enough for

efficient HHG in gas jets, which makes RCS an interesting candidate to measure the

1S–2S transition in Heþ. The long lifetime of the 2S excited state (1.9 ms) is very

useful in this respect, as phase effects due to ionization in the HHG process can be

avoided by choosing the pulses at least 200 ns apart. Each laser pulse then sees a

fresh gas sample from the jet, and therefore a constant phase shift in the HHG

process. Such a measurement could provide important new data to the proton radius

puzzle, as the transition can then be compared to spectroscopy of muonic Heþ

ions [13].

Table 1 Summary of the measurement result of the 4p6 ! 4p55p½1=2�0 two-photon transition in
84Kr. The values listed here are in kHz, and the value in brackets denotes the 1σ statistical

uncertainty. The listed 84Kr transition frequency is Doppler-free as explained in Sect. 5.3

84Kr transition freq. 2820833101688 (58)

AC-Stark shift �13 (72)

Laser phase shift 1 (35)

Zeeman shift 3 (13)

Detector saturation 0 (25)

Total 2820833101679 (103)
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Phase-Stable, Multi-μJ Femtosecond Pulses

from a Repetition-Rate Tunable Ti:

Sa-Oscillator-Seeded Yb-Fiber Amplifier

T. Saule, S. Holzberger, O. De Vries, M. Pl€otner, J. Limpert,

A. T€unnermann, and I. Pupeza

Abstract We present a high-power, MHz-repetition-rate, phase-stable femtosec-

ond laser system based on a phase-stabilized Ti:Sa oscillator and a multi-stage

Yb-fiber chirped-pulse power amplifier. A 10-nm band around 1030 nm is split

from the 7-fs oscillator output and serves as the seed for subsequent amplification

by 54 dB to 80W of average power. The μJ-level output is spectrally broadened in a
solid-core fiber and compressed to�30 fs with chirped mirrors. A pulse picker prior

to power amplification allows for decreasing the repetition rate from 74 MHz by a

factor of up to 4 without affecting the pulse parameters. To compensate for phase

jitter added by the amplifier to the feed-forward phase-stabilized seeding pulses, a

self-referencing feed-back loop is implemented at the system output. An integrated
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out-of-loop phase noise of less than 100 mrad was measured in the band from

0.4 Hz to 400 kHz, which to the best of our knowledge corresponds to the highest

phase stability ever demonstrated for high-power, multi-MHz-repetition-rate

ultrafast lasers. This system will enable experiments in attosecond physics at

unprecedented repetition rates, it offers ideal prerequisites for the generation and

field-resolved electro-optical sampling of high-power, broadband infrared pulses,

and it is suitable for phase-stable white light generation.

1 Introduction

Around the turn of the last century, the generation of visible/near-infrared

few-cycle pulses became a matter of course in laser laboratories. The ability to

control the electric field of such pulses enabled ground-breaking applications like

high-precision frequency comb spectroscopy [1] and led to the establishment of

new research fields like attosecond science [2, 3]. Titanium-sapphire (Ti:Sa) oscil-

lators can be considered the workhorse in this field, since they are the most

widespread technology employed to seed laser systems generating phase-stable

few-cycle pulses. Important contributions to the success of these oscillators are

their large optical bandwidth, leading to the direct generation of few-cycle pulses,

and the excellent phase stability achievable with feed-back [4] and feed-forward

stabilization schemes [5]. However, a major drawback of Ti:Sa amplifiers is the

high thermal absorption and thermal lensing in the gain medium, which restricts the

average powers to a few tens of Watts even with cryogenic cooling [6], thus

limiting high-pulse-energy operation to repetition rates significantly lower than

1 MHz. Recently, Yb-based laser technology has rapidly progressed as a powerful

competitor to the well-established Ti:Sa technology. The superior thermal proper-

ties of Yb-doped active media enable an improvement of several orders of magni-

tude in terms of average power [7–11]. To overcome the disadvantage of a

significantly narrower gain bandwidth, several post-amplification nonlinear pulse

compression techniques have been developed [9–14]. Recently, from an Yb:YAG

thin-disk oscillator followed by two nonlinear compression stages, pulses of 2.2

cycles with 6 W of average power at a repetition rate of 38 MHz and with a phase

jitter of 270 mrad (out-of-loop phase noise integrated in the band between 1 Hz and

500 kHz) were demonstrated [10].
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In this study, we combine a feed-forward stabilized Ti:Sa master oscillator with

an Yb-fiber power amplifier, resulting in a high-power, ultrashort-pulse laser

system with several unique advantages for electric-field-resolved metrology.

First, the high phase stability achieved with the Ti:Sa frontend is largely preserved

upon amplification of a 10-nm band around 1030 nm by about 54 dB to 80 W.

Additional phase fluctuations introduced by the multi-stage, chirped-pulse amplifier

(CPA) and by subsequent nonlinear compression to about 30 fs were compensated

for by a feed-back loop, resulting in an unprecedentedly small overall phase jitter of

the high-power pulse train of less than 100 mrad (out-of-loop phase noise, inte-

grated in the band between 0.4 Hz and 400 kHz). Due to its phase stability, this

source is particularly well suited to drive cavity-enhanced high-order harmonic

generation (HHG) for the generation of extreme ultraviolet (XUV) frequency

combs [15, 16] and of XUV attosecond pulses [16–18]. Second, the master oscil-

lator power amplifier (MOPA) approach readily enables the use of a high-frequency

pulse picker after the low-power oscillator [19], allowing for a tunable repetition

frequency (18.5, 24.7, 37 and 74 MHz). And third, the Ti:Sa oscillator produces a

74-MHz train of 7-fs pulses, inherently synchronized with the pulses amplified in

the Yb-fiber CPA. These could be used for instance as a pump in time-resolved

photoelectron emission microscopy [20], where attosecond XUV probe pulses are

generated with the CPA output. Another application could be electro-optical sam-

pling of broadband infrared radiation [21] generated with the CPA output, where a

repetition-rate ratio of a factor of 2 between the sampling pulses and the long-

wavelength field enables ultralow-noise lock-in detection [22].

2 Experimental Setup

The experimental setup is shown in Fig. 1a. The Ti:Sa frontend provides 7-fs pulses

with 200 mW of average power at 74-MHz repetition rate. The 10-nm band around

1030 nm carries 300 μW of average power and acts as the seed for the Yb-fiber

amplifier. In a first step, the repetition rate is (optionally) reduced by a fast acousto-

optic modulator (AOM) pulse picker, and the resulting pulses are amplified to

150 mW and stretched to around 200 ps by a chirped fiber Bragg grating [19]. To

minimize additional intensity and phase noise, the pulse picker is operated in

synchronicity with the repetition rate as described in [19]. After phase stabilization

by an acousto-optic frequency shifter (AOFS) operated in the feed-forward stabi-

lization scheme [5], the subsequent amplification stages and the compression

comprise two Yb-large-pitch-fiber (LPF) amplifiers [23], two grating compressors

and a rod-type large-mode-area (LMA) fiber for spectral broadening, followed by a

chirped-mirror compressor.

To fine-tune the pulse duration at the CPA output, the pre-compressor is motor-

ized to control the distance of the gratings. It only influences the pulse duration of

the stretched pulses by up to 10 ps and allows for stable and precise control of the

output pulse duration. The estimated B-integral of the system amounts to around
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0.1 rad irrespective of the setting of the pre-compressor. The dispersion of the

gratings is matched up to the sixth order.

The overall phase noise at the exit of the system is measured with two indepen-

dent f – 2f interferometers [24]. The first interferometer (in-loop) is used to generate

a feed-back error signal which is combined with the original feed-forward stabili-

zation by adding a frequency modulation to the RF signal used to drive the AOFS

(signal 3 in Fig. 1) and thus also a phase modulation (see phase along the black lines

in Fig. 1b, c). The second (out-of-loop) interferometer is used to determine the

actual phase noise outside of the locking loop.

The amplification process contains several potential phase noise sources, includ-

ing amplification noise [25], grating jitter (mechanical and air fluctuations) [26] and

residual noise during the pulse picking in the AOM [19]. Furthermore, the mechan-

ical jitter in the interferometers themselves and the supercontinuum generation

necessary for f � 2f detection add to the measured phase noise [27].

The MOPA system is capable of delivering a 250-fs (all pulse durations are

given in full width at half their intensity maximum), 80-W pulse train at repetition

rates ranging from 74MHz down to 18.5 MHz, which corresponds to a maximum of

4.3 μJ. The solid-core-fiber-based spectral broadening employed here is limited to

around 1-μJ input pulse energy by self-focusing-induced damage in the fiber. This

is, however, not a fundamental limitation in view of the recently demonstrated

power scalable compression schemes in bulk [9, 28] as well as in kagome fibers

[14]. The beam profile and autocorrelation traces for the four repetition rates are

shown in Fig. 2a. The pulse durations, assuming a Gaussian-shaped pulse, are

measured to be 32 fs for all considered repetition rates, which is close to the Fourier

limit of �28 fs. The spectra for the seed, amplified and compressed pulses are

shown in Fig. 2b.

The value of the carrier-envelope offset frequency fceo of the amplified pulse

train can be adjusted by manipulating the signal used for the stabilization in the

⁄�

Fig. 1 (continued) pre-chosen carrier-envelope-offset frequency fceo by a feed-forward scheme

using an AOFS (see text for details) using a CEP4 stabilization unit (Spectra-Physics,

Femtolasers). The main amplification to 80 W is accomplished by two amplification steps in

Yb-doped large-pitch fibers (LPF) [23] and two grating compressors. Subsequently, a rod-type

LMA fiber and chirped mirrors are used to generate 0.7-μJ, �30-fs pulses. The fceo is then

measured with a f � 2f interferometer and stabilized by a feed-back scheme using frequency

modulation of the feed-forward AOFS signal by the servo output of a proportional-derivative

integral (PDI) lock box. b AOFS signal generation for stabilization to fR ¼ fceo ¼ 11 MHz. The

frequency of the common feed-forward signal frep + fceo,osc (1) is reduced by mixing with a

11-MHz reference signal and then stabilized by frequency modulation. The error signal is derived

from a heterodyne detection scheme with the beatnote (2). For characterization, the phase noise is

recorded by sampling this signal with an oscilloscope. The phase of the RF signals is indicated

along the black lines. c Stabilization scheme for fceo ¼ 0 MHz. The f � 2f interferometer is

modified to a spectrally resolved configuration. The stabilization is achieved by first decreasing

the AOFS carrier frequency by fR ¼ 22 MHz and afterwards increasing it by the same synchro-

nized frequency with a small modulation derived from the interferogram (2), containing the feed-

back signal. For stability reasons, a phase shifter (Φ) was also applied in a faster servo loop in

order to fine-tune the lock. The inset shows an interferogram with subtracted background

Phase-Stable, Multi-μJ Femtosecond Pulses from a Repetition-Rate Tunable. . . 229



AOFS, which consists of three contributions, as shown in Fig. 1b, c. Signal 1 is the

feed-forward signal consisting of the repetition frequency and the carrier-envelope

offset frequency of the oscillator ( frep + fceo,osc) which, in normal operation, shifts

fceo to 0 MHz in the -first diffraction order of the AOFS. The value of fceo can

optionally be tuned by mixing an additional frequency with an RF mixer and a

signal generator (signal 2). The combined signal is then band-pass filtered, ampli-

fied and fed to the AOFS (signal 3).

3 Results

3.1 Carrier-Envelope-Offset Frequency of 11 MHz

In a first configuration, we set the driving frequency of the AOFS to frep + fceo,osc-
11 MHz (a value of 71 MHz, the free running oscillator offset frequency fceo,osc is
kept around 8 MHz by means of intracavity wedges and crystal temperature). This

is depicted in Fig. 1b. Using this scheme, any value of the carrier-envelope-offset

frequency of the output pulse train can be chosen, provided that the AOFS is suited

for that frequency.

The feed-back loop is achieved by a heterodyne detection scheme using the

detected beatnote and a synchronized RF generator operating at the same frequency

as the generator used to shift the feed-forward signal. This provides the error signal

for the feed-back servo loop. The output of the proportional-derivative-integral

Fig. 2 a Beam profile and

autocorrelation traces at the

output of the MOPA

system. Different repetition

rates show the same

autocorrelation trace

duration of 42 fs,

corresponding to 32 fs for a

Gaussian pulse. b Spectra of

the seed (blue), amplified

(red) and compressed pulses

(black)
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(PDI) controller is used to modulate the AOFS driving frequency. The beatnote

used in this work was at least 30 dB above the noise floor at 100 kHz resolution and

video bandwidth in order to achieve a tight lock and a low-noise measurement. The

results for different repetition rates are shown in Fig. 3. The lower part of the figure

depicts a typical out-of-loop measurement including the photodiode noise floor

(magenta), the phase noise with disabled feed-back but still enabled feed-forward

locking servo (black) and two different closed-loop operation modes with locking

bandwidths of 167 Hz (red) and 11 kHz (blue). The MOPA system shows an

integrated phase noise (IPN) of 76 mrad and 69 mrad, respectively, at closed-loop

operation and 145 mrad at open-loop operation in the frequency range of 0.4 Hz to

400 kHz, corresponding to an improvement by roughly a factor of 2 compared to

state-of-the-art phase-stable multi-MHz Yb-based systems [10, 29]. The upper part

is a summary of the in-loop and the out-of-loop measurements for different

repetition rates (18.5, 24.7, 37 and 74 MHz), showing that within the measurement

accuracy of�10% the IPN is independent on the pulse picking factor. Furthermore,

the values for the out-of-loop results are very close to those for the in-loop

measurements, showing that the lock does indeed correct for real phase noise and

that these are not measurement artifacts, as the lock would add noise in the out-of-

loop configuration in such a case. To the best of our knowledge, the average value

of (88 � 7) mrad RMS phase noise integrated between 0.4 Hz and 400 kHz for an

Fig. 3 Phase noise measurements (integrated phase noise, IPN, and noise power spectral density,

PSD) for measurement times up to 2.5 s and for different pulse repetition rates. Black line noise at
open feed-back locking loop using only the feed-forward stabilization. Red and blue closed-loop
operating with a bandwidth of 167 Hz and 11 kHz, respectively. The upper panel summarizes the

performance at different repetition rates: 18.5, 24.7, 37 and 74 MHz
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out-of-loop measurement is the best value achieved so far with ultrashort high-

power multi-MHz-repetition-rate systems. The 7-mrad error is the standard devia-

tion at the repetition rate of 18.5 MHz, taken for several measurements over the

course of half an hour, and it mainly depends on the alignment of the interferom-

eters and on changes in the environment. Average open-loop measurements (black

trace) yield a phase noise around 2 times higher than the closed-loop operation,

demonstrating the benefit of the additional feed-back loop. The 0.4- to 10-Hz

fluctuation in the open-loop trace originates from within the laser system, e.g.,

from small mechanical jitter in the grating compressors and/or air fluctuations. One

noise source in the measurement is in the >100 kHz frequency range. Most

probably, this originates from intensity fluctuations which are transformed into

phase noise during the octave generation in the f � 2f interferometer as reported in

[27]. Another noise source, located at 100 Hz, was nearly completely suppressed by

a housing around the interferometers, meaning that the noise originates from air

fluctuations and mechanical vibrations in the interferometer and not from the laser

system. The long-term stability is shown in Fig. 4, in-loop (magenta) and out-of-

loop (blue). The performance over 7.5 min was investigated for different configu-

rations. The values of 60-mrad in-loop and 225-mrad out-of-loop for the long-term

IPN are both unparalleled for high-power multi-MHz systems. The real out-of-loop

phase noise is even lower as the statistical fluctuations (<1 Hz, stemming from,

Fig. 4 Long-term phase noise measurement at 18.5 MHz repetition rate for fceo ¼ 0 MHz and

fceo ¼ 11 MHz. Black and red in-loop measurements for the 0-MHz case, the red one was taken

with an open feed-back loop (i.e., only feed-forward stabilization). Magenta and blue in-loop and

out-of-loop phase fluctuations when fceo ¼ 11 MHz. The traces are offset for clarity
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e.g., beam pointing, delay jitter in the interferometer, air fluctuations, etc.) in the

two interferometers add up and increase the value drastically. For comparison, one

of the most stable state-of-the-art 10-kHz Ti:Sa systems reaches a 140-mrad out-of-

loop long-term stability at an average power of 8 W [30]. For high-power ultra-

short-pulse multi-MHz systems, previous out-of-loop measurements were taken on

the order of a few seconds only and yielded a value of 270 mrad (out-of-loop jitter

integrated in the bandwidth between 1 Hz and 500 kHz) [10]. For uncompressed

pulses, 140 mrad (out-of-loop jitter integrated in the bandwidth between 0.4 Hz and

100 kHz) was achieved [29], albeit this measurement was taken before a grating

compressor.

3.2 Carrier-Envelope-Offset Frequency of 0 MHz

By adapting the AOFS signal generation and phase detection in the f � 2f interfer-
ometer, the value of the comb offset can also be set to 0 MHz, as shown in

Fig. 1c. The main difference in the f � 2f interferometer setup is the spectrally

resolved detection and the signal processing. The interferometer delivers an inter-

ferogram which is digitally evaluated and fed to a PDI controller. The feed-back

loop consists of two stages, a faster loop using a 360� phase shifter [30] and a slower
one to compensate for drifts over several radians (see red trace in Fig. 4). The slow

drift compensation is accomplished by decreasing the AOFS frequency by 22 MHz

and afterwards increasing it by the same synchronized frequency with a small

additional modulation, corresponding to the feed-back signal. Due to the digital

evaluation of the interferogram, the lock was limited to a bandwidth of 167 Hz. The

previous measurements at 11-MHz offset frequency, however, showed that the

bandwidth of 167 Hz is sufficient as there was no major difference when using a

locking bandwidth of 11 kHz (Fig. 3). The results for the long-term measurements

are shown in Fig. 4. As no second spectrally resolved 0-MHz f � 2f interferometer

was available, only in-loop measurements can be shown. However, the 11-MHz

measurements corroborate that the out-of-loop performance should be on the same

order. The necessity of a slow drift compensation for more than 2 rad presents itself

in the open-loop trace (red) as the phase drift is larger than 30 rad during 7.5 min.

This drift is not possible to lock with only a single 360� phase shifter as demon-

strated in [30]. The in-loop closed-loop measurement is shown in black and

manifests an extraordinary value of 53 mrad within a bandwidth of 167 Hz which

is consistent with the in-loop value of 60 mrad measured at fceo¼ 11 MHz (magenta

trace, bandwidth 4 kHz). This operation is stable over tens of minutes.
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4 Conclusion and Outlook

In conclusion, we have demonstrated an Yb-fiber MOPA system seeded by a Ti:Sa

oscillator, achieving excellent phase stability. The repetition rate of the 0.7-μJ,
�32-fs output pulses can be reduced from 74 MHz (fundamental repetition rate of

the oscillator) by an integer factor of up to 4 without affecting the pulse parameters.

In principle, the repetition rate can be further reduced at the same average power by

stronger pulse stretching in the CPA [31] and the pulse duration can be further

compressed with alternative, pulse-energy-scalable schemes [9–14]. For all repeti-

tion rates, an integrated phase noise of 60-mrad in-loop and 225-mrad out-of-loop

was measured in a bandwidth from 2 mHz to 4 kHz. These results have a threefold

significance for ultrafast laser technology. First, they demonstrate that the residual

phase noise introduced by Yb-fiber amplifiers (including CPA), even for an ampli-

fication factor of > 50 dB, is low enough to be readily compensated by a simple

feed-back scheme. On the other hand, they indicate that for a high phase stability, a

feed-back loop is necessary for the compensation of these phase fluctuations.

Second, these results prove that feed-forward-stabilized Ti:Sa oscillators are well

suited as low-phase-noise seeders for Yb:fiber systems. Third, they show that a fast

AOM pulse picker after the low-power frontend mostly preserves the phase stability

irrespective of the picking factor.

The laser system demonstrated here opens up new opportunities in several fields.

For instance, the zero-offset-frequency pulse train can be used to drive HHG in a

suitable femtosecond enhancement cavity [16, 17] for the generation of attosecond

pulse trains and, ultimately, for the generation of isolated attosecond pulses at

multi-MHz repetition rates [18]. This will dramatically decrease the measurement

times in photoelectron emission microscopy and spectroscopy, in particular

allowing for the study of plasmonic fields with a unique combination of nm-scale

spatial resolution with sub-femtosecond temporal resolution [20]. Furthermore, the

adjustable repetition rate allows for direct studies of cumulative effects such as

those observed in HHG in gases at high repetition rates [16]. Another application

which will tremendously profit from this MOPA is field-resolved detection of

broadband infrared pulses [21], employing the 7-fs pulses generated by the Ti:Sa

oscillator for electro-optical sampling with a lock-in detection at half the funda-

mental oscillator repetition rate [22]. Furthermore, the phase-stable output could be

employed as a frequency comb or to drive the generation of ultrabroadband

supercontinua, which can be used to obtain high-energy field-synthesized femto-

second transients [32].
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14. S. Hädrich, M. Krebs, A. Hoffmann, A. Klenke, J. Rothhardt, J. Limpert, A. Tünnermann,

Light Sci. Appl. 4, e320 (2015)

15. A. Cing€oz, D.C. Yost, T.K. Aliison, A. Ruehl, M.E. Fermann, I. Hartl, J. Ye, Nature 482,

68 (2012)

16. H. Carstens, M. H€ogner, T. Saule, S. Holzberger, N. Lilienfein, A. Guggenmos, C. Jocher,

T. Eidam, D. Esser, V. Tosa, V. Pervak, J. Limpert, A. Tünnermann, U. Kleineberg, F. Krausz,

I. Pupeza, Optica 3, 366 (2016)

17. S. Holzberger, N. Lilienfein, M. Trubetskov, H. Carstens, F. Lücking, V. Pervak, F. Krausz,
I. Pupeza, Opt. Lett. 40, 2165 (2015)

18. M. Hoegner et al., Generation of isolated attosecond pulses with enhancement cavities—a
theoretical study, in preparation (2016)

19. O. de Vries, T. Saule, M. Pl€otner, F. Lücking, T. Eidam, A. Hoffmann, A. Klenke, S. Hädrich,
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Quantum Electrodynamics, High-Resolution

Spectroscopy and Fundamental Constants

Savely G. Karshenboim and Vladimir G. Ivanov

Abstract Recent progress in high-resolution spectroscopy has delivered us a

variety of accurate optical results, which can be used for the determination of the

atomic fundamental constants and for constraining their possible time variation. We

present a brief overview of the results discussing in particular, the determination of

the Rydberg constant, the relative atomic weight of the electron and proton, their

mass ratio and the fine structure constant. Many individual results on those con-

stants are obtained with use of quantum electrodynamics, and we discuss which

sectors of QED are involved. We derive constraints on a possible time variation of

the fine structure constants and me=mp.

1 Introduction

The frequency measurements are the most accurate ones. For a while, such a

statement was related to only microwave measurements, but with the recent dis-

covery [1–3] and practical realization of the frequency comb technology the

precision laser spectroscopy also became a base of the most accurate results.

What do we need the most accurate results for? There are few areas where such

an accuracy is crucial. One of them is the determination of the values of the

fundamental constants, which helps to build new standards and to check certain

fundamental theories. The most accurate fundamental theory is quantum electro-

dynamics. It is the most accurate in the sense that we are capable to produce very

accurate results for the values, which can be measured accurately as well. The most

accurate of those results have been achieved for free particles (an electron or a

This article is part of the topical collection “Enlightening the World with the Laser” - Honoring
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muon), for two-body (hydrogen, deuterium, muonic hydrogen, etc.) and three-body

(ordinary and antiprotonic helium) atomic system and for three-body molecular

systems (the HDþ ion). Sometimes the accuracy of a calculation is limited by

non-QED contributions, but in many situations the computation of well-defined

theoretical expressions has rather practical than fundamental limitations.

Another application of precision measurements may allow us to look for a

violation of certain symmetries or ‘natural expectations.’ In principle, those tests

do require no accurate theory of the involved atoms. The symmetry principles claim

by themselves that the results of various experiments on the same quantity should

be exactly the same under certain conditions. One of the questions of this type is

whether the values of the fundamental constants vary with time.

In this paper, we briefly give the overview of determination of the fundamental

atomic constants, such as the Rydberg constant, the fine structure constants and the

electron-to-proton mass ratio, their application to test quantum electrodynamics

(QED) and the laboratory constraints on their variations. In all these fields, the high-

resolution spectroscopy plays an important role.

2 Different Sectors of QED

Many individual values of the fundamental constants are determined with use of

quantum electrodynamics (see Table 1). For some of them, the QED-related values

(i.e., the values, in the interpretation of which QED is heavily involved) dominate.

What is QED in practice? Quantum electrodynamics is a theory described by a

Lagrangian. No actual non-trivial value can be calculated exactly. One has to apply

a perturbation theory. Fortunately, the expansion parameter α ’ 1=137 is small and

the perturbative expansion is efficient in many situations. That is the QED Lagrang-

ian that generates the rigorous rules how to calculate. It determines both the

‘unperturbed approximation’ and all the perturbation corrections. There is no

separate theory of the vacuum polarization, electron’s self-energy, electron–posi-
tron annihilation, etc. The details of all those phenomena are determined by the

same Lagrangian.

Graphically, the QED perturbation theory is customarily described by the

Feynman diagrams (see Fig. 1). The diagrams are not just pictures that describe

the QED phenomena qualitatively. They are a complete quantitative description of

the perturbation theory. So-called Feynman rules give rigorous and straightforward

instructions to generate the diagrams for a required order in α and relate them to

certain analytic expressions.

The QED Lagrangian for electrons and photons is of the form

L ¼ �1

4
FμνF

μν þ ψ i
∂
∂xμ

γμ � eAμγμ � me

� �
ψ , ð1Þ
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where we use the standard notation for the operators of the electron–positron and

electromagnetic fields. (Similar contributions with muons, τ-leptons and quarks are
to be added.) The rules which relate an element of the Feynman graphs to an

appropriate analytic expression are presented in Fig. 2. (The complete rules also

include the instructions to build the diagrams with their combinatoric coefficients

and the all involved integrations.)

The Lagrangian (1) is not complete. It completely describes neither all the

interactions of the electrons and photons nor their actual electromagnetic

Table 1 Individual values of some fundamental constants obtained by means of precision

spectroscopy and/or based on QED calculations

Constant Values Method References

R1 10 973 731:568 517ð82Þ m�1 Hydrogen and deuterium spectros-

copy, two-body QED

[4–13]

me 5:485 799 090 70ð17Þ � 10�4 u Bound g factor (C5þ), two-body
QED

[14]

me 5:485 799 0919ð46Þ � 10�4 u Bound g factor (Si13þ), two-body
QED

[15]

me 5:485 799 0932ð29Þ � 10�4 u Bound g factor (C5þ), two-body
QED

[16, 17]

me 5:485 799 0957ð42Þ � 10�4 u Bound g factor (O7þ), two-body
QED

[14, 18]

mp=me 1836:152 674ð5Þ pHe spectroscopy, three-body
QED

[19, 20]

mp=me 1836:152 6736ð23Þ pHe spectroscopy, three-body
QED

[20, 21]

mp=me 1836:152 6781ð98Þ HDþ spectroscopy, three-body

QED

[22–24]

mp=me 1836:152 6815ð41Þ HDþ spectroscopy, three-body

QED

[24–26]

mp=me 1836:152 6695ð53Þ HDþ spectroscopy, three-body

QED

[24, 27–

29]

mp=me 1836:152 6695ð24Þ h / m(Rb), two-body QED [30]

mp=me 1836:152 6657ð76Þ h /m(Cs, UCB-13), two-body QED [31]

α�1 137:035 999 160ð33Þ ge � 2, free-particle QED [32, 33]

α�1 137:035 998 27ð50Þ ge � 2, free-particle QED [33, 34]

α�1 137:035 998 67ð27Þ h /m(Cs, UCB-13), two-body QED [31]

α�1 137:035 998 996ð85Þ h / m(Rb), two-body QED [30]

α�1 137:036 0000ð11Þ h / m(Cs, St-02), two-body QED [35]

α�1 137:035 999 139ð31Þ Helium fine structure, two-electron

QED

[36, 37]

α�1 137:036 0013ð79Þ Muonium HFS, two-body QED [38]

rp 0:8759ð77Þ fm Hydrogen and deuterium spectros-

copy, two-body QED

[4–13]

rp 0:840 29ð55Þ fm Lamb shift in muonic hydrogen,

two-body QED

[39, 40]
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interactions. But it produces the most of the contributions with a pretty high

accuracy. Introducing the muons and τ -leptons into the consideration is not a

problem. There is also a missing part, which comes from the weak interactions;

however, it is small and well under control.

A more important problem for certain quantities is with the involvement of the

strong interaction. The photons interact with all charged particles, including the

hadrons, such as protons, neutrons and pions. In principle, we also have an ab initio
theory to deal with that. That is quantum chromodynamics (QCD). It deals with

quarks and gluons, not with actual particles, such as protons. Similarly to QED, it

does not have any exact solution, and one needs to build an efficient perturbation

theory to calculate the actual values. Unfortunately, in contrast to QED, the would-

be expansion parameter is not always small and in the particular case of the proton

structure the perturbative approach fails.

The characteristics of the proton and nuclei related to the strong interaction,

knowledge of which is necessary for atomic physics, cannot be calculated ab initio.
Instead, one has to measure the required parameters. Since the photons are coupled

to the hadrons, the latter appear as the intermediate states in non-hadronic prob-

lems, such as the anomalous magnetic moment of the electron and muon, and

muonium hyperfine structure. That is another kind of the non-QED contributions to

Fig. 1 Leading contributions to the electron’s self-energy, vacuum polarization and correction to

the vertex, including the anomalous magnetic moment, are derived from the Feynman rules

following the well-defined instructions

Fig. 2 Feynman rules completely describe the free propagation of a photon and an electron and

the coupling of the electromagnetic field to an electron. Anything else, being more complicated, is

to be expressed in the terms of these three building blocks. The photon propagator is given here in

the Feynman gauge
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the properties of photons and leptons. To deal with this problem, one has to use

various experimental data as the input. However, the contribution is relatively

small, because it involves the QED perturbation parameter, α, since we have to

produce intermediate states, and the contribution is also suppressed at the low

momentum transfer because the hadronic intermediate states are ‘heavy.’
One has to remember that it is not the magnitude of the contribution which

matters, but its uncertainty. The small hadronic contribution is known by them-

selves not very accurately, and therefore, they often dominate in the uncertainty

budget of various QED-related values. The hadronic vacuum polarization and

hadronic light-by-light scattering contributions are responsible for the theoretical

uncertainty in the calculation of the anomalous magnetic moment of the muon,

while the accuracy of the calculation of the energy levels of simple atoms suffers

from the finite nuclear size effects and the nuclear polarizability.

The problem of the hadronic contributions is presented in QED calculations for

free and bound particles. The QED of free particles basically deals with the

precision theory and experiment on the anomalous magnetic moments and various

phenomena, such as scattering, which are studied not very accurate. The bound-

state physics offers an access to many other QED-related values, but it involves

additional problems. Deriving the analytic expressions for bound systems is less

straightforward. One has to solve the bound-state problem which effectively means

a certain summation of an infinite number of the diagrams. (The very existence of

the bound states is not a perturbative effect!)

There are a number of efficient approaches on how to solve the bound-state

problem and systematically build the perturbation series. For instance, efficient

two-body approaches include the effective Dirac equation (EDE) [41–43] (see also

[44–46]) and the nonrelativistic quantum electrodynamics (NRQED) [47]. The

former was successfully applied to hyperfine splitting in muonium, the Lamb

shift in hydrogen (see, e.g., [45]) and muonic hydrogen (see, e.g., [40]). The latter

has been efficiently used for the bound electron g factor in the two-body systems

[48–50] and also for three-body systems, such as helium [37], antiprotonic helium

[20] and molecular ion HDþ [23, 26, 28, 29]. All these approaches may have a

different efficiency or limited applicability (e.g., only to two-body systems), but all

of them are well defined and allows a straightforward prescription for calculations

of the pure QED part, with the accuracy limited only by the efficiency of our

practical ability to deal with complicated expressions.

There are many QED-related values of the fundamental constants (see Table 1).

It is important that the related experiments ‘probe’ different sectors of QED. We

have already mentioned that there are free-QED tests, such as determination of the

anomalous magnetic moments of the charged leptons, and there are bound-state

QED experiments with atomic spectra or other characteristics of simple atomic

systems.

The reference to the ‘different sectors’ means a much more broad variety.

Already, anomalous magnetic moments of the electron and muon present two

different QED sectors. They have different regimes of calculations, and therefore,

the same QED contributions have a different relative importance for the electron
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and muon. The muon’s theory has a number of enhanced QED contributions. The

electron’s and muon’s theories of the anomalous magnetic moment also have the

different sources of the uncertainty and the different importance of the non-QED

contributions. The latter cover both ‘standard physics’ and ‘new physics.’ The

standard physics contributions, originated from the hadronic vacuum polarization

and hadronic light-by-light scattering, are of marginal importance for the electron

and are crucial for the uncertainty for the muon. Speaking about the new physics

issues, one has to remember that despite the essentially higher accuracy in the

electron’s case, that is the muon’s g� 2 that delivers the constraints on the new

physics, to which it is more sensitive.

The bound-state QED values also belong to few distinguished sectors. Most of

bound-state QED with precision opportunities is with the two-body hydrogen-like

atomic systems. First, we have to mention that the theory of muonium and positro-

nium is marginally sensitive to the hadronic effects and can be treated as a pure

QED one, since the contributions beyond QED are small and well under control. In

contrast to that, theory of any atomic state with ordinary nucleus is sensitive to the

nuclear structure. An exception is the helium fine structure, where the specific

transition under study is insensitive to the nuclear effects.

The second crucial feature which is important to distinguish the different sectors

is whether we study nuclear-spin-independent or nuclear-spin-dependent intervals,

or roughly speaking, whether we study the Lamb shift or the hyperfine-structure

(HFS) interval. As it is known from the basic physics, the magnetic interaction is a

relativistic correction to the Coulomb interaction in order ðv=cÞ2. It increases with
the momentum (ðv=cÞ2 ¼ ðp=mcÞ2), and therefore, the hyperfine interval by itself

relates in general to higher momenta contribution than the [nuclear-spin-indepen-

dent] Lamb shift. That means that in the HFS theory the relativistic corrections are

enhanced.

The nucleus in two-body systems is used to be slow and we can neglect its

motion which corresponds to the external-field approximation. The recoil contri-

butions are the correction to such a picture. The hyperfine interactions enhance

contributions of the relative atomic velocity and therefore of the higher momenta.

The higher characteristic momentum is, the faster is the nuclear motion. As a result,

the recoil correction is enhanced in the HFS theory in comparison with the Lamb

shift.

A QED theory is usually an expansion in three important QED parameters:α (the
number of QED loops), Zα (the strength of the Coulomb interaction) and m /M (the

mass ratio for the orbiting particle and the nucleus). The series in all three

parameters is not an analytic one (see, e.g., [51]). The most of the metrological

applications of the two-body systems are currently with the nuclear charge Z ¼ 1

(muonium, hydrogen, deuterium, muonic hydrogen). The only exception is the

theory of the g factor of bound electron. The actual experimental data are for a

hydrogen-like carbon (Z ¼ 6), oxygen (Z ¼ 8) and silicon (Z ¼ 14). The higher

Z values require more accurate calculations of the expansion in Zα (preferably an
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exact one for main contributions), but it also makes the overallZαdependence more

smooth than around Z ¼ 1.

One more sector of QED which recently becomes of the ‘metrological’ impor-

tance is the three-body QED.While in the case of the two-body QED one may apply

different approaches, such as the effective Dirac equation, the choice for the three-

body QED is rather limited. In the most important metrological cases, we have to

deal with weakly charged particles (the value of their charge is equal to single or

double electron charge). Such systems are ordinary helium, antiprotonic helium

(one of the electrons is substituted for an antiproton) and the HDþ molecular ion. In

all these situations, the natural starting point is the three-body Schr€odinger equa-
tion. The main problem is not QED, but a numerical solution of the unperturbed

three-body Schr€odinger equation and the subsequent application of the three-body

Green’s functions to the QED perturbation series.

To conclude the consideration of QED, let’s discuss a certain conceptual differ-

ence between quantum mechanics in general and quantum electrodynamics. Quan-

tum mechanics, similarly to the Newtonian laws, is a powerful framework which

allows us to successfully describe the motion of free particles and their motion

under interactions. However, the interactions themselves are introduced as an input.

They are not much constraint by quantum mechanics and can be very different.

Quantum electrodynamics is a more specific theory, which describes all the effec-

tive interactions in a certain generic way. There is not many parameters of those

interactions. In the case of the point-like particles, the only interaction parameter is

the charge. For the not point-like particles, we may consider higher momenta, such

as the [anomalous] magnetic moment and various structure functions. It is impor-

tant that those parameters are the same for any electromagnetic interaction. That is

why we can measure the structure effects in the scattering and apply to the bound

states, or to restore some functions (such as the vacuum polarization contribution

into the photon propagator) through their imaginary part, determined through very

different phenomena.

The only remaining possible variety for the details of the interactions lies in the

unknown details of the interaction parameters and structure functions of the

hadronic objects. That means that we can discuss a modification of the structure

parameters, but we cannot modify a particular electromagnetic contribution once

the parameters are fixed. ‘Testing QED’ basically means to check the efficiency and

reliability of our practical approaches to calculate the QED-related values and of

our knowledge of the phenomenological parameters involved through the hadronic

sector. We do not really test the QED Lagrangian. (It is incomplete and we do not

doubt whether it is correct by itself, but we may wonder about the effects beyond it.)

With such a general picture, we understand that while comparing two QED-related

values, the values used to have the uncertainties from completely different sources.

There is no way that a certain shortage of QED could consistently shift all the value

of say, α or me=mp, in the same direction by the same value. Comparing two

QED-related values, we check the practical side of QED.
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3 Determination of Fundamental Constants

To perform a QED test, one can compare theory versus experiment for a certain

quantity. Alternatively, one can compare a specific individual value of a certain

quantity extracted with help of a particular QED theory with other values extracted

with or without QED. The atomic fundamental constants are the Rydberg constant

R1, the fine structure constant α, the electron-to-proton mass ratio me=mp. As one

can see from Table 1, there are a number of QED-involved values of those

quantities. Below we gave the overview of determination of those fundamental

constants. (There are also some other atomic constants, such as the g factor of the

proton, which we do not discuss here.)

Already for over than forty years, the determination of the practically important

fundamental constants has been performed under the auspice of the CODATA1 task

group on fundamental constants [4, 52–57]. The progress in their determination is

summarized in Figure 3.

We use in the plot a special color legend to distinguish different methods of the

determination of the fundamental constants to stress to what extend the experiment

are based on the high-resolution spectroscopy and theory on QED. Painting the

colors we relate them to the most recent results. In the past, different methods were

sometimes important. The color legend is as following: the blue points are for all

the high-resolution [optical] spectroscopic results, while the red ones are for the

QED-related values obtained without any application of the precision optical

measurements. The rest is given in black. Indeed, some values such as the atomic

weights of the electron and proton ArðeÞ,ArðpÞ, and the electron-to-proton mass

ratio me=mp are strongly correlated. In this case, the color reflects only the ‘direct’
determinations.

One can note that the accuracy of the determination of the various constants in

Fig. 3 is very different. The least-square-adjustment (LSA) of the values of the

fundamental constants is realized as a ‘single-shot’ code which minimizes the

related χ2 value and determines all the values of the constants simultaneously.

However, the large spread in the accuracy of the constants indicates that the

evaluation of the constants can be realized step by step, working first on more

accurate values. In practice, even applying a code which evaluates the data simul-

taneously, the data analysis in the CODATA LSA evaluation is done set by set (see

discussion, e.g., in [58, 59, 60, 61]).

The accuracy of the CODATA-recommended values of the most important

atomic constants and their correlation coefficients are presented in Table 2. In

practice, the correlation coefficient smaller than 0.01 can be ignored. Besides,

they are not really stable and by including marginally important data one could

shift the values of the small coefficients significantly, but would not change the

central values and the uncertainty of the constants. There is no controversy in that:

1The Committee on Data for Science and Technology of the International Council for Science.
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the uncertainty used to be a two-digit one; the rounding of the central values is

related to the unity of the last digit of the uncertainty. In other words, the effects

which are essentially below of one percent of the uncertainty are washed out by the

rounding of the uncertainty and the central value. The correlation at the level of one

percent roughly speaking affects the combined uncertainty of the sum or a product

of two values with the same uncertainty roughly at the level of one percent. If the

uncertainty is not comparable, the influence is even smaller. Nevertheless, for some

specific reasons the correlation coefficients are given [4] with four digits (see, e.g.,

Table 2). Giving the small coefficients with superficial accuracy makes their

numerical values ‘fragile.’ While affecting the values of the small coefficients

this way, one could not change the order of their magnitude. They would remain

very small and negligible.

Fig. 3 Progress in CODATA’s LSA determination of values of fundamental physical constants

[4, 52–57]. (The 1983s point for the speed of light is the same value as of 1973; in 1983, the meter
was redefined and the numerical value of c has got the zero uncertainty)

Table 2 Fractional uncertainty (u(r)) and the correlation coefficients (ρij ) for a part of the

hierarchy basis set

Value ur R1 ArðeÞ ArðpÞ α

R1 ½5:9� 10�12� 1 0.0024 �0:0058 0.0005

ArðeÞ ½2:9� 10�11� 0.0024 1 �0:0011 �0:0090

ArðpÞ ½9:0� 10�11� �0:0058 �0:0011 1 0.0014

α ½2:3� 10�10� 0.0005 �0:0090 0.0014 1

The numerical values of some coefficients are presented in [4]; the other can be found at the http://

physics.nist.gov/cuu/Constants/index.html of the NIST’s Physical Reference Data Web site
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Those constants form a part of the basis set for the determination of the related

constants and their combinations such as me=mp are not included into the table.

(A complete atomic basis set should also include the deuteron mass, proton

magnetic moment, proton and deuteron charge radii).

The appropriate choice of the basis set for LSA is very important for the

presentation of the results. Dimensional constants, such as h, e, and me, have

never really entered the atomic equations for the measurable quantities on their

own, only in combinations. That is why their determination cannot be done purely

by means of atomic physics and laser spectroscopy and does not have a comparable

accuracy. (One may note that their definition involves the kilogram and indeed a

laser could not help to related the international prototype [of the kilogram] to an

atom, without involving macroscopic experiments which are to be much less

accurate.) The choice of the basis which explicitly takes the hierarchy of the

accuracy into account allows to present the atomic constants separately from the

less accurate ones, the determination of which involve macroscopic measurements.

The most important non-atomic fundamental constants of the hierarchy basis set are

the Planck constant h, the Boltzmann constant k and the Newtonian gravitation

constant G (see, e.g., [58, 60] for detail).

It has happened that the accuracy of determination of the electron and proton

mass in the unified atomic mass units evolved very much both absolutely and

relatively in respect of each to the other. The situation of 2002–2014 is summarized

in Fig. 4. While in LSA-2002–2010 [55–57] the relative atomic weight of the

electron ArðeÞ was known worse in fractional units than the atomic weight of the

proton ArðpÞ, the current situation (as in LSA-2014 [4]) is opposite.

The changes also took place for the comparison of the accuracy of ArðeÞ and α.
One can see that while the relation between the individual uncertainties changed

very much, the accuracy of the ‘direct’ determinations (where the values of

ArðpÞ,ArðeÞ, and α were determined without any correlations (or with marginal

correlations) of each with the others) essentially superseded the accuracy of the

‘indirect’ determinations (where the measured quantity was a certain combination

of these three constants, such as α2ArðeÞ and ArðeÞ=ArðpÞ ¼ me=mp). The ‘indirect’
determinations play a marginal role in the central values and accuracies of all three

constants. In the meanwhile, the direct determinations are correlated only margin-

ally. That allows us to determineArðpÞ,ArðeÞ, andαnear independently even if their
accuracy is comparable.

4 Determination of the Atomic Fundamental Constants

The determination of the fundamental constants can be done set by set (cf. [4, 62])

and here we focus on the atomic constants, which form a few sets of the most

precision data. A precision description of atomic properties is based on QED and

allows to express all the QED contributions in the terms of e,me and h and the

246 S.G. Karshenboim and V.G. Ivanov



involved nuclear masses. These constants are dimensional, their dimensions

involve the kilogram, which is defined as the mass of the international prototype

kept at BIPM. Therefore, their numerical values in the SI system need macroscopic

measurements to bridge the distance between the atomic phenomena and the

prototype. Such cannot be measured with a high accuracy. In the meantime, the

most accurately measured properties of many atomic objects and free particles

are the frequencies. The combination of e,me and h which has such a dimension is

cR1, where

R1 ¼ e4me

8E20h
3c

: ð2Þ

The energy of the nonrelativistic Bohr levels is expressed in the terms of chR1 and

that value does depend on e (the levels are for a Coulomb bound system) and h (the
discrete spectrum is a quantum effect) and does not depend on c (that indicates the
nonrelativistic origin of the energy levels). Already the nonrelativistic Schr€odinger
levels involve rather the reduced mass

Fig. 4 Evolution of the accuracy of the determination of ArðeÞ,ArðpÞ, and α [4, 55–57]: the

uncertainty of ‘direct’ (closed circles) and ‘indirect’ (open circles) determinations. The ‘direct’
determination are the experiments targeting a measurement of the value of one of those three

constants with a near zero correlation to the others. The ‘indirect’ determination stands here for the

experiments targeting a measurement of a combination of those constants. The accuracy is given

for the most accurate experiments of each kind. All the indirect determinations involve high-

resolution spectroscopy and QED
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mr ¼ me

1þ me

M

,

than the electron mass, and therefore, we need to know the appropriate nuclear

masses M to describe to the energy levels. The relativistic corrections are propor-

tional to an effective ðv=cÞ2 value of the electron, which is expressed in hydrogen-

like atoms in the terms of the fine structure constant

α ¼ e2

4πE0ħc
: ð3Þ

In the meanwhile, both parameters, me=M (for the nuclei of interest) and α,
contribute only to small corrections and may be determined separately (see Table 1).

That practically disentangles their determination from the determination of the

Rydberg constant (see, e.g., [58, 60]). However, still there are corrections due to

the nuclear structure which relate the determination of the proton and deuteron

charge radius to the determination of R1.

The state of the art in the determination of the proton charge radius is summa-

rized in Fig. 5. We present there the results utilized in the LSA-2014 evaluation

[4]. The closed circles are for the data utilized in the LSA-2014 [4] and the open

circles are for those which are not taken into consideration. (Note, some results

have been analyzed in [4], but on the base of the analysis they have been dismissed.

Therefore, they were taken into consideration, but not included in the eventual set

of data, the χ2 value of which was minimized. The muonic hydrogen value is one of

the values which was considered, but not included.) The data point in the bottom of

the plot used to be not mention in the CODATA’s evaluations (see [4, 56, 57]). It

Fig. 5 Determination of

the proton rms charge radius

rp. We follow the notation

of [4]. The gray vertical belt

is for the CODATA-

recommended value [4]
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presents a link between the determination of the proton and deuteron radii. The link

has been established through the determination of the hydrogen–deuterium isotopic

shift in the 1 s� 2 s transition [7–10]. Because of the different accuracy in the direct
determinations of the proton and deuteron radii (from the scattering), it is rather to

produce an accurate value of rd. Nevertheless, the link works in both directions, and
therefore, we can use a scattering value of the deuteron radius [63] to obtain a value

of the proton radius (see, e.g., [60]), which is shown in the plot.

The atomic results with their references have been already presented in Table 1.

The main spectroscopic result is obtained by evaluation of the data of 24 different

transitions in [4]). The references in Table 1 are given to the most accurate optical

measurements [5–13], which dominate in the evaluations. The individual contribu-

tions are discussed in detail in [64].

The scattering value in Fig. 5 is obtained from [65]. It comes from a certain

overall evaluation of the world data on absolute and relative measurements of the

elastic electron–proton scattering.

We see that there is a serious problem in the consistency of the data on the

determination of the proton charge radius. The decision taken for LSA-2014 was to

exclude the value from the muonic hydrogen from the final evaluation [4]. Our

personal opinion is that the accuracy of the determination of rp by spectroscopic

means (see [64]) and by the scattering is overestimated and the correct result is

close to the muonic hydrogen one.

The electron-to-nucleus mass ratios, and in particular the electron-to-proton one,

are crucial parameters of atomic calculations. However, the direct experimental

access to the properties of free particles makes the parameter less important than the

direct determination of the relative atomic weights of electron (ArðeÞ), proton (ArðpÞ),
and some other nuclei.

The determination of the atomic weight of the proton is performed within a kind

of atomic mass evaluation, which is denoted in our plots as ‘AME.’ The AME

procedure is somewhat similar to the LSA evaluation. It deals with various mass

radios determined as ratios of the related ion cyclotron frequency. One may find the

ratio of the proton mass to the carbon atom mass through many relations, and the

simplest of them is the ratio of the proton cyclotron frequency and the related

frequency of a carbon ion (usually, C6þ or C5þ). There are many other possibilities.

One can compare the proton mass and the deuteron mass and the deuteron cyclotron

frequency with that for a carbon ion. To compare the proton and deuteron masses,

one can deal with cyclotron frequencies of the related atomic ions, or to use

molecular ions. The overall least-square evaluation of those data delivers us the

AME value (see [66, 67] for details). However, the plotted results are not from the

standard AME, performed by AMDC2 [66, 67]. The problem is that the standard

AMDC’s AME are not well synchronized with the CODATA’s LSA evaluations,

and when the time of the LSA-2014 came there had been some recent data

2The Atomic Mass Data Center of the Nuclear Data Services of the International Atomic Energy

Agency.
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available, such as [68, 69]. They could not be taken into account in AME-2012

[66, 67], but they have been accommodated with the LSA-2014 procedure [4].

The determination of the atomic weight of the electron used to stay apart from

the AME procedure. The current situation with the determination of the electron-to-

proton mass ratio and the atomic weight of the electron is summarized in Figs. 6 and

7. The plots look like twins. The most accurate results for the both quantities are

presented (with a magnification) in Fig. 8. The only difference is the accuracy of the

MPIK-15 value and the width of the CODATA’s belt. (We follow the notation of

[4, 56, 57]; the results ‘GSI-XX’ and ‘MPIK-XX’ are in fact the results of the same

Fig. 6 Determination of

the electron-to-proton mass

ratio mp=me. We follow the

notation of [4]. The gray

vertical belt is for the

CODATA-recommended

value [4]

Fig. 7 Determination of

the relative atomic weight

of the electron ArðeÞ. We

follow the notation of

[4]. The gray vertical belt is

for the CODATA-

recommended value [4]
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experiment performed at the University of Mainz (Johannes Gutenberg-Universität

Mainz). The collaboration includes the University scientists and researchers from

GSI and MPIK.) The mentioned difference with the fractional accuracy reflects an

important property of the data. All the data on the atomic weight of the electron, but

the MPIK-15 (C) result, are in fractional units less accurate than the determination

of the atomic weight of the proton, as well as the results of the determination of

me=mp. As a result, an interpretation of the results onme=mp in the terms of ArðeÞ is
produced without loosing of accuracy, as well as the interpretation of ArðeÞ results
in the terms of me=mp. The accuracy of ArðpÞ does not enter the interpretation.

Fig. 8 Determination of me

=mp and ArðeÞ: the most

accurate results. We follow

the notation of [4]. The gray

vertical belts are for the

CODATA-recommended

value [4]
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The only exclusion is the MPIK-15 (C) data points. The determination of ArðeÞ
reached the accuracy higher than that of ArðpÞ and the interpretation of the ArðeÞ
result as a result for me=mp ¼ ArðeÞ=ArðpÞ has a larger fractional uncertainty,

determined by the uncertainty of the determination of the atomic weight of the

proton. The CODATA’s belt follows the MPIK-15 (C) values which are far more

accurate than the rest of the data.

In the plots in Fig. 8 with the most accurate results, the only values derived

from the experiments on the g factor of bound electron in various hydrogen-like

ions are presented. They are obtained in the same laboratory, by the same method

and the theory is very correlated. Nevertheless, their comparison delivers very

important information about the internal consistency in both theoretical and exper-

imental approaches. It is important that many corrections (both experimental and

theoretical) strongly depend on the nuclear charge Z or the ion charge Z � 1.

With the corrections behaving as Z5 (which is the actual behavior of some

uncalculated higher-order QED contributions), even a comparison of the carbon

(Z ¼ 6, Z5 ¼ 7776) and oxygen (Z ¼ 8, Z5 ¼ 32 768) is a sensitive test. The silicon

experiment (Z ¼ 14) is even much more sensitive, than the oxygen one, that is why

the recent LSA evaluation [4] included the most accurate carbon result and the

silicon one, but not the oxygen’s.
One may like to ‘absolutely’ test the theory of the bound electron g fac-

tor [70, 71]. That requires a value of ArðeÞ or me=mp obtained beyond the bound

g factor’s experiments. Those experiments are not that accurate as the g factor’s
ones (see Figs. 6, 7). Their weighted average value is

mp

me

��
ave: excl: g

¼ 1836:152 6721ð13Þ ð4Þ

with the fractional uncertainty ur ¼ 7:1� 10�10. The related values of χ2 is 9.8

which is consistent with the expected value of 7� 3:7 for seven degrees of freedom.

Such a value is not caused by any particular outliner, but rather by the overall

spread of the data. To consider it seriously, one has to discuss the possible

correlations (since the eight results were obtained by only different four methods)

and which data are to be used and with what uncertainty. As we mention, we use

here the early ASACUSA’s result in its original version [19], while the reconsid-

eration of the averaging procedure over individual transitions in [56] allows to

reduce the uncertainty. We use here the UCB value [31], which was dismissed in

[4], being considered there as a preliminary result with an incomplete evaluation of

the systematic effects. That values has a marginal effect on the calculation of the

average. One also may suggest extending the fractional uncertainty of the average

by a factor of
ffiffiffiffiffiffiffiffiffiffiffi
9:8=7

p ’ 1:2. While the accuracy of the separate measurements

does not exceed 1 ppb, the overall uncertainty is below it. The farther progress in

the area is expected.

One can also find a related value of the relative atomic weight of the proton
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ArðpÞ
��
ave: excl: g

¼ 1:007 276 467 36ð95Þ, ð5Þ

which is characterized by ur ¼ 9:4� 10�10, χ2 ¼ 4:1 for four degrees of freedom.

The experiments, others than that with the bound g factor, used to calculate these
two averages are of four types. Some of them involve QED, but different sector of

it, some are non-QED experiments. The most of the values in Figs. 6 and 7 have

been numerously described in the literature and were used in part in the previous

LSA evaluations, but some need more comments.

1. The UW value [72] is obtained by a comparison of the electron’s and carbon

ion’s cyclotron frequencies and does not require any QED for its evaluation

(except for small corrections due to the carbon ionization energy with a marginal

uncertainty).

2. The one more method is due to the recoil spectroscopy of Rb and Cs. The former

value from LKB [30] was used in [4], while the Cs ones (from UCB) [31] was

dismissed (see discussion there). However, neither is mentioned in [4] as a

partial contribution to me=mp or ArðeÞ. The reason is that the experiments rather

determine the value of α2ArðeÞ, which presents a link between the determination

ofArðeÞ andα. It used to be discussed in the LSA papers [4, 57] rather as a way to

determine α (see Fig. 11). Nevertheless, once the link is ‘activated’ it also

produces a value of ArðeÞ and me=mp (cf. [58, 60]).

3. The ASACUSA data points [19, 21] were used in [56, 57]. They are obtained by

a comparison of the transitions between certain Rydberg antiprotonic states in

the antiprotonic helium (see [73, 74]). In the most recent evaluation, they are

neglected because they are not really compatible with the determination ofArðeÞ
andArðpÞ. However, they are important for our purpose to make an ‘outside’ test
of the bound electron g factor values. Here, we use the original average over the
experimental lines following [19], rather than that made in [56].

4. The current situation of the HDþ results is somewhat similar to the antiprotonic

helium ones. They are ignored for a different reason. Two UD papers present

data sufficient to extract the related me=mp values, but still they have not given

explicitly those values. The most recent value, the VUA one, was published too

late to be included into the LSA-2014. The results are tabulated here in Table 3.

We have to mention the use of so-called sensitivity coefficients. They appear

here because the problem in the leading approximation for the three-body molec-

ular system was solved numerically by minimization of the energy. The solution

was made for a certain value of me=mp. To extract the real value of the ratio, we

have to equalize the theoretical and experimental value assuming a different value

ofme=mp. To adjust the calculated numerical results for the transition frequencies to

new numerical values ofme=mp one has to know how the leading term is sensitive to

the input parameters. The related derivatives are referred to as the sensitivity

coefficients. Similar coefficients are also necessary for the antiprotonic helium.

The latter are calculated in [75] and were quoted in details in [56, 57, 74].
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Two kinds of these values (from the electron’s cyclotron frequency and from the

recoil spectroscopy) produce results for ArðeÞ and to reach an me=mp value one has

to combine them with ArðpÞ from AME. Two other kinds of the experiments (from

antiprotonic helium and HDþ spectroscopy), on contrary, deliver us me=mp and to

transform it into ArðeÞ one has to use a value of ArðpÞ. Since ArðpÞ is known more

accurately than any individual values of ArðeÞ and me=mp mentioned in this

paragraph (with the g factor’s experiment are excluded), it does not much matter

which of these two values, ArðeÞ and me=mp, are produced ‘directly’ and which are

‘derived’ afterward, when we study their value. To find the average value ofmp=me

in (4), we use all of these results, while finding ArðpÞ in (5) only values, which

directly deliver me=mp have been used.

The issue of correlations between the determination of the atomic weights of the

electron and proton and their mass ratio is illustrated in Fig. 9. As we already

mention, the determinations of the electron mass (in the atomic mass units) and of

the fine structure constants is also correlated, which is shown in Fig. 10. We

consider the both plots as an illustration and for the sake of simplicity we use

Fig. 10 Determination of

me and α: the correlations.
The results for the fine

structure constant, for the

electron’s mass and forα2Ar

ðeÞ are presented by their

dominant contributions

Fig. 9 Determination of

atomic weights of the

electron and proton: the

correlations. To make the

plot simple we include the

average values of ArðeÞ and
ArðpÞ, rather than all of

them, while the indirect

measurement is presented

by the more recent

ASACUSA’s result [21]
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average values for the direct measurements of ArðeÞ (which coincides with the

Mainz value combined of GSI’s and MPIK’s ones) and ArðpÞ, and of α (which

coincides with the Harvard value), while the indirect measurements are presented

by a single measurement. In the case of the determination ofme=mp that is the more

recent ASACUSA experiment [21], while for α2ArðeÞ that is the LKB recoil

experiment [30]. In the both cases the ‘direct’ uncorrelated determinations domi-

nate (cf. Fig. 4), which means that the ‘indirect’ values have a marginal effect on the

final results, but still are of interest as an independent test of the direct values.

To complete the overview of the determination of the atomic fundamental

constants, we consider below the current situation with the fine structure constant.

The state of the art is summarized in Fig. 11. We see in the plot a number of

QED-related values; some of them also involve high-resolution spectroscopy.

Fig. 11 Determination of

the fine structure constant α.
We follow the notation of

[4]. The gray vertical belts

are for the CODATA-

recommended value [4]
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The most accurate value of α is a QED-based one. It is derived from study of the

anomalous magnetic moment of the electron. The QED expression for the later can

be written down as

ge � 2

2
¼ c1

α

π
þ c2

α

π

� �2

þ c3
α

π

� �3

þc4
α

π

� �4

þ c5
α

π

� �5

þ � � � ð6Þ

The value of the coefficients and the number of the Feynman diagrams to calculate,

which is very impressive by itself, are presented in Table 4. The most advanced

calculation was performed in [33]. There are also small corrections beyond QED,

but they are well under control. To produce a theoretical prediction from so

advanced QED theory one has not only to calculate the related QED coefficients

with a high accuracy, but also to have in hands an accurate value of the fine

structure constant α. As well as in the case of the determination of me=mp we see

the importance of ‘less accurate’ values. Those values may play not a great role in

the determination of the values of a constant, because the weighted average is close

to the most accurate value. However, those ‘less accurate’ values are crucial for the
reliability of the determination and for a check of the most accurate values and

therefore of the underlying theories.

The ‘second in accuracy’ value of α is the h / m (Rb) value [30]. It is obtained by

measuring a recoil due to the absorbtion of a photon and its subsequent induced

re-emission by an atom. The experiment allows to determine the atomic mass in the

frequency units, i.e., to measure the frequency equivalent mc2=h of the mass of

interest. The most accurate experiment of this type has been performed on

rubidium-87 atoms at LKB. Combining the frequency equivalent of the mass

with the relative atomic weight of rubidium [66, 67] and with a value of the

Rydberg constant, one can find

h

m 87Rbð Þ c2 Arð87RbÞ α
2mec

2

2hc
¼ 1

2c
α2ArðeÞ, ð7Þ

which establishes a link between ArðeÞ and α. We have already used this link while

discussing me=mp and ArðeÞ (see Figs. 6, 7). Since the second in accuracy value is

rather a link between two constants, than the determination ofα alone, let’s return to
the determination of ArðeÞ and consider which QED theory is included into the

various values.

Table 4 QED theory for the

anomalous magnetic moment

of the electron

Order Number of Coefficient

in α=π Feynman graphs ci

1 1 1 / 2

2 7 �0:328 478 444� � �
3 72 1:181 234� � �
4 891 �1:912 06ð84Þ
5 12 672 7.79(34)
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The most accurate atomic constant considered above (see Table 5) is indeed the

Rydberg constant. As we see from the plot in Fig. 5 its determination (which

mirrors the determination of the proton radius) is not free of the problems. The

problems with the determination of the Rydberg constant are clearly seen at the

level of 6 ppt, which is the fractional uncertainty of the Rydberg constant. This level

is not the level at which we check ‘essential QED’3. The leading term of the energy

levels, which are used for the determination of the Rydberg constant, is the result of

a quantum mechanics calculation. The essential QED contributions, which are the

Lamb shift ones, are small. Combining the experimental and theoretical results, we

check them at the level of a few ppm at best.

The rivalry experiment on muonic hydrogen is capable to check the Lamb shift

theory at the level of a part in 103, being limited by our knowledge of the proton

size, which value should be taken from outside as an input.

The accuracy of the determination of the other constants, where a value of the

Rydberg constant is involved, ranges from one part to few parts in 109. At this level

of accuracy, the determination of the Rydberg constant is perfectly consistent. The

inconsistency in the determination of R1 ‘does not propagate’ into the determina-

tion of the other values. In particular, the value of the Rydberg constant is involved

into the interpretation of the data of the recoil spectroscopy (to determine α2ArðeÞ)
and spectroscopy of antiprotonic helium and HDþ molecular ion (to determine

me=mp).

The second in accuracy atomic constant is the relative atomic weight of the

electron. Its uncertainty is about 30 ppt. The QED theory is deeply involved. And

again, that is not the level of accuracy to check the essential QED. The leading term

g0 ¼ 2 follows from the Dirac equation for a free electron and the largest contri-

butions still come from quantum mechanics (from the Dirac theory of a bound

electron) and from theory of free electron g factor. We will discuss the second issue

in the next paragraph and now we look for essential bound-state QED contributions,

which are an analog of the Lamb shift. Such a correction is only about 0.1 ppm for

the carbon ion. Therefore, that is equivalent to a test of the Lamb shift theory at the

level of 300 ppm.

Table 5 CODATA 2014-

recommended values of some

atomic fundamental constants

[4]

Constant CODATA 2014 values ur

R1 10 973 731:568 508ð65Þ m �1 ½5:9� 10�12�
me 5:485 799 090 70ð16Þ � 10�4 u ½2:9� 10�11�
mp 1:007 276 466 879ð91Þ u ½9:0� 10�11�
mp=me 1836:152 673 89ð17Þ ½9:5� 10�11�
α�1 137:035 999 139ð31Þ ½2:3� 10�10�

3The QED is the ‘overall’ theory of the electromagnetic interactions of the electron. That means

that the Schr€odinger and Dirac energy levels in hydrogen could be (and have numerously been)

rederived from QED. They are indeed a part of QED, but they can be found in more simple

approaches than QED.
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The most accurate test of the essential QED theory is the one with the anomalous

magnetic moment of the electron. The uncertainty of this test is 0.6 ppb and that is

neither uncertainty of the g� 2 experiment [32] nor of the theory [33]. That is the

uncertainty of the ‘second in accuracy’ value of α from recoil spectroscopy [30],

which is the most important non-g � 2 one. As we mention, the one of the leading

contributions to the g factor of the bound electron is due to the g� 2 of the free

electron. The contribution is 10�3 of the g factor and that means that the bound

g factor experiments can check it at the level of 3� 10�8, which is indeed not

competitive with the free g factor test.

The value of α from g� 2 is used to determine ArðeÞ in combination with the

recoil experiments [30, 31].

The remaining values of the ArðeÞ and/or me=mp includes a QED-free value of

ArðeÞ [70] and values from two kinds of experiments with three-body systems. Both

the experiments with antiprotonic helium [19, 21] and with HDþ ion [22, 25, 27]

need for their interpretation the knowledge of the Rydberg constant, which is based

on the theory of the Lamb shift. The theory of the three-body systems is similar to

that in hydrogen in the terms of which effects to take into account, but it differs in

one very important respect. The leading term in the three-body case is to be solved

numerically. The precision tests of such a theory are equivalent a very rough test of

the essential QED (similar to the Lamb shift theory) at the level of few parts in 104.

But they are a severe test of our ability to calculate those QED effects on the top of

the numerically solved three-body problem.

Therefore, we see that

1. the determination of the fundamental constants touches very different sectors of

QED;

2. the results are rather consistent, except for a certain problem in the determination

of the proton charge radius and the Rydberg constant;

3. the accuracy of the QED tests is not the same as the accuracy of the related

theory and experiment because the leading terms often come from quantum

mechanics, and not from essential QED;

4. the most accurate test of the essential QED contributions (beyond the standard

quantum mechanics) are with the anomalous magnetic moment; in this sense it is

save to use QED at the level of accuracy up to 1 ppb.

Overall we see that the QED values from the different sectors are rather in a fair

agreement as well as the QED and non-QED values.

5 Laboratory Constraints on Variation of Atomic

Constants

The QED theory suggests that the basic parameters of the theoretical Lagrangian (1)

are the time-independent constants. The standard model suggests that the vacuum

average v of the Higgs field determines the electron mass. Cosmological evolution
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could in principle allow a certain variation of v. In other words, the standard model

does not exclude any variation of the constants, and in particular, ofme=mp. Below

we consider to what extend the atomic fundamental constants can vary at the

present epoch from the pure experimental point of view.

As was pointed out by Savedoff [76] and Thompson [77], one may set an

experimental constraint on the time variation of fundamental constants by

Fig. 12 Constraint on time

variation of atomic

fundamental constants of

2004 (following [82, 83]),

2008 (following [84]), and

of 2014 using data

summarized in [85], but

following [82, 83]
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comparing atomic and molecular transitions of different kind, e.g., by a comparison

of rovibrational molecular transitions and optical gross-structure atomic transitions.

That does not leave too much room for the precision spectroscopy, because it allows

mostly to study optical gross-structure atomic transitions. As was later realized by

Prestage et al. [78], the transitions of the same kind can still be useful if the

relativistic corrections are taken into account. First it was suggested for the hyper-

fine intervals, but later on in the pioneering work of Flambaum and coauthors the

idea has been extended to optical transitions, first for astrophysical observations

[79] and later [80, 81] for the optical clocks.

Different values of the relativistic contributions set a different sensitivity to the

α variation and comparing two pure optical transitions one may set a constraint on

∂ ln α=∂t. In the meantime, measuring the optical transitions in the SI units, i.e.,

against the cesium clocks one can set a model-independent constraint on either ∂
ln fR1g=∂t [82, 83, 86, 87] (Fig. 12) or on ∂ ln ðgCsðme=mpÞÞ=∂t [6]. (The curly

brackets stand for the numerical value [in the SI units].) The model-independent

constraints are summarized in Table 6.

Further on, applying the data on the comparison of the HFS intervals in 87Rb and
133Cs [88], one can derive ∂ ln ðme=mpÞ=∂t. Unfortunately, there is no complete

theory of the strong interaction, which could relate the nuclear g factor to the

fundamental constants. Therefore, such constraints should exploit model assump-

tions. The model-dependent constraints on ∂ ln ðme=mpÞ=∂t are presented in

Table 7. General scaling of the molecular transitions with me=mp has been known

and can be applied to produce some model-independent constraints on the me=mp

variation (cf. [77]). The most accurate of one from the molecular spectroscopy [89]

is still much weaker than the model-dependent constraints (see Table 7).

Table 7 Constraints on a possible time variation of mp=me

Constraint ∂ ln ðmp=meÞ=∂tðyr�1Þ References References to model

ð�3:8� 5:6Þ � 10�14 [89] Model-independent

ð�0:5� 1:6Þ � 10�16 [85] [90, 91]

ð0:5� 1:6Þ � 10�16 This work [92]

Table 6 Progress in constraining a possible time variation of the fundamental constants: the

results of 2004 (following [82, 83]), 2008 (following [84]), and of 2014 using data summarized in

[85], but following [82, 83]

Year ∂ ln α=∂tðyear�1Þ ∂ ln fR1g=∂tðyear�1Þ ρ

2004 �0:4ð2:0Þ � 10�15 �1:5ð3:2Þ � 10�15 0.13

2008 �0:018ð23Þ � 10�15 0:20ð37Þ � 10�15 0.17

2014 �0:022ð22Þ � 10�15 �0:01ð14Þ � 10�15 0.08

Here ρ is the correlation coefficient ρð∂ ln α=∂t,∂ ln fR1g=∂tÞ
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6 Conclusions

The progress in high-resolution spectroscopy has made possible to accurately

determine the atomic fundamental constants, such as R1, α,me=mp and to search

their possible time variation. The former has allowed to make accurate tests of QED

theory for free particles, two-body and three-body systems, while the latter sets the

strong constraints.
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High-Precision Spectroscopy of the HD+

Molecule at the 1-p.p.b. Level

J. Biesheuvel, J.-Ph. Karr, L. Hilico, K.S.E. Eikema, W. Ubachs,

and J.C.J. Koelemeij

Abstract Recently we reported a high-precision optical frequency measurement of

the (v, L ): (0, 2)! (8, 3) vibrational overtone transition in trapped deuterated

molecular hydrogen (HD+) ions at 10 mK temperature. Achieving a resolution of

0.85 parts-per-billion (p.p.b.), we found the experimental value [ν0 ¼ 383,

407, 177.38 (41) MHz] to be in agreement with the value from molecular theory

[νth 383, 407, 177.150 (15) MHz] within 0.6 (1.1) p.p.b. (Biesheuvel et al. in Nat

Commun 7:10385, 2016). This enabled an improved test of molecular theory

(including QED), new constraints on the size of possible effects due to ‘new
physics,’ and the first determination of the proton–electron mass ratio from a

molecule. Here, we provide the details of the experimental procedure, spectral

analysis, and the assessment of systematic frequency shifts. Our analysis focuses

in particular on deviations of the HD+ velocity distribution from thermal (Gaussian)

distributions under the influence of collisions with fast ions produced during (laser-

induced) chemical reactions, as such deviations turn out to significantly shift the

hyperfine-less vibrational frequency as inferred from the saturated and Doppler-

broadened spectrum, which contains partly unresolved hyperfine structure.
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1 Introduction

Because of their relative simplicity, molecular hydrogen ions such as Hþ2 and HD+

are benchmark systems for molecular theory [1, 2], and suitable probes of funda-

mental physical models [3, 4]. Already four decades ago, Wing et al. [5] performed

measurements of ro-vibrational transitions in HD+ and conjectured that such mea-

surements could be used to test quantum electrodynamics (QED) theory in mole-

cules and lead to an improved value of the proton-to-electron mass ratio, μ. Today,
QED corrections to ro-vibrational transition frequencies in Hþ2 and HD+ have been

calculated up to the order meα8, with me the electron mass and α the fine-structure

constant, leading to relative uncertainties of the order of 3–4 � 10�11 [1, 2]. The
frequencies of these transitions are typically in the (near-) infrared with linewidths

below 10 Hz, which makes them amenable to high-resolution laser spectroscopy.

Optical clocks based on trapped atomic ions have shown that laser spectroscopy at

very high accuracy (below one part in 1017) is possible [6]. Recent theoretical

studies point out that also for molecular hydrogen ions experimental uncertainties

in the 10�16 range should be possible [7, 8].

Ro-vibrational energy intervals have been determined experimentally using

several spectroscopic techniques. One method involves high-resolution THz spec-

troscopy of transitions between selected Rydberg states of neutral H2, which

converge to the lowest rotational levels of the Hþ2 molecular ion. Extrapolating

the Rydberg series using multichannel quantum-defect theory, the first rotational

interval in para-Hþ2 was determined with a relative uncertainty of 0.4 parts-per-

million [9]. Another technique, laser spectroscopy of trapped HD+ ions, has led to

frequency measurements of ro-vibrational transitions with a reported uncertainty of

1–2 p.p.b. [10, 11]. However, the most precise measurement of a ro-vibrational

transition in HD+ so far resulted in a 2.7 p.p.b. (2.4σ) discrepancy with more

accurate theoretical data [11]. The question whether this offset is a statistical

outlier, or caused by an experimental systematic effect or possible ‘new physics’
has remained unanswered. Therefore, additional experimental data on HD+ are

needed. In this article, we present the result of a high-precision frequency measure-

ment of the ro-vibrational transition (v, L):(0, 2)!(8, 3) in the HD+ molecule and

compare it with state-of-the-art molecular theory to find excellent agreement. From

this comparison, we subsequently derive new constraints on the size of effects due

to possible new physics (in the form of hypothetical fifth forces or compactified

higher dimensions [3, 4, 12]) in HD+, and we determine a value of μ for the first

time from a molecular system [12].

This article is organized as follows. In Sect. 2, we briefly review the theory of

HD+ relevant to this experiment. In Sect. 3, we describe a setup for spectroscopy of

trapped HD+ ions, sympathetically cooled by laser-cooled beryllium ions. The

analysis of the spectroscopic data, systematic frequency shifts, and the results are

discussed in Sect. 4, followed by the conclusions in Sect. 5.
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2 Theory

2.1 Calculation of Ro-Vibrational Frequency Transitions
in HD+

The calculation of ro-vibrational energies in quantum mechanical three-body sys-

tems is usually divided into a nonrelativistic part, complemented by the relativistic

and radiative parts, and finite nuclear size contributions. The nonrelativistic part is

calculated through solving the three-body Schr€odinger equation, which can be done
with practically infinite precision [13] (up to a relative precision of �10�32
[14, 15]). The resulting wavefunctions allow an analytical evaluation of the Breit-

Pauli Hamiltonian and the leading-order radiative corrections.

Recently, the precision of relativistic and radiative energy corrections to the

nonrelativistic energies was strongly improved. With the inclusion of the full set of

contributions of order mα7 and leading-order terms of order mα8, the relative

uncertainty is now below 4� 10�11. For example, the theoretically determined

value of the HD+ (v, L):(0, 2)!(8, 3) transition frequency, νth, is 383,407,177.150
(15) MHz and has a relative uncertainty of 4� 10�11 [1, 2]. Note that the specified
error (within parentheses) does not include the uncertainty of the fundamental

constants used. By far the largest contribution is due to the 4:1� 10�10 uncertainty
of the 2010 Committee on Data for Science and Technology (CODATA) value of μ
[16], which translates to a relative frequency uncertainty of 1:5� 10�10 (and an

absolute frequency uncertainty of 59 kHz) [12].

2.2 Hyperfine Structure and Rotational States

Since the HD+ constituents possess nonzero spin, the ro-vibrational transition

spectra contain hyperfine structure due to spin–spin and spin–orbit couplings. In

[17] the hyperfine energy levels and eigenstates in HD+ are calculated by diago-

nalization of the effective spin Hamiltonian

Heff ¼ E1ðL � seÞ þ E2ðL � IpÞ þ E3ðL � IdÞ þ E4ðIp � seÞ
þ E5ðId � seÞ þ E6KdðL, Ip, seÞ þ E7KdðL, Id, seÞ
þ E8KdðL, Ip, IdÞ þ E9KQðL, IdÞ,

ð1Þ

where the spin coefficients, Ei, are obtained by averaging the Breit–Pauli Hamil-

tonian over the nonrelativistic wavefunctions, L is the rotational angular momen-

tum operator, and se, lp and ld are the electron, proton and deuteron spin operators.

Kd andKQ are spherical tensors composed of angular momenta, whose explicit form

is given in [17]. The strongest coupling is the proton–electron spin–spin interaction

[the term inE4 in Eq. (1)], and the preferred angular momentum coupling scheme is
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F ¼ Ip þ se S ¼ Fþ Id J ¼ Lþ S: ð2Þ
For states with L ¼ 0, L ¼ 1 and L � 2 this leads to the presence of 4, 10,

and 12 hyperfine levels, respectively, which are distributed over an energy range

of �1 GHz (Fig. 2b). Diagonalization produces eigenstates ϕ
F
�

S
�
JMJ

, with

the magnetic quantum number MJ corresponding to the projection of J onto the

laboratory-fixed z axis. Note that after diagonalization, the quantum numbers F
�
, S
�

are only approximately good, and a hyperfine eigenstate can be expressed in the

‘pure’ basis states jFSJMJi in the form

ϕ
F
�

S
�
JMJ
¼

X
F, S

βFSJ jFSJMJi, ð3Þ

with real-valued coefficients βFSJ . In [17] the hyperfine levels in vibrationally

excited states in HD+ are calculated with an error margin of �50 kHz. This

uncertainty might propagate through a spectral analysis employing a lineshape

model which includes the theoretical hyperfine structure (as we do below). How-

ever, the uncertainty contribution to the determined hyperfine-less (v, L):(0, 2)!
(8, 3) transition frequency is expected to be at least five times smaller due to strong

correlation and partial cancelation of the error (see also Sect. 4.6.3).

2.3 Determination of Transition Rates

Because of the hyperfine structure, the spectrum of the (0, 2)!(8, 3) electric dipole

transition consists of a large number of hyperfine components. Together with

Doppler broadening, this leads to an irregular lineshape. In addition, the excitation

laser may address multiple hyperfine states simultaneously, which are furthermore

coupled to other rotational states by the ambient 300 K blackbody radiation (BBR)

field. Therefore, for the analysis of the (0, 2)!(8, 3) signal we develop a model

based on Einstein rate equations which takes all resonant molecule–electric field

interactions into account. We note that at 300 K, states with v ¼ 0 and L ¼ 1–6 are

significantly populated, with 27% in L ¼ 2, and 2.4% in states with L � 6. Below,

we calculate the Einstein rate coefficients at the level of individual hyperfine states

for transitions driven by the laser and BBR fields.

Following the approach of Koelemeij [18], we first ignore hyperfine structure

and obtain transition dipole moments given by

μvv0LL0 ¼
Z 1

0

χv0,L0 ðRÞD1ðRÞχv,LðRÞdR, ð4Þ

where χv,L denotes the radial wavefunction of nuclear motion obtained by numerical

solution of the radial Schr€odinger equation, R stands for the internuclear separation,
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and D1ðRÞ denotes the permanent electric dipole moment function of the 1sσ
electronic ground state.

To take hyperfine structure into account, we evaluate the dipole transition matrix

element between two states ϕ
F
�

S
�
JMJ

χv,L and ϕ
F0
�

S0
�
J0M0J

χv0,L0 [18–20]

hϕ
F
�
S
�
JMJ

χv,LjE �μjϕ
F0
�
S0
�
J0M0J

χv0,L0 i ¼
X
F0S0

βFSJβ
*
F0S0J0Epð�1ÞJþJ

0þS�MJþ1þL0þL

�½ð2Jþ1Þð2J0 þ1Þð2Lþ1Þð2L0 þ1Þ�1=2

� L 1 L0

MJ p MJ�p

� �
L 1 L0

0 0 0

� �
L0 J0 S
J L 1

� �
�μvv0LL0 :

ð5Þ
Equation (5) includes a transformation from the molecule-fixed frame to the

laboratory-fixed frame [19], with p denoting the polarization state of the electric

field with respect to the laboratory-fixed frame (p 2 f�1, 0, 1g).
The linestrength is subsequently calculated by squaring and summing over the

MJ states [21]:

Sαα0 ¼
X
MJ

hϕ
F
�
S
�
JMJ

χv,LjE � μjϕ
F0
�

S0
�
J0M0J

χv0,L0 i
����

����
2

, ð6Þ

with α � vL F
�

S
�
J. The Einstein rate coefficients for spontaneous emission, absorp-

tion and stimulated emission are subsequently obtained as described in [22] and

used in Sect. 4.1 to calculate the expected (0, 2)!(8, 3) spectrum.

3 Experiment

3.1 Trapping and Cooling Be+ and HD+

To achieve narrow linewidths and small systematic shifts, we choose to perform

spectroscopy on small samples of HD+ molecules in a radiofrequency (rf) ion trap.

We reduce the motional temperature of the HD+ ions by storing them together with

Be+ ions which are Doppler-cooled by a continuous wave (cw) 313 nm laser beam

(see [18, 23, 24] for details). The rf trap is placed inside an ultrahigh vacuum

chamber with a background pressure of 1� 10�10 mbar. The rf trap operates at a

frequency of 13.2 MHz, leading to Be+ radial trap frequencies of ωr ¼ 2π � 290

kHz. The trap geometry and rf circuitry are designed so as to minimize unwanted rf

fields and phase differences between the rf electrodes. The two dc electrodes are

segmented into two endcaps and a center electrode (Fig. 1). The dc voltages of the

center electrodes, rf electrodes and endcap pairs can be individually adjusted to
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compensate stray electric fields. Be+ and HD+ are loaded by electron-impact

ionization as done by Blythe et al. [25] and monitored with a photomultiplier

tube (PMT) and an electron-multiplied charge-coupled-device (EMCCD) camera.

EMCCD images show ellipsoidal mixed-species Coulomb crystals, with a dark core

of molecular hydrogen ions surrounded by several shells of fluorescing Be+ ions

(Fig. 6). The apparatus and procedures for loading and compensation of stray

electric fields are described in more detail in [18].

3.2 Spectroscopy of HD+

The (0, 2)!(8, 3) transition in HD+ is detected destructively through resonance

enhanced multi-photon dissociation (REMPD), see Fig. 2a.

A 782 nm cw titanium:sapphire laser is used to excite HD+ from its vibrational

ground state to the v ¼ 8 state, which is efficiently dissociated by the field of a

co-propagating 532 nm cw laser beam. Both lasers are directed along the trap axis

and counter propagate the 313 nm laser (see Fig. 1). Since all HD+ ions are initially

in the vibrational ground state (which is too deeply bound to be dissociated by the

532 nm laser), dissociation only takes place if the 782 nm laser is resonant with the

313 nm 

v=0  v=8 

EMCCD
camera 

ions 
Doppler cooling 

Paul Trap 

PMT 

UHV 
chamber 

782 nm
532 nm

B field 
viewports 

Fig. 1 Schematic view of the trap setup. An ultrahigh vacuum (UHV) chamber houses a linear rf

trap in which Be+ and HD+ ions are loaded by electron-impact ionization. Be+ ions are Doppler-

cooled by the 313 nm laser, which is directed parallel to the trap axis and B-field direction. The

313 nm Be+ fluorescence is imaged onto and detected with a PMT and an EMCCD camera. The

782 and 532 nm cw REMPD lasers are overlapped with the 313 nm laser and the ions, but

propagate in the opposite direction
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(0, 2)!(8, 3) transition. We used 90 mW of 532 nm radiation, focused to a beam

waist of 140 μm, which is sufficient to dissociate an HD+ molecule from this level

within a few ms, much faster than the spontaneous decay of the v¼ 8 state (lifetime

12 ms). During each measurement cycle, the HD+ ions are exposed to the REMPD

lasers for 10 s. During the first seconds, the majority of the HD+ in L ¼ 2 are

dissociated, leading to depletion of the L¼ 2 state (Fig. 2). During the remainder of

the REMPD period, BBR repopulates the L ¼ 2 state from other rotational levels,

which enhances the number of dissociated HD+ ions by approximately a factor

of two.

The 782 nm laser has a linewidth of �0.5 MHz and is frequency-stabilized by

locking its frequency to a nearby mode of a self-referenced optical frequency comb

laser. To this end, a 63.5 MHz beat note is created by mixing the light of the 782 nm

laser and the frequency comb. The frequency comb itself is locked to a rubidium

atomic clock for short-term stability, which is disciplined to the 1-pps signal of a

GPS receiver for long-term accuracy and traceability to the SI second with 2� 10�12

relative uncertainty.

v = 0  
L = 2 

v = 0  
L = 3 

v = 0  
L = 1 

BBR 

BBR 

v = 8  
L = 3 

782  nm 
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1s 2p
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D(1s) + H+
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Fig. 2 a Potential energy curves of the 1sσ and 2pσ electronic states are plotted together with the
radial nuclear wavefunctions for v ¼ 0, v ¼ 8, and for the dissociative wavefunction in the 2pσ
state. The REMPD scheme is also shown, with the red arrow indicating the (v, L):(0, 2)!(8, 3)

transition by the 782 nm laser and the green arrow corresponding to the 532 nm photon which

dissociates the molecule. b Detailed partial level scheme (including hyperfine levels) showing the

(0, 2)!(8, 3) transition together with the BBR interaction which couples the rotational levels L ¼
1, 2, 3 through electric dipole transitions. Coupling to L ¼ 0 and L ¼ 4, 5, 6 also occurs, but is not

shown here
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During REMPD, about 300 mW of 782 nm light is used with a beam waist of�
120 μm at the location of the ions. The 313 nm cooling laser is detuned by�80MHz

from the cooling resonance and reduced in power to �70 μW, which results into an

intensity of two times the saturation intensity of the 313 nm cooling transition and

leads to an ion temperature of about 10 mK. To obtain a measure of the fraction of

HD+ ions lost due to REMPD, we employ the so-called secular excitation [26]. This

procedure is based on the indirect heating of the Be+ which occurs when the motion

of the HD+ ions is resonantly excited by an additional radial rf field as it is scanned

over the resonance frequency. The heating of Be+ leads to a change of the 313 nm

fluorescence level, which is connected to the number of HD+ ions. A single

measurement cycle consists of secular scan (10 s), followed by 10 s of REMPD

and another 10 s secular scan (see Fig. 3) to infer the number of HD+ ions remaining

after REMPD. To obtain a spectrum, this procedure is repeated for different

frequencies of the 782 nm laser (indicated by the variable ν), which are chosen as

follows. The �25 strongest hyperfine components of the ð0, 2Þ ! ð8, 3Þ transition
are located in the range (�110, 140 MHz) around the hyperfine-less frequency. As

we expect Doppler broadening to be �16 MHz, we divide this range into a set of

140 evenly spaced frequencies (spacing�1.8 MHz) at which REMPD spectroscopy

is performed. To convert possible time-varying systematic effects into random

noise, we randomize the ordering of the frequency list. For each frequency point,

6–7 REMPD measurements are made, which results into a spectrum consisting of

886 REMPD measurements in total.

Scanning the frequency of the radial rf field over the secular motional resonance

of HD+ (�830 kHz) temporarily heats up the Coulomb crystal to a few Kelvin. At a

detuning of the 313 nm cooling laser of �300 MHz, and using a few mW of laser
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Fig. 3 The secular scan—REMPD—secular scan detection scheme. At the start of each cycle, a

new sample of HD+ ions is loaded into the ion trap. During loading the Be+ ions are exposed to

neutral HD gas, leading to the formation of a small number of BeH+ and BeD+ ions (see also

Table 1). These are expunged from the trap by applying a dc quadrupole potential of �0.9 V,

which reduces the trap depth such that only ions with mass 	9 amu remain trapped. Five seconds

after loading, the HD+ is motionally excited by scanning an rf electric field over the secular

motional resonance frequency at 830 kHz. A 313 nm laser detuning of �300 MHz is used, in

which case the secular excitation results in a rise in the Be+ fluorescence. Ten seconds later, the

313 nm laser is tuned to �80 MHz from the Be+ cooling transition, and its intensity reduced to

I � 2Isat. After 10 s of REMPD, the 313 nm laser settings are restored to their values as used for the

first secular scan, and a second secular scan is executed. A smaller 313 nm fluorescence peak

indicates loss of HD+
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power (corresponding to �80 times the saturation intensity), such a ’secular scan’
shows up as a peak in the 313 nm beryllium fluorescence versus rf frequency

(Fig. 3). In Appendix 2, we show that the area under this peak, A, scales with the

number of HD+ ions, although not linearly. We define a spectroscopic signal as the

relative difference between the areas of the initial and final secular scan peaks:

S ¼ Ai � Af

Ai
ð7Þ

Repeating this procedure for all 140 preselected frequencies of the 782 nm laser

while recording fluorescence traces with both the PMT and EMCCD camera, we

obtain a spectrum consisting of 1772 data points ðνj, SjÞ (with j ¼ 1, . . . , 1772Þ.

4 Results and Discussion

4.1 Spectral Lineshape Model

In order to determine the hyperfine-less ro-vibrational (0, 2)! (8, 3) transition

frequency, ν0, we need a realistic lineshape model which includes the relevant

physics present during REMPD. Here, the aim is to obtain a spectral lineshape

function in which all effects are parameterized. Parameter values are estimated by

independent means where possible, or included as a fit parameter otherwise.

Importantly, the fit function will contain a variable ν� ν0, fit, where ν0, fit is a fit

parameter from which we later deduce the value of ν0. Before fitting, the ðν, SÞ data
are corrected for reactions with background gas (primarily H2). This procedure is

described in Sect. 4.5.

We start with building a state vector ρðtÞ which contains the population in all

62 hyperfine levels in the rotational states ranging from L ¼ 0 to L ¼ 5 with v ¼ 0.

This includes 97.6% of the total internal states of v¼ 0 given a BBR temperature of

300 K. We neglect the Zeeman splitting due to 0.19 mT B field at the location of the

trapped ions, as this splitting is negligibly small compared to the Doppler linewidth

and the width of the BBR spectrum. The lineshift to ν0 due to the Zeeman effect is

considered separately in Sect. 4.6.2. Also the Stark effect, the electric-quadrupole

shift and second-order Doppler shift are not included in this model, but addressed in

Sect. 4.6.2.

During the 10 s of REMPD, the hyperfine levels in the L ¼ 2 initial state interact

with the 782 nm laser and BBR. We here make the simplifying assumption that any

population in the v ¼ 8 target state will be dissociated by the 532 nm laser. The

interaction with the 782 nm laser is therefore modeled as a simple loss process. The

evolution of the state vector ρðtÞ is obtained by solving the set of coupled rate

equations:
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dρðtÞ
dt
¼ MR ρðtÞ þMBBR ρðtÞ, ð8Þ

where MR and MBBR are the matrices describing the interaction with the REMPD

lasers and the BBR field. Generally, the diagonal elements of these matrices contain

depopulating (negative) terms, whereas the off-diagonal elements describe the

population a certain state gains from another. Since MR describes losses, it only

contains diagonal entries of the form

MR,αα ¼ �
X
α0

Bαα0Dz ðω� ωαα0 Þ,THDþð ÞIlaser=c, ð9Þ

where Bαα0 denotes the Einstein coefficient for absorption from a lower hyperfine-

ro-vibrational level α to an upper level α0 (with for MR the states α and α0 being
restricted to those having v ¼ 0, L ¼ 2 and v0 ¼ 8, L0 ¼ 3, respectively). The

corresponding transition frequency is ωαα0 , Ilaser is the intensity of the 782 nm

laser, and Dz represents a normalized response function averaged over the distri-

bution of z-velocities of the HD+ ions. This involves an integration over all Doppler

shifts �kzvz observed by the HD+ ensemble, where kz is the wavevector of the

782 nm laser and vz the velocity in the z-direction. If the HD
+ velocity distribution is

thermal (Gaussian), Dz depends only on the temperature in the z-direction, THDþ .

However, the effects of micromotion and chemistry in the Coulomb crystal during

REMPD lead to deviations from a thermal distribution. This implies that Dz cannot

be described by a single Gaussian lineshape. In Sects. 4.3 and 4.4, these processes

are explained in detail, and the precise shapes of Dz are determined.

The matrix MBBR contains both diagonal and off-diagonal elements, taking into

account the rate of exchange of population between all involved levels α and α0

mediated through all possible electric dipole transitions,

Aα0α,

Bα0αWðωαα0 , TBBRÞ,
Bαα0Wðωαα0 , TBBRÞ,

which correspond to spontaneous emission, stimulated emission and absorption by

BBR, respectively. The relationship with Eq. (6) is given in [22]. WðωBBR, TBBRÞ
denotes the BBR energy distribution function at frequencyωBBR, which is given by:

WðωBBR, TBBRÞ ¼ ħω3
BBR

π2c3
e

ħωBBR
kBTBBR � 1

� ��1
: ð10Þ

Since the typical frequency of the internal degrees of freedom (>1 THz) differs

from that of the external degrees of freedom (<1 MHz) by many orders of

magnitude, any energy transfer mechanism between them must be of extremely

high order and consequently negligibly small. Laser cooling of the external degrees

of freedom may therefore be expected to have no significant effect on the temper-

ature of the internal degrees of freedom, which are coupled strongly to (and in

equilibrium with) the BBR field [27].
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We use MATHEMATICA to solve Eq. (8) in order to obtain ρðtÞ. We subsequently

find the relative HD+ loss, E, by summing over the hyperfine state populations

(62 hyperfine states in ðv,LÞ ¼ ð0, 2Þ) before (i.e., t ¼ 0 s) and after ( t ¼ 10 s)

REMPD and computing:

E ¼ Ni � Nf

Ni
¼

P62
j¼1 ρjð0 sÞ � ρjð10 sÞP62

j¼1 ρjð0 sÞ : ð11Þ

Here Ni and Nf are the numbers of HD+ ions present in the trap directly before and

after REMPD, respectively. For a thermal ensemble of HD+ ions, E is a function of

the variables ν� ν0, fit, T
þ
HD, and Ilaser. In what follows we furthermore assume that

TBBR ¼ 300 K, which is the average temperature in our experimental setup.

The question arises what the relation is between the signal S defined in Eq. (7)

and the fractional loss Edefined above. In previous work, it was assumed that S and E
are interchangeable [10, 18, 26, 28]. In Appendix 2, we study the dependence of the

signal S on the initial number of ionsNi and the dissociated fraction E in detail using
realistic molecular dynamics (MD) simulations. We find that the fraction E (which is
a theoretical construct) can be mapped to the signal S by use of a slightly nonlinear

function,

Sfit ¼ f NLðT¯ 0, EÞ ð12Þ
where T¯ 0 is defined as the effective Be+ temperature along the z axis during the

initial secular scan of the REMPD cycle (see Appendix 2). This means we have to

use a five-dimensional fit function

SfitðT¯ 0, Eðν� ν0, fit,THDþ , IlaserÞÞ
¼ Sfitðν� ν0, fit,THDþ , Ilaser,T

¯
0Þ:

ð13Þ

An analytical solution of the fit function proves difficult to find, whereas a numer-

ical implementation of the fit function takes excessively long to compute. There-

fore, we compute values of Sfit on a sufficiently dense grid of values ν� ν0, fit
(encompassing 271 values between�120 and 150 MHz), THDþ (20 values between

1 and 20 mK), and Ilaser (9 values between 0:65� 107 and 2:1� 107 W m�2), which
we interpolate (again using MATHEMATICA) to find a fast, continuous and smooth

approximation to the function E, E0, which we insert into the function Sfit. The result
is a five-dimensional (5D) fit function which is suitable for nonlinear least-squares

fitting. A 3D projection ofSfit assuming fixed values of Ilaser,T
¯
0 and ν0, fit is plotted in

Fig. 4.

The reason for treating Ilaser as a fit parameter instead of inserting a single fixed

value is the following. The entire spectroscopic measurement is divided into

15 sessions each taken at a different day. To ensure reproducible laser beam

intensities from session to session, we used diaphragms to overlap all laser beams

with the 313 nm cooling laser, which itself is aligned with the Be+ Coulomb crystal

visually using the EMCCD camera. Using a mock version of this setup, we verified
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that this procedure leads to beam pointing errors up to 40 μm at the location of the

HD+ ions. Regarding the location of the HD+ ions, we note that these always

accumulate along the trap axis, as radial static electric fields are effectively shielded

by the surrounding and more mobile Be+ ions. MD simulations point out that HD+

ions either line up in a string (i.e., zero radial displacement) or in a shell structure

with at most 7 μm radial displacement. Assuming a Gaussian distribution of beam

pointing errors, we find an intensity which varies from the intensity in the center of

the beam by a factor of 0.6 to 1. Since the spectral line shape is strongly saturated,

these variations of the intensity only lead to small signal changes. It is therefore

allowed to treat Ilaser as a free-fit parameter which represents the average 782 nm

laser intensity for all data points. Similarly, the variables THDþ and T¯ 0 cannot be

determined accurately a priori and are treated as free-fit parameters as well.

4.2 Estimation of Absolute Trapped Ion Numbers

As explained in Sect. 4.4, effects of chemistry in the Coulomb crystal significantly

influence the measured lineshape of the (0, 2)!(8, 3) transition. The impact of such

effects depends on (and can be estimated from) the absolute numbers of beryllium

ions and molecular hydrogen ions. In order to estimate absolute numbers, we

combine results from MD simulations and spectroscopy. Similar as observed by

Blythe et al. [25], our mixed-species ion ensembles contain not only Be+ and HD+,

but also BeH+, BeD+, H2D
+, and HDþ2 . In this paragraph, we focus on the latter two

species which are created during the HD+ loading procedure through the exother-

mic reactions

(0,fit)

 S
fit
 (

fit
)
,T

H
D

+
,I l

as
er

,T
0)

−100
0.0

0.2

0.4

0

5
10
15
20

100

Fig. 4 A plot of the fit function Sfit with Ilaser¼ 1.0�107 W m�2, T¯ 0¼4 K and ν0, fit ¼ νth. On the

frequency axis, the theoretical values of transitions between the particular hyperfine levels are

depicted as sticks. The heights of the sticks correspond to their linestrengths. The stick colors are

the same as those used in Fig. 2 and distinguish different groups of transitions with similar

quantum numbers F and S. For decreasing HD+ temperature, Doppler broadening is reduced and

the hyperfine structure becomes more resolved. Effects of saturation are also visible in the

spectrum
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HD þ HDþ ! H2D
þ þ D ð14Þ

and

HDþ HDþ ! HDþ2 þ H: ð15Þ
After loading, the excess HD gas is pumped out of the vacuum chamber within a

few seconds, after which the background vapor resumes its steady-state composi-

tion (predominantly H2). Reactions with HD therefore only play a significant role

during and just after loading.

Triatomic hydrogen ions can be detected by secular excitation. An example is

shown in Fig. 5, where the peak in the PMT signal at the left is attributed to the

overlapping peaks belonging to species with charge-to-mass ratios 1:4 and 1:5,

corresponding to H2D
+ and HDþ2 , respectively.

In rf traps, lighter species experience stronger confinement. This is evident from

EMCCD camera images which exhibit fluorescing Be+ ions surrounding a dark core

of lighter species (Fig. 6). The size of the core reflects the total number of light ions.
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Fig. 5 Fluorescence at

313 nm recorded by the

PMT during a secular scan

from 450 to 1000 kHz. The

peak at 800 kHz indicates

the presence of trapped

particles with charge-to-

mass ratio 1:3 (mostly HD+).

The fluorescence signal at

500 kHz indicates the

presence of particles with

charge-to-mass ratios of 1:4

and 1:5 which are attributed

to H2D
+ and HDþ2 . Note that

peaks belonging to the two

species overlap and are not

resolved

Fig. 6 a An EMCCD

image of the Be+

fluorescence just before a

secular scan. b An image of

ions obtained from a MD

simulation based on

750 Be+ ions and 50 singly

charged ions with masses

3, 4, and 5 amu
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We analyze this by means of MD simulations (Appendix 1), from which a relation

is obtained between the size of the dark core and the number of trapped ions.

By comparing simulated and real EMCCD images, an average number of �750
Be+ ions is obtained. From the analysis of the image intensity profiles, we cannot

distinguish the HD+ from the triatomic molecular species. To solve this, we use a

collection of 140 EMCCD images taken before and after REMPD while the 782 nm

laser was tuned at the same fixed frequency near the maximum of the (0, 2)!(8, 3)

spectrum. From the lineshape model, we estimate that the average relative HD+ loss

is 57% at this frequency. By comparing the above-mentioned set of 140 EMCCD

images taken before and after REMPD with the simulated images, we also deter-

mine the total initial and final numbers of light ions. Combining this with the

expected loss of 57% of the HD+ ions, we infer the ratio of HD+ numbers to heavier

molecular species (H2D
+, HDþ2 ). An average number of 43 HD+ ions is obtained

together with 60 ions of heavier species. We cannot determine the relative abun-

dance of H2D
+ and HDþ2 , but previous observations indicate a branching ratio

between Eqs. (14) and (15) of 1:1 and, thus, equal abundances [29, 30]. The set of

EMCCD images shows an appreciable spread in the size of the dark core and, in

particular, the ratio of HD+ to heavier triatomic hydrogen ions. Variations in both

are due to uncontrolled shot-to-shot fluctuations of the HD background pressure

during HD+ loading. We find somewhat asymmetrical distributions of HD+ ions and

ions of heavier species, with a wider tail toward higher numbers. The resulting

standard deviation of the number of HD+ is 41 ions. This also indicates that analysis

of EMCDD images (under the present conditions) is not suitable to replace the

signal obtained by mass-selective secular excitation (Eq. 7).

For the treatment of effects of chemistry on the lineshape in Sect. 4.4 below, we

consider two scenarios:

• Scenario a: NHDþ ¼ 43, NH2D
þ ¼ NHDþ

2
¼ 30

• Scenario b: NHDþ ¼ 84, NH2D
þ ¼ NHDþ

2
¼ 60,

where scenario b reflects the one sigma upper variation (which well represents the

width of the upper tail of the ion number distribution).

4.3 Effect of Micromotion

The rf quadrupole field of the ion trap inevitably leads to micromotion of ions with

nonzero displacement from the trap z axis. In addition, excess micromotion may be

caused by unwanted rf fields arising from geometrical imperfections of the trap

electrode structure or phase differences between the rf electrodes [31]. In an ideal

linear rf trap, micromotion is strictly radially oriented, but small imperfections in

the trap geometry can cause excess micromotion with a component along the trap

axis and laser direction, thus adding phase-modulation sidebands to each hyperfine

component in the (0, 2)!(8, 3) spectrum. Due to the combination of an asymmetric
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and saturated lineshape of the (0, 2)!(8, 3) spectrum, these sidebands can lead to a

shift of ν0. Therefore, the micromotion amplitude along the 782 nm laser needs to

be determined. As the laser propagates virtually parallel to the trap axis, and since

the HD+ ions are always located near the trap axis, we are primarily concerned with

the possible axial micromotion component.

The HD+ axial micromotion amplitude xHDþ can be determined through fluores-

cence measurements of a trapped string of beryllium ions using a modified version

of the photon-rf field correlation technique [31]. The idea here is to radially displace

a string of about 10 Be+ ions by�100 μm by applying a static offset field. This will

induce significant radial micromotion, in addition to the axial micromotion. The

313 nm cooling laser propagates at an unknown but small angleθ (θ <10 mrad) with

respect to the trap axis and may therefore have a nonnegligible projection along the

radial direction. In Appendix 3, we show that if the rf voltage amplitude, V0, is

varied, the projection of the axial micromotion amplitude scales linearly with V0,

while the radial one varies asθ=V0. The latter behavior stems from theV0-dependent

confinement and the concomitant variation of the Be+ radial displacement with V0.

Thus, measuring the micromotion amplitude for various values of V0 allows

separating the radial and axial contributions.

To determine the micromotion amplitude, we use a similar setup as described in

[31]. Photons detected with the PMT are converted to electrical pulses and ampli-

fied by an amplifier–discriminator, which generates a START pulse at time ti.
Subsequently, a STOP pulse is generated at time tf at the first downward zero

crossing of the rf signal. A time-to-amplitude converter (TAC) converts the dura-

tion between the START and STOP pulses to a voltage. We record the TAC output

voltage with a digital phosphor oscilloscope for 400 ms. We subsequently process

the stored voltage trace with a computer algorithm to obtain a histogram of

START–STOP time delays, employing 1-ns bins in a range 0–76 ns (i.e., one rf

cycle). The bin heights thus reflect the scattering rate as a function of the rf phase,

and micromotion will lead to a modulation of the scattering rate about its mean

value (Fig. 7). The Be+ scattering rate (indicated as RMB, where MB stands for

Maxwell–Boltzmann) is given by:

0.0 0.2 0.4 0.6 0.8 1.0

300

350

400

450

500

time 2

R
M

B
co

un
ts

bi
n

π

Fig. 7 Micromotion-

induced Be+ fluorescence

modulation detected with

the TAC setup. The data are

fitted using Eqs. (16) and

(17)
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RMB ¼ Γ
2

ffiffiffiffiffiffiffiffiffiffiffiffiffi
mBe

2πkBT

r Z
I=Isat

I=Isat þ 1þ ð2ðΔ� k � ðvμ � vÞÞ=ΓÞ2 e
� mBev

2

2kBT dv ð16Þ

where mBe is the Be
+ mass, T the Be+ temperature, I the 313 nm laser intensity, Isat

the saturation intensity of the 313 nm cooling transition in Be+,Δ ¼ 2π ��25MHz

the detuning of the 313 nm laser light, k the wavevector of the 313 nm laser, and v
andvμ the secular and micromotion velocities of the Be+ ions. While the rf voltage is

being varied, the 313 nm laser is displaced so that the ions always are at the

maximum of the Gaussian laser intensity profile. The k � vμ term can be written as

k � vμ ¼ kx0,kΩ sin ðΩðt� t0ÞÞ, ð17Þ
where x0,k is the amplitude of Be+ micromotion along the direction of the laser

wavevector and t0 is a time offset.

We extract x0,k by fitting Eq. (16) to the acquired fluorescence histogram.

Repeating this procedure for various values of V0, a list of data points of the form

ðV0, x0,kÞ is obtained. We subsequently extract the radial and axial micromotion

components by fitting a model function to these data. The model function is derived

in Appendix 3.

The procedure of displacing a string of Be+ ions and varyingV0 is carried out for

both the horizontal and vertical directions. The data and fit functions are shown in

Fig. 8, and an average axial micromotion amplitude xHDþ (the projection along the

782 nm wavevector) of 11 (4) nm is found. As explained in Appendix 3, the radial

micromotion contribution (due to a possible small angle of the 782 nm laser with

the trap axis) averages to zero.

We incorporate the micromotion effect by extending the lineshape functionDz in

Eq. (9) with sidebands at frequencies mΩ with amplitudes J2mðk782xHDþÞ. Here, k782
denotes the wavevector of the 782 nm laser, and the Jm are Bessel functions of the

first kind, with m an integer in the range ½�3, 3�.

4.4 Effects of Chemistry in the Coulomb Crystal

During REMPD, H2 molecules in the background gas can react with the ions in the

Coulomb crystal. Such reactions can be divided into two classes: (1) elastic colli-

sions and (2) inelastic collisions, during which a chemical reaction or charge

exchange occurs, and chemical energy is converted into kinetic energy. In general,

the kinetic-energy transfer to the ion from elastic collisions with room-temperature

particles is much lower than the chemical energy released from inelastic collisions.

At close range r, the electric field of the ion polarizes the neutral molecule which

results in an attractive interaction potentialUðrÞ ¼ �αQ2=ð8πE0rÞ4. Here α denotes
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the polarizability volume (in m3)1 of the molecule, E0 is the electric constant, and

Q is the elementary charge. If we integrate the interaction force over the trajectory

of the neutral near the ion (assuming a relatively large impact parameter b > bcrit;
see below), we obtain a change of momentum which corresponds to a velocity kick

of tens of meters per second for most species.

If a neutral atom or molecule and an ion approach each other within a critical

impact parameter bcrit ¼ ðαQ2=πE0μredvÞ1=4, where μred and v are the reduced mass

and relative velocity of the pair, a so-called Langevin collision occurs, during

which the collisional partners spiral toward each other and a chemical reaction

can occur at very short range [32]. The chemical reaction products contain hundreds

of meV of kinetic energy, which is dissipated into the ion crystal which itself only

contains about 2 meV of kinetic energy (at 10 mK). A possible adverse side effect is

that such collisions may lead to time-averaged velocity distributions which deviate

from thermal distributions. Table 1 shows the relevant reactions during REMPD

along with the released chemical energy and their reaction rates.

The reaction numbered 1 corresponds to the REMPD process itself. From

observations reported in [33], we infer that the ratio of HD+! D+ + H and HD+

!H+ + D is approximately 1:1. The charge-to-mass ratio of H+ is too large for this
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Fig. 8 Be+ micromotion

amplitude along the 313 nm

wavevector versus rf

voltage amplitude for an

offset in the horizontal (a)
and vertical (b) direction.
The red solid curve is the
model fit function (Eq. 36)

which includes xHDþ as a fit

parameter. For comparison,

the fitted curve with xHDþ ¼
0 is also shown (dashed
curve)

1The polarizability volume and the polarizability in SI units are related through α ¼ αSI=ð4πE0).
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product to be stably trapped, but the D+ ions can stay trapped and can orbit the

Coulomb crystal for many seconds. The reaction rate of 1 is calculated from the

REMPD model described in Sect. 4.1 and is dependent on the frequency of the

782 nm laser.

Reaction 7 occurs most frequently due to the large number of Be+ ions present in

the trap. The reaction rate is obtained from the exponential decay of the measured

313 nm fluorescence emitted by a Coulomb crystal of Be+ ions and is in good

agreement with the rate estimated from the Langevin cross section given the

background pressure of 1� 10�8 Pa in our apparatus [34]. The different rate

constants of reactions 2 and 3 illustrate the fact that HD+ can react with H2 in

two ways: either the H2 breaks apart, donating an H atom to the HD+ molecule, or

the HD+ breaks apart, after which an H+ or D+ is added to the neutral molecule.

According to [29] and [30], the probability of each scenario is approximately 50%.

In case the ion breaks apart, the probability that either a H+ or a D+ is donated to the

H2 molecule is also 50%. This leads to a ratio of reaction 2 to 3 of 3:1. The rate of

reaction 2 can be measured (keeping in mind that HD+ and Hþ3 in reaction 3 have the

same charge-to-mass ratio and therefore cannot be distinguished) by applying the

measurement scheme depicted in Fig. 3 without 782 nm laser, which is further

described in Sect. 4.5. The rates of reactions 4, 5, and 6 are obtained from [35]. The

kinetic energies of the chemical products are calculated by using the binding

energies and energy and momentum conservation laws.

MD simulations show that the fast ionic chemical products may heat up the

Coulomb crystal by 1–2 mK (depending on the REMPD rate) and that the HD+

velocity distribution becomes slightly nonthermal. A MD simulation of a Coulomb

crystal containing 750 laser-cooled Be+ ions, 40 sympathetically cooled HD+ ions

and 14 fast D+ ions produces the HD+ z-velocity distribution shown in Fig. 9.

Details of the MD code are given in Appendix 1. It turns out that the z-velocity
distribution deviates from a Gaussian curve and is better described by a q-Gaussian

Table 1 Chemical reactions occurring in the Coulomb crystal during REMPD

Number Reaction Energy of ionic product (eV) Rate (s�1)

1 HD+ + hνþ hν0 ! D+ + H 0.41 0–10a

2 HD+ + H2 ! H2D
+ + H 0.36 0.0042

3 HD+ + H2 ! Hþ3 + D 0.66 0.0014

4 H2D
+ + H2 ! HD + Hþ3 0.016 0.0019

5 HDþ2 + H2 ! D2 + Hþ3 0.017 0.0004

6 HDþ2 + H2 ! HD + H2D
+ 0.022 0.0015

7 Be+(2P3=2) + H2 ! BeH+ + H 0.25 0.0019/0.005b

Rates are computed for the average H2 background pressure observed during the measurements
aThe rate (in s�1 per molecule) of D+ production is dependent on REMPD time and frequency of

the 782 nm laser
bThe rate is dependent on the fraction of time a Be+ ion spends in the excited 2P3=2 state, which is

dependent on the 313 nm laser intensity and detuning (�80 MHz or �300 MHz, respectively)
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[36], which is a Gaussian curve with higher wings parameterized by a parameter q.
For 1 < q < 3, the q-Gaussian is written as

QGðω, β, qÞ ¼
ffiffiffiffiffiffiffiffiffiffiffi
q� 1
p

1þ ðq�1Þðω0�ωÞ2
2β2

� � 1
1�q
ΓE

1

q� 1

� �
ffiffiffiffiffi
2π
p

β ΓE � q� 3

2ðq� 1Þ
� � : ð18Þ

Here, ω and ω0 are the frequency and center frequency, ΓE is the gamma function,

and β is analogous to the standard deviation of a Gaussian distribution, which is

related to the Doppler width. For q ¼ 1, the function reduces to a regular Gaussian

distribution. While we use q-Gaussians to describe the simulated data, the obser-

vation that q-Gaussians describe the simulated velocity distributions well is merely

empirical, and we did not derive this velocity distribution from a particular physical

model. Since the value ν0, fit turns out to be sensitive to the shape of the velocity

distribution, it is important that we insert the lineshape based on the correct velocity

distribution in Eq. (9) and specify the bounds to within this distribution is valid. An

initial analysis reveals that ν0, fit may shift by several hundreds of kHz by

implementing a q-Gaussian with q varying between 1.0 and 1.1. Note that another

recent study of MD simulations independently confirmed the nonthermal character

of velocity distributions of laser-cooled ion crystals due to collisions with back-

ground gas molecules [37].

In the remainder of this section, we determine the q-values applicable to our

REMPD measurement with the help of MD simulations. The value of q is depen-

dent on the number of trapped fast ions, Nfast. The more fast ions, the higher the q-
value. We note that Nfast is frequency dependent (more D+ are produced near the

peak of the REMPD spectrum) as well as time dependent [the production rate of D+

is governed by the rate equations, Eq. (8)].

When a fast ion collides with a cold ion, each particle may undergo a

nonadiabatic transition to a different solution of the Mathieu equation which

governs its motion in the trap [38]. This implies that a fast ion can either lose or

Fig. 9 The z-velocity distribution of 43 HD+ molecules obtained from 100 ms simulation. 14 D+

ions with an initial velocity of 6300 ms�1 heat up the ion crystal and give rise to a velocity

distribution which differs slightly from a Gaussian (red curve, fitted temperature 11.60 (3) mK))

and is better described by a q-Gaussian (green curve, fitted temperature 11.00 (3) mK, and fitted

q parameter 1.070 (3))
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gain energy during such a collision. Since the energy change per collision is

relatively small, fast ions can retain their high speeds in the trap for many seconds.

Values for Nfast can be obtained by solving the rate equation:

∂Nfast

∂t
¼ αprodNsource � αrelaxNfast � αescNfast ð19Þ

The term αprod is the production rate from a number of Nsource particles, such as Be
+

or HD+. In Sect. 4.2, we determined Nþsource,Be ¼ 750 and Nþsource,HD ¼ 43 or

Nþsource,HD ¼ 84. αrelax is the rate at which fast ions are cooled and become

embedded within the Coulomb crystal, while αesc is the rate at which (fast) ions

escape from the trap. The values of αprod correspond to the reaction rates in Table 1.
However, obtaining αrelax and αesc requires a multitude of individual MD simula-

tions, with simulation periods of several seconds each. Even with current academic

supercomputers, the total time to perform such simulations is prohibitively long.

Therefore, we consider two extreme scenarios for relaxation and escape rates of

trapped fast ions:

• Scenario 1: A minimum number of fast ions are present in the trap. αrelax and αesc
are set to their maximum value of one per second for all species, which is based

on the observation that no ion loss and no relaxation are observed over simulated

times up to 800 ms. This scenario will produce the smallest value of q.
• Scenario 2: A maximum number of fast ions are present in the trap, which is

realized by setting αrelax and αesc to their minimum value of zero. All fast ions

remain in the trap at high speed for the entire 10 seconds of REMPD. This

scenario leads to the largest value of q.

We make the assumption that fast ions do not mutually interact when present in

numbers of ten or less, so that the observations based on MD simulations with ten

fast ions are also valid for smaller numbers of fast ions. Note that BeH+ ions are

already created during the first secular scan before the REMPD phase starts. Fast

specimen of H2D
+ and Hþ3 occur less frequently in the trap, and in line with the

extreme scenarios introduced above, we assume zero H2D
+ and Hþ3 for scenario

1, and 3 H2D
+ and 1 Hþ3 for scenario 2. Together with scenarios a and b described in

Sect. 4.2, this gives us four scenarios in total, and therefore four different spectral fit

functions and four different ν0, fit results.
For all possible combinations of fast ions present during REMPD (e.g., 1 D+,

2 BeH+ and 1 H2D
+ or 3 D+, 3 BeH+ and 3 H2D

+ ) an MD simulation is carried out.

From these simulations, the HD+ z-velocity distribution is determined and a q-
Gaussian is fitted which results in one q value for each simulated case. As men-

tioned before, the production rate of fast D+ depends on the REMPD rate (and thus

on the 782 nm laser frequency ν ), which itself depends on the time-dependent

number of available HD+ ions in the target state. To take this properly into account,

we introduce a time- and frequency-dependent parameter qðt, νÞ as follows. For

each of the four scenarios, the number of fast D+ is simulated on a grid of different

REMPD durations, tj, and of different frequencies, νj of the 782 nm laser. On each
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point of this two-dimensional grid, the number of fast D+ is combined with the

number of other fast ions, and the corresponding value of qðtj, νjÞ is looked up in a

library of q values, obtained from many MD simulations performed with various

combinations and abundances of fast ion species. Third-order Hermite interpolation

of the grid qðtj, νjÞ leads to a smooth continuous function qðt, νÞ, which is

subsequently inserted into the lineshape function Dz used in Eqs. (8) and (9).

Figure 10 shows the 3D plots of qðt, νÞ for the different scenarios.
Besides the q value, also the ion temperature TþHD is frequency and time

dependent. Due to a larger number of D+ ions at the top of the spectrum than at

the wings, the temperature differences between top and wings can reach a few

mK.We note that the increase of q andTþHD share the same origin (namely collisions

with fast ions), and in Fig. 11 we show the relation between q and TþHD, obtained
from fitting q-Gaussians to simulated velocity distributions. We find a linear

dependence of the form TþHD 1þ hðqðt, νÞ � 1Þ½ �, with the slope h obtained from

the fit. In scenario 1, the temperature difference between top and wings is found to

be 0.5 mK. For scenario 2, the estimated temperature difference is 2.5 (5) mK,
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Fig. 11 The relation between the temperature of a simulated Coulomb crystal and the q value.

Each point represents a simulation of approximately 100 ms. The data are best fitted with a linear
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4D table of points { ' ({ 0}i , {THD+}j , {Ilaser}k )}l

Continuous 4D function ' ( 0 , THD+ , Ilaser) (fast)

Interpolation

Apply fNL to

' ( 0 , THD+ , Ilaser)

Eqs. (28, 29)
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Fig. 12 Flow diagram showing the various steps involved in the construction of Sfit, and the role

of the four scenarios considered here. As indicated at the top, the starting point is a 3D grid

containing 48,600 entries, on which the rate equations are solved. While this computation takes

about 1–2 days, the resulting 4D grid is readily interpolated. With the interpolation stored in

computer memory, it is available for fast evaluation. MD simulations provide input on the effect of

chemistry in the form of the function qðt, νÞ, which is different for scenarios 1 and 2. MD

simulations are also used to find the relationship between T¯ 0 and the number of trapped HD+

ions during secular excitation, which determines the shape of fNL (see Appendix 2). This

relationship (and therefore fNL) depends on the different ion numbers used in scenarios a and b
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where the uncertainty of 0.5 mK is treated as one standard deviation. The t and ν
dependent temperature is also included in Dz.

A schematic overview of the various steps involved in the construction of the fit

function Sfit, as well as the role of the four scenarios, is presented in Fig. 12.

4.5 Background Gas Reactions

During the REMPD phase, the number of HD+ ions is not only reduced through

photodissociation by the lasers. As described in Sect. 4.4, trapped ions can react

with residual H2 molecules in the vacuum setup. In order to correct the spectro-

scopic signal for these so-called background losses, the rates of reactions 2 and 3 in

Table 1 are measured and included into the rate equations, Eq. (8), as an additional

loss channel.

The spectral data were acquired over the course of several months during

15 independent measurement sessions lasting several hours each (Fig. 13). During

this period, the background pressure varied from session to session. For each

session, the HD+ background signal is obtained by using the measurement scheme

depicted in Fig. 3, but with a shutter blocking the 782 nm laser, thus preventing

REMPD. Typically, a few HD+ ions react with H2 which is detected as a small

difference between the secular scan peak areas Abg, i and Abg, f . During each

measurement session, a series of �7 background loss measurements is carried out

three times, providing a data set of about 20 background measurements per session.

From the average background loss signal per session, a reaction rate γbg is extracted

from the relation

1� e�γbgt ¼ Nbg, i � Nbg, f

Nbg, i
¼ f�1NL T¯ 0,

Abg, i � Abg, f

Abg, i

� �
ð20Þ

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
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Fig. 13 Signals

corresponding to

background gas losses per

measurement session.

During some sessions, the

background pressure of the

vacuum was higher, which

results in a higher signal.

The dots are the averages of

a set of measurements, the

error bars represent a 
1σ
standard deviation
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with t ¼ 10 s and f�1NL mapping ðAbg, i � Abg, fÞ=Abg, i onto ðNbg, i � Nbg, fÞ=Nbg, i (see

Appendix 2). The values of γbg are inserted into a modified set of rate equations,

which include the process of background loss reactions:

dρbgðtÞ
dt

¼ Mrempd þMBBR þMbg


 �
ρbgðtÞ: ð21Þ

Here, the vector ρbg equals ρ of Eq. (8) extended by two additional rows which

describe the occurrence of ions in the form of H2D
+ or Hþ3 .Mbg is a diagonal matrix

containing γbg which describes the HD+ losses. We take into account the fact that

conversion of HD+ to Hþ3 in reaction 3 in Table 1 is not detected by the method of

detection through secular excitation because HD+ and Hþ3 have the same mass-to-

charge ratio. This also means that the measured values of γbg only represent the rates

for reaction 2. As explained in Sect. 4.4, the reaction rate of 3 is a factor of three

lower, which is taken into account as well.

We correct the data set of each session individually for the background signal

following an iterative procedure. During the first step, we insert an initial (coarse)

estimate of the value of T¯ 0 in Eq. (20), and we simply subtract the signal predicted

by the model without background losses (based on Eq. 8) from the signal prediction

including background losses [based on Eq. (21)]. In this way, an estimate of the

background signal is obtained which is subsequently subtracted from the raw

measurement data. Then the spectral fit function Sfit (see Sect. 4.1) is fitted to the

corrected data points with free-fit parameters T¯ 0, T
þ
HD, Ilaser and ν0, fit. To find an

improved estimate of the background signal, the thus found values of T¯ 0, T
þ
HD, Ilaser

are reinserted into Eqs. (8) and (21), and the above procedure is repeated. After a

few iterations, convergence is achieved.

The apparent loss of HD+ ions is also influenced by reactions 4 and 5 in Table 1,

which result in the production of additional Hþ3 during REMPD, leading to a

reduction of the observed REMPD and background signals mentioned above.

This effect cannot be easily assessed experimentally, and instead we estimate it

for both scenarios a and b using the reaction rates of Table 1, leading to slightly

modified values of Ni and Nf . This translates to a small correction to E in Eqs. (11)

and (20); see also Fig. 12). In addition, reactions with background gas also take

place during the secular scans, thus influencing the determination of the initial and

final numbers of particles with charge-to-mass ratio 1:3 itself. For example, the

conversion of HD+ to H2D
+ (reaction 2) and to Hþ3 (reaction 3) has a small effect on

the number of estimated HD+ ions from the secular scan. Again, we can readily

correct for these effects, knowing the values of all the relevant reaction rates, and

noting that the reactions take place on a much longer timescale than the secular scan

itself so that constant production rates can be assumed. Altogether, the corrections

to Ni and Nf are at the level of a few percent and are applied through Eqs. (11) and

(20) (see also Fig. 12).
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4.6 Spectrum, Systematic Effects and Final Result

The function Sfit (Eq. 13) is fitted to the REMPD data set after correction for the

background signal. Figure 14 shows the REMPD data set and fit function for

scenario 1a. The noise in the spectrum has several origins. Firstly, the number of

trapped ions is relatively small and varies from shot-to-shot. Secondly, the popu-

lation in the various hyperfine states of the L ¼ 2 state varies from shot-to-shot, as

expected for hyperfine states with a mean occupancy of order unity. The (stochas-

tic) BBR interaction, which couples the states with L ¼ 2 with other rotational

states, introduces additional random signal variations. Furthermore, the variation of

the number of reactions of HD+ with the background gas is in the order of a few per

shot, which dominates the noise for low REMPD signals. Finally, part of the noise

originates from random intensity variations due to spatial alignment variations of

the 313, 782, and 532 nm lasers.

For each of the four scenarios (1a, 1b, 2a, and 2b), we obtain a particular set of fit

parameters, which are listed in Table 2. The correlation coefficients of the fit

parameters are presented in Table 3, and the values for ν0, fit � νth are graphically

shown in Fig. 15. The error bars represent the 
1σ fit uncertainty which can be

considered as the purely statistical precision of the spectroscopy measurement. The

0.33 MHz statistical uncertainty includes a 5 kHz error due to the finite grid spacing

used to obtain Sfit, as well as a 9 kHz uncertainty associated with the piecewise

polynomial interpolation method (found by comparing Hermite interpolation with
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B-spline interpolation results). We remark that the sensitivity to the chemistry

processes (scenarios 1 and 2) is much stronger than the sensitivity to the numbers

of HD+ ions in the trap (scenarios a and b) and that the values ν0, fit for 1a and 2a

represent extreme upper and lower limits (with respect to the line shift due to

chemistry) for the average number of HD+ ions. We therefore chose to obtain our

final result for ν0, fit by taking the mean of these two values, while interpreting the

mean single-fit error of (which is virtually the same for all four results) as the

statistical uncertainty of the final result. We subsequently quantify the ‘which-
scenario’ uncertainty as follows. For scenarios 1a and 1b (and similarly for 2a and

2b), the difference is due to a 1σ variation in the number of HD+ ions. Therefore, we

treat the frequency interval between the two values corresponding to scenario a and

b as the corresponding 1σ interval, which amounts to 80 kHz when averaged over

the two scenario’s 1 and 2. To find the error corresponding to scenarios 1 and 2, we

Table 2 The fit results of the free-fit parameters per scenario

Fit parameter

Scenario

1a 1b 2a 2b

ν0, fit � νth(MHz) 0.46 (33) 0.37 (34) �0.03 (32) �0.12 (33)

THDþ (mK) 10.9 (8) 11.0 (8) 10.6 (8) 10.35 (80)

Ilaser (�107 Wm�2) 0.99 (14) 1.04 (15) 0.95 (14) 0.98 (15)

T¯ 0(K) 2.79 (3) 3.85 (5) 2.82 (5) 3.84 (5)

Scenarios 1 and 2 (corresponding to small and large values of q, respectively) result in significantly
different values of ν0, fit. Scenarios a and b (small and large numbers of molecular hydrogen ions,

respectively) give different results for T¯ 0. This can be explained by the different amounts of

trapped molecular species, which result in different Be+ temperatures during a secular scan

Table 3 The correlation

coefficients for the fit of Sfit
(scenario 1a) to the data

ν0, fit � νth THDþ Ilaser T¯ 0
ν0, fit � νth 1 �0.609 0.483 0.049

THDþ �0.609 1 �0.690 0.038

Ilaser 0.483 �0.690 1 0.579

T¯ 0 0.049 0.038 0.579 1
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Fig. 15 Values of ν0, fit�νth
found for the four different

scenarios 1a, 1b, 2a, and 2b.

Error bars indicate the 1σ fit
uncertainty. All values are

plotted with respect to the

theoretical frequency (blue
horizontal line) [2]
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take the frequency interval between the values found for scenarios 1a and 2a (which

are essentially extreme limits) and conservatively equate the interval to a 68%

confidence interval. The interval thus corresponds to 2σ, with σ ¼ 0:23 MHz. The

uncertainty of 0.5 mK in the temperature difference between top and wings of the

spectrum (see Sect. 4.4) results in 28 kHz difference in ν0, fit, which is treated as a 1σ
variation. The frequency shifts due to these systematic effects are listed together

with their uncertainties in Table 4.

4.6.1 Frequency Uncertainty of the 782 nm Laser

The beat note of the frequency-locked 782 nm laser with the optical frequency

comb is counted during REMPD. We use the beat-note frequencies to compute the

Allan deviation, which is of the order of 0.1 MHz after 10 s averaging. The

uncertainty of the 782 nm laser frequency can be transferred to an uncertainty in

the (0, 2)!(8, 3) fit result ν0, fit by taking the Allan deviation as a measure of the

standard deviation of a Gaussian noise distribution, describing the laser frequency

offset from the set frequency during each REMPD cycle. We perform a Monte

Carlo simulation in which each of the 140 measurement frequencies is assigned a

frequency offset, selected at random from the Gaussian distribution. Repeating this

100 times generates 100 different spectral data sets. Fitting Sfit to each of the data

sets gives 100 different values of ν0, fit. A histogram of the resulting distribution of

ν0, fit values is shown in Fig. 16. From the histogram, we find a mean offset 0.5 kHz

Table 4 Systematic shifts and uncertainty budget

Origin

Shift Uncertainty

(MHz) (MHz) (ppb)

Resolution (statistical fit error) 0 0.33 0.85

Uncertainty q value �0.25a 0.23 0.61

Uncertainty NHDþ 0 0.080 0.21

Ignoring populations L ¼ 6 0 0.032 0.083

THDþ variation in spectrum 0 0.028 0.072

Doppler effect due to micromotion �0.055a 0.020 0.052

Frequency measurement 0 0.010 0.026

BBR temperature 0 0.005 0.013

Zeeman effect �0.0169 0.003 0.008

Stark effect �0.0013 0.0001 0.0004

Electric-quadrupole shift 0b 0.0001 0.0003

2nd order Doppler effect 0b 0.000005 0.00001

Uncertainty E4 0b 0.000001 0.000003

Total �0.0182 0.41 1.1
aThis is a shift with respect to a scenario with a zero effect of q or micromotion and serves to

illustrate the size of the effect. The shift itself, however, is absorbed in the value of ν0, fit
bThe value of these shifts is actually nonzero but negligibly small, and therefore ignored here
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from the frequency value ν0, fit found for scenario 1a, and a standard deviation of

8 kHz. We conclude that frequency noise introduces no significant bias, and we

conservatively assume the uncertainty of the frequency measurement to be 0.01

MHz.

The 782 nm laser has a Gaussian lineshape with a width of �0.5 MHz. The

convolution of this lineshape with the (Gaussian) Doppler-broadened line (16 MHz)

will give rise to another Gaussian lineshape. Since the linewidths add up quadrat-

ically, the increase in linewidth is smaller then the uncertainty of the linewidth due

to the fit uncertainty of the temperatures, which is�0.8 mK. Therefore, we consider

the laser linewidth to be completely absorbed into the fitted temperature THDþ with

no significant effect on its value.

4.6.2 Zeeman, Stark and Other Shifts

So far we have neglected the Zeeman splitting of the lines in the spectrum.

Incorporating the Zeeman effect makes the hyperfine transition matrices very

large, and MATHEMATICA is only able to solve the rate equations (Eq. 8) effectively

if lineshapes are not too complicated. We circumvent these issues as follows. First,

we calculate the lineshifts and linestrengths of the magnetic subcomponents of

individual hyperfine lines. This is done by diagonalizing the sum of the hyperfine

and Zeeman Hamiltonians (using the 0.19 mT field value used throughout the

experiments), after which the eigenvectors and energy values are used to compute

the stick spectrum of the (v, L):(0, 2)!(8, 3) transition. This procedure is similar to

that followed in Refs. [10, 39] and can readily be done for the case of σþ, σ� and π
transitions and superpositions thereof. As the Zeeman splitting is small compared to

the Doppler width, the magnetic subcomponents belonging to the same hyperfine
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Fig. 16 Histogram of 100 fitted frequencies of the (0, 2)!(8, 3) transition, obtained from a Monte

Carlo simulation involving 100 data sets with added random frequency noise (with the noise level

corresponding to the measured noise level; see text). On the horizontal axis, zero corresponds to

ν0, fit obtained for scenario 1a. The mean offset and standard deviation are 0.5 and 8 kHz,

respectively
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component overlap well within the profile of the lineshape function Dz, forming a

new composite (and Zeeman-shifted) lineshape function D0z. This new lineshape

function is subsequently used in Eq. (9). For simplicity, we do not implement

effects of micromotion and chemistry in this analysis, and we compare ν0, fit fit

results based on versions with B ¼ 0:19 mT with a version with zero B field. It is

important to note that the linear polarization of the 782 nm laser is practically

perpendicular to the B field, so that during the (0, 2)!(8, 3) excitation only σþ and

σ� transitions are driven. Due to polarization imperfections, caused by the polar-

ization optics and the slightly birefringent viewports of the vacuum chamber, the

two circularly polarized components are estimated to have a maximum possible

intensity imbalance of 2%. Figure 17 shows the offset between the ν0, fit fit results,
obtained with the above model for severalσþ/σ� intensity ratios, and the fit result we
found previously assuming zero magnetic field. For the 0.19 mT field used in our

experiment, a small shift of�0.017 (3) MHz is obtained, with the uncertainty due to

the possible maximum polarization imbalance.

The ac Stark shifts due to the 782, 532, and 313 nm lasers are �869, �452, and
8 Hz, respectively. These values represent the shift of the center of gravity of the

spectral line and can therefore be considered as weighted means of all the shifts of

the single hyperfine components. The calculation of the Stark shifts is shortly

explained in Appendix 4. Stark shifts due to the BBR and trap rf field are calculated

in [20] and are smaller than 1 Hz. Together, this gives us a total Stark shift of 1.3

(1) kHz. The uncertainty in this value stems almost exclusively from the accuracy

to which the laser beam intensities are known.

A conservative upper limit of 100 Hz to the electric-quadrupole shift for the (v,
L):(0, 2)!(8, 3) transition is obtained from [40]. The second-order Doppler effect is

dominated by average micromotion velocity of the HD+ ions and is found to be less

than 5 Hz. The values of the aforementioned shifts and their uncertainties are listed

in Table 4.

If we compare ν0, fit from scenario 1a based on the model containing rotational

states L	 5 with an extended version containing L	 6 states, we find a shift of ν0, fit
of 28 kHz, which we treat as the uncertainty due to the neglect of population in

L ¼ 6. The rate-equation model furthermore includes the BBR temperature, which
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we estimate to be 300 K with an uncertainty of about 5 K, caused by day-to-day

variations of the temperature in the laboratory, and by a possibly elevated temper-

ature of the trap electrodes due to rf current dissipation. If we compare the ν0, fit
values after inserting BBR temperatures of 300 and 305 K, we obtain a difference of

5 kHz, which we include in the uncertainty budget. Micromotion also causes a shift:

by comparing theν0, fit value from scenario 1a that includes micromotion (amplitude

11 (4) nm) with a the result of a version with zero micromotion, a shift of 0.055

(20) MHz is obtained. Finally, we investigated the effect due to the uncertainty of

the spin coefficientE4 (see Eq. 1), which is estimated to be 50 kHz [17]. Comparing

fits withE4 values differing by 50 kHz, we find that this has a negligibly small effect

of �1 Hz on the result for ν0.

4.6.3 Frequency of the (v, L):(0, 2)!(8, 3) Transition

We take the average of the fit values obtained from scenarios 1a and 2a, corrected

by the systematic shifts described above, to find the value of the (v, L):(0, 2)!(8, 3)

transition frequency, ν0 ¼ 383, 407, 177:38 MHz. Table 4 shows the error budget,

with a total uncertainty of 0.41 MHz that corresponds to 1.1 ppb. This result differs

0.21 MHz (0.6 ppb) from the more accurate theoretical value, νth¼ 383,407,177.150

(15) MHz [2]. The two main uncertainty contributions are the statistical fit error of

0.33 MHz and the uncertainty in the q-factor scenario of 0.23 MHz.

5 Conclusion, Implications and Outlook

We have measured the (v, L):(0, 2)!(8, 3) transition in the HD+ molecule with 0.85

p.p.b (0.33 MHz) precision, which is the first sub-p.p.b. resolution achieved in

molecular spectroscopy. A thorough analysis of systematic effects points out that

the total uncertainty is 1.1 p.p.b., and the result (ν0 ¼ 383, 407, 177:38ð41Þ MHz)

differs by only 0.6 p.p.b. from the theoretically predicted value (νth ¼ 383, 407,

177:150ð15ÞMHz). A large contribution to the systematic uncertainty is the effect

of chemical reactions in the Coulomb crystal, of which the 1σ uncertainty is 0.61 p.
p.b (0.23 MHz). This effect, which had not been recognized before, causes a

nonthermal velocity distribution that can be approximated by a q-Gaussian function,
and which significantly influences the accuracy of laser spectroscopy of composite

lineshapes in the presence of strong saturation and depletion of the HD+ sample. This

is a situation regularly encountered in laser spectroscopy of Doppler-broadened

transitions in finite samples of trapped molecular ions.

The agreement between experimental and theoretical data has several implica-

tions. First, it enables a test of molecular theory at the 1-p.p.b. level, and a test of

molecular QED at the level of 2:7� 10�4, which are the most stringent tests

performed so far. Second, it allows us to put new bounds on the existence of
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hypothetical fifth forces, and put new limits on the compactification radius of higher

dimensions, as described in detail in [3, 4, 12]. Third, the result presented here can

be used to obtain a new value the proton-to-electron mass ratio with a precision of

2.9 p.p.b. [12], for the first time from molecular spectroscopy as proposed already

four decades ago [5].

Our analysis clearly demonstrates that the first-order Doppler effect is respon-

sible for the largest contribution to the uncertainty. In fact, removing the first-order

Doppler effect would render the frequency measurement as the largest source of

error (0.026 p.p.b), thereby immediately improving the uncertainty by about a

factor of 40. Such—and even larger—improvements are possible using

two-photon spectroscopy. For example, in Refs. [22, 41] an experiment was

proposed in which the ðv,LÞ ¼ ð0, 3Þ ! ð9, 3Þ line in HD+ is addressed through a

two-photon transition with nearly degenerate photons. Using counter-propagating

laser beams with a narrow linewidth, the Lamb Dicke regime may be reached in the

present apparatus, such that first-order Doppler broadening is entirely eliminated,

while all other systematic effects could be controlled below the 1� 10�13 uncer-

tainty level. Such spectroscopy would allow more stringent tests of molecular

theory and QED, tighter bounds on new physics at the Ångstr€om scale, a compet-

itive determination of the proton–electron mass ratio and even contribute to the

determination of several other fundamental constants including the Rydberg con-

stant, the deuteron-electron mass ratio, and the proton and deuteron charge

radii [41].
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Appendix

Appendix 1: Molecular Dynamics Simulations

MD simulations are implemented in FORTRAN code in order to realistically describe

the dynamics of trapped and laser-cooled ions in the presence of the time-dependent

trapping field, 313 nm photon scattering by the Be+ ions, and fast ionic products

from chemical reactions. A cycle of one time step starts by computing the sum of

the forces acting on each ion, which consists of the Coulomb force, FC, the time-

dependent force from the trapping field, Ftrap, and an optional rf electric field, FSS,

which drives the secular motion:
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Ftot ¼
P

F ¼ FC þ Ftrap þ FSS: ð22Þ
The radial and axial part of Ftrap are given by

Ftrap,x,y ¼ �QV0

R2
ðxx̂ � yŷ Þ cos ðΩtÞ þ 1

2
Qω2

z ðxx̂ þ yŷ Þ ð23Þ

and

Ftrap, z ¼ azþ bz3 þ cz5, ð24Þ
whereωz is the secular angular frequency in the z-direction. The constants a, b, and
c depend on the trap geometry, which are determined through a finite-element

analysis performed with the software package SIMION. The forces exerted on each

ion are calculated, and trajectories are obtained using the leapfrog method [42].

Doppler-cooling is included at the level of single-photon scattering. Photon

momentum kicks are simulated as velocity changes where absorption only takes

place in the laser direction. In order to include ion motional heating which occurs in

the trap, we implemented additional stochastic velocity kicks with a size of the

recoil momentum of a single 313 nm photon with random directions. If an average

kick rate of 75 MHz is used, ion temperatures of around 10 mK are obtained.

The processes of elastic and inelastic neutral-ion collisions are simulated as

velocity kicks in random directions. For example, simulating reaction 7 in Table 1,

a Be+ ion is substituted with a BeH+ ion at 10 mK, after which its speed is modified

so as to give it 0.25 eV of kinetic energy.

Simulation of particles which in some cases have high velocities requires the use

of a variable time step size,Δτ. If the proper step size is not observed, two particles
with a high velocity difference at close distance could ’skip’ each other within one

time step instead of colliding. The default step size is Δτ ¼ 0:2 ns. However, if for
any of the trapped particles the condition vjΔτ > 10�minfΔxjkg is met, wheremin

fΔxjkg is the distance between particle j with velocity vj and the nearest particle k,
the time step Δτ is reduced by a factor of 10. Likewise, the step size is increased if

the colliding particles separate again and vjΔτ < 100�minfΔxjkg.
To simulate EMCCD images, we made use of a simpler MD implementation,

which treats the motion of the ions in the pseudopotential approximation and which

does not include high-energy ions. This allows for a larger integration time step

(10 ns) and, thus, faster MD simulations.

Appendix 2: Derivation of the Nonlinear Fluorescence

Function

The relative HD+ loss during REMPD, E, is related to the spectroscopic signal

S through the nonlinear function fNL, which we derive here. The fluorescence yield

during a secular scan depends on the Be+ temperature, T, and is described by the
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scattering rate formula integrated over a Maxwell–Boltzmann velocity distribution.

Neglecting micromotion effects, we take the scattering rate RMB ¼ RMBðT,Δ, I=IsatÞ
defined in Eq. (16). During a secular scan in the experiment, we use the valuesΔ¼
2π ��300 MHz and I=Isat ¼ 67, and in what follows we drop these variables from

the function argument of RMB. While performing the secular scan, the temperature

T varies, which leads to a fluorescence peak as described by Eq. (16). The

spectroscopic signal S is the relative difference between the areas under the

fluorescence peaks (see Eq. 7). We may rewrite the area, A, as

A ¼ C
�
RMBð�TÞΔt� RMBðT¯ blÞΔt



, ð25Þ

where C is a constant taking into account the collection and quantum efficiencies of

the PMT or EMCCD imaging system, Δt denotes the duration of the secular scan

(10 s), and T̄ stands for the ‘effective’ value of T during a secular scan. The effective

temperature �T is defined through Eq. (25) and can be interpreted as follows. If we

would fix the secular excitation field frequency and amplitude at a certain value

during a scan, the Be+ temperature and the fluorescence level would remain

constant. �T is the constant temperature that leads to the same area under the

fluorescence trace as during a true secular scan. Likewise, T¯ bl stands for the

effective baseline temperature during Δt (corresponding to the fluorescence level

that results if no HD+ ions are present). In the experiment, the baseline may have a

small slope due to the wing of the secular resonance of particles with mass 4 and

5 amu (see, for example, Fig. 5). This slope is detected and removed by the

MATHEMATICA code we use to analyze the PMT signal traces.

Both in the experiment and in the MD simulations described below, we observe

the area A under experimental or simulated fluorescence traces, to which we

subsequently can assign an effective temperature �T through Eq. (25). We emphasize

that no attempt is made to derive �T directly from, for example, the simulated

velocities of Be+ ions. Also note that in practice, we only use Eq. (25) to assign

effective temperatures to simulated fluorescence traces, as in this case the constant

C is known (C ¼ 1).

Inserting Eq. (25) into Eq. (7), we obtain

S ¼ RMBðT¯ iÞ � RMBðT¯ f Þ
RMBðT¯ iÞ � RMBðT¯ blÞ

, ð26Þ

which is a relationship between the spectroscopic signal S and the effective ion

temperatures during the initial and final secular scan, T¯ i and T¯ f , respectively.

The relationship between the number of trapped HD+ molecules and �T can be

obtained from MD simulations. A Coulomb crystal is simulated containing

750 trapped Doppler-cooled Be+ ions and with HD+ numbers varying from 0 to

100. This is done once using a number of additional H2D
+ and HDþ2 ions equal to

that of scenario a, and once using the numbers of H2D
+ and HDþ2 of scenario b (see

Sect. 4.2). The simulated secular scans over the HD+ secular resonance frequency
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produce fluorescence peaks which agree qualitatively with those obtained in the

laboratory as shown in Fig. 18.

In the experiment, secular scans are acquired over a time span of 10 s. The

dynamics due to the time-varying frequency of the ac electric field take place at a

timescale much longer than the timescale of fluorescence dynamics during laser

cooling, which takes place at timescales of the order of 10 μs [43], and also longer

than typical ion oscillation periods and the frequency of the ac electric field itself

(1–20 μs). However, due to limited computational resources, the simulated duration

of a secular scan is approximately 100 ms, which implies that the simulated

dynamics take place at a considerably faster rate than in the experiment, typically

on the scale of milliseconds. However, this still is much longer than the timescale of

fluorescence dynamics and the motional dynamics. Therefore, we assume that the

simulated secular scan peaks provide a reliable model of the experimentally

observed secular scans.

The MD simulations reveal a linear relationship between the number of trapped

HD+ ions and �T. This agrees with the intuitive picture of Be+ ions with frictionally

damped motion (because of the laser cooling), whose temperature rise during

secular excitation is directly proportional to the number of HD+ ions. Figure 19

shows the (NHDþ , �T) relationship for the two scenarios a and b. Having established

that �T is a linear measure of the number of trapped HD+ molecules, we now combine

the relations E ¼ ðNi � Nf Þ=Ni,T
¯
i ¼ c1Ni þ c2 andT

¯
f ¼ c1Nf þ c2, where c1 and c2

are constants derived from MD simulations (Fig. 19), to obtain

T¯ f ðEÞ ¼ T¯ ið1� EÞ þ c2E: ð27Þ

T¯ i can also be defined as the effective temperature with zero HD+ loss (T¯ i ¼ T¯ f ðE
¼ 0Þ � T¯ 0), while the term c2 can be considered as the effective baseline temper-

ature (c2 ¼ T¯ f ðE¼ 1)¼ T¯ bl). Inserting Eq. (27) into Eq. (26) results in the nonlinear

function
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Fig. 18 A simulated

(yellow) and a real (blue)
secular scan peak plotted on

the same frequency axis.

The signals are scaled

vertically to achieve

matching peak heights
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fNLðT¯ 0, EÞ �
RMBðT¯ 0Þ � RMBððT¯ bl � T¯ 0ÞEþ T¯ 0Þ

RMBðT¯ 0Þ � RMBðT¯ blÞ
, ð28Þ

which is plotted for scenario a in Fig. 20. Note that the nonlinear dependence on E
originates from the nonlinear dependence of RMB on T in Eq. (16).

In the analysis T¯ 0 is treated as a free fit parameter. T¯ bl is kept at a fixed value

which is obtained from MD simulations. From Fig. 19, it can be seen that T¯ bl ’ 0:5
K for scenarios a and b. This indicates that the rf field used for secular excitation

already induces heating of Be+ while the field is still far away from the Be+

resonance (at � 300 kHz). This effect is also seen in the experiment.

The nonlinear function fNL is used to map the relative HD+ loss E onto the

spectroscopic signal S. However, for the correction of background signals (Sect.

0 20 40 60 80
0

1

2

3

4

K

NHD+

T

Fig. 19 Results from MD

simulations showing the

effective Be+ ion

temperature during a

secular scan �T versus the

number of HD+ ions NHDþ ,

assuming numbers of H2D
+

and HDþ2 ions as in scenario

a (blue dots) and scenario b

(yellow dots). The blue and
yellow lines represent least-
squares fits, revealing a

linear relationship between
�T and NHDþ

Fig. 20 3D plot of the

function fNLðT¯ 0, EÞ (here
plotted for scenario a)

which connects the raw

measurement signal S to the

actual fractional loss of

HD+, E
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4.5) we need to map S to E, which requires the inverse nonlinear function f�1NL. This

inverse function is obtained numerically by use of MATHEMATICA.

Appendix 3: Micromotion Fit Function

The time-dependent electric field of the trap, Et, can be expressed as [31]

Etðx, y, z, tÞ ffi �V0

R2
ðxx̂ � yŷ Þ cos ðΩtÞ

� κU0

Z2
0

� ð2zẑ � xx̂ � yŷ Þ,
ð29Þ

where R is half the distance between two diagonally opposing electrodes, U0 is the

endcap voltage, Z0 stands for half the distance between the end caps, and κ is a

shielding factor. The Be+ micromotion amplitude can be written as

x0 ¼ Q

mBeΩ
2
Etðx, y, z, 0Þ: ð30Þ

The measured micromotion amplitude can be written as

x0,k ¼ k � x0
kkk , ð31Þ

which is the projection of the 313 nm laser direction onto x0. From simulations of

the rf trap circuitry with the simulation software SPICE, we find a small possible

phase difference ϕac of 4 mrad in between the rf electrodes, which has a negligible

effect on the ion micromotion and is ignored here. Using the program SIMION, we

calculate the shielding factor κ and the static electric fieldEdc as a function of the dc

voltages applied to the trap electrodes. From the static electric field, the radial ion

displacement rd is obtained by balancing the ponderomotive force and static E-field
in the radial direction,

mBeω2
r rd ¼ �QEdc, ð32Þ

where ωr is the radial secular trap frequency. By inserting the x- and y-components

of rd into Eq. (29), the field vector Et at the location of the ions is obtained.

A geometric imperfection of the trap could lead to an axial rf field, which can be

written as (here we ignore the small modification of the radial rf field of the trap due

to the same imperfection):
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Eax;HDþðV0, tÞ ¼ 1

Q

V0

V0;e
mHDxHDΩ

2 cos ðΩtÞ, ð33Þ

where xHD is the HD+ micromotion amplitude along the trap z axis,mHD is the mass

of HD+, and V0;e is the rf voltage used during the spectroscopic measurements,

which is 270 V.

Now, we turn to the case of a linear string of Be+ ions, which is the configuration

used to determine the axial rf field amplitude. AddingEax;HDþ to the z-component of

Et gives a new expression forEt which is inserted into Eq. (30). We then obtain the

following expression for x0:

x0 ¼
�

2Edc,xQR
2V0Z

2
0

QV2
0Z

2
0 � 2mBeR

4U0κΩ
2
,

2Edc,yQR
2V0Z

2
0

QV2
0Z

2
0 � 2mBeR

4U0κΩ
2
,
mHDV0xHD
mBeV0, e

�
, ð34Þ

which is subsequently inserted into Eq. (31), together with the wavevector, which is

written as

k ¼ 2π

λ
sin ðθÞ cos ðϕÞ, sin ðθÞ sin ðϕÞ, cos ðθÞð Þ: ð35Þ

Hereθ is the angle betweenk and the trap z axis, andϕ is the angle betweenk and the
trap y axis, which is very close to π=4 in our setup. The value of θ lies between
10
mrad and is treated as a free fit parameter. We insert Eqs. (35) and (34) into Eq. (31)

and then expand the expression in powers of θ. This gives us the following fit

function:

x0,kðV0Þ ¼ mHD

mBe

V0xHD
V0;e

� 8ðEh;dc � Ev;dc þ δEh � δEvÞQ2V0

m2
BeR

2Ω4ð2aM þ q2MÞ
θ

þ Oðθ2Þ:

ð36Þ

Here Eh,dc, Ev,dc are the applied static electric fields (corresponding to Edc) in the

horizontal and vertical directions, respectively, and δEh, δEv are the unknown offset

electric fields (due to e.g. charging of electrodes). The Mathieu parameters aM and

qM are given by

aM ¼ �4QκU0

mBeZ
2
0Ω

2
, qM ¼

2QV0

mBeR
2Ω2

: ð37Þ

The displacement of the Be+ string in the vertical direction can be accurately

determined with images of the EMCCD camera, and therefore δEh can be zeroed

(for example, by minimizing the displacement of the Be+ string while the radial

confinement of the trap is modulated by varying the rf amplitude). However, the

displacement in the horizontal direction (i.e., perpendicular to the EMCCD image

plane) is not accurately known, and therefore, we treat δEh as another free fit
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parameter. In summary, we use Eq. (36) as a fit function with xHDþ , θ and δEh as free

fit parameters while neglecting higher orders of θ. The fitted curves and the result

for x0,k are shown in Sect. 4.3.

The question arises what happens if the 782 nm laser propagates at a small angle

with respect to the trap axis, while the HD+ ions form a shell structure around the

trap axis. In this case, a small fraction of the radial micromotion is projected onto

the wavevector. However, from Eqs. (30–29) it follows that the sign of this

additional micromotion alternates for each quadrant in the (x, y) plane. As long as

the radial micromotion component does not exceed the axial micromotion ampli-

tude (which is the case here), the former averages out to zero given the radial

symmetry of the HD+ crystal.

Appendix 4: Stark Shift Calculations

Here, we summarize the formulas that are used to calculate the ac Stark shift of a

ro-vibrational transition ðv,LÞ ! ðv0,L0Þ in the HD+ molecule induced by a laser

with intensity I and polarization state p. A general expression for the second-order

energy shift depending on the angle θ between the polarization direction and the

quantization axis is:

ΔE ¼ �1
2

I

c
½αð0ÞvL ðωÞ

þ P2ð cos θÞ 3M
2 � LðLþ 1Þ
Lð2L� 1Þ αð2ÞvL ðωÞ�,

ð38Þ

where P2ðxÞ ¼ 1
2
ð3x2 � 1Þ is a Legendre polynomial. This expression contains the

scalar and tensor polarizabilities

αð0ÞvL ðωÞ ¼ 4πa30Qs,

αð2ÞvL ðωÞ ¼ 4πa30

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Lð2L� 1Þ

ðLþ 1Þð2Lþ 3Þ

s
Qt,

ð39Þ

where a0 is the Bohr radius andQs andQt stand for the two-photon scalar and tensor

matrix elements:

Qs ¼
hvLkQð0Þkv0Liffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2Lþ 1
p

Qt ¼
hvLkQð2ÞkvLiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2Lþ 1
p :

ð40Þ

Here Qð0Þ and Qð2Þ are the irreducible scalar and tensor components that belong to

the two-photon operator (in atomic units):
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QppðEÞ ¼ d � ep 1

H � E
d � ep, ð41Þ

with Hamiltonian H, dipole moment operator, d and polarization vector ep. The
matrix elements Qs and Qt were calculated numerically using the three-body

variational wave functions described in [8].

Since the hyperfine structure is partially resolved in this spectrum, we also have

to consider the contribution of the Stark shifts to off-resonant coupling to hyperfine

levels in v ¼ 0 and v ¼ 8 by the 782 nm laser during spectroscopy. Here, the

situation is more complicated as the 782 nm laser also nonresonantly couples v ¼ 8

states to continuum states above the dissociation limit of the 1sσ electronic ground

state. The 782-nm contribution to the Stark shift was calculated at the hyperfine

level, and will be published elsewhere. The corresponding shifts turn out to be

negligible for our experiment, contributing only at the level of a few Hertz.
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Orientational Dependence of Optically

Detected Magnetic Resonance Signals in

Laser-Driven Atomic Magnetometers

Simone Colombo , Vladimir Dolgovskiy, Theo Scholtes, Zoran D. Grujić,

Victor Lebedev, and Antoine Weis

Abstract We have investigated the dependence of lock-in-demodulated Mx-mag-

netometer signals on the orientation of the static magnetic field B0 of interest.

Magnetic resonance spectra for 2400 discrete orientations of B0 covering a 4π solid
angle have been recorded by a PC-controlled steering and data acquisition system.

Off-line fits by previously derived lineshape functions allow us to extract the

relevant resonance parameters (shape, amplitude, width, and phase) and to repre-

sent their dependence on the orientation of B0 with respect to the laser beam

propagation direction. We have performed this study for two distinct Mx-magne-

tometer configurations, in which the rf-field is either parallel or perpendicular to the

light propagation direction. The results confirm well the algebraic theoretical model

functions. We suggest that small discrepancies are related to hitherto uninvestigated

atomic alignment contributions.

1 Introduction

Optically pumped atomic magnetometers, also known as optical magnetometers

(OM), are based on resonant magneto-optical effects in atomic (usually alkali-

metal) vapors [1]. We refer the reader to the comprehensive overview of various

OM methods and their applications in Ref. [2]. Magnetometers based on optically

detected magnetic resonance (ODMR) have the longest history in the field of

atomic magnetometry, and the so-called Mx -magnetometer using a single light

beam has proven to be a highly sensitive and robust device. The theoretical

modeling of the signals generated by ODMR-based magnetometers is addressed

in great detail in a recently published textbook (Chapter 13 in Ref. [3]).
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ODMR magnetometers infer the modulus B0 ¼ ω0=γF of the magnetic field

vector B0 from the (driven) Larmor precession frequency ω0 of an atomic vapor’s
magnetization, where γF is the gyromagnetic ratio of the used atom (γF=2π � 3:5
Hz/nT for 133Cs). The precession is driven by a much weaker additionally applied

oscillating field B1ðtÞ, called the ‘rf-field’. In the standard Mx -magnetometer, a

single circularly polarized light beam whose frequency is resonant with an atomic

transition is used both to create the medium’s spin polarization by optical pumping

[4] and to read out the spin precession signal.

The magnetometric sensitivity of an OM, i.e., the smallest magnetic field change

that the device can detect (in a given bandwidth), depends on many parameters,

such as the light intensity, the atomic number density, the size of the atomic sample,

the spin coherence time, and the amplitude of the rf-field. Moreover, the sensitivity

critically depends on the relative orientations of the light propagation direction k̂ ,
the rf-field B̂1, and the field of interest B̂0. The latter dependencies imply that there

are, on the one hand, orientation(s) that optimize the device’s sensitivity, and, on
the other hand, orientations (so-called dead-zones) for which the sensitivity van-

ishes. The quantitative understanding of these dependencies is crucial when design-

ing a magnetometer, be it for a laboratory application in which the orientation B̂0 of

B0 is mostly known a priori, or for field applications where the knowledge of the

dead-zones is of great importance.

The problem of the OM sensitivity’s orientation dependence is closely related to
the so-called ‘heading error’ that has already been addressed in the very early

accounts on optically pumped atomic magnetometers [5]. Several attempts have

been made to overcome those fundamental effects and realize dead-zone-free OM

[6–10].

The object of the present paper is an experimental verification of the theoreti-

cally predicted [3] orientation dependencies of lock-in-detected signals in different

Mx -magnetometers of two distinct geometrical configurations, viz., rf-field either

parallel or perpendicular to the light’s k -vector. For this, we have developed a

computer-controlled experimental setup allowing the rotation of a static magnetic

field vector of constant modulus over the full 4π solid angle. We record magnetic

resonance spectra at 2400 discrete (θB,ϕB ) orientations of the field, and off-line

analysis permits then three-dimensional representations of the results.

2 Experimental Setup

The experimental setup (Fig. 1) is mounted inside of a cubic five-layer μ-metal

shield (produced by Sekels GmbH) with inner dimensions of � 503 cm3.

The central part of the magnetometer is a spherical (30mm diameter) Pyrex cell

with paraffin-coated inner surface which is connected by a capillary to a reservoir

stem containing a droplet of solid cesium producing a room-temperature saturated

atomic vapor [11]. Laser light is guided to the setup by a multimode fiber which
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effectively scrambles the light polarization. The out-coupled (� 2mm diameter)

light beam’s polarization is made circular using a linear polarizer and a quarter-

wave plate. We use a polarimeter (Thorlabs, model PAX5710IR1-T) for the

precision control of the light’s polarization (cf. Sect. 7.1).

The frequency of the extended cavity diode laser (Toptica, model DL100 pro) is

actively stabilized to the center of the F ¼ 4 ! F0 ¼ 3 hyperfine transition of the

Cs D1 line (λ ¼ 894:6 nm) by means of a separate saturation-absorption spectros-

copy unit. The power of the laser beam is kept constant by an active stabilization

circuit using an intensity modulator (Jenoptik, model AM894) driven by a slow PI

controller with a 10Hz cutoff frequency. The power of the transmitted light beam is

detected by a photodiode whose photocurrent is amplified by a current-to-voltage

converter (Femto, model DLPCA-200, 106 V=A gain, 200 kHz bandwidth) and fed

to a lock-in detector (Zurich Instruments, model HF2LI).

Magnetic resonance spectra are recorded by automated frequency sweeps of the

rf-coil current produced by the built-in oscillator of the lock-in amplifier. The

frequency dependence of both the in-phase and quadrature signals obtained by

phase-sensitive demodulation of the photodiode signal is stored for off-line

processing.

The amplifier’s bandwidth and the finite inductivity of the rf-coil imply that the

photocurrent’s Fourier component of interest (oscillating at � 35 kHz) is phase-

shifted by a (frequency dependent) valueφ of� 20∘ with respect to the coil-driving

voltage.

Data taking is fully computer-controlled by a dedicated LabView code allowing

control of the rf-field amplitude and the three components of the offset field B0.

Fig. 1 Schematic of the experimental setup. The coils producing the B0 field’s x, y, and
z components are wound around the two innermost μ-metal layers. Two of the four coils producing

Bz are shown as illustration. VCS voltage-controlled current source, SG signal generator, it LIA

lock-in amplifier, LP linear polarizer, PD photodiode, CVC current-to-voltage converter, PC
computer running control and data acquisition code
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2.1 Magnetic Field Control and Calibration

The static magnetic field inside the shield is produced by a triaxial coil system

wound onto the two innermostμ-metal layers. The coils (resistance4:5Ω) are driven
by voltages from three programmable arbitrary waveform generators (Agilent,

model 33500B) via 50Ω series resistors. After demagnetization, we measure the

remnant field components in the shield using level-crossing (Hanle) resonances as

described in Refs. [12, 13]. We nullify these components—that are typically below

70nT—and calibrate the field producing coils in the following way: For calibrating

the Bz coil, we use an Mz geometry, in which we scan Bz from negative to positive

values, while irradiating the atoms with a 1:5kHz rf-field. From the positions of the

two magnetic resonances observed in this configuration, we infer both the residual

field δBz and the coil calibration constant kz. TheBx andBy coils are calibrated using

a 10μT offset field ð0,B0y,B0zÞdirection. We measure changes of the corresponding

Larmor frequency

f 0 ¼ γF

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðkx IxÞ2 þ ðB0y þ ky IyÞ2 þ B2

0z

q
ð1Þ

when powering the x- and y- coils individually. Fits allow then to infer kx and ky as
well as the residual fields δBx and δBy.

We have observed current scan direction-related (sub-%) differences of the kx
and ky constants. These differences may be attributed to the nonlinear ferromagnetic

response of the μ-metal onto which the coils are wound. The calibration constant of

a given coil may thus be affected by the orientation and the magnitude of the offset

field. Based on this, we believe that we control the field orientation at the≲1% level.

Using this calibration, the generators are programmed such as to vary the θB- and
ϕB - orientations of the magnetic field vector B0 in a step-wise manner, while

keeping the field modulus B0 (nominally) constant. The field is varied on a full

sphere evolving from the north pole ð0, 0,B0Þ to the south pole ð0, 0, � B0Þ in the

coordinates of Fig. 1.

We record magnetic resonance spectra for typically 2400 pairs of discrete values

of the field orientation angles (Fig. 2). The duration of each spectrum scan is� 23 s,

so that a complete full-sphere orientation scan (‘θ � ϕ-scan’) takes � 15 h.

Fig. 2 Definition of the orientation angles θB and ϕB of the magnetic field in the geometries B1kk
(a) and B1⊥k (b)
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3 Theory of the Mx-Magnetometer

The so-called Mx -magnetometer relies on reading out (by optical means) the

frequency at which an atomic medium’s spin polarization precesses around a static

magnetic field B0. The precession is coherently driven by a magnetic field (rf-field)

of small amplitude B1 � B0 that oscillates at a frequency ωrf close to the Larmor

frequencyω0 ¼ γF B0. The ensuing phase-synchronized precession of all individual

spins leads to a modulation of the transmitted light power at the frequency ωrf . The

amplitude (and phase) of the induced power modulation depends in a resonant

manner on the detuning δω � ωrf � ω0 of the rf frequency from the Larmor

frequency. Weis, Grujić ,and Bison have presented an exhaustive discussion of

the mathematical expressions for the observed lineshapes in magnetic resonance-

based atomic magnetometers in a recently published textbook [3].

The simplest Mx-magnetometer implementation uses a single circularly polar-

ized laser beam (in resonance with an atomic transition) that serves for both the

creation of the spin polarization and for the readout of the coherently driven spin

precession. The laser power transmitted through the atomic vapor, which is

assumed to be optically thin (κ L � 1), is given by

P ¼ P0 exp½�κ L� � P0ð1� κ LÞ , ð2Þ
whereP0 is the incident light power and L the length of the traversed vapor column.

The absorption coefficient κ for circularly polarized light depends on the medium’s
spin polarization and can be expressed as

κ ¼ κ unpol
0 1� αð1Þ

F,F0Sz � αð2Þ
F,F0Azz

h i
, ð3Þ

where the coefficients αðKÞ
F,F0 are transition-specific constants, and where κ unpol

0 is the

absorption coefficient of the unpolarized medium, Sz and Azz being the medium’s
longitudinal spin orientation (vector polarization) and alignment (tensor polariza-

tion), respectively. Since alignment-related contributions on the 4 ! 3 transition

studied here are small [14], we will neglect in the following the last term in Eq. (3).

The subscript z refers to the quantization axis, chosen along the light propagation

direction k. In that frame, the longitudinal orientation can be expressed in terms of

the sublevel populations pm as

Sz /
XF
m¼�F

pm m , ð4Þ

where m is the magnetic quantum number (eigenvalue of Fz). In what follows S0 is
the value of Sz achieved by optical pumping in a (polarization-stabilizing) magnetic

field B0 oriented along k.
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The joint action of the torques exerted by the offset magnetic field B0 and the

oscillating rf-field BrfðtÞ ¼ B1B̂1 sinωrf t on the spin polarization causes a modula-

tion of SzðtÞ, and hence a time-dependent modulation

δPðtÞ ¼ P0κ
unpol
0 Lαð1Þ

F,F0 SzðtÞ ð5Þ
� PRðδωÞ sin ½ωrf tþ φðδωÞ� ð6Þ
� PIPðδωÞ sinωrf tþ PQUðδωÞ cosωrf ð7Þ

of the transmitted laser power, where δω ¼ ωrf � ω0 is the rf frequency detuning,

and PIP ¼ PR cosφ the in-phase and PQU ¼ PR sinφ the quadrature amplitude,

respectively. As shown in [3], the power modulation is phase-shifted with respect to

the rf-field oscillation by

φðδωÞ ¼ φ
�
δω; B̂1, B̂0

� ¼ φð0Þ�B̂1, B̂0

�� arctan
δω

γ
, ð8Þ

where the on-resonance phase shift φð0Þ ¼ φðδω ¼ 0Þ depends both on the orien-

tation, B̂1, of the rf-field and on the orientation, B̂ 0, of the magnetic field of interest.

We choose ẑ ¼ k̂ as polar axis of a spherical coordinates system, so that the

magnetic field orientation is determined by the polar and the azimuthal angles, θB
and ϕB, respectively. In this coordinate frame, the amplitude of the detected light

power oscillation (‘R’-signal) is given by

PRðδωÞ ¼ eP
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
γ2 þ δω2

p
δω2 þ γ2 þ eΩ 2

i

eΩ i sin θB cos θBj j , ð9Þ

where γ is the spin relaxation rate, which is assumed to be isotropic (setting

γ ¼ γ1 ¼ γ2 ), and where the signal calibration factor is given byeP ¼ S0P0κ
unpol
0 Lαð1Þ

F,F0 .

As discussed in Ref. [3], allMx-magnetometer signals can be represented in the

form of Eqs. (8) and (9). We therefore refer to these expressions as a ‘universal
representation’ of theMx-magnetometer signal, whose spectral dependence (but not

its absolute value) is independent of the orientation of the rf-field. The interest of

writing the phase signal in the universal form lies in the fact that—after electronic

subtraction of the offset phase φð0Þ depending on B̂ 0 and B̂ 1—the frequency

dependence of the phase has a pure arctan dependence on the detuning with φ ¼ 0

on resonance and a negative slope dφ=dδω.
We define the Rabi frequency associated with the rf-field as Ω ¼ 1

2
γFB1. Since

the component of B1 along B0 does not induce magnetic resonance transitions, we

have introduced in (9) an ‘effective’ Rabi frequency eΩ that is associated with the

component of B1 that is orthogonal to B0, viz.,

eΩ B̂ 1
ðB̂ 0Þ ¼ Ω B̂1 �

�
B̂1 � B̂0

�
B̂0

�� �� : ð10Þ
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Below we will describe experiments carried out withMx-magnetometers having two

distinct orientations of the rf-field with respect to the light propagation direction, as

shown in Fig. 2:

• The B1kk geometry shown in Fig. 2a has a cylindrical symmetry around the

k-vector, so that one expects the magnetometer signals only to depend on the

polar angle θB. One easily sees that in this case the effective Rabi frequency

is given by

eΩ kðθB,ϕBÞ ¼ Ω j sin θBj , ð11Þ

while the on-resonance phase is given by

φð0Þ
k � φð0Þ�ẑ, fθB,ϕBg

� ¼ �π

2
signð cos θBÞ : ð12Þ

We note that the offset phase is erroneously given in Ref. [3] (the referred work

appeared while preparing the present text) as φð0Þ
k ¼ 0, while the above result is

the correct expression using the 4-quadrant definition of the arctan function for

inferring the phase.

• The B1⊥k geometry shown in Fig. 2b is no longer rotationally invariant around

k, and it is shown in [3] that in that case one has

eΩ ⊥ðθB,ϕBÞ ¼ Ω
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
cos 2θB þ sin 2θB sin 2ϕB

p ð13Þ

φð0Þ
⊥ ¼ φð0Þ�x̂, fθB,ϕBg

�
¼ arctan cos θB cotϕBð Þ: ð14Þ

Figure 3 represents the orientation dependencies given by Eqs. (11) and (13).

The on-resonance amplitudes of the R-signals for the two cases (distinguished by
the direction B̂ 1) are then given by

PB̂ 1

R ð0Þ ¼ eP γ eΩ B̂ 1
ðθB,ϕBÞ

γ2 þ eΩ 2
B̂ 1
ðθB,ϕBÞ

sin θB cos θBj j: ð15Þ

Fig. 3 Anticipated angular

dependencies of the

effective Rabi frequencieseΩ B̂1
for the B1kk (a) and B1

⊥k (b) geometries
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4 Data Recording

After the careful calibration of the coils generating the x-, y- and z- components of

the field vector B0, we orient the latter in a systematic manner along 2400 discrete

directions, while keeping the field modulus B0 constant. For this, we feed suitable

voltages to the three coils via three series resistors. The voltages are generated by

computer-controlled programmable signal generators. A full 4π scan is achieved by
varying θB from 0∘ to 180∘ in 40 equidistant steps. For each value of θB, we vary the
azimuthal angle ϕB from 0∘ to 360∘ in 60 equidistant steps.

The field modulus B0 is chosen to be � 10 μT, which corresponds to a Larmor

frequency f 0 ¼ ω0

2π of � 35 kHz. For each field orientation (θB,ϕB), we scan the rf

frequency ωrf across a range of 	400Hz (in 8Hz steps) around the Larmor

frequency ω0. To ensure that the resonance line is always well centered in the

scan range, we do a coarse (automated) determination of the line center after each

recording in order to define the start- and stop-frequencies for the scan at the

subsequent θB � ϕB orientation.

Figure 4a shows the spatial distribution of the Larmor frequencies extracted

from the off-line analysis of the data discussed in the next section. The average

frequency of the displayed points is 36.0(3) kHz. However, we find that during

the angular scans the Larmor frequency varies in a systematic manner over a range

of 	1 kHz with respect to that average. This variation has an rms value of 0.9%

(compatible with the 1% estimated uncertainty of the calibration constants ki) and is
represented in Fig. 4b, where we show the data of Fig. 4a after subtraction of

35:4 kHz.

5 Data Analysis

The digital lock-in amplifier records and stores the in-phase and quadrature signals

(Cartesian coordinates) as well as the R-signal and phase (polar coordinates). We

have discovered a synchronous (but phase-shifted) photodiode signal (oscillating at

the rf frequency) that is present even in absence of light. We assign this signal to

inductive pick-up of the rf-field by the photodiode’s electrical circuit. We have

Fig. 4 a Angular

distribution of the magnetic

field modulus B0 as inferred

from the parameters ωfit

obtained by fitting the

experimental φðδωÞ curves
with Eq. (16). b The same

data, after subtracting � 10

μT from all moduli, reveal a

slight (0:9 %rms) anisotropy

of the distribution
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recorded this signal with the laser beam blocked and subtract its in-phase and

quadrature components from the corresponding magnetometer signals in the

off-line analysis. After this correction we calculate the amplitude (PR) and phase

(φ) signals from the in-phase and quadrature signals. From the phase signal we

subtract the frequency-dependent phase shift of� 20∘mentioned in Sect. 2. Typical

results are shown in Fig. 5.

We then fit the theoretical expressions for φðδωÞ and PRðδωÞ given by Eqs. (8)

and (9), respectively, to the data. We note that the experimental phase signal is

determined by the ratio of the quadrature and the in-phase signals, so that φexpðδωÞ
does not depend on the common prefactor of those signals. We therefore first fit the

function

φfit ωrf ;ωfit, γfit,φ
ð0Þ
fit

� �
¼ φð0Þ

fit � arctan
ωrf � ωfit

γfit
ð16Þ

to the experimental phase signalsφexpðδωÞ. Besides ‘horizontal’ (ωfit) and ‘vertical’

(φð0Þ
fit ) offsets, the shape of the phase signals is fully determined by the relaxation

rates γfit. The fits yield the resonance (Larmor) frequency, ωfit, the (light power

broadened) linewidth, γfit, as well as the offset phase, φ
ð0Þ
fit for each field orientation.

We note that the resonance frequenciesωfit determined from such fits are the values

used in Figs. 4.a,b.

Figure 6a shows the angular dependence of the fitted relaxation rates on the field

orientation. In Fig. 6b we represent a superposition of the 30 cuts through the sphere

of Fig. 6a, one for each of the 30 ϕB angles. Each given cut thus contains 80 γðθBÞ
points. The average value of all data is γ=ð2πÞ¼7:3ð4ÞHz.

The slight deviation from spherical symmetry observed near the dead-zones

occurring at θB ¼ nπ=2may be due to spin alignment effects addressed in Sect. 7.2.

The dead-zones of the alignment contributions occur at different field orientations

than those of the orientation contributions and may thus become more prominent
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Fig. 5 Typical rf frequency dependence of the amplitude (a) and phase (b) signals of the

demodulated detected laser power. Data shown as red points together with fitted functions

[Eqs. (17), (16)] shown as solid lines. Data taken with the magnetometer operated in the transverse

(B1⊥k) geometry with B̂ 0 oriented along θB ¼ 45:67∘, ϕB ¼ 90∘ and an effective Rabi frequency

of eΩ ¼ 2:0γ
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when the (otherwise dominant) orientation contribution vanishes. The increased

scatter of the data points near these zones is obviously a consequence of the lower

signal/noise ratio near these zones.

In the next step, we fit the R-signals by the function

Rfitðωrf ;ωfit, eΩ fit,AfitÞ ¼
Afit

eΩ fit

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
γ2exp þ ðωrf � ωfitÞ2

q
ðωrf � ωfitÞ2 þ γ2exp þ eΩ 2

fit

, ð17Þ

where we have fixed the linewidths γexp to the values γfit inferred from the phase fits,

but leave the resonance frequenciesωfit again as free parameters. We note that these

fits yield resonance frequency values ωfit that agree with those of the phase fits.

Those fits also yield the scale factorsAfit and the effective Rabi frequencies eΩ fit.Afit

is related to the theoretical amplitude eP in Eq. (9) by Afit ¼ η eP , where η is a

calibration factor (measured in V/W) that converts laser power levels to recorded

voltages.

We have performed the above analysis for all field orientations ðθB,ϕBÞ,
obtaining a set of on-resonance R-signal values that can be expressed by the fitted

parameters via

R
ð0Þ
fit ðθB,ϕBÞ � Rfitðδω ¼ 0Þ ¼ Afit

γfiteΩ fit

γ2fit þ eΩ 2
fit

, ð18Þ

where γfit results from the fit by Eq. (16) and eΩ fit and Afit from the fit by Eq. (17).

We recall that those equations are universal fit functions that can be applied to

Mx-magnetometer geometries with any orientation of the rf-field.

(a) (b)

Fig. 6 a Angular distribution of the relaxation rates (magnetic resonance linewidths) γ=2π as

inferred from the parameters γfit obtained by fitting the experimentalφðδωÞ curves with Eq. (16); b:
The same data as a function of θB, with data for all ϕB values superposed
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6 Results

The fit of the magnetic resonance spectrum at each field orientation point ðθB,ϕBÞ
yields the fit parameters ωfit, γfit, φ

ð0Þ
fit ,

eΩ fit, Afit as well as the inferred on-resonance

signal amplitudeR
ð0Þ
fit [defined by Eq. (18)] for each grid point. This allows graphical

representations of the B̂0 orientation dependencies of all parameters, the orientation

dependence of the applied field modulus having already been shown in Fig. (4).

We complement the latter dependence by showing in Fig7a, b the dependencies

of the fitted effective Rabi frequencies on the orientation of the field B0 in the B1kk
and B1⊥k geometries. Note that in the plot we have excluded some points near the

dead-zones occurring for θB ¼ 0∘, 90∘, and 180∘ for which the signals vanish in the

noise. The results reflect very well the anticipated dependencies shown in Fig. 3.

In view of magnetometric applications, the resonance amplitudes R
ð0Þ
fit and the

observed linewidths γfit are the quantities of main interest, since they determine the

magnetometric sensitivity as discussed in Sect. 7.4. While the angular dependence

of the relaxation rates has already been shown in Fig. 6, we will focus in the

following subsections on the angular distributions of the R
ð0Þ
fit signals, treating

separately the B1kk and B1⊥k geometries.

6.1 B1kk Geometry

We first address the orientation dependence of the on-resonance phase φð0Þ
k . Equation

(12) predicts that theφð0Þ
k can only assume the values�π=2 (for θB < π=2) andþπ=2

(forθB > π=2) in theB1kkgeometry. The experimental findings shown in Fig. 8 reflect

very well this anticipated behavior.

In Fig. 9a, b we compare the theoretical prediction and the experimental findings

for the R-signal in theB1kkgeometry. The plots reflect well the rotational symmetry

Fig. 7 Measured angular dependencies of the effective Rabi frequencies eΩ fit for theB1kk (a) and
B1⊥k (b) geometries. The surface plots have been obtained by numerical interpolation of �2400

discrete data points (some outliers near the dead-zones have been removed). The results are to be

compared with the anticipated dependencies shown in Fig. 3
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around the k-direction, and show—at least on the displayed scale—a good quali-

tative agreement.

In order to explore the agreement in a more quantitative manner, we have

performed scans of the θB angle along the trajectory shown in Fig. 9a at a fixed

value of ϕB. The results are shown in Fig. 10. Since the anticipated patterns of R
ð0Þ
fit

ðθBÞ depend on the rf saturation parameter Grf ¼ Ω2=γ2, we have measured these

dependencies for different settings of the Rabi frequency Ω, ranging from below-

saturation (Ω < γ) to above-saturation (Ω > γ) values. The experimental results are

in excellent agreement with theory.

Equations 11 and 15 show that forΩ � γ the anticipatedθB dependence of the R-
signal is given by PRẑ ð0Þ / j sin 2θB cos θBj, a distribution which has a maximum

value at θB � 54:7∘. This particular orientation is indicated by dashed lines in the

figure. The data points reflect well this behavior. When the Rabi frequency is

increased to saturating values Ω 
 γ, the angular distribution becomes more

stretched along the k̂ direction.

Fig. 9 B1kk geometry: Theoretical (a) and experimental (b) angular dependencies of the fitted

on-resonance R-signals R
ð0Þ
fit for Ω � 2γ. The solid line on the theoretical graph represents the cut

leading to the polar plots shown in Fig. 10
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Fig. 8 B1kk geometry: Anticipated (a) and measured (b) θB-ϕB dependencies of the on-resonance

phasesφð0Þ
k . The surfaces in the right graph have been obtained by an interpolation algorithm using

the discrete data points (shown as red dots)
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Fig. 10 B1kk geometry: Cuts through the angular distributions of Fig. 9b for ϕB ¼ 90∘ (y–z
plane). The polar angle θB is measured with respect to thek axis. The Rabi frequency (expressed in
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6.2 B1⊥k Geometry

We have performed the same type of measurements in the B1⊥k geometry. The

magnetometer geometry, determined by the orientations k̂ and B̂ 1, has no longer a

rotational symmetry axis, and one expects this broken symmetry to be reflected in

the orientational dependencies of the magnetometer signals. The latter obey a

reflection symmetry with respect to the plane determined by k̂ and B̂1.

We start again by addressing first the on-resonance phase, which—because of

the broken symmetry—has a non-trivial angular distribution (see Fig. 11).

Disregarding some outliers near the dead-zones, which result from large fit errors,

the experimental data reflect well the anticipated orientational dependence given by

Eq. (14).

The angular dependence of the on-resonance R-signal shown in Fig. 12 exhibits

well the broken symmetry leading to a ‘squeezing/stretching’ along the direction

k̂ � B̂1. In order to illustrate the broken ϕB symmetry, we have performed angular

scans in which we have variedϕB at a fixed angle θB � 45∘. The results displayed in

Fig. 13a show how the squeezing along B̂1 evolves into a stretching along that

direction as Ω is increased from below- to above-saturation values.

We also show in Fig. 13b, θB-scans in the planeϕB ¼ 0, defined by k̂ and B̂1 and

in Fig. 13cθB-scans in the planeϕB ¼ π=2, defined by k̂ and k̂ � B̂1. Data points are

shown together with theoretical fits (solid lines).

Fig. 10 (continued) units of γ) is varied from below- to above-saturation values. The red dots are
data points and the solid (black) lines represent fits with the model function of Eq. (15). The

dashed lines represent the orientation θB at which the low-saturation data are expected to show a

maximum signal
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Fig. 11 B1⊥k geometry: Anticipated (a) and measured (b) θB - ϕB dependencies of the

on-resonance phases φð0Þ
⊥ . The surfaces in the right graph have been obtained by an interpolation

algorithm using the discrete data points, shown as red dots. The black lines on the left graph

indicate B0 orientations for which φð0Þ
⊥ ¼ 0. The red dots on the right graph are data points
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7 Discussion

We have investigated in detail the dependence of lock-in detected signals produced

by spin-orientation (vector magnetization)-based Mx-magnetometers on the orien-

tation of the applied magnetic field of interest B0 and the orientation of the rf-field

B1 used to drive the magnetic resonance in the magnetometer. The lock-in signals

are fully described by the amplitude (R-signal) and the phase φ of the photocurrent

oscillation. In all investigated geometries, we find a very good agreement between

theoretical predictions and our observations. We can thus claim a successful

verification of the general theoretical expressions for Mx -magnetometer signals

that have been presented recently [3].

7.1 Experimental Asymmetries

We wish to state nonetheless that achieving the excellent quality of the presented

experimental results has been a non-trivial task. One of our goals was to clearly

demonstrate the anisotropic angular dependence in the two investigated geometries,

viz., theB1kk case (rotational symmetry with respect to k̂ , and reflection symmetry

with respect to the plane perpendicular to k̂ ), compared to the B1⊥k case which

lacks the rotational symmetry while keeping the reflection symmetry. In the former

case with rotational symmetry, satisfactory results have only been obtained after

ensuring that the experimental setup contained no symmetry-breaking elements. On

our way to the final results, we have identified and successively eliminated the

following perturbing effects:

– Even a tiny elliptical polarization of the light beam leads to the creation of

transverse alignment (tensor polarization) in the atomic medium that manifests

itself in an anisotropic angular distribution. Special care has therefore been taken

Fig. 12 B1⊥k geometry: Theoretical (a) and experimental (b) angular dependence of the

on-resonance R-signals R
ð0Þ
fit for Ω � γ. The reddish and bluish solid lines on the left graph

represent the trajectories of the polar plots shown in Fig. 13
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(a)

(b)

(c)

Fig. 13 B1⊥k geometry: Cuts through the angular distributions of Fig. 12b along the trajectories

shown in Fig. 12a. Top graphs (a):R
ð0Þ
fit ðϕBÞ forθB ¼ π=4;Middle graphs (b):R

ð0Þ
fit ðθBÞ forϕB ¼ π=2;

Bottom graphs (c): R
ð0Þ
fit ðθBÞ for ϕB ¼ 0. In each group of graphs, the Rabi frequency is varied
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to ensure the highest possible degree of circular polarization. For the experi-

ments reported in the paper, the light beam (prior to entering the cell) has a

degree of linear polarization (DOLP) of 0.70%, which corresponds to a degree of

circular polarization (DOCP) of >99.99%. In an earlier experiment, we had

observed a pronounced anisotropy and discovered later that the light entering the

cell in that experiment has had a DOLP of 6%, which corresponded to a DOCP

of 99:8%. We note that the DOCP value is given by the corresponding Stokes

parameter and that DOCP2 þ DOLP2 ¼ 1 assuming 100% polarized light.

Stress-induced birefringence of the spherical glass cell may slightly alter the

light polarization inside of the cell. Any spurious contamination by linear

polarization will lead to the creation of transverse spin alignment (tensor polar-

ization), see Sect. 7.2.

– Any magnetic component placed near the Cs vapor cell will perturb the angular

distributions in a similar way. We have been able to eliminate such effects by a

careful choice and screening of all deployed components for magnetic

contaminants.

– In an early stage we used rf-coils of rectangular shape (38� 29mm2, compared

to the vapor cell diameter of � 30mm), which led to a pronounced breaking of

the rotational ϕB-symmetry in the B1kk geometry. Replacing those coils by 100

mm diameter circular coils has led us to the presented results.

7.2 Alignment Effects

Despite the taken precautions, some minor imperfections remain in the data:

(a) A slight (< 1%) anisotropy of the measured Larmor frequencies (Fig. 4b). The

maximum quadratic Zeeman shift in the used field of10 μTis� nTand can thus

be ruled out as cause of the observed deviations at the level of ≲100 nT.

(b) A slight asymmetry of all recorded R-signals under saturating conditionsΩ 
 γ
(Fig. 5a).

(c) A slight anisotropy of the relaxation rates γ (Fig. 6b).
(d) A slight forward–backward (with respect to k) asymmetry of the θB scans in the

B1kk geometry (Fig. 10).

The effect (a) may mainly be assigned to field-dependent calibration constants as

discussed in Sect. 4. We believe that the origin of the other effects relies in the

following imperfection of the magnetometer model [3]: The model assumes that

the atomic medium carries only vector spin polarization, commonly referred to

⁄�

Fig. 13 (continued) from below- to above-saturation values. The red dots are data points, and the

solid black lines represent fits by the model functions. In graphs b and c, the dashed lines represent
the field orientations yielding maximum signals in the low-saturation limit
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as ‘orientation,’ which, in the language of atomic multipole moments represents a

K ¼ 1 multipole. It is well known [1] that optical pumping with circularly polarized

light produces multipole momentsmK,Q of ranksK ¼ 1, 2, . . . , 2F (2F ¼ 8 in the case

of the F ¼ 4 ground state investigated here), while optical pumping with linearly

polarized light produces only even multipole moments K ¼ 2, 4, . . . , 2F. It is also
known that light interacting with the atoms via an electric dipole transition is only

sensitive to the rank K ¼ 1 and 2 multipole moments [4].

In view of this, pumping with light of perfect circular polarization will not

only produce a longitudinal (with respect to k̂ ) vector polarization (m1,0), but

also a longitudinal alignment (second rank tensor moment m2,0), whose contri-

bution has magnetic resonance line shapes and angular distributions that differ

from the orientation contributions discussed in the paper. By dropping the last

term in Eq. (3), we have explicitly ignored alignment contributions. To our

knowledge, the effect of the ignored alignment contribution on the Mx signals

has not been discussed in the literature, despite that the Mx-magnetometer has

been known for more than half a century. One of the reasons for this may be the

fact that for many decades Mx -magnetometers have been operated with dis-

charge lamp light sources, whose broad spectrum does not allow resolving the

atomic hyperfine structure, making lamp pumped magnetometers insensitive to

alignment contributions in J ¼ 1=2 atoms, such as the alkalis. We recall that

alignment contributions have already been observed in [14] and that they are

particularly small on the 4–3 hyperfine components of the D1 line used here. We

are in process of developing a theoretical model allowing us to study this effect

in more detail in the near future.

Moreover, the transverse alignment produced by imperfect circular light polar-

ization is also not included in our model.

7.3 Self-Oscillating Magnetometer

We note that the B1⊥k geometry is interesting for realizing a so-called self-

oscillating magnetometer [2], in which the AC part of the detected photocurrent

is used to drive (after suitable amplification and phase shifting) the rf coil. While

broadband amplifiers are easy to implement, a broadband phase shifter with fixed

amplification is not. We recall that in the B1kk geometry the phase shift φ between

the photocurrent and the rf-field is 	90∘ (Fig. 8), so that a self-oscillating

magnetometer in that configuration will always need a phase shifter.

In the B1⊥k geometry, on the other hand, the data of Fig. 11 show that arbitrary

phase shifts φ—among them φ ¼ 0—can be achieved. In that geometry, a suitable

orientation ofB0 can therefore be used to ensure self-oscillation without the need of a

phase shifter. From Fig. 11, one sees that the phase shiftφ vanishes for fieldsB0 lying

on the circle ϕB ¼ 90∘. The θB orientation on that circle yielding the maximum
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R-signal depends on the Rabi frequencyΩ as illustrated by the graphs in Fig. 13b and

shall be chosen appropriately in order to maximize the signal/noise ratio.

One should note, however, that the B1kk geometry, in which the phase is

basically independent of the field orientation is more reliable in terms systematic

readout errors: Changing the orientation of the field will not change the phase and

will hence not affect the oscillation frequency. The B1⊥k geometry, on the other

hand, offers the possibility of zero-phase shift operation. However, because of the

strongly curved phase vs. orientation surface (Fig. 11), any tilt of the field will

change the phase and hence the oscillation frequency. The zero-phase advantage

can therefore be brought to full profit only in experiments, in which the direction of

B0 does not change.

7.4 Magnetometric Sensitivity

We end the discussion by addressing the magnetometric sensitivity (or noise-

equivalent magnetic field) δBNEM of the Mx -magnetometer, which can be

expressed as

δBNEM � 1
γF

1
SNR

dφ
dδω

�� ���1
���
δω¼0

¼ γ

γF

δR

Rð0Þ /
γ

Rð0Þ, ð19Þ

where SNR ¼ Rð0Þ=δR denotes the signal/noise density ratio, δR being the spectral

noise density of the total detected light power. Since the on-resonance phase slope

dφ=dδω ¼ �γ�1 does not depend on the magnetic field orientation (as supported by

our data in Fig. 6), the sensitivity’s angular dependence varies only with Rð0Þ.
Obviously, the larger the amplitude, the higher will be the magnetometric sensitiv-

ity, i.e., the smaller will be the detectable field changes.

From Eq. (15), we conclude that the best magnetometric sensitivity is achieved

for θB ¼ 45∘ when the value of j sin θB cos θBj is maximal for both B1kk and B1⊥k
case. This argument uses the fact that by adjustingΩ one can always ensure that the

expression

γ eΩ B̂ 1
ðθB ¼ 45∘,ϕBÞ

γ2 þ eΩ 2
B̂ 1
ðθB ¼ 45∘,ϕBÞ

ð20Þ

can be made to reach its maximum value of 1/2 for any ϕB. Under optimized

conditions (θB,ϕB,Ω) our system has an SNR of1:5� 105
ffiffiffiffiffiffi
Hz

p
assuming shotnoise-

limited detection of the 4 μA DC photocurrent. This yields δBNEM ¼ 13 fT=
ffiffiffiffiffiffi
Hz

p
,

assuming γ=2π ¼ 7Hz.
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8 Outlook

We have demonstrated that our algebraic theory of optically detected magnetic

resonances is supported with very good accuracy by experimental observations—at

least for the two most commonly deployed configurations of the magnetometer. An

essential result is the now well-understood interdependent effect of the rf-field

strength and static field orientation on the resonance amplitudes and phases. This

success encourages us to go one step further and to derive a universal algebraic

expression that accounts both for an arbitrary orientation (θB,ϕB) of the static field

B0 and—this will be new—for an arbitrary orientation (θrf ,ϕrf ) of the rf-field B1.

Such an expression may be easily adapted to all-optical designs with Bell-Bloom

type of pumping [14–16] as well as to two-beam (pump-probe) experiments. Work

in this direction is in progress in our laboratory.

The motivation of the study reported here has been the optimization of an Mx

magnetometer in view of reaching the highest sensitivity for measuring B0 (and/or

changes thereof). On the other hand, theMx principle is also applicable to so-called

rf-magnetometry. In that case, a static field B0 of known strength and variable

direction is applied to the sensor, and the task is to measure the amplitude and

orientation of an unknown rf-field oscillating at a known (or eventually unknown)

frequency. B̂0 orientation scans—as the ones deployed here—can then be used to

infer the properties of the rf-field. We have performed preliminary investigations

along this direction in the frame of our ongoing application of atomic magnetom-

etry to the detection of the magnetic response of small (≲μg) samples of magnetic

nanoparticles (MNPs). A problem encountered in such experiments is the detection

(in view of minimization) of the stray field from a coil system used to harmonically

excite the MNP sample [17, 18]. Details of this research shall be published

elsewhere.

Acknowledgements We acknowledge financial support by the Physics Department and the Pool
de Recherche of the University of Fribourg as well as by Grant No. 200020_162988 of the Swiss

National Science Foundation.

References

1. D. Budker, W. Gawlik, D.F. Kimball, S.M. Rochester, V.V. Yashchuk, A. Weis, Rev. Mod.

Phys. 74, 1153 (2002)

2. D. Budker, D.F. Jackson Kimball, Optical magnetometry (Cambridge University Press, Cam-

bridge, 2013)
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14. Z.D. Grujić, A. Weis, Phys. Rev. A 88, 012508 (2013)

15. I. Fescenko, P. Knowles, A. Weis, E. Breschi, Opt. Express 21(13), 15121 (2013)
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Abstract We report on a novel architecture for robust mode-locked femtosecond
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fibers. Due to a nonreciprocal phase shift, the loop mirror can be operated in a

compact and efficient reflection mode, offering the possibility to reach high repe-

tition rates and easy implementation of tuning elements. In particular, longitudinal

mode spacing and carrier-envelope offset frequency may be controlled in order to

operate the laser as an optical frequency comb. We demonstrate femtosecond pulse

generation at three different wavelengths (1030, 1565, and 2050 nm) using Ytter-
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1 Introduction

Over the last decades, mode-locked laser sources emitting ultrashort pulses have

enabled an ever growing number of applications, covering diverse fields such as

precision spectroscopy, synchronization and timing, two-photon spectroscopy,

generation of THz radiation, study of attosecond dynamics, pure microwave gen-

eration, and material processing. In particular, as a source for a frequency comb [1],

mode-locked lasers have initiated a new era of technology with diverse applica-

tions. While early applications of femtosecond pulses were limited to well-

controlled laboratory environments, a huge number of applications require pulse

sources which work under less stable, even harsh conditions as might be present in

industrial manufacturing halls, vehicles, air planes, and even satellites. Fiber lasers

naturally shield the beam path from the environment to a large extent and hence

present a promising technology for such applications. However, polarization-

maintaining (PM) fiber has to be used to sufficiently decouple the laser from

perturbations such as vibration or variation of temperature, humidity, and air

pressure.

Two main strategies are typically used to achieve mode-locking in fiber lasers:

intrinsic saturable absorbers such as semiconductor saturable absorber mirrors

(SESAM), carbon nanotubes or graphene on the one hand, and additive pulse

mode-locking (APM) [2] on the other hand. While intrinsic absorbers are easily

combined with PM fiber, a low damage threshold and potential degradation over

time need to be carefully considered in the laser design [3]. Even more, recent

studies of an optical frequency comb based on a SESAM mode-locked fiber laser

suggest that intrinsic effects of the SESAM such as the slow relaxation cause a

noise floor dominating all other noise contributions like pump or technical noise

[4, 5]. APM schemes, on the other hand, have been used in fiber lasers since the

early 1990s and show the advantage of fast response and therefore potentially lower

intrinsic noise. The most prominent examples of APM in fiber lasers are nonlinear

polarization rotation (NPR) [6, 7], and a Sagnac loop with intensity-dependent

transmission [8], often termed nonlinear optical loop mirror (NOLM). To create a

mode-locked laser from a NOLM, the loop is naturally operated in transmission. In

such a geometry, the connecting fibers form the shape of an “8” (see Fig. 1a), and

such lasers are also known as figure-eight lasers. The intensity dependence of the

NOLM is caused by a differential phase shift between the two counter-propagating

pulses (nonlinear nonreciprocal phase shift) which itself is induced by an asymme-

try in the loop. While in the original demonstration the asymmetry is induced by the

splitting ratio at the NOLM entrance, a popular enhancement of this scheme

consists of a loop with an asymmetrically placed amplifying fiber, which is termed

nonlinear amplifying loop mirror (NALM) [9].

Due to its nature, NPR cannot be realized in PM fibers. Instead, efforts have

recently been taken to implement NALM lasers using PM fiber. While NALM

loops with standard (non-PM) fiber offer the possibility to introduce an intrinsic

nonreciprocity into the loop using polarization controllers [10], NALM loops with
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PM fibers are strictly reciprocal for low intensity unless an additional nonreciprocal

phase shift element is introduced. Without such nonreciprocal phase bias, the

transmission for low intensity is close to zero and does not offer any intensity

dependence. This strongly impedes self-starting and has led to efforts to actively

start the mode-locking [11, 12]. Recently, it has been shown by several groups that

self-starting ability can be achieved by introducing a nonreciprocal phase bias in the

NOLM loop [4, 13, 14] using a proper arrangement of Faraday rotators and

waveplates. Even more, the phase bias facilitates operation of the PM-NOLM

loop in transmission as well as in reflection. Lasers mode-locked with a reflective

NOLM or NALM loop are offered by Menlo Systems GmbH under the trademark

figure 9™.

Unlike a Sagnac loop operated in transmission, a reflective Sagnac loop exhibits

a reduced maximum transmission if an asymmetric splitter is used at the junction.

Unfortunately, for increasing repetition rates, the asymmetry introduced into a

NALM by the amplifying fiber becomes ever smaller while the loss from an

asymmetric splitting, which might be raised for compensation, becomes
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Fig. 1 Schematic of three different laser configurations for additive pulse mode-locking with a

nonreciprocally biased NALM. a NALM configuration in transmission, b reflective NALM

configuration with reciprocal beam splitter, c NALM configuration with nonreciprocal beam

splitter. For each configuration (top row), the theoretical round-trip transmission is plotted

(bottom row) without (black, dashed) and with (red/blue, straight) nonreciprocal phase bias,

assuming an exemplary splitting ratio of 70:30. For the transmission graphs, an exemplary phase

bias Δφ0 ¼ π=2, � π=2, � π=2ð Þ in graphs a–c has been used, and the corresponding location of

mode-locked operation has been marked by a filled circle. The direction of the nonreciprocal

phase bias has been defined to be in the direction along which the nonlinear phase shift occurs.

The blue part of the round-trip transmission marks the evolution of the laser from continuous-

wave (low-intensity) to pulsed (maximum peak power) operation
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increasingly severe. Here we present a novel configuration of a mode-locked fiber

laser with a reflective all-PM Sagnac loop that combines the low losses of a Sagnac

loop in transmission with the advantageous form factor of a reflective configuration.

This has led to the demonstration of repetition rates as high as 250 MHz, which is

about three times higher than results previously reported for all-PM fiber lasers

using NALM mode-locking.

2 NOLM Lasers with Nonreciprocal Phase Bias

A NOLM loop can be integrated into a mode-locked laser in a variety of configu-

rations. Figure 1 compares properties of three different layouts. In the context of

this paper, these configurations are considered for single polarization propagation

as it is achieved using PM fiber. The upper row shows the laser configuration while

the lower row shows the interferometric contribution of the NOLM to the round-trip

transmission of a light pulse as a function of the nonlinear differential phase shift

ΔφNL. For the plots, we have assumed an exemplary splitting ratio of 70:30 at the

entrance of the NOLM loop. Each of the plots shows the round-trip transmission

without a nonreciprocal phase bias (dashed) and with an exemplary nonreciprocal

phase bias appropriate for mode-locking operation (straight line). The round-trip

transmission of the laser is calculated using the fundamental properties of standard

reciprocal beam splitters and, in the third case, using Jones matrices of polarization

optics.

The first column (Fig. 1a) shows the popular figure-eight configuration, where

the NOLM is operated in transmission, while the other two columns (Fig. 1b, c)

represent different reflective configurations. The main difference between the first

configuration and the two reflective configurations is that, without any

nonreciprocal phase bias (dashed line in the transmission plot), the figure-eight

variant exhibits an increasing transmission as a function of the nonlinear phase

difference, hence intensity, while the reflective variants both show decreasing

transmission. This is why figure-eight lasers are naturally used for passive mode-

locking. However, in the presence of an appropriate nonreciprocal phase bias Δφ0,

herein chosen as Δφ0 ¼ � π/2, all configurations can be tuned to increasing

intensity (solid line), thus supporting passive mode-locking of the laser. Even

more, the phase bias permits to choose a low-intensity point with a nonvanishing

slope, which enhances the self-starting of the mode-locking.

It is interesting to note that for all three configurations the contrast of the

intensity modulation computes to c ¼ 4 R� 0:5ð Þ2, where R represents the reflec-

tance of the NOLM splitter. When using a standard beam splitter for the NOLM

(first two configurations), the modulation ranges of the figure-eight and the reflec-

tive configurations are offset by 1 � c with respect to one another, reaching a

maximum round-trip transmission of unity for the figure-eight case (Fig. 1a) and of

c in the reflective configuration with a standard beam splitter (Fig. 1b). In the third
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column (Fig. 1c), we show our novel reflective configuration which replicates the

maximum transmission of 1 inherent to the figure-eight configuration. This feature

is achieved by a nonreciprocal beam splitter consisting of a 45�-Faraday rotator and
a waveplate placed between two polarizing beam splitters (PBS). The fiber

connecting the ports of PBS1 at the NOLM side is twisted by 90�, so that the

pulse contribution transmitted at the entrance of the NOLMwill be fully reflected at

the exit, and vice versa. Therefore, the pulse contribution with linear polarization at

�45� will return onto itself when passing the NOLM loop through the Faraday

rotator. The phase shift Δφ of the waveplate WP, which is itself oriented at 45�,
then leads to a nonreciprocal phase bias of Δφ0 ¼ 2Δφ per round trip. The splitting

ratio of the NOLMmay be tuned by changing the angular orientation of PBS2 or by

an additional half wave plate in front of PBS2. This configuration presents the

advantage that the splitting ratio can be tuned away from 50:50 without compromis-

ing the round-trip transmission of the laser. Furthermore, it can be used to fine-tune

the splitting ratio according to the performance of the fiber loop which may vary

due to manufacturing tolerances of fiber components or variable splice quality.

3 Experimental Results

In the following, we report on three exemplary mode-locked fiber lasers that have

all been built in the novel reflective configuration as displayed in Fig. 1c. The lasers

are operated at center wavelengths of 1030, 1565, and 2050 nm, using Ytterbium

(Yb), Erbium (Er), and co-doped Thulium–Holmium (Tm/Ho) as gain medium,

respectively.

For all of the lasers, we have monitored the circulating laser light using a

reflective beam splitter in the free-space optical path. Figure 2a shows the optical

spectrum of an Erbium fiber laser with a repetition rate of 250 MHz. The laser is

operated in the vicinity of zero dispersion with a small positive net value. There-

fore, the optical spectrum is partially influenced by solitonic pulse shaping and

partially by wavelength-dependent transmission of the fiber gain and optical com-

ponents. The net dispersion is tailored using fibers of dispersion with opposite sign.

The spectrum has been taken with a resolution of 0.02 nm (2.46 GHz); therefore,

the absence of spectral modulation excludes double pulses in the oscillator with a

separation smaller than �400 ps. Furthermore, a fast photodiode has been used to

sample the optical power in the time domain. Figure 2b shows the corresponding

RF spectrum from 0 to 5 GHz. Here, the absence of sinusoidal modulation excludes

double pulses with a separation of more than 200 ps. Together, these measurements

confirm single-pulse operation of the laser. Independently, the use of this laser as a

frequency comb generator [15] attests single-pulse operation.

The observed relative intensity noise (RIN) shows a mostly constant floor

between �130 and �120 dB/Hz for low frequencies, which we attribute to power

and/or frequency fluctuations of the pump light. Above 10 kHz, these fluctuations

are suppressed by the slow time constant of excitation relaxations in Erbium

(Fig. 3).
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Fig. 2 Output characterization of a mode-locked Er fiber laser with a repetition rate of 250 MHz.

a Optical spectrum (normalized). b RF spectrum of the laser power, measured with a resolution

bandwidth of 1 MHz. The inset shows a close-up of the fundamental peak with a span of 20 kHz

Fig. 3 Relative intensity noise (RIN) of the mode-locked Er fiber laser. Left axis power spectral
density of the RIN (red, straight) and measurement noise floor (black, dashed), right axis
integrated RIN (blue) as computed from the corresponding x-axis value to 1 MHz. The black
horizontal line indicates the shot-noise limit corresponding to the average optical power impinging

on the photodiode
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As mentioned above, the novel reflective configuration has been successfully

applied with other gain media and wavelengths. In the graph of Fig. 4, we show the

optical spectrum of the Er-based laser together with exemplary spectra of anYb-based

laser at 1030 nm and Tm/Ho-based laser at 2050 nm, respectively. The laser at

1030 nm is operated at a repetition rate of 100MHz, and the laser at 2050 nm features

a repetition rate of 10 MHz. While tuning of net dispersion at telecom wavelength or

in the 2-μm regime is easily achieved by combination of fibers with normal and

anomalous dispersion, standard fibers in the vicinity of 1 μm do not offer this

possibility. Therefore, the free-space section of the Yb laser has been complemented

by a grating pair and tuned to a dispersion regime similar to the one described for the

Erbium laser. The individual spectra exhibit a 3-dB width of 23 nm (Yb), 43 nm

(Er) and 24 nm (Tm/Ho) and support a Fourier-limited pulse width of (84, 72, 240) fs,

respectively. More details about the Tm/Ho system can be found in [16].

All of these oscillators are scaled to produce an output in the milliwatt regime

[Yb: 10 mW, Er: 3 mW, Tm/Ho: 4.6 mW with respective pump powers of

approximately 215 mW (974 nm), 280 mW (974 nm), and 1.7 W (790 nm,

double-clad pumped)]. Single-pulse operation is typically obtained in a pump

range of �15% around a center value, and for pump power above the single-

pulse regime, either cw-breakthrough or double-pulse operation is observed. For

the Yb laser with repetition rate of 100 MHz, the peak intensity is high enough that

an autocorrelation signal can be obtained without prior amplification (see Fig. 5).

The signal is coupled out by a free-space component and compressed in 16 cm of

SF6 glass. The measured autocorrelation width of 137 fs points to a pulse width of

98 fs (FWHM) assuming a Gaussian pulse shape. The deviation from the Fourier

limit is explained by a slight third-order dispersion which also causes the small side

peaks in the autocorrelation.

Fig. 4 Normalized optical spectra of three fiber lasers mode-locked with the novel reflective

Sagnac loop, using Yb, Er, and Tm/Ho as gain media. The shadowed area behind the spectra

indicates the typical gain region of the corresponding gain medium. A close-up of all spectra in

logarithmic scale can be found in the online material
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4 Conclusion

All lasers have proven to work reliably over months, serving as stable sources for

the generation of terahertz radiation, as seed oscillators for material processing, for

dielectric laser acceleration of electrons [17] and for the generation of highly pure

microwave radiation [18]. At Menlo, we are particularly proud that these oscillators

have also become the back bone of our new frequency comb systems. The reflective

loop configuration with polarization-maintaining fiber provides operation with very

low intrinsic phase noise [15], surpassing the performance of fiber lasers mode-

locked through NPR or semiconductor saturable absorbers [19]. Together with a

novel electro-optic actuator for the carrier-envelope-offset frequency, the new

frequency comb systems rival the performance of Ti: Sa-based systems [20],

while the robustness of the PM fiber technology permits operation in rough envi-

ronments and has even facilitated the first optical frequency comb in space [21].

We know it has always been a dream of Ted Hänsch that frequency comb

technology becomes available in a simple and compact device. At Menlo, we

have been inspired by his visions and his passion, and we hope that our efforts

are helping to make his dream come true. Therefore, we dedicate this paper to Ted

Hänsch in honor of his 75th birthday.
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Fig. 5 Normalized autocorrelation trace of a femtosecond pulse from a 100 MHz Yb laser with

reflective Sagnac loop. Thin, blue interferometric autocorrelation trace; thick, red intensity

autocorrelation trace. The output from the laser has been compressed by 16 cm of SF6 glass

before analysis. Assuming a Gaussian pulse shape, the width of the intensity autocorrelation trace

of 137 fs corresponds to a pulse duration of 98 fs
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A >2-MJ, 1014-W Laser System for DT

Fusion—NIF: A Note in Celebration of the 75th

Birthday of Prof. Theodore Haensch

John F. Holzrichter and Kenneth R. Manes

Abstract In 1970, Dr. Theodore Haensch joined A.L. Schawlow’s group in the

physics department at Stanford, as a NATO postdoctoral researcher. Within a short

time, he and his colleagues had invented a new, high-resolution, tunable laser

system using expanded reflection gratings and an N2 laser for pumping the fluo-

rescing dyes. This work resulted in a high-brightness, high-repetition-rate, narrow-

band laser probe for conducting optical spectroscopy at extreme levels of precision.

Dr. Haensch, and his many colleagues, particularly Prof. Arthur Schawlow and

their students at Stanford, then proceeded to revolutionize optical spectroscopy and

to train several generations of exceptional young scientists. At the same time, the

Siegman, Harris, and Byer laboratories also at Stanford were making major con-

tributions to the laser and quantum electronics fields. Several students from both

groups joined the Livermore Laboratory. That early work, and that of others,

encouraged teams at the Lawrence Livermore National Laboratory to design and

build a series of increasing complicated, high-power multi-beam laser systems to

investigate the potential of laser fusion. The National Ignition Facility, recently

completed, is enabling investigations of matter at very high temperatures, T > 1 mil-

lion K and densities 100-1000� normal. In addition, researchers are creating 1015

DT fusion neutrons per fusion experiment and generating new knowledge about

unusual and important conditions of matter.

1 Introduction

In this paper, we describe many of the dominant and also unusual physical

scientific and technical concepts enabling the series of very high-power

lasers to have been built at the Livermore Laboratory (LLNL1964 to

This article is part of the topical collection “Enlightening the World with the Laser” - Honoring
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present).1 Up to 2 MJ of UV output from the multi-beam NIF laser is being used

for irradiating mm- to cm-size materials with up to 4 � 1014 W of UV light.

Because of the special interest in fusion research [1, 2, 3] and the cost of the

system, the NIF laser system was designed like other similarly complex scientific-

user systems such as large accelerators, telescopes, gravity detectors.

Those of us who had the good fortune to be at Stanford when A.L. Schawlow and

Theodor Haensch (Fig. 1) were developing modern laser spectroscopic techniques

and when the Siegman, Harris, Byer groups were creating new quantum electronics

devices, were very fortunate indeed. Those influences continue to this day.

Shortly after the laser’s description [4] and the first lasing demonstration in 1960

[5] at the Hughes Laboratory, researchers around the world began experimental and

theoretical studies to understand the breath of this new optical creation. At Stanford,

A.L. Schawlow and his group began investigating the laser’s uses for spectroscopy,
first using accidental overlaps of laser emission lines with atomic absorption lines.

Later, they developed a flashlamp-pumped dye laser for spectroscopic investiga-

tions [6]. See Fig. 2.

In the 1970,2 Ted Haensch joined the Schawlow group and developed host of

new tunable lasers and instrumentation techniques [7–9]. These techniques were

Fig. 1 Ted Haensch and Arthur Schawlow 1970

11964 to present: LLNL and several other laboratories begin using lasers to heat plasmas to study

potential fusion applications. LLNL developed a sequence of ever more capable lasers starting

with Long Path 1968, Janus 1974, Cyclops 1975, Argus 1978, Shiva 1980, Novette 1984, Nova

1986, and NIF 2010.
21965–2010: Much early laser understanding for fusion related research stems from the 1960s at

Stanford and the Hughes research laboratories, the UC Livermore Laboratory, the CEA laborato-

ries in France, and the Lebedev in Moscow and also at the MaxPlanck Institute of Quantum Optics,

University of Rochester, the US Naval Research Laboratory, Ecole Polytechnique in France, the

Rutherford and AWRE laboratories in England, Kurchatov Laboratory, University of Osaka, and

by many other contributors worldwide.
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important to early fusion laser designers by helping them to understand the spec-

troscopy of many materials, especially Nd3+ ions in optical crystals and glasses

[10, 11].

Also in the mid 1960s, Emmett and Schawlow began conducting high-intensity

experiments using the then most powerful ruby laser, to understand longitudinal

and transverse Brillouin and Raman scattering from liquids and gases [12]. Their

laser caused stimulated transverse optical beams to become intense enough to

occasionally break their glass-holding vessels, especially if feedback of some sort

from windows or edges were present. This nonlinear conversion work highlighted

some of the important parasitic processes always present in very high-power laser

systems, which remain a major constraint to increasing single-aperture laser power.

At the same time, Siegman, Harris, Byer, and Manes [13] at Stanford, as well as

many colleagues at Bell Labs and other laboratories, began studying frequency

stability and communications qualities for laser communications, and also used

today in our laser master oscillators. Also, other groups began investigating both

pulsed and high CW power lasers for materials heating, cutting, and (surprisingly

for that time) DT fusion applications (Fusion Investigators 1965).3 Today, many

prior limitations have been overcome and several large laser systems have been

constructed. The largest of them, the National Ignition Facility (NIF) at the Liver-

more Laboratory, is being used for high-temperature materials and fusion research.

It was finished in 2009 [14].

Optical coherent light generators (lasers) and corresponding optical systems

have proven to be perfect instruments for communications and for delivering

pin-point optical power to targeted atoms or molecules, at precise wavelengths,

bandwidths, and power vs. time patterns. They have become commonplace tools for

Fig. 2 Holzrichter with

tunable dye laser and MnF2
sample

31975 J.B. Trenholme et al. Optimizing Laser Performance: Private Communication. Dr. John

Trenholme joined the Emmett group at the Naval Research laboratory in 1970, upon graduating

from Cal. Tech. He has played a major role in the design of all of the LLNL high-power lasers.
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processing and assembling industrial materials, for studying materials at tempera-

tures exceeding several million Kelvin, as well as under conditions seen only in

astronomical events and nuclear explosions. Lasers have revolutionized materials

cutting, drilling, welding, stress conditioning, just to mention a few applications.

Exotic ideas employing lasers and coherent delivery systems for remote heating of

rocket engines, mineral extraction, for transmitting space power to earth, and for

nuclear fusion have been discussed. These “exotic” ideas have on the whole not yet

been developed, except for laser-driven nuclear fusion [2, 3]. This topic has been

under development for almost 50 years, with steady progress on this very difficult

problem [15].

2 Issues Regarding the Generation of Very High-Power

Laser Light

The physics of light propagation in vacuum permits coherent light to be generated,

amplified, propagated, and focused to amazing extremes, thereby enabling enor-

mous brightness levels on targets. However in the laboratory world, the propagation

of light takes place over many meter distances through physical media such as air,

glasses, reflecting and transmitting films, and crystals. Through combinations of

these materials, a beam of coherent light can be created, amplified, transmitted,

wavelength-converted, and focused to reach a target object.

However, these conversion processes are limited by surface and bulk materials

damage along the beam path, by transverse and longitudinal reflections, and by

many types of nonlinear parasitic modes. At the same time it is important to achieve

efficient amplification of the laser beams, to reduce power costs, as well as to

maintain low optical losses, and to use as high a fluence as possible per laser beam.

This minimizes the number of beams (and costs) required to deliver a required total

power to a target. To design a “best system,” experienced designers make use of

past data from prior LLNL lasers. Figure 3 shows the Nova laser, prior to NIF (e.g.,

[16, 17]). The designers conduct detailed computer simulations, obtain specific

laboratory data, and employ new technologies to minimize the costs for each laser

design (they usually consider 1000 s of variations) to reach a power and energy

requested by those planning future experiments.

One limitation of high-power pulsed lasers is that the production of high-power

laser light is an inefficient process—with the total beam energy comprising only a

few percent of the amplifier’s input electrical energy. This process is presently

expensive, but is slowly being reduced by using arrays of semiconductor lasers

instead of xenon flashlamps. Also, the propagation of laser light to a distant target

(often 100 s of meters from the oscillator) is governed by optical physics such as

aberrations, linear and nonlinear losses, and the use of special inventions such as

relay imaging and high-power spatial filtering [18]. These also require clean space,

special optics, controls, etc., which add to the total costs.
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For example, in present lasers the laser beam’s transverse dimensions are

restricted to about 40 cm (but 80 cm long) due to amplified spontaneous fluoresce

inside the Brewster’s angled Nd:glass laser amplifier plates. (This is often called

ASE.) There are typically 40 such plates and many other types of glass and crystal

optics. Damage of transparent optics due to inclusions, pits, and stimulated trans-

verse scattering via Raman or Brillouin processes occurs (see Fig. 4). Today, these

limits restrict single-beam NIF laser output to about 20,000 joules of 1.05-micron

laser light or �1010 W/beam, which become 10,000 joules of UV light per beam

upon harmonic conversion.

3 Large Laser Design

Consider a very high-energy laser pulse which is contained inside a long, narrow

virtual rectangular container (i.e., a photon package that contains the electromag-

netic energy) The container is about 6 m in length and 1/3 m wide on its two

Fig. 3 The 100 kJ,

10-beam, IR, Green, or UV
Nova Laser 1985

Fig. 4 Nova optical

window damaged by

stimulated, transverse

Brillouin scattering from

perpendicular edges
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rectangular sides. It contains �20,000 J of infrared electromagnetic energy, and it

travels at the local speed of light �3 � 108 m/s or slower through the laser

components described in this paper (see Fig. 5). For fusion, the electromagnetic

photon density is low at the front of the “box” called the “foot” and rises to a very

high level in the last 1 m of this moving spatial frame.

The total ensemble of photons from 192 beams is divided into 48 beam quads of

4 beams each, with 2 such clusters of 96 beams from each side. The 192 beams

contain up to 1.9 MJ of UV energy and strike the target from two sides. Each

individual beam (i.e., a virtual container of photons) remains about 6 M in length

enclosed by a narrowing rectangle, as it impinges on a �1-mm-diameter surface of

matter, over a period of up to 30 ns. The two large cones, each composed of

96 beam clusters, deliver a peak power density of �1016 W/cm2 to two sides of a

target in the final several nanoseconds of the irradiation.

In summary, a pulse from the master oscillator (top left of Fig. 5) is expanded,

split into 192 beams, pre-amplified, and then apodized (i.e., meaning transversely

shaped) to develop a square-like, flat-topped shape, while retaining its single

transverse spatial mode character. It is also pre-shaped in time to correct for

amplifier saturation and other effects, and its bandwidth is “spread” to 0.1 nm to

avoid Brillouin scattering in glasses and in the final crystals. It is then amplified

further by a sequence of Nd:glass disk amplifiers. Then, after a sequence of single-

beam amplifiers, which increase the beam energy by a factor of 109, a 20,000-J

beam is transferred to the optics package to the entrance to the target chamber

window. There the 1.053 micron beam, 35 cm � 35 cm in transverse dimension,

exits from the transfer telescope, and it traverses a vacuum window and encounters

two KDP harmonic plates, which convert the output to 351 nm (3510 angstroms).

The pulse for a fusion experiment has a pre-planned time shape of a initial “foot”

and final “peak,” containing about 10,000 J of UV energy. Each beam then passes

through a lens, then a debris shield, and is focused to a preset location at the target.

Figure 5 shows a single-beam layout, and Fig. 6 shows a sketch of the entire NIF

laser system and building.
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Fig. 5 One NIF Beam line (tan color) showing a 2-pass regenerative amplifier on the left, a power
amplifier, and focusing system on right
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4 Present Status

The output area of NIF’s 192 beams is 24 m2, somewhat smaller than the 30 m2

defining aperture of the optical elements. The total exit area is comparable to that of

other large-aperture optical systems such as a Keck I aperture at about 75 m2.

However, NIF contains approximately 7648-m-scale optical elements in its beam

lines whose combined area is about 2300 m2. There are also �40 such elements in

each NIF laser beam line, which exceed the number of large optics used in most

telescope optical paths by�10�. Hence, the NIF final cost which includes both the

extra optics and a target system was $3B. This is about 7–10 times the cost of a

Keck class telescope due to many more large optics, a building, target system, etc.

Compared to other large instrumental systems, NIF is in the same cost and com-

plexity class category as the Hubble space telescope and the LHC accelerator

at CERN.

The system is complicated, mounting and aligning 7648-m-scale optics and

needing about 60,000 control points to operate. Yet, the system is highly automated

and easily managed for target experiments, using modern control and optical sensor

technologies.

In addition, inertial fusion experiments continue to be conducted, using remark-

able imaging systems, particle probes, non-imaging detectors, a 30-picosecond

backlighting system (ARC) based on petawatt laser technology [19], and other

diagnostics. The NIF laser is a very successful laser design and has become a very

successful experimental tool. It enables high-temperature and high-density plasmas

Fig. 6 NIF schematic showing blocks of amplifiers (white), whose beams meander through a

labyrinth of turning mirrors surrounding the blue target chamber. The enlarged target is shown to

the right
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and materials experiments to be conducted on a regular basis, by users from across

the USA and abroad [20, 21].
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Topological Spin Models in Rydberg Lattices

Martin Kiffner, Edward O’Brien, and Dieter Jaksch

Abstract We show that resonant dipole–dipole interactions between Rydberg

atoms in a triangular lattice can give rise to artificial magnetic fields for spin

excitations. We consider the coherent dipole–dipole coupling between np and ns
Rydberg states and derive an effective spin-1/2 Hamiltonian for the np excitations.

By breaking time-reversal symmetry via external fields, we engineer complex

hopping amplitudes for transitions between two rectangular sub-lattices. The

phase of these hopping amplitudes depends on the direction of the hop. This

gives rise to a staggered, artificial magnetic field which induces non-trivial topo-

logical effects. We calculate the single-particle band structure and investigate its

Chern numbers as a function of the lattice parameters and the detuning between the

two sub-lattices. We identify extended parameter regimes where the Chern number

of the lowest band is C ¼ 1 or C ¼ 2.

1 Introduction

Regular arrays of ultracold neutral atoms [1, 2] are a versatile tool for the quantum

simulation [3–5] of many-body physics [6]. Recent experimental progress allows

one to control and observe atoms with single-site resolution [7–12] which makes

dynamical phenomena experimentally accessible in these systems. One promising

perspective is to use this set-up for investigating the rich physics of quantum

magnetism [13–15] and strongly correlated spin systems that are extremely chal-

lenging to simulate on a classical computer. However, the simulation of magnetic
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phenomena with cold atoms faces two key challenges. First, neutral atoms do not

experience a Lorentz force in an external magnetic field. In order to circumvent this

problem, tremendous effort has been made to create artificial gauge fields for

neutral atoms [16–32]. For example, artificial magnetic fields allow one to inves-

tigate the integer [33] and fractional quantum Hall effects [27–29] with cold atoms,

and the experimental realization of the topological Haldane model was achieved in

Ref. [30]. Second, cold atoms typically interact via weak contact interactions. Spin

systems with strong and long-range interactions can be achieved by admixing van

der Waals interactions between Rydberg states [34, 35] or by replacing atoms with

dipole–dipole interacting polar molecules [36–38]. In particular, it has been shown

that the dipole–dipole interaction can give rise to topological flat bands [39, 40] and

fractional Chern insulators [41]. The creation of bands with Chern number C ¼ 2

via resonant exchange interactions between polar molecules has been explored in

Ref. [40].

Recently, an alternative and very promising platform for the simulation of

strongly correlated spin systems has emerged [42]. Here resonant dipole–dipole

interactions between Rydberg atoms [43] enable quantum simulations of spin

systems at completely different length scales compared with polar molecules. For

example, the experiment in Ref. [42] demonstrated the realization of the XY
Hamiltonian for a chain of atoms and with a lattice spacing of the order of 20 μm.

At these length scales, light modulators allow one to trap atoms in arbitrary,

two-dimensional geometries and to apply custom-tailored light shifts at individual

sites [44–46]. The resonant dipole–dipole interaction is also ideally suited for the

investigation of transport phenomena [47–49] and can give rise to artificial mag-

netic fields acting on the relative motion of two Rydberg atoms [50–52].

Here we show how to engineer artificial magnetic fields for spin excitations in

two-dimensional arrays of dipole–dipole interacting Rydberg atoms. More specif-

ically, we consider a triangular lattice of Rydberg atoms as shown in Fig. 1 where

the resonant dipole–dipole interaction enables the coherent exchange of excitations

between atoms in np and ns states. We derive an effective spin-1/2 Hamiltonian for

the np excitations with complex hopping amplitudes giving rise to artificial, stag-

gered magnetic fields. This results in nonzero Chern numbers of the single-particle

band structure, and the value of the Chern number in the lowest band can be

adjusted to C ¼ 1 or C ¼ 2 by changing the lattice parameters.

Note that in our system all atoms comprising the lattice are excited to a Rydberg

state. This is in contrast to the work in Refs. [34, 35], where the atoms mostly reside

in their ground states and the population in the Rydberg manifold is small. Conse-

quently, our approach is in general more vulnerable towards losses through spon-

taneous emission. On the other hand, the magnitude of the resonant dipole–dipole

interaction is much stronger compared with a small admixing of van der Waals

interactions, and hence, the coherent dynamics takes place on much shorter time-

scales. In addition, the distance between the atoms can be much larger in our

approach which facilitates the preparation and observation of the excitations.

This paper is organized as follows. We give a detailed description of our system

in Sect. 2 where we engineer an effective Hamiltonian for the np excitations. We

352 M. Kiffner et al.



then investigate the single-particle band structure and provide a systematic inves-

tigation of the topological features of these bands as a function of the system

parameters in Sect. 3. A brief summary of our work is presented in Sect. 4.

2 Model

We consider a two-dimensional triangular lattice of Rydberg atoms in the x� y
plane as shown in Fig. 1. Each lattice site contains a single Rydberg atom which we

assume to be pinned to the site. The triangular lattice is comprised of two rectan-

gular sub-lattices B and R that are labelled by blue squares and red dots in Fig. 1,

respectively. Each sub-lattice is described by two orthogonal primitive basis vec-

tors a ¼ aex and b ¼ bey, and the two sub-lattices are shifted by a=2þ b=2 with

respect to each other. In the following, we derive an effective spin-1/2 model for

Rydberg excitations in the np manifold over a background of ns states with

principal quantum number n � 1. After introducing the general Hamiltonian of

the system, we first engineer an effective Hamiltonian for np excitations on the B
sub-lattice. We then apply the same procedure to the R sub-lattice but choose a

different np state compared to the B atoms. Finally, we show that the dipole–dipole

interaction couples the two sub-lattices and the corresponding Hamiltonian con-

tains complex hopping amplitudes giving rise to artificial magnetic fields.

Φu

Φd

R

R

R

B

B

b

a
x

y

1

2

3 4

Fig. 1 (Color online) Triangular lattice of Rydberg atoms in the x� y plane. The lattice is

comprised of two rectangular sub-lattices R and B that are shifted by a=2þ b=2 with respect to

each other, where a ¼ aex and b ¼ bey are the primitive basis vectors of each sub-lattice. The sites

of the B (R) lattice are indicated by blue squares (red dots). The unit cell of the whole lattice is
shown by the shaded area and contains two lattice sites.Φu is the flux through the upward pointing

triangle 1 ! 2 ! 3 ! 1, and Φd is the flux through the downward pointing triangle

2 ! 4 ! 3 ! 2
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The atomic level scheme of each atom is comprised of two angular momentum

manifolds ns1=2 and np3=2 with principal quantum number n � 1 as shown in Fig. 2.

The Zeeman sub-levels of each multiplet are denoted by jljmi, where l labels the
orbital angular momentum, j is the total angular momentum and the projection of

the electron’s angular momentum onto the z-axis is denoted by m. The Hamiltonian

of a single atom at site α is given by

Hð0Þ
α ¼ ħωp

X3=2
m¼�3=2

jp3=2miαhp3=2mjα
þL̂ α½p3=2� þ L̂ α½s1=2� ,

ð1Þ

where the first line is the Hamiltonian for the degenerate np3=2 manifold in the

absence of external fields, ħωp is the energy of the np3=2 multiplet and we set the

frequency of the ns1=2 multipletωs ¼ 0. In the second line of Eq. (1), L̂ α½lj� are level

(a)

(b)

Fig. 2 (Color online) The level scheme of each atom consists of the ns1=2 and np3=2 manifolds.

Dashed lines denote allowed dipole transitions. a The effective spin-1/2 system at sites B is

formed by states jp3=2 � 1=2i and js1=21=2i. The corresponding dipole transition with transition

frequency ω□ is indicated in blue. b The effective spin-1/2 system at sitesR is formed by states

jp3=23=2i and js1=21=2i. The associated dipole transition with transition frequencyω∘ is indicated

in red
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shift operators removing the Zeeman degeneracy of the multiplet lj at site α. An
example for the operators L̂ α½lj� is given in Eq. (17) at the end of Sect. 2. In the

following, we assume that all atoms in rows labelled by B and indicated by a blue

square in Fig. 1 experience the same level shifts. Similarly, all atoms in rows

labelled by R and indicated by a red dot in Fig. 1 have equivalent level schemes.

However, atoms in sites α 2 R have a different internal level structure compared

with atoms in sites α 2 B. The full Hamiltonian for the system shown in Fig. 1 is

then given by

H ¼
X
α

Hð0Þ
α þ 1

2

X
α, β
α 6¼β

Vαβ , ð2Þ

where Vαβ is the dipole–dipole interaction [53] between atoms at sites α and β,

Vαβ ¼ 1

4πε0R
3
½d̂ ðαÞ � d̂ ðβÞ � 3ðd̂ ðαÞ � eR Þðd̂ ðβÞ � eR Þ� : ð3Þ

Here ε0 is the dielectric constant, d̂ ðαÞ is the electric-dipole-moment operator of

atom α,R ¼ Rα � Rβ is the relative position of the two atoms located atRα andRβ,

respectively, and eR ¼ R=R is the corresponding unit vector. In the following, we

consider only near-resonantly coupled states and neglect all matrix elements

between two-atom states differing in energy by ΔEFS ¼ ħωp or more. This is

justified if the dipole–dipole coupling strength V0 is much smaller than the fine

structure interval ΔEFS, which is the case for the typical parameters based on

rubidium atoms (see Sect. 3).

Next we focus on the B lattice and reduce the level scheme at each site to a

two-level system by a suitable choice of the shift operators in Eq. (1). To this end,

we assume that the level shifts break the degeneracy of the Zeeman sub-levels as

shown in Fig. 2a such that all dipole transitions can be addressed individually. In

particular, we require that the strength of the dipole–dipole coupling between

nearest neighbours is much smaller than the splitting between Zeeman sub-levels.

For allB atoms, we choose the states jp3=2 � 1=2i and js1=21=2ias the effective spin-
1/2 system. The dipole matrix element of the jp3=2 � 1=2i $ js1=21=2i transition

with transition frequency ω□ is (see “Appendix 1”)

dB ¼ h p3=2 � 1=2jd̂ js1=21=2i ¼ D 1ffiffiffi
6

p ex þ iey
� �

, ð4Þ

where D is the reduced dipole matrix element of the s1=2 $ p3=2 transition. In an

interaction picture with respect to the bare atomic energies, the Hamiltonian H in

Eq. (2) restricted to all B atoms can thus be written as
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HB ¼ �1

6

X
α2B
β2B

Cαβ Sþα S
�
β þ Sþβ S

�
α

� �
, ð5Þ

where

Cαβ ¼ jDj2
4πε0jRα � Rβj3

ð6Þ

describes the coupling strength between two B atoms located at Rα and Rβ,

respectively. In the following, it will be useful to characterize the strength of the

dipole–dipole interaction between two atoms separated by a, and hence, we intro-

duce the parameter

V0 ¼ jDj2
4πε0a3

: ð7Þ

The raising operator for a spin excitation in Eq. (5) is defined as

Sþα ¼ jp3=2 � 1=2ihs1=21=2j , α 2 B , ð8Þ

and its adjoint is the corresponding lowering operator, S�α ¼ ½Sþα �{.
Next we follow a similar procedure within theR lattice. In contrast toB atoms, we

choose the states jp3=23=2i and js1=21=2i as an effective spin-1/2 system as shown in

Fig. 2b. We assume that all other transitions within R atoms are so far-detuned that

the dipole–dipole interaction remains restricted to this sub-system. We find that

the dipole matrix element of the corresponding transition jp3=23=2i $ js1=21=2i is
(see “Appendix 1”)

dR ¼ hp3=23=2jd̂ js1=21=2i ¼ �D 1ffiffiffi
2

p ex � iey
� �

: ð9Þ

The raising operator of this transition with resonance frequency ω∘ is defined as

Sþα ¼ jp3=23=2ihs1=21=2j , α 2 R , ð10Þ

andS�α ¼ ½Sþα �{ is the lowering operator. In a rotating frame where Sþα oscillates with

the frequency ω□ of excitations in the B lattice, the Hamiltonian for excitations in

the R lattice can be written as

HR ¼ ħΔ
X
α2R

Sþα S
�
α � 1

2

X
α2R
β2R

Cαβ Sþα S
�
β þ Sþβ S

�
α

� �
, ð11Þ

whereΔ ¼ ω∘ � ω□ is the detuning between excitations in theR andB lattices and

Cαβ is defined in Eq. (6).
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For our given geometry and chosen transitions, we find that the dipole–dipole

coupling between the two sub-lattices is different from zero. If the detuning Δ
between B and R excitations is smaller than the strength of the dipole–dipole

coupling between the two sub-lattices, the np excitations can hop between theB and

R sites. With the expressions for the dipole matrix elements in Eqs. (4) and (9), the

Hamiltonian governing the coupling between the two sub-lattices is given by

HBR ¼
ffiffiffi
3

p

2

X
α2R
β2B

Cαβ e�2iϕαβSþα S
�
β þ e2iϕαβSþβ S

�
α

� �
, ð12Þ

where

eiϕαβ ¼ �eRα � eRβ

� � ex þ iey
� �

: ð13Þ

Note that the phase ϕαβ of excitation hopping between sites α 2 R and β 2 B is

determined by the azimuthal angle of the relative position vector eR α � eR β between

the two sites.

In summary, by restricting the effective level scheme on each site to a two-level

system we obtain

Heff ¼HB þHRþHBR ¼ ħΔ
X
α2R

Sþα S
�
α �1

6

X
α2B
β2B

Cαβ Sþα S
�
β þSþβ S

�
α

� �

�1

2

X
α2R

β 2RCαβ Sþα S
�
β þSþβ S

�
α

� �
þ

ffiffiffi
3

p

2

X
α2R
β2B

Cαβ e�2iϕαβSþα S
�
β þ e2iϕαβSþβ S

�
α

� �
,

ð14Þ
where the definition of the spin operators S�α depends on the lattice site as described

by Eqs. (8) and (10). The operators S�α obey Fermi anticommutation relations on the

same site,

Sþα S
�
α þ S�α S

þ
α ¼ 11 , Sþα S

þ
α ¼ S�α S

�
α ¼ 0 , ð15Þ

and Bose commutation relations between different sites,

S�α , S
þ
β

h i
¼ Sþα , S

þ
β

h i
¼ S�α , S

�
β

h i
¼ 0 , α 6¼ β : ð16Þ

It follows that the raising and lowering operators Sþα and S�α are equivalent to hard-

core bosonic creation and annihilation operators a{α and aα, respectively. The
Hamiltonian in Eq. (14) describes the hopping dynamics of these hard-core bosons

on the two coupled sub-lattices A and B.
An example for the dipole–dipole coupling strengths in rubidium atoms and the

magnitude of the level shifts required for realizing the effective Hamiltonian in
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Eq. (14) is provided in “Appendix 2”. Here we outline two physical

implementations of the level shifts L̂ α½lj� in Eq. (1). First, we consider linear

Zeeman shifts induced by an external magnetic field Bα in z direction,

L̂ α½lj� ¼ g½lj�
ħ

μBBαĴ z½lj� , ð17Þ

where μB is the Bohr magneton, Ĵ z½lj� is the z component of the angular momentum

operator restricted to the multiplet lj, and g½lj� is the Landé g-factor,

g½lj� ¼ 3

2
þ 3=4� lðlþ 1Þ

2jðjþ 1Þ : ð18Þ

Since g½s1=2� ¼ 2 and g½p3=2� ¼ 4=3, the magnitude of the Zeeman shifts is different

for the s1=2 and p3=2 manifolds, respectively. We assume that atoms in latticesB and

R experience different magnetic field strengths,

Bα ¼ BB, α 2 B ,

BR, α 2 R ,

�
ð19Þ

where BB 6¼ BR. Exact resonance Δ ¼ 0 between the two sub-lattices can be

achieved for BB ¼ �5BR=3, and periodic magnetic fields could be engineered by

a regular array of micromagnets [54, 55].

Second, the effective Hamiltonian in Eq. (14) can be realized with a uniform

magnetic field across all lattice sites and static or AC Stark shifts that are different for

theB andR lattices. For example, one could employ AC Stark shifts using a standing

wave with periodicity b such that all B and R atoms are located at the nodes and

antinodes, respectively. Since the magnitude of the AC Stark shifts depends on jmjj, a
relative shift between the jp3=23=2i $ js1=21=2i and jp3=2 � 1=2i $ js1=21=2i
transitions can be induced such that the resonance condition Δ � 0 holds.

3 Results

The effective Hamiltonian in Eq. (14) exhibits complex hopping amplitudes for

exciton transitions between the B and R lattices which correspond to an artificial

vector potential A according to the Peierls substitution [56]. This result can be

understood as follows. Excitations in the B andR lattices couple to different dipole

transitions with complex dipole momentsdB anddR, respectively. The two different
transitions on sites B and R are tuned into resonance through external fields that

break time-reversal symmetry. Since dB and dR have a well-defined relative phase,

hopping between the two sub-lattices gives rise to a complex hopping amplitude

that depends on the azimuthal angle of the relative position vectorRα � Rβ between

sites α and β (see Eq. (13)). The total magnetic fluxΦu through the upward pointing
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triangle 1 ! 2 ! 3 ! 1 is shown in Fig. 1. For nearest-neighbour interactions

only, the total flux is determined by the sum of the phases along the edges of the

triangle,

Φu ¼ 2ðϕ32 � ϕ13Þ þ π : ð20Þ
We find that the total flux is in general different from zero and can be adjusted by

varying the lattice parameters. This is shown by the red solid line in Fig. (3),

where Φu is depicted as a function of ratio b / a. Φu is different from zero except

forb=a ¼ 1and attains all possible values between�π andπ, which is the maximal

range for the flux defined mod2π. Similarly, the total magnetic fluxΦd through the

downward pointing triangle 2 ! 4 ! 3 ! 2 in Fig. 1 is given by

Φd ¼ 2ðϕ34 � ϕ23Þ þ π , ð21Þ
and Φd is shown by the blue dot-dashed line in Fig. 3. Since Φd þ Φu ¼ 0 for all

values b / a, the flux in neighbouring triangles has the same magnitude but the

opposite sign, and hence, the complex transition amplitudes in our system corre-

spond to a staggered artificial magnetic field. This result is consistent with the

assumed translational symmetry of the lattice, which requires that all magnetic

fluxes within the unit cell must add up to zero.

Next we investigate the single-particle band structure of Heff using a rectangular

unit cell containing two lattice sites as shown by the shaded area in Fig. 1. It follows

that the k-space HamiltonianHðkÞ is represented by a2� 2matrix, wherekdescribes
a point in the first Brillouin zone of the reciprocal lattice (see “Appendix 3”). We

include all hopping terms between sites separated by R 	 rD. Through a numerical

study we find thatHðkÞ describes the bulk properties of our system well for rD 
 6a

b/a

Φ/π

Φu

Φd

Fig. 3 (Color online) Magnetic fluxΦ enclosed in an elementary triangle of the lattice in Fig. 1 as

a function of b / a, where b and a are the lattice constants of the rectangular sub-lattices.Φu (Φd) is

the flux through the upward (downward) pointing triangle 1 ! 2 ! 3 ! 1 (2 ! 4 ! 3 ! 2) in

Fig. 1 and for the effective Hamiltonian in Eq. (14) with only nearest-neighbour interactions taken

into account
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and a 
 b=2. The band structure for the special case of equilateral triangles as in

Fig. 1 (i.e. b=a ¼ ffiffiffi
3

p
) is shown in Fig. 4. There are two separate bands, and the band

gap varies in size across the Brillouin zone. The gap is the smallest near the following

points at the zone boundary,

k1 ¼ ð0, π=bÞ k2 ¼ ð0, � π=bÞ ð22aÞ
k3 ¼ ðπ=a, 0Þ k4 ¼ ð�π=a, 0Þ : ð22bÞ

The magnitude of the band gap near these points is of the order ofV0=2, whereV0 is

defined in Eq. (7). The broken time-reversal symmetry in our system endows the

band structure with non-trivial topological properties. We numerically calculate the

Chern number as described in Ref. [57] and find that the lower and upper bands

have Chern numbers C ¼ 1 and C ¼ �1, respectively.

Various topological regimes can be realized in our system by adjusting the

lattice parameters and the detuning between the excitations on the sub-lattices B
and A. This is illustrated in Fig. 5, where we show the Chern number of the lower

band as a function of the ratio b / a and Δ. First, we note that the phase diagram in

Fig. 5 exhibits extended regions with nonzero Chern numbers that are robust with

respect to small variations in Δ and b / a. The solid lines in Fig. 5 indicate

topological phase transitions where the lower and upper bands touch in at least

two of the k points in Eq. (22) which then represent a Dirac point.

The qualitative features of the C ¼ 1 region marked in orange in Fig. 5 can be

understood by noting that nonzero Chern numbers require an efficient coupling

between the sub-latticesB andR. In particular, the dipole–dipole coupling needs to

be larger or comparable to the detuningΔ. For fixed lattice constant a, reducing b / a
corresponds to an increased dipole–dipole coupling between the sub-lattices and

hence the region with C ¼ 1 broadens along theΔ axis for b=a < 1. The narrowing

of the C ¼ 1 region near b=a ¼ 1 can be understood from Fig. 3. For nearest-

neighbour interactions only, the magnetic flux vanishes for b=a ¼ 1 and hence the

kx / (2 /a )

ky / (2 /b)

E
/V

0

0.5
0.0

−0.5

0.5

0.0

−0.5

−2

0

2

Fig. 4 (Color online) Single-excitation band structure forΔ ¼ 0andb=a ¼ ffiffiffi
3

p
. All hopping terms

between sites within a radius of rD ¼ 6a are taken into account. The two bands are separated by a

gap and the lower (upper) band has Chern number C ¼ 1 (C ¼ �1)
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corresponding bands would have Chern number C ¼ 0. Taking into account

interactions beyond nearest neighbours gives rise to modifications as shown in

Fig. 5. In particular, these interactions are responsible for the blue wedged area with

Chern number C ¼ 2. The single-particle band structure for the parameters

corresponding to the magenta star inside the blue wedged area in Fig. 5 is shown

in Fig. 6a. The lower and upper bands have Chern numbers C ¼ 2 and C ¼ �2,

respectively. The two bands are gapped, but in contrast to the parameters in Fig. 4

the gap is the smallest near the Brillouin zone centre k ¼ ð0, 0Þ where it is

approximately given by 0:1V0.

The asymmetry of the phase diagram in Fig. 5 with respect to the Δ ¼ 0 axis can

be traced back to the fact that the dipole–dipole interaction differs in strength for the

B andR lattices. In order to illustrate this, we focus on the blue wedge withC ¼ 2 in

Fig. 5 and show the band structures of the uncoupled, individual sub-lattices in

Fig. 6b for ħΔ ¼ 2:5V0 and b=a ¼ 1. Both band structures are convex surfaces with

their minimum atk ¼ 0, but the depth of the potential well is significantly larger for

the upper band. The reason is that the strength of the dipole–dipole interaction is

three times stronger for the R lattice compared to the B lattice for b=a ¼ 1 (see

Eqs. (5) and (11)). A necessary condition for non-trivial topological bands is that

the two sub-lattices are efficiently coupled by the Hamiltonian HBR in Eq. (12),

which depends on the magnitude of the dipole–dipole interaction connecting the B
andR lattices and the energy spacing between B andR excitations at each k point.

As shown in Fig. 6b, the two surfaces touch near k � 0, and hence, the relatively

weak next-nearest-neighbour coupling in HBR can give rise to nonzero Chern

numbers for ħΔ ¼ 2:5V0 and b=a ¼ 1. On the other hand, the distance between

the two uncoupled bands increases quickly if Δ is decreased from zero to negative

values. This explains why HBR cannot induce a C ¼ 2 band for ħΔ≲� 0:3V0.

C = 2C = 1C

3

2

1

0

−1
1 2

= 0

b/a

/V
0

Fig. 5 (Color online)

Topological regimes for the

lower band for rD ¼ 8. The

black lines indicate
topological phase

transitions where the Chern

number of the lower band

changes. The red dot and
magenta star correspond to

the parameters of the band

structures in Figs. 4 and 6,

respectively

Topological Spin Models in Rydberg Lattices 361



Finally, we discuss the physical realization of our system and the observation of

its topological features. The experimental realization of a one-dimensional chain of

resonantly coupled Rydberg atoms has been reported in Ref. [42]. Here the exci-

tation of all atoms to a Rydberg state is achieved within τ � 0:5 μs [42]. Note that
this process is not hampered by the dipole blockade since the van der Waals shifts

are small for the considered lattice constants a. For example, for Rubidium ns states
with n ¼ 70 and a ¼ 20 μm, the van der Waals shift isΔvdW � 13 kHz [58], which is

small compared with the Rabi frequency of the lasers exciting the Rydberg

state [42]. The time interval ΔT where excitation hopping can take place is limited

by the lifetime of the Rydberg states and the residual atomic motion. For atomic

temperatures of the order of 10 μK, motional effects are negligible for ΔT � 10 μs
[42]. This is typically much smaller than the Rydberg state lifetime and large

compared with the inverse hopping amplitude such that many coherent hops can

take place (see “Appendix 2”). Note that these considerations also show that auto-

ionization processes due to Rydberg atom collisions can be neglected [59, 60] since

the initial positions of the atoms in the lattice change only very slightly during ΔT.
Recently, tremendous experimental progress towards the extension of the experi-

ment in Ref. [42] to two dimensions and arbitrary lattice geometries has been

made [44, 45]. In particular, it is now possible to create arbitrary lattice structures

where each site is filled with exactly one atom [46]. It follows that our system can

be realized with a combination of state-of-the-art experimental techniques.
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Fig. 6 (Color online)

Single-excitation band

structure for ħΔ ¼ 2:5V0

and b=a ¼ 1. All hopping

terms between sites within a

radius of rD ¼ 6a are taken

into account. a Band

structure corresponding to

the effective Hamiltonian in

Eq. (14). b Band structure

for the same parameters as

in (a) but without the

Hamiltonian HBR ¼ 0

coupling the two

sub-lattices. The upper
(lower) surface is the band
structure for excitations on

the R (B) lattice
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A direct signature of the artificial magnetic fields associated with the complex

hopping amplitudes in Eq. (14) can be obtained by investigating the quantum

dynamics of a single excitation as shown in Fig. 7. We consider a lattice with

53 sites where only the site in the middle of the lower edge is excited at time t ¼ 0.

The excitation probability of the lattice sites at a later time is shown in Fig. 7a, b,

where Fig. 7a the dynamics according to the effective Hamiltonian in Eq. (14). We

find that the largest excitation probabilities can be found along the lower edge and

to the right of the initially excited site. Figure 7b is generated by setting all phases

ϕαβ in Eq. (14) to zero. In this case, the distribution of excitation probabilities is

symmetric with respect to the dashed line. The latter result is expected since the

magnitude of the hopping amplitudes does only depend on the distance between

two sites. It follows that the marked asymmetry in Fig. 7a is a direct consequence of

the complex hopping amplitudes and the associated artificial magnetic field. More

specifically, the magnetic flux through the upward pointing triangles shown in

Fig. 7 and for the considered parameters is negative (see Fig. 3). The force

associated with the artificial magnetic field thus favours an anticlockwise motion

(a)

(b)

x

x

y

y

Excitation probability

Fig. 7 (Color online) Quantum dynamics of a single excitation on a lattice with 53 atoms,

b=a ¼ 2, Δ ¼ 0 and rD ¼ 6a. At time t ¼ 0, only the atom in the bottom row indicated by a

magenta triangle is excited. The population of each lattice site at time t ¼ 4ħ=V0 is indicated by

the colour of the halo around each site. The dashed line is used as a guide to the eye (see text).

a Quantum dynamics according to the HamiltonianHeff in Eq. (14). The magnetic flux through the

indicated triangular plaquettes is negative and thus favours counterclockwise motion of the

excitation. b Same as in (a), but with all phases ϕαβ in Eq. (14) set to zero
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around each triangular plaquette. This explains why the propagation moves along

the edge in an anticlockwise direction. Note that this asymmetry develops within a

few hopping events such that the residual motion of the atoms hosting these

excitations can be neglected. Our results are also consistent with the fact that a

semi-infinite version of our lattice exhibits chiral edge states for nonzero Chern

numbers according to the bulk-edge correspondence [61, 62].

The Chern number of the individual bands can be determined by observing the

motional drifts due to the nonzero Berry curvature in each band. To this end, the

excitations need to be selectively prepared in either the upper or lower band. This

can be achieved in different ways. First, one could prepare an excitation in one of

the sub-lattices with a large detuningΔ such that theR andB lattices are uncoupled.

This is followed by an adiabatic reduction of jΔj in order to adjust the required

parameter regime. Second, one could prepare all atoms in the jns1=21=2i state and
apply a weak microwave field such that only a single kmode is resonantly excited.

Efficient methods to extract the local Berry curvature from motional drifts are

described in Ref. [63] and require an external force acting on the particle. In our

set-up, this could be realized by making the detuningΔ position-dependent through

magnetic field gradients along a certain direction.

4 Summary

We have shown that the resonant dipole–dipole interaction between Rydberg atoms

allows one to engineer effective spin-1/2 models where the spin excitations expe-

rience a staggered magnetic field in a triangular lattice. A necessary condition for

engineering artificial magnetic fields is that time-reversal symmetry of the system is

broken. In our system, this is achieved by external fields shifting the Zeeman

sub-levels of the considered ns1=2 and np3=2 manifolds. In this way, we ensure

that the spin excitation couples to different dipole transitions on theB andR lattices

with dipole moments dB and dR, respectively. These dipole moments have a well-

defined relative phase which is different from zero. Since dB and dR are orthogonal,

we find that the phase of the hopping amplitude is determined by the azimuthal

angle associated with the relative position of the two sites connected by the hop.

We find that the magnitude of the magnetic flux through an elementary triangu-

lar plaquette can be controlled by changing the ratio b / a of the rectangular

sub-lattices. In addition, the staggered magnetic field endows the single-particle

band structure with non-trivial Chern numbers. The Chern number of the lower

band can be adjusted between C ¼ 0, 1 and 2 and its value depends on the lattice

parameters and the detuning Δ between the B and R lattices.

The quantum simulation of the dynamics of a single excitation shows that an

excitation placed at an edge of the lattice will propagate along the edge in a specific

direction. This effect is a direct consequence of the artificial magnetic field. The

topological features of the bands can be explored by monitoring the deflection of

the exciton motion due to the nonzero Berry curvature in either the lower or upper
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band. An intriguing prospect for future studies is the investigation of quantum

many-body states. Here the hard-core interaction between the particles is expected

to modify the single-particle picture considerably, and the interplay of strong

interactions and complex hopping amplitudes may give rise to exotic quantum

phases like fractional Chern insulators.
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Appendix 1: Dipole Matrix Elements

We evaluate the matrix elements of the electric-dipole-moment operator d̂ of an

individual atom via the Wigner–Eckert theorem [64, 65] and find

h nl0j0m0jd̂ jnljmi ¼ D
X1
q¼�1

Cj0m0
jm1qeq , ð23Þ

where Cj0m0
jm1q are Clebsch–Gordan coefficients and the spherical unit vectors eq in

Eq. (23) are defined as

E1 ¼ � ex � ieyffiffiffi
2

p , E0 ¼ ez, E�1 ¼ ex þ ieyffiffiffi
2

p : ð24Þ

The reduced dipole matrix element is [64, 65]

D ¼ ð�1Þjþl0�1=2 ffiffiffiffiffiffiffiffiffiffiffiffi
2jþ 1

p ffiffiffiffiffiffiffiffiffiffiffiffi
2lþ 1

p

l0 l 1

j j0 1=2

( )
Cl00
10l0ehn0l0jrjnli ,

ð25Þ

where the 3� 2 matrix in curly braces is the Wigner 6� j symbol, e is the

elementary charge, and hn0l0jrjnli is a radial matrix element.

Appendix B: Rubidium Parameters

Here we calculate the strength of the dipole–dipole interaction for rubidium atoms

and estimate the magnitude of the level shifts required for realizing our model. For

ns1=2 $ np3=2 transitions in rubidium with principal quantum number n ¼ 70, the

reduced dipole moment D in Eq. (25) is given by
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D � 2909ea0 , ð26Þ
where e is the elementary charge and a0 is the Bohr radius. It follows that the

strength of the dipole–dipole coupling V0 in Eq. (7) for a ¼ 20 μm is

V0=ħ � 2π � 1:03MHz : ð27Þ
The lifetime of the ns1=2 and np3=2 states at temperature T ¼ 300K and for n ¼ 70 is

Ts � 151:6 μs and Tp � 191:3 μs, respectively [66]. Note that these values take into
account the lifetime reduction due to blackbody radiation. The hopping rates vary

with the lattice parameters but are typically of the order of V0. It follows that in

principle many coherent hopping events can be observed before losses due to

spontaneous emission set in. This finding is consistent with the experimental

observations in Ref. [42]. Note that the magnitude of V0 can be increased by

reducing the size of the lattice constant a or by increasing n.
Next we discuss the requirements for reducing the general Hamiltonian in

Eq. (2) to our model in Eq. (14). First, we note that the level shifts induced between

Zeeman sub-states must be large compared toV0 and hence of the order of 10MHz.

Shifts of this magnitude can be realized with weak magnetic fields [67] or AC stark

shifts [42]. Furthermore, the fine structure splitting between the ns1=2 and np3=2
manifolds isΔEFS � 2π � 10:8GHz [68], which is much larger thanV0, and hence,

it is justified to neglect off-resonant terms in Eq. (3). Finally, we note that the

energy difference between the np3=2 manifold and the nearby np1=2 manifold is

approximately 285MHz [68], which is also much larger than V0. It follows that the

np1=2 states can be safely neglected.

Appendix C: k-space Hamiltonian

The k-space Hamiltonian can be obtained by considering the single-excitation

sub-space E1 spanned by the basis states

jαi ¼ Sþα j0i , ð28Þ
where jαi denotes one p excitation at site α and j0i is the “vacuum” state with zero

excitations, i.e. the atoms at all lattice sites are in state js1=21=2i. In order to solve

the eigenvalue equation

Heff jψi ¼ Ejψi ð29Þ
with jψi 2 E1, we describe the lattice in Fig. 1 by a rectangular Bravais lattice with

a two-atomic basis. More specifically, the direct lattice points are given by the R
atoms such that the basis is comprised of one R atom at 0 and one B atom at
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ðaþ bÞ=2. According to Bloch’s theorem [69], we can solve Eq. (29) with the

Ansatz

jψi ¼
X
α

uαjαi , ð30Þ

where the coefficients uα can be written as

uα ¼ ψReik�UðαÞ, α 2 R ,

ψBeik�UðαÞ, α 2 B ,

�
ð31Þ

and k is a point in the first Brillouin zone of the direct lattice. The vector UðαÞ in
Eq. (31) is the Bravais lattice point associated with site α,

UðαÞ ¼ Rα, α 2 R ,

Rα � ðaþ bÞ=2, α 2 B :

�
ð32Þ

With Eqs. (30) and (31), Eq. (29) can be reduced to the following matrix equation

for the amplitudes ψR and ψB,

HðkÞ ψR
ψB

� 	
¼ E

ψR
ψB

� 	
, ð33Þ

where the 2� 2 matrix HðkÞ is the k-space Hamiltonian. We find HðkÞ using the

software package MATHEMATICA [70] for each set of lattice parameters a and b.
In general, the resulting expressions are too complicated to display here. In the

special case of nearest-neighbour interactions only, we find

½HðkÞ�11 ¼ �V0 cos ðk � aÞ þ ħΔ , ð34aÞ
½HðkÞ�12 ¼

V0

ffiffiffiffiffi
48

p

½1þ ðb=aÞ2�3=2
e�iðk�aþk�bÞe�2iα þ e�2iα

�
þe�ik�ae2iα þ e�ik�be2iα

�
,

ð34bÞ

½HðkÞ�22 ¼ �1

3
V0 cos ðk � aÞ , ð34cÞ

where cos ðαÞ ¼ 1=½1þ ðb=aÞ2�1=2 and ½HðkÞ�21 ¼ ½HðkÞ�∗12.
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Ultrafast Optomechanical Pulse Picking

Nikolai Lilienfein, Simon Holzberger, and Ioachim Pupeza

Abstract State-of-the-art optical switches for coupling pulses into and/or out of

resonators are based on either the electro-optic or the acousto-optic effect in

transmissive elements. In high-power applications, the damage threshold and

other nonlinear and thermal effects in these elements impede further improvements

in pulse energy, duration, and average power. We propose a new optomechanical

switching concept which is based solely on reflective elements and is suitable for

switching times down to the ten-nanosecond range. To this end, an isolated section

of a beam path is moved in a system comprising mirrors rotating at a high angular

velocity and stationary imaging mirrors, without affecting the propagation of the

beam thereafter. We discuss three variants of the concept and exemplify practical

parameters for its application in regenerative amplifiers and stack-and-dump

enhancement cavities. We find that optomechanical pulse picking has the potential

to achieve switching rates of up to a few tens of kilohertz while supporting pulse

energies of up to several joules.

1 Introduction

Picking individual pulses from the MHz-repetition-rate pulse trains produced by

(amplified) laser oscillators is particularly important in the context of high-pulse-

energy lasers. Here, pulse pickers are necessary to reduce the repetition rate of the

seed oscillator pulse train before amplification in average-power-limited laser

systems. Other prominent applications are the direct extraction of pulses from

laser resonators (cavity dumping) [1], and the coupling of pulses into and out of
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T. W. Hänsch guest edited by Tilman Esslinger, Nathalie Picqué, and Thomas Udem.
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the cavities of regenerative amplifiers [2–4]. Cavity dumping has also been dem-

onstrated in passive external resonators known as enhancement cavities (ECs)

[5, 6]. While this concept has not yet found widespread application, it has recently

encountered renewed interest in the context of high-pulse-energy Yb-based ampli-

fiers [7, 8]. The relevant properties of pulse pickers are the switching time and

switching rate, efficiency, contrast, and optical bandwidth. Equally important for

intracavity applications are properties which affect the transmitted pulses, i.e.,

losses, chromatic dispersion, and, for high-power applications, self-induced

nonlinear and thermal effects.

Cavity dumping from oscillators and regenerative amplifier cavities typically

relies on Pockels cells. These devices use the electro-optic Pockels effect in

nonlinear crystals to rapidly rotate the polarization of the intracavity pulse upon

application of a high voltage. Depending on its polarization, the pulse can be

subsequently coupled out by means of a polarizer. The length of the crystals

necessary to reach a polarization rotation sufficient for efficient switching is

typically tens of millimeters. Pockels cells include several antireflection-coated

surfaces which create losses. Since the electro-optic effect scales linearly with the

electric field, the half-wave voltage increases with the aperture width. This,

together with the availability of large crystals of sufficient quality, makes increas-

ing the aperture of the cell technologically challenging [3]. The damage threshold

of crystals and antireflective coatings, as well as nonlinear and thermal effects, are

the limiting factors for the extractable peak and average power from regenerative

amplifiers [3, 9]. State-of-the-art systems achieve pulse energies of 30 mJ at 10 kHz

repetition rate and 200 mJ at 1 kHz [10]. For amplification, the pulses are typically

stretched to durations in the nanosecond range [4, 11].

In contrast to the cavities of laser oscillators and of regenerative amplifiers,

which include gain media, the increase in pulse energy in ECs depends on the

correct temporal and spatial overlap of circulating and seeding pulses, and the

growth per round-trip is typically small. Thus, losses, dispersion, and other distor-

tions of the intracavity pulse are critical, and rule out the use of Pockels cells for

efficient dumping. For proof-of-principle demonstrations of the stack-and-dump

concept, acousto-optic modulators (AOMs) have been employed [5, 12, 13]. Here,

the beam is coupled out by a transient grating, induced by an acoustic wave

propagating in a solid, e.g., a fused silica plate. The switching time of these devices

is determined by the beam size and by the speed of sound in the material. A

sufficiently short switching time to pick pulses from a megahertz pulse train

requires the beam to be tightly focused in the AOM. Recently, the extraction of

0.16 mJ pulses from an EC has been demonstrated [14]. The pulses were chirped to

a duration of 2.5 ns, and the output repetition rate was 30 kHz. In particular, the high

nonlinearity caused by the small beam size in the AOM represents a bottleneck for

the further scaling of such systems [14].

Recently, a mechanical pulse picker based on a concept similar to a chopper

wheel has been proposed as a possible way to circumvent these limitations

[7]. Here, a moving mirror that periodically intercepts the circulating pulse would

act as the switching element, avoiding the losses, dispersion, nonlinearities, and
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thermal lensing associated with intracavity transmissive elements. However, the

centrifugal force that would occur in a chopper wheel spinning fast enough to

couple out single pulses even from a tightly focused MHz-repetition-rate pulse train

would be close to the limits given by the tensile strength of potential rotor materials.

This poses a major technological challenge and would severely limit the capabil-

ities of the such devices. Even if feasible, this output coupler would represent a

high-precision element of considerable size, complexity, and cost.

In this article, we present a novel concept for an optomechanical pulse picker

consisting of exclusively reflective optics. It uses rotating mirrors and stationary

imaging mirrors in order to move an entire section of a beam path without affecting

the beam path outside of this section. While sharing the advantages of the chopper

wheel, the concept drastically reduces the mechanical demands on the rotor by

using the beam path as a lever. We present three particular geometries and discuss

their advantages and drawbacks. We find that devices based on this concept could

be suitable to pick joule-level pulses from optical cavities with repetition rates of

several tens of megahertz, at rates of several kilohertz.

2 Circular Single-Mirror Geometry

Figure 1a shows the most basic variant of the concept. It is based on a mirror that

rotates at a high angular velocity. The normal of its flat surface is tilted by a small

angle from its rotation axis, such that the rotating mirror reflects a stationary input

beam into a time-dependent deflection beam path. The rotating mirror surface is

positioned in the center of curvature of a large spherical mirror. The deflection

beam path impinges orthogonally on the stationary mirror surface for all rotation

angles, and is reflected back along its incident path. Irrespective of the deflection

angle, the second pass on the rotating mirror deflects the output beam along a path

coinciding with the input path. Since the stationary spherical mirror images the

surface of the rotating mirror onto itself, we refer to it as the imaging mirror. To

achieve collimated input and output beams, a curved folding mirror can be used to

focus the beam on the imaging mirror. Figure 1b illustrates the points where

individual pulses from a pulse train impinge on the imaging mirror. If the deflection

paths of subsequent pulses are separated by a distance Δs that is larger than the

beam diameter, mirrors in the deflection beam path or openings in the imaging

mirror can be used to pick pulses from the pulse train.

The switching time τ of the pulse picker is given by the velocity with which the

beam moves along the circle of radius r, and the 1/e2 beam radius w in that plane. If

we require that Δs ¼ 2w, we find that

τ ¼ w

πrfrot
, ð1Þ
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with frot being the revolution rate of the rotating mirror. This equation also holds for

a chopper-wheel-based pulse picker. In this case, the value of r, is given by the size
of the chopper wheel. For our optomechanical pulse picker, on the other hand, it

depends on the deflection angle from the rotating mirrorΘ and on the distance to the

imaging mirror d, according to r ¼ d sin ðΘÞ. The beam path is used as a lever, and

the diameter of the rotor needs to be just large enough to provide a sufficient

aperture for the transverse beam size. The switching rate is equal to the revolution

rate. A magnetic bearing of the rotor is desirable to achieve a high rotation speed as

well as a high stability of the rotor and of its revolution rate, a long lifetime, and to

allow for operation in vacuum. In [15], a suitable self-bearing motor reaching a

speed of 8.4 kHz intended for laser scanning applications has been demonstrated.

With a length of 55 mm and a diameter of about 30 mm, the motor is quite compact.

With this motor, and, e.g., an imaging mirror of 15 cm diameter and a beam radius

of 50 μm in the focal plane, the switching time is 25.3 ns, corresponding to a

maximum pulse repetition rate of close to 40 MHz. Precise holes with diameters in

the range of several tens of μm can be manufactured, e.g., via laser drilling [16]. To

allow for reliable pulse picking, the points of incidence of the pulses on the imaging

mirror have to be fixed. To this end, the repetition rate of the pulse train has to be

locked to an integer multiple of the rotation frequency. In addition, the pulse train

has to be stabilized to a specific fixed phase with respect to the rotation phase. Both

of these requirements are achievable with standard technologies.

A pulse picker of this kind could be used in a linear resonator cavity, with the

imaging mirror being one of the end mirrors. The number of round-trips during one

ba

Fig. 1 a Side view of the circular single-mirror geometry comprising one rotating mirror (RM), a

spherical imaging mirror (IM, radius of curvature Rcurv ) with an opening, and a curved folding

mirror (FM). The beam path is shown for two rotation angles (dashed line beam path for output

coupling). For a full rotation, the deflected beam path describes a cone. b Front view of the

imaging mirror with N points of incidence of individual pulses from the incoming pulse train being

distributed along a circle of radius r

374 N. Lilienfein et al.



rotation period is N ¼ frep=frot, with frep being the repetition rate of the resonator.

The transverse separation of the paths of successive pulses is given by

Δs1 ¼ 2πd sin ðΘÞfrot
frep

: ð2Þ

When the input beam path coincides with the rotation axis of the rotating mirror, the

angle of incidence on its surface is constant, and equals half the deflection angleΘ.
The polarization of the beam with respect to the imaging mirror surface turns with

the rotating mirror. The spectral phase and reflectivity of dielectric mirror coatings

typically show increasing polarization dependence with a larger angle of incidence

and with an increasing spectral bandwidth. Even though the imaging setup does not

affect the polarization geometrically, this effect will cause a birefringent spectral

phase modulation increasing with the angle of incidence and the required band-

width. Any rotation-angle-dependent modulation is periodic with frot, leading to a

constant output of the system at frot. For some applications , however, small angles

of incidence and, thus, a long distance d may be necessary.

For large values of d, the propagation time Δt ¼ 2d=c between the first and the

second pass of the pulse on the rotating mirrors becomes relevant. During this time,

the mirror rotates by Δϕ ¼ 2πfrotΔt. This rotation results in an effective tilt β
between the vectors normal to the mirror surface for the first and second passes

given by

sin

�
β

2

�
¼ sin

�
Θ

2

�
sin

�
Δϕ
2

�
: ð3Þ

For the example mentioned above, a distance d ¼ 0:5m corresponding toΘ ¼ 8:6∘,
results in an effective tilt of 13.5 μrad.

A limitation of this type of geometry for high-power applications is presented by

the high intensity on the imaging mirror. The beam radius w on the imaging mirror

depends on the focusing power of the curved folding mirror and on the caustic of

the surrounding resonator. A small beam waist reduces the necessary separation of

adjacent spots, but increases the peak and average intensity on the imaging mirror.

While no transmissive elements prone to thermal and nonlinear effects are used,

mirror damage will occur for high peak intensities or fluences. Additionally,

thermal lensing in mirrors can affect the operation of cavities at high average

powers [17, 18]. While the overall size of the pulse picker can be scaled up with

the required peak and average power, the necessity of focussing the beam on a

cavity mirror is generally disadvantageous for high-power applications.
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3 Circular Double-Mirror Geometry

Figure 2 shows a second variant of the concept which mitigates the above problem.

Here, two rotating mirrors and two imaging mirrors are used in a setup which is

symmetric with respect to a central plane. The rotating mirrors are fixed on a single

shaft which is driven by the motor. The curved imaging mirrors are arranged such

that their focal points coincide with the center of the rotating mirror surfaces,

analogously to a 4-f imaging configuration. The first rotating mirror reflects the

input beam into a deflection beam path that depends on its rotation angle. The two

imaging mirrors guide the deflected beam to the second rotating mirror, which

produces a stationary output beam. Between the rotating mirrors, some space is

needed for the bearing and power unit of the rotor, separating their surfaces by a

distance a. When the distance between the imaging mirrors L is large with respect to

a and the deflection angle Θ is small, the imaging mirror configuration is close to a

a

b

Fig. 2 a Side view of the circular two-mirror geometry with two rotating mirrors (RM1, RM2),

two imaging mirrors (IM1, IM2) and an output coupling mirror (OC). The beam path is shown for

two rotation angles (dashed line beam path just before output coupling). For a full rotation, the

deflected beam path describes a cylinder between the imaging mirrors. b Schematic view of the

grazing-incidence output coupling mirror. The beam path is shown for the three final round-trips of

the pulse before the output coupling event (dashed line)
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true 4-f imaging. In this case, the deflection beam is focused in the symmetry plane

of the setup when the input and output beams are nearly collimated. For larger

values of a, the beam has to be slightly divergent at the entrance of the pulse-picker

setup and slightly convergent at the exit. A mirror placed at some point along the

deflected beam path between the imaging mirrors can be used for input or output

coupling of the pulse (Fig. 2b). For some applications, the resonator cavity may

remain blocked for a small fraction of the rotation period after output coupling

and/or before input coupling. Then, the picking mirrors can be larger than the beam

size at the position of input/output coupling. The space just before or behind the

coupling mirrors can also be used for the mechanical support of the rotor unit. The

surface of the stationary mirrors can be either spherical or parabolic. Spherical

mirrors are simpler to align and manufacture, but exhibit astigmatism when hit at

nonzero angles of incidence. Note that the sagittal and tangential planes with

respect to the rotating and imaging mirrors, and thus the astigmatism, are rotating

together with the beam path. Particularly in resonators operated close to an edge of

the stability range [19], this astigmatism will result in a rotating ellipticity of the

cavity mode. Similar to the birefringent effects in dielectric mirror coatings men-

tioned before, this can be mitigated by decreasing the angle of incidence at the cost

of increased size.

An optomechanical pulse picker of the second variant could be used in both

linear and ring resonator cavities. For small angles of incidence on the mirrors, the

following equation gives the pulse path separation for the second variant:

Δs2 ¼ πðL� aÞ tan ðΘÞfrot
frep

: ð4Þ

It is similar to the one for the single-mirror geometry, but the total length, given

here by the distance of the imaging mirrors L, doubles for otherwise identical

parameters. In this geometry, the rotation of the mirrors during the propagation

time along the deflection beam path can be compensated by adjusting the orienta-

tion of the rotating mirrors with respect to each other. In contrast to the single-

mirror geometry, the spot size of the beam is large on both the rotating and the

imaging mirrors. On the pulse-picking mirrors (output or input couplers), the beam

size can be chosen corresponding to the required switching time by changing the

position along the deflection beam path (Fig. 2b).

While the average power impinging on the picking mirrors is far lower than on

the other optics, the small spot size necessary to achieve switching times below

100 ns causes a considerably higher peak intensity. The intensity on the output

coupler can be reduced by placing it under grazing incidence. For instance, at an

extreme angle of incidence α of 89∘, the irradiated area would be increased by a

factor of about 57. Generally, the peak fluence F of a beam with a Gaussian profile

on the output coupler is
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F ¼ 2 cosðαÞ
πw2

Ep, ð5Þ

where Ep denotes the pulse energy. At α ¼ 89∘, and a wavelength of 1 μm, the

reflectivity of an uncoated quartz surface for s-polarized light is 94%. By avoiding a

mirror with a coating, which contain high-refractive-index material and typically

come with small deposition errors and contaminants, the highest possible damage

threshold can be achieved. The output coupler, being a quartz (or sapphire, dia-

mond, etc.) plate, can be readily and cost-effectively replaced. For a given

switching time and rate, a larger spot size can be accommodated by increasing

the overall size of the system. Thus, the maximum peak power scales with the

square of the system size (Eqs. 4, 5).

4 Planar Double-Mirror Geometry

In principle, the pulse-picker geometries discussed so far allow for an unobstructed

deflection beam path for all rotation angles (apart from input or output couplers).

Thus, they can provide a resonator with an open beam path for most of the rotation

period, which corresponds to the input and/or output switching rate. However, in

regenerative amplifiers for instance, the time between input coupling to and output

coupling from the cavity is often only a fraction of the repetition period. Thus, the

cavity needs to be closed for just a small range of rotation angles of the rotating

mirrors. In the case of the two pulse-picker variants discussed so far, smaller

imaging mirrors covering only the necessary rotation angles could be used. In

addition, applications of this kind would allow for the use of a particularly advan-

tageous third geometry, as shown in Fig. 3a. In contrast to the previous implemen-

tation, the axis of rotation of the rotating mirrors is perpendicular to the incoming

beam path. The deflection beam paths for different rotation angles form a plane.

The mirror surfaces of the rotor are parallel to the rotation axis and to each other.

The imaging mirror setup is similar to the second variant, with the focal planes

coinciding with the rotating mirror surfaces. However, the central axis along which

the imaging mirrors are aligned is offset from the incoming beam and the rotating

mirrors by a distance Δx. Figure 3b illustrates the beam path in the system. The 4-f

configuration of the imaging mirrors creates an inverted image in the central plane,

after the beam has passed each of the imaging mirrors once. In this plane, the beam

is offset by�Δx from the central axis. IfΔx is larger than the maximum radius of the

rotor, the beam passes the rotor without being clipped and enters the imaging setup

for a second time. Two passes through the 4-f imaging setup create an upright

image of the first rotating mirror surface on the parallel second surface. The

reflection from this surface produces a stationary output beam from the rotation-

angle-dependent deflection beams for a continuous range of rotation angles. As in

the second variant, the (close to) collimated input beam is focused in the Fourier

planes in the symmetry plane, and input or output coupling elements can be placed
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at some position of the deflection beam having a suitable beam size. A major

advantage of this geometry is its inherent insensitivity to vibrations and other

deviations from a perfect rotation of the rotor: Any kind of angular or positional

error of the first surface is reproduced by the second surface and, due to the imaging

system, its effects on the output beam cancel out.

The rotor can be a two-faced substrate, or have a geometry with a larger number

of parallel surface pairs, i.e., square, hexagonal, and so forth. A simple two-faced

rotor would allow for a switching rate corresponding to twice the rotation fre-

quency. Rotors with a higher number of facets would further increase the maximum

switching rate. For small deflection angles, the transverse separation of the paths of

subsequent pulses is

Δs3 ¼ 2πL
frot
frep

: ð6Þ

In contrast to the first two variants, this separation does not depend on the deflection

angle. Consequently, a much larger separation or, alternatively, a much shorter

switching time can be achieved in a system with the same footprint. The deflection

angle Θ equals twice the rotation angle, i.e., the angle of incidence on the rotating

a

b

Fig. 3 a Top view of the planar two-mirror geometry with a two-faceted rotor (RM), two imaging

mirrors (IM1, IM2), an input coupling mirror (IC), and an output coupling mirror (OC). The beam

path is shown for two rotation angles (solid line just after input coupling, dashed line just before
output coupling). b Schematic view of the beam path. The beam passes each of the imaging

mirrors twice
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mirrors. The maximum range of deflection anglesΔΘ for which the cavity is open is

given by the minimum angleΘmin for which the beam is not clipped by the rotating

mirror in the first Fourier plane (Fig. 3b), and a maximum angle Θmax given by the

dimensions of the imaging mirrors. The maximum number of round-trips N which a

pulse can undergo in a cavity containing this pulse picker is

Nplan ¼ Θmax � Θmin

4π

frep
frot

: ð7Þ

Since the angle of incidence on the rotating mirrors is not constant, rotation-angle-

dependent astigmatism will occur when spherical imaging mirrors are used. These

changes in the effective focal length of the imaging mirrors with the rotation angle

will cause a varying ellipticity of the cavity mode. If large deflection angles are

required, the use of parabolic imaging mirrors might be necessary (also depending

on the sensitivity of the surrounding cavity). In this geometry, the rotation of the

mirrors during the propagation time in the device causes a small tilt of the output

beam that is constant for a given rotation frequency.

5 Nonplanar Double-Mirror Geometry

Figure 4 shows a simple modification of the planar double-mirror geometry with

which the maximum deflection angle to achieve a specific number of round-trips

can be reduced by more than a factor of two. Here, the rotating mirror and its

rotation axis are inclined by an angle αy in the z� y plane with respect to the

symmetry plane of the imaging setup, offsetting the beam by Δy in the first Fourier
plane, and �Δy in the second Fourier plane (Fig. 4b). With this modification, the

deflection beam circumvents the rotor and its bearing and the holes in the imaging

mirrors, even for zero deflection angle in the x� z plane. Thus, there is an

unobstructed path for the deflection beam for all deflection angles between

�Θmax and Θmax, and ΔΘ is equal to 2Θmax. The maximum number of round-

trips is now

Nnonplan ¼ Θmax

2π

frep
frot

: ð8Þ

The minimum width X of the imaging mirrors is

Xnonplan ¼ NΔs3: ð9Þ
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6 Application Example 1: Regenerative Amplifier

The nonplanar double-mirror geometry would be particularly suited for regenera-

tive amplifiers. With rotation frequencies of several kHz and multifaceted rotors,

switching rates of up to a few 10 kHz should be achievable. We exemplify practical

pulse-picker parameters based on an amplifier build by Nubbemeyer et al. [20], who

have recently achieved an average power of about 1 kW at an output repetition rate

of either 5 or 10 kHz, with 40 round-trips and a cavity repetition rate of 20 MHz. A

nonplanar double-mirror optomechanical switch with a two-surface rotor at a

rotation frequency of 5 kHz would allow an output repetition rate of both 5 or

10 kHz. A magnetically beared motor which could be suitable for this application is

commercially available [21]. Its length along the rotation axis is 85 mm. To achieve

40 round-trips,ΔΘhas to be 7:2∘ (Eq. 8), resulting in a maximum angle of incidence

of 1:8∘ in the z� x plane. With a distance of 1 m between the imaging mirrors, a

pulse path separation of 1.57 mm would be achieved (Eq. 6). The dimensions of the

motor would imply aΔy of about 45 mm, and thus an angle of incidence of 3∘ in the

z� y plane. The input/output coupling plate could be placed at a position where the
beam radius is 0.7 mm. With an angle of incidence of 88∘, the spot on the plate

would be elongated to a w of 20 mm. For a Gaussian profile with this spot size and a

pulse energy of 200 mJ, the peak fluence is about 0:9 J cm�2 (Eq. 5). At a central

wavelength of 1053 nm and a pulse duration of 1 ns, the damage fluence of fused

silica is about 40 J cm�2; for a pulse duration of 1 ps, it is 2 J cm�2 [22]. Shorter

a

b

Fig. 4 a Schematic top view of the beam path in the nonplanar two-mirror geometry for three

rotation angles (dash-dotted line path of a pulse just after input coupling, dashed line just before
output coupling, solid line in between). b Schematic side view of the beam path. The inclined

rotation axis allows the beam path to circumvent the rotor unit and the opening in the imaging

mirrors
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amplifier cavities would allow for a larger number of round-trips, but increase the

fluence on the output coupler in a system with identical dimensions. Higher output

rates can be achieved by using multifaceted rotors. In conclusion, the outlined

optomechanical pulse picker could tolerate higher pulse energies, and/or far shorter

pulses than state-of-the-art Pockels cells. Apart from the higher damage threshold,

the losses, nonlinearity, thermal lensing, and dispersion associated with the trans-

mission through the Pockels cell would be avoided. An optomechanical pulse

picker would likely require vacuum for stable operation.

7 Application Example 2: Stack-and-Dump Cavity

In Ref. [7], a stack-and-dump cavity with a repetition rate of 10 MHz is proposed as

a part of a future fiber-laser-based particle accelerator. From this cavity, an output

pulse energy of 1.2 J with pulses stretched to 4 ns is envisaged. The pulse train

seeding the cavity is continuous, making a pulse picker that provides an

unobstructed beam path for most of the output repetition period necessary. We

outline practical parameters for an optomechanical pulse picker of a circular

double-mirror geometry as discussed in Sect. 4, and a rotation frequency of

8.3 kHz [15]. With this output switching rate, the maximum number of stacked

pulses is 1200. With a length of 1.5 m, a distance between the rotating mirrors of

70 mm and an angle of incidence of2∘, the diameter of the deflection beam circle on

the imaging mirrors is about 100 mm. At an angle of incidence of 2∘, birefringent

effects in typical broadband highly reflective mirrors are negligible even for the

largest bandwidths yet demonstrated in high-finesse ECs [23]. The separation of the

optical axes of successive pulses is 0.26 mm (Eq. 4). For a pulse energy of 1.2 J and

a beam radius of 130 μm at an output coupler with 89∘ angle of incidence, the peak

fluence would be 79 J cm�2. Using the τ0:5-law for the pulse width dependence of

the damage threshold, a damage threshold of fused silica of about 80 J cm�2 for a

pulse duration of 4 ns can be extrapolated from the measurements in [22], putting

the highly ambitious pulse energy targeted in [7] within reach.

8 Misalignment Sensitivity

The feasibility of the concept critically depends on the perturbations of the beam

caused by the rotation of the mirrors, and on the sensitivity of the application to

these. While the imaging configuration ideally results in a stationary output beam,

misalignments, manufacturing tolerances, and astigmatism in spherical imaging

mirrors can cause a rotation-angle-dependent translation and ellipticity of the mode.

An important question for intra-resonator applications is whether the resulting

periodic change in the beam path and shape causes any significant effects that

would not be present for a static misalignment or astigmatism. If so, such effects
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would be particularly severe for enhancement cavities, where the circulating pulse

train needs to overlap spatially, temporally, and in terms of its polarization with an

incoming pulse train. To address this question, we simulate the enhancement in a

10-MHz EC including an optomechanical pulse picker as outlined in the previous

section, giving a maximum number of 1200 round-trips between two switching

events. To be able to tune the position in the cavity’s stability range, the cavity

should include additional concave mirrors. In a cavity with a round-trip Gouy phase

close to an odd multiple of π, large spots on the mirrors can be achieved while

avoiding a high misalignment sensitivity [19]. In our cavity example, two pairs of

concave mirrors with a radius of curvature of 1500 mm are used. With a distance of

1470 mm between each of the two curved mirror pairs and a wavelength of 1040

nm, the beam radius is about 3 mm on all cavity mirrors (Fig. 5). Assuming the

same footprint as in [14], 20 flat folding mirrors producing overall losses of about

400 ppm are needed. To achieve a good stacking efficiency with 1150 round-trips,

an input coupler of 99.75% reflectivity is chosen.

Because of the rotating deflection beam path, the cavity cannot be described

using “global” sagittal and tangential planes. Here, we simulate the buildup in the

cavity numerically in 3D using a modified Fox-Li algorithm [24]. The beam size

and divergence of a round input beam is optimized for the cavity with an inactive

pulse picker (rotating mirrors are at rest). In this case, the simulation yields an

enhancement of about 780 after 1150 round-trips, corresponding to a stacking

efficiency of 0.65. The angle of incidence of 2∘ on the imaging mirrors causes an

eccentricity of the beam of 0.27 at the curved cavity mirrors. The simulation for an

active pulse picker shows a periodic rotation of the major axis of the elliptic

intracavity mode profile with the deflection beam path, but no change in the

enhancement level. When a tilt of one of the rotating mirrors is introduced, the

central axis of the cavity beam is misaligned. For the active pulse picker, the

misaligned beam axis periodically rotates around the axis of the unperturbed

beam. The enhancement level drops by the same amount for both the active and

inactive pulse picker. The loss of enhancement stems exclusively from the decrease

in the spatial overlap of the intracavity beam with the seeding beam. Thus, we can
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Fig. 5 Calculated sagittal and tangential 1=e2-intensity radius (ws,wt) for the 10-MHz EC outlined

in Sect. 8 containing a pulse picker of the circular two-mirror geometry (RM1, IM1, IM2, RM2),

and four additional curved mirrors (CM1-4)
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follow the approach taken in [19], which uses far less computation time, to

investigate the misalignment sensitivity of the system in detail.

We find that in the cavity example used above, positioning errors or tilts of the

imaging mirrors also lead to a rotating cavity beam axis. For instance, a quite large

positioning error of one of the imaging mirrors of 5 mm along the z-axis results in a
loss of overlap with a fixed input beam of about 10%. A tilt of one of the imaging

mirrors by 10 μrad results in an overlap reduction of 4%. A tilt of the rotation axis

and the rotor with respect to the imaging mirrors causes a stationary misalignment,

but no rotation of the cavity beam axis. For pulse pickers of the circular two-mirror

geometry, the rotating mirror surfaces should have identical inclination angles and

orientations with respect to the axis of rotation. Errors in the inclination angle can

be compensated by adjusting the distances of the rotating to the stationary mirrors

to change the magnification of the imaging system. For example, for an error of the

inclination angle of 100 μrad, a nearly static cavity beam can be achieved by

repositioning both imaging mirrors by about 20 mm along the z-axis. However,
the imaging setup cannot compensate for different orientations of the mirrors, i.e.,

when the planes of the inclination angles of the mirrors are not identical. The

effective mirror tilt resulting from this effect is described by Eq. 3, with Δϕ now

representing the orientation mismatch. In the cavity simulation, an orientation

mismatch of 500 μrad results in a rotating offset of the intracavity mode axis of

about 0.2 mm at the curved cavity mirrors and the overlap decreases by 10%. Since

the rotor has to meet high mechanical demands, and its mirrors will most probably

not be adjustable, achieving the necessary accuracy in the orientation of the

surfaces will be critical. Importantly, the sensitivity of the EC with respect to

misalignments of the mirrors comprising the pulse picker is not higher than for

the other cavity mirrors. Furthermore, all perturbations are periodic and synchro-

nized to the output repetition rate, resulting in a stable output. While a detailed

analysis of all possible perturbations exceeds the scope of the paper, we conclude

that we see no fundamental limitations related to the alignment sensitivity of the

optomechanical pulse picker.

9 Sensitivity to Rotor Motion Irregularities

Another important aspect of the technical implementation of this concept will be

deviations of the actual rotor motion from a perfect rotation caused by, e.g.,

unbalance. These can be classified in three categories: parallel deviations (shifts)

and angular deviations (tilts) of the rotation axis, and axial displacements of the

rotor along the rotation axis. The planar and nonplanar double-mirror geometries

are inherently insensitive to these effects. Here, the upright imaging of the front

surface of the compact rotor onto its back surface results in a self-compensation of

positional and angular errors of the rotor position. Axial displacements are parallel

to the rotor surfaces. For the circular one-mirror geometry, in contrast, axial

movements would directly translate to changes in the cavity length and, therefore,
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render its use for applications requiring interferometric stability challenging. Par-

allel rotation errors would, to a much lesser extent, also affect the cavity length. The

imaging configuration results in self-compensation of angular rotation errors. The

circular two-mirror geometry is insensitive to length changes due to axial rotor

positioning errors, since the displacement of the first rotating mirror surface is

compensated by an identical displacement of the second surface. However, due to

the inverted imaging configuration in this geometry, angular errors of the rotor

position result in a displacement of the cavity beam path. For the stack-and-dump-

cavity example described in the previous section, an angular error of 10 μrad
corresponding to a rotor tip displacement of 0.35 μmwould result in a 14% decrease

in overlap. In [15], a maximum displacement of the rotor tip of 17 μm is measured

at a rotation frequency of 8.7 kHz. These measurements were taken with an

unbalanced rotor, and it is not stated how much of the displacement is due to

angular deviations. Still, the results suggest that the balancing of the rotor and the

optimization of its active stabilization may be the main technological challenges for

an application of the concept in enhancement cavities. For the regenerative ampli-

fier application discussed in Sect. 6, the effects of the rotor displacements reported

in [15] would be negligible.

10 Conclusion

In this article, we have outlined a concept for a family of ultrafast all-reflective

pulse pickers. Discussing three specific geometries, we have shown that such

optomechanical pulse pickers could particularly benefit high-power and high-

pulse energy applications. Designs suitable for regenerative amplifiers could sup-

port pulse energies of several joules and repetition rates of up to a few tens of kHz,

while circumventing the losses, dispersion, and the nonlinear and thermal effects in

state-of-the-art Pockels cells. Optomechanical pulse picking could additionally

render the temporal stretching of pulses in such systems unnecessary. The concept

also holds promise for cavity dumping in passive enhancement cavities. Here,

output repetition rates of up to several kHz could potentially be reached for joule-

level output pulse energies. Other applications may emerge in wavelength ranges

where conventional pulse pickers are not available, in particular in the terahertz

[25] and X-ray [26] ranges.
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5. T. Heupel, M. Weitz, T.W. Hänsch, Opt. Lett. 22(22), 1719 (1997). doi:10.1364/OL.22.

001719

6. R.J. Jones, J. Ye, Opt. Lett. 27(20), 1848 (2002). doi:10.1364/OL.27.001848

7. S. Breitkopf, T. Eidam, A. Klenke, Lv Grafenstein, H. Carstens, S. Holzberger, E. Fill,

T. Schreiber, F. Kraus, A. Tünnermann, I. Pupeza, J. Limpert, Light Sci. Appl. 3(10), e211
(2014). doi:10.1038/lsa.2014.92

8. G. Mourou, B. Brocklesby, T. Tajima, J. Limpert, Nat. Photon. 7(4), 258 (2013). doi:10.1038/
nphoton.2013.75

9. J.P. Negel, A. Voss, M.A. Ahmed, D. Bauer, D. Sutter, A. Killi, T. Graf, Opt. Lett. 38(24),
5442 (2013). doi:10.1364/OL.38.005442

10. K. Michel, S. Klingebiel, M. Schultze, C.Y. Tesseit, R. Bessing, M. Häfner, S. Prinz, D. Sutter,
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Shifting the Phase of a Coherent Beam with
a 174Ybþ Ion: Influence of the Scattering Cross
Section
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This article is dedicated to Theodor W. H€ansch at the
occasion of his 75th birthday. We are grateful to him for all
he has done for our field and we wish him all the best for the
next 25 years.

Abstract We discuss and measure the phase shift imposed onto a radially polar-

ized light beam when focusing it onto an 174Ybþ ion. In the derivation of the

expected phase shifts, we include the properties of the involved atomic levels.

Furthermore, we emphasize the importance of the scattering cross section and its

relation to the efficiency for coupling the focused light to an atom. The phase shifts

found in the experiment are compatible with the expected ones when accounting for

known deficiencies of the focusing optics and the motion of the trapped ion at the

Doppler limit of laser cooling (Hänsch and Schawlow in Opt Commun 13:68–69,

1975).
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1 Recollection by One of Us (GL)

Birthdays often evoke memories of the one who is celebrating. Sometimes it is a

single question they have asked you that has stuck in your mind for a long time. Of

the many times I met Ted Hänsch one comes to my mind in particular. It was when I

saw him in a corridor at the Max Planck Institute of Quantum Optics, about thirty

years ago—the building was quite new at the time. I vividly remember the question

he asked me: ‘Do you have a good explanation why the cross section of an atom for

scattering light is as large as it is?’ He was referring to the classical on-resonance

cross section of an atom, σsc ¼ 3λ2=2π, being so much larger—i.e. many orders of

magnitude—than the cross section of the atomic charge distribution. Naturally, I

knew the phenomenon and answered that in scattering processes the larger of the

two following values dominates: the cross section of the atom as a massive object or

the cross section of the particle you send in to probe the atom, namely a photon in

the case under consideration. Obviously, the smallest cross section of an optical

beam is limited by diffraction and this, I had thought, should define the cross section

of the photon. I was surprised to see that Ted Hänsch did not seem satisfied as he

slowly turned away. At the time, this made me think, and throughout the years since

then I have returned to this thought every now and then.

Ten years later, after I moved to Erlangen, this ‘thinking’ became more intense

when within my group we started to first discuss spontaneous emission and the

possibility of observing its time-reversed counterpart. In spontaneous emission, the

energy is initially concentrated in a tiny volume, which is orders of magnitude

smaller than the wavelength cubed—partially still stored in the atom—and begins

to travel outwards. At first, the energy is both in the evanescent and propagating

components of the field. Then, as the outgoing dipole wave travels further, the

evanescent components decay away leaving only the propagating part of the dipole

wave. The idea arose that the evanescent field is more part of the atom than of the

outgoing dipole wave. Consulting any book on electromagnetism, one can calculate

the outward going energy flux of the near field and that of the propagating field. The

near-field part quickly decreases to zero as the distance to the source increases,

whereas the far-field component is constant. It is interesting to note that the radial

position r, at which the energy flux of the near field has reduced to half the far-field
portion, is given by ð2π=λÞ2r2 � 6. This r value corresponds exactly to the above-

mentioned cross section, indicating that in terms of cross section the near field can

be considered part of the atom. Was this good enough to tell Ted Hänsch? Without

the atom, light would produce a diffraction-limited spot, but when an atom is at the

origin of the dipole wave, one instead expects time-reversed spontaneous emission

to occur such that the energy density of the field increases far beyond the

diffraction-limited value in free space. One might speculate that the evanescent

field is excited via the atom’s reaction to the incident field. If one considers the

evanescent field as part of the atom, its extent defines the cross section of the atom,

resulting in a cross section almost matching the classical textbook value quoted

above. Nevertheless, at that point I still felt it was too early to go back to Ted

Hänsch. There was still something that puzzled me.
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The incoming dipole wave with its evanescent and propagating components is an

exact solution of Maxwell’s equations, but it has a singularity. Accordingly, when
one excites an inward propagating dipole wave in the far field, one would expect the

singularity to develop—this is part of the rigorous solution after all—up to the point

when the wave reaches the atomic charge distribution. We know however that this

is not what happens. Thus, it was a great relief to me when Simon Heugel, a

doctoral student in our group at the time, came to me about seven years ago

suggesting that I look at problem C I.6 in the text book by Cohen-Tannoudji,

Dupont-Roc and Grynberg [2]. There it is stated that in free space the inward

propagating dipole will continue as an outward propagating dipole once it has

passed the origin and will thus interfere with itself. The task given to the students

is to calculate the energy density of the resulting standing wave and—alas—the

result is the diffraction-limited field distribution, provided one takes into account a

phase shift at the origin which is in a way the Gouy phase shift under this extreme

full solid angle focusing scenario. Looking at the problem in this way everything

seems to fall into place: (1) when focusing in free space, the singular terms in the

dipole wave solution interfere destructively and (2) suppressing the outward going

wave via full absorption at the origin by a sub-wavelength antenna such as an atom

gives rise to the well-known field enhancement. We asked ourselves whether there

are other ways to restore the singular behavior. One way we found theoretically was

by studying the time evolution of the energy distribution for focusing in free space

near the origin when the inward going dipole wave has a sharp rising leading edge,

rising over a distance significantly smaller than the wavelength. This indeed also

gave a transient enhancement [3]. Other experiments are under way.

Encouraged by these considerations and findings we hope this anniversary is the

right moment to give Ted Hänsch an update on our, by now decades long, attempt to

answer the question he posed such a long time ago.

2 Introduction

The scattering cross section is a quantity used in many areas in physics, relating the

rate of particles scattered by a target to the flux of particles incident onto it. In

quantum optics, the conceptually simplest target is a single atom and the incident

particles are photons. For this scenario, the resonant scattering cross section for a

two-level atom is determined to be [4, 5]

σsc ¼ 3

2π
λ2 ð1Þ

for an atomic transition with resonance wavelength λ provided the oscillator

strength [6] is equal to one.

As mentioned above, the area given by σsc is large: It is by far larger than the

spatial extent of an atom given by the Bohr radius and also larger than the smallest
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spot sizes achievable via diffraction-limited focusing of light with lenses of suffi-

cient numerical aperture [7, 8]. The term cross section was created to describe

scattering of particles, but in wave mechanics there is also the interference of fields.

As pointed out in Ref. [9], absorption can be described as the interference of the

(non-attenuated) incident field and the scattered field. In this model, attenuation in

forward direction is caused by the destructive interference between these two fields,

which requires a power of the scattered field which may seem counter-intuitive at

first sight: full attenuation, and only back-scattered light requires the power of the

scattered field to be twice that of the incident field because of the destructive

interference with the incident light in the forward direction, in order to fulfill

energy conservation. Along those lines, the rate of scattered photons, which is not

to be confused with the detected photons, expressed in terms of cross sections is

given by [10]

γsc ¼
σsc
A

� γinc, ð2Þ

with A denoting the effective mode area [10, 11] of the incident stream of photons

γinc. The remarkable scenario of more photons being scattered than photons arriv-

ing, both per unit time [12], arises when σsc becomes larger than A. Due to the

interference of the different outward going partial waves, energy conservation is, of

course, maintained. Within this reasoning, several intriguing phenomena occurring

in the interaction of light and single quantum emitters have been investigated in

recent years; see Ref. [13] for a review. However, as reported in Ref. [14] it was

found already in the early 1980s by Bohren [15] and Paul and Fischer [16] that an

atom can scatter more light than incident onto its massive cross section, which is on

the order of the Bohr radius squared. As also discussed in more recent publications,

the key step in these papers was indeed the examination of the superposition of

incident and scattered fields. Refs. [15, 16] revealed that within a certain area larger

than the size of the scatterer the resulting lines of energy flux end up at the

scatterer’s position. Within a similar reasoning and as outlined in the first section

of this paper, one could attribute the spatial extent of the non-propagating near-field

components of the field re-radiated by the atom to the size of the atom, leading to

the expression for σsc given by Eq. 1.

Here, we relate to such concepts by investigating the phase shift imprinted onto a

tightly focused light beam by a single 174Ybþ ion. In the next section, the

importance of the magnitude of the effective mode area of the incident beam to

the obtained phase shift is revisited. With simple arguments, we modify the

equation obtained in Refs. [13, 17] describing the achievable phase shift to account

for the level structure of the used ion species. Explicitly, we make use of the

dependence of the scattering cross section on the angular momenta of the involved

atomic levels. In Sect. 4, we describe our experimental apparatus, present the phase

shift observed in our experiments and compare the obtained results to the pre-

dictions of Sect. 3. At the end of the paper, we give concluding remarks.
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3 Relation of Scattering Cross Section and Phase Shift

In order to emphasize the role of the scattering cross section σsc in phase shifting a

weak coherent beam, we briefly recall some essential aspects. Typically, the

induced phase shift is considered as the phase difference of the superposition of

the incident electric field Einc and the scattered field Esc relative to the phase of the

incident one, i.e. the phase of the incident field leaving the interaction region when

no atom is present [18–20]. The phase shift Δφ can then be written as [18]

Δφ ¼ arg
Einc þ Esc

Einc

� �
ð3Þ

with argð Þ denoting the argument of its complex variable.

Since one is considering a coherent process in this situation, it is detrimental to

saturate the atomic transition, i.e. to produce incoherent components in the

scattered radiation. We therefore assume negligible saturation. For this case, the

phase shift imprinted by a two-level atom is found to be [17]

Δφ ¼ arg 1� 2G � 1þ i � 2Δ=Γ
1þ 4Δ2=Γ2

� �
: ð4Þ

Here, Γ denotes the spontaneous emission rate and Δ is the detuning between the

laser and the atomic resonance frequency. At fixed detuning, the crucial parameter

determining the magnitude of the imprinted phase shift is G, describing the extent

to which the atom experiences the highest possible electric field at constant input

power which is allowed for by diffraction: G ¼ E2
inc=E

2
max, where 0 � G � 1. add

Emax is the field amplitude obtained by focusing a dipole wave in free space [21],

i.e. G determines how efficiently the incident field couples to the atomic dipole

transition. Assuming an atom at rest, G is solely determined by the properties of the

focusing optics and the spatial mode of the incident field which has an overlap of η
with the field of the driven transition [13, 22], G / η2. It also accounts for phase

front aberrations that are induced by imperfect focusing optics [23, 24]. Therefore,

G is a measure for the quality of the mode matching of the incident mode to the

atomic dipole-radiation pattern.

The role of G becomes obvious when relating it to the so-called scattering ratio
on resonance, which is defined as R ¼ γsc=γinc [10, 18]. One can show that in

general G ¼ R=4 [13], resulting in

G ¼ σsc
4A

: ð5Þ

Hence, in order to reach unit coupling efficiency and thus the maximum phase shift

at a fixed, nonzero detuning, the effective mode area of the focused beam must not

be larger than a quarter of the scattering cross section. One can actually show that

σsc=4 is the minimum possible mode area in free space. We interpret the effective
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mode area A as the power P of the incident light divided by the intensity I at the
position of the atom.With the help of Eqs. 11 and 12 from Ref. [13] one can directly

obtain A ¼ 3λ2=ð8πGÞ and thus A ¼ σsc=ð4GÞ, which is minimized in free space by

G ¼ 1.

Inserting Eq. 5 into 4 results in

Δφ ¼ arg 1� σsc
2A

� 1þ i � 2Δ=Γ
1þ 4Δ2=Γ2

� �
, ð6Þ

similar to the findings of Ref. [18]. On resonance, the phase of the outgoing field

can only take two values: zero if A � σsc=2 and π as soon as the electric field is

focused to a spot smaller than σsc=2. This representation reveals that the obtainable
phase shift is not only limited by imperfect focusing, as expressed by a too large A.
But also choosing the ‘ideal’ atom is of importance, i.e. an atom for which Eq. 1 is

valid. Deviations could originate from a degenerate ground state as is the case for
174Ybþ or from an atom not being at rest [5]. Both obstacles occur in the experiment

presented in the next section.

In the remainder of this section, we explicitly treat the level structure. In general,

when accounting for the sub-structure of the atomic levels involved, the resonant

scattering cross section of an atomic transition can be written as [5]

σsc ¼ λ2

2π
� 2J

0 þ 1

2J þ 1
ð7Þ

with J0 and J being the total angular momentum of upper and lower level,

respectively. For our experiment involving the P1=2 $ S1=2 transition of 174Ybþ

(cf. Fig. 1), we have J0 ¼ J and hence σsc ¼ λ2=ð2πÞ, which is only 1 / 3 of the value
used so far. We explicitly account for this reduction of the scattering cross section

in writing

Fig. 1 Level scheme of 174Ybþ. In the phase-shift experiments, we drive the π-transition between
theS1=2 and theP1=2 state. Furthermore, we use optical pumping to prepare the ion in the metastable

D3=2 (dark) state for obtaining a reference phase. The branching ratio from the P1=2 state into the

D3=2 state is 0:5% [25]
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ΔφJ¼J0 ¼ arg 1� 2G

3
� 1þ i � 2Δ=Γ
1þ 4Δ2=Γ2

� �
: ð8Þ

Consequently, G from now on only accounts for imperfect focusing and atomic

motion.

The result of Eq. 8 can also be obtained from a solution of the Bloch equations

for a J0 ¼ 1=2 $ J ¼ 1=2 system driven only by a π -polarized light field. The

modification G ! G=3 can be understood as follows. First, the dipole moment in

excitation is reduced by a factor 1=
ffiffiffi
3

p
in comparison with a two-level atom.

Second, the amplitude of the coherently scattered field that can interfere with the

incident radiation is reduced by the same factor, because the σ�-components of the

scattered field cannot interfere with the incident light. A detailed calculation will be

presented somewhere else.

4 Setup and Experiment

In our setup, we utilize a parabolic mirror as the focusing device [23, 24, 26]. The

parabolic mirror tightly focuses a radially polarized donut mode to a field that is

linearly polarized along the optical axis [7, 27]. This field drives a linear dipole

oriented in the same direction.

We position the 174Ybþ ion in the focus of the mirror by means of a movable

open-access ion trap [26]. The focused donut mode continuously drives the linear

dipole of the S1=2 toP1=2 transition of the ion, with a linewidth ofΓ=2π ¼ 19:6MHz

[25], at a wavelength of 369.5 nm. The power of this beam is chosen such that

saturation effects are negligible. In Ref. [24], it was found that the aberrations of the

parabolic mirror used are so strong in the outer parts that it is favorable to focus only

from the ‘backward’ half space when not correcting for these aberrations. We

therefore decided to use this focusing configuration in the experiment reported

here, by inserting a suitable iris in the excitation beam path, cf. Fig. 2. The iris has a

radius of two times the focal length of the paraboloid. We refer to this configuration

as focusing from half solid angle, since the bore in the vertex of the parabolic

mirror, housing the trap, reduces the solid angle, relevant for the linear dipole, by

less than 0.5%. The focused donut mode also provides Doppler cooling for the ion.

Auxiliary beams needed, e.g. for the initial ionization and trapping as well as the

repumping beam (cf. Figs. 1, 2), are entering the focal region of the mirror through

a small auxiliary hole close to the vertex of the parabola.

Each phase-shift measurement is preceded by the following sequence: First the

ion is Doppler-cooled by an auxiliary beam red detuned by half a linewidth from the

S1=2 $ P1=2 -transition. Then, this auxiliary beam is switched off and the donut

mode drives the ion at half linewidth detuning. The ion is scanned through the focal

region while monitoring the count rate of photons at 297 nm; see Fig. 1. The ion is

positioned such that this count rate is maximized. Afterward, the auxiliary beam at
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369.5 nm is switched on again for Doppler cooling. Switching this beam off again

and setting the donut beam to the desired detuning, the phase-shift measurement is

initiated.

In this measurement interval, the temperature of the ion is governed by the

interaction with the donut beam. Hence, the temperature is explicitly depending on

the detuning of the donut beam, as also discussed later. For a detuning of

Δ ¼ �Γ=2, Doppler cooling theory [28] predicts a minimal temperature of the

ion of about T ¼ ħΓ=2kB ¼ 470 μK, where ħ is Planck’s constant and kB the

Boltzmann constant. From experimentally measured point spread functions (see

Ref. [24]) and the characteristics of our ion trap (trap frequencies of 480 and

1025 kHz in radial and axial direction, respectively), we determine an upper

bound of the ion’s temperature to be 50% above the Doppler limit at half linewidth

detuning.

The phase shift imprinted by the ion is measured in a common path interferom-

eter by heterodyne detection. We illuminate the ion with the near-resonant carrier

donut mode and an off-resonant sideband donut, similar to the technique applied in

Ref. [19]. The sideband donut is red-detuned from the S1=2 $ P1=2 -transition by

ωrf=2π ¼ 400 MHz (amounting to about 20 linewidths) by using the diffraction

order ‘�1’ of an acousto-optical modulator (AOM) in double-pass configuration

(ωrf ¼ 2ωAOM, see Fig. 2). Except for the frequency difference, both beams have

exactly the same properties and are in the same spatial mode that is focused onto

the ion.

Fig. 2 a Setup for measuring the phase shift imprinted by a single 174Ybþ-ion. With an additional

laser beam at a wavelength of 935.2 nm, we can pump the ion back from the metastableD3=2 state

into the S1=2 ground state. This laser is sent onto the ion from a hole at the backside of the parabolic

mirror. The same is done for a second laser beam at a wavelength of 369.5 nm that is used for

ionization and for cooling the ion in certain steps of the experimental procedure (see text). SHWP
segmented half-wave-plate, (P)BS (polarizing) beam splitter (other abbreviations in the text).

b Intensity signal ITDCðtÞ obtained from the statistics of photon detection times on the TDC for

the ion being in the bright state (red) and in the D3=2 dark state (black)
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After interaction with the trapped ion, the beams are retro-reflected and

recollimated by the parabolic mirror. We measure the beating signal of the two

beams with a correlation measurement (Fig. 2) involving a photomultiplier tube

(PMT), a time to digital converter (TDC), and a 10 MHz trigger signal that is

synchronized to the AOM, respectively. The intensity signal ITDCðΔtÞ obtained

from the statistics of photon detection times on the TDC is fitted with a function

proportional to cos ðωrf Δtþ ϕ1Þ with phase offset ϕ1. To infer the relative phase

shift Δφ of the near-resonant beam, we repeat the measurement and fitting

procedure after preparing the ion in the metastable D3=2 (dark) state by optical

pumping (see Fig. 1). This second measurement delivers the reference phase offset

ϕ2. The phase shift Δφ of the near-resonant beam is finally calculated via

Δφ ¼ ϕ1 � ϕ2. The acquisition of sufficient statistics for each data point takes

approximately ten seconds.

The results for measuring the phase shift as a function of detuning are shown in

Fig. 3. We achieve a phase shift of 2:2∘ � 0:5∘ at approximately half linewidth

detuning. These values are compared to the theoretically predicted values of Eq. 8

expected for a coupling efficiency of G ¼ 13:7� 1:4%, found in an independent

experiment based on a saturation measurement [24]. For detunings�Γ=2 � Δ � 0

the measured phase shift shows a systematic deviation from the theoretical model,

which assumes a detuning independent coupling parameter G. There are three

possible reasons for these deviations. Firstly, saturation effects are neglected for

the theoretical curve based on Eq. 8. However, since the saturation of the transition

was kept low during the measurements (S < 0:1), the reduction of the measured

phase due to saturation effects is expected to be less than 2%. Secondly, the

observed phase shift drops faster than expected when going closer to resonance.

A possible reason for this is that the temperature of the atom diverges when the

detuning approaches zero [29] and consequently the size of the ion’s wave function
increases [30]. This leads to a stronger averaging of the experienced electric field by

the extent of the ions wave function [31] entailing a reduction of the coupling

efficiency and therefore also of the measured phase shift. Lastly, measuring the

phase shift via heterodyne detection leads not only to a phase shift of the close to

resonant part of the two light fields focused on the ion but also to a nonzero phase

Fig. 3 Measured phase

shift Δφ for different

detunings (symbols) and
phase shift according to

Eq. 8 for a coupling

efficiency of

G ¼ 13:7� 1:4% (solid
and dashed lines). The
value used for G is the one

found in a saturation

measurement in Ref. [24]
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shift of the 400MHz detuned sideband, acting as a phase reference. At about 400

MHz detuning, this phase shift of the reference beam can be assumed constant over

the measured data points and takes a value of approximately 0:13∘ at a coupling

efficiency of G ¼ 13:7%, leading to an effective offset of the zero phase value,

which is neglected in Fig. 3.

5 Concluding Remarks

The phase shift obtained in our experiments is among the largest phase shifts

measured for a coherent beam interacting with a single emitter in free space so

far [18–20]. Nevertheless, it still is far below the maximum possible value Δφ ¼ π
which can be obtained on resonance forG > 0:5 [13, 17, 32]. The lower phase shift
demonstrated in our experiments is in parts due to the motion of the ion in the trap

and the aberrations imprinted by the parabolic mirror, which made it necessary to

focus only from half solid angle. The latter restriction limits the coupling to

G � 0:5 [13, 22]. But the more severe limitation is the choice of our atomic species

with its reduced scattering cross section. Even for optimum focusing and cooling

the ion to its motional ground state the imprinted phase shift will never be larger

than 30∘ — what still appears to be a fairly large value. Therefore, besides

compensating mirror aberrations we aim at repeating our experiments with
174Yb2þ [33], which offers the desired J0 ¼ 1 $ J ¼ 0 transition that enables the

maximum scattering cross section.
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Thirty Years of Hydrogen Spectroscopy

in Paris

François Biraben, Lucile Julien, and François Nez

Abstract This paper gives a review of the experiments performed since the 1980s

at the Laboratoire Kastler Brossel in Paris on two-photon spectroscopy of atomic

hydrogen. Firstly devoted to the 2S–nS and 2S–nD transitions, they are currently

running on the 1S–3S transition at 205 nm. During all that time, they were inspired

by the plentiful ideas proposed by Ted Hänsch and were complementary with the

measurements developed in parallel in his groups.

1 Introduction

Hydrogen spectroscopy in Paris is a long story which began in 1983. One of us

(FB) decided to use the tunable cw monomode laser he had himself developed [1] to

excite two-photon transitions in atomic hydrogen. At this time, Ted Hänsch’s work
on hydrogen—the simplest and the most fascinating of the atoms—were worldwide

known: in particular, the first observation of the 2S Lamb shift in an optical

spectrum recorded by saturated absorption [2] and the one of the 1S–2S

two-photon transitions using a pulsed laser [3].

The Paris idea was then to choose other transitions than the 1S–2S one, actually

transitions starting from the 2S metastable state, to excite Rydberg S or D states.

After several years, we also moved to the 1S–3S transition, a transition from the

ground state, which is nowadays still under study in our group.

We show in this paper how Paris works in atomic hydrogen have been stimulated

by the ones of Ted Hänsch’s groups, first in Stanford and then in Garching, and how
they developed in a context where an healthy competition turned often into collab-

oration and joint efforts for a common goal.
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2 The Beginning of the Paris Story

At the beginning, we (FB and LJ) were then only two people on the hydrogen

project in Paris, with the scientific support of Bernard Cagnac who founded a few

years before in our laboratory a group devoted to Doppler-free two-photon spec-

troscopy. He himself had pointed out for the first time the advantage of this

spectroscopy for the study of the 1S–2S transition in hydrogen [4] but without

undertaking such an experiment since Ted Hänsch seized this subject very quickly.

It is why we decided to study other hydrogen lines.

One of us (F.B.) had already a very good expertise in high-resolution spectros-

copy, having studied two-photon transitions in sodium [5] and rare gas atoms

[6, 7]. The other one (L.J.) had previously measured atomic structures and Lamb

shifts in excited hydrogen states by an anticrossing method [8].

Our target was to excite the n � 8 states because the wavelength range needed

730–778 nm was easily obtained with our homemade dye laser.

In a first step, we had to build a 2S metastable atomic beam, which was obtained

by the following method: molecular hydrogen is dissociated by a RF discharge in a

pyrex tube; an effusive 1S beam flows into a first vacuum chamber through a Teflon

nozzle; 2S state is excited by electronic bombardment which bends the atomic

beam and then makes it collinear with the two laser beams used for the two-photon

excitation. The grid of the electron gun creates an equipotential volume around the

metastable beam to shield it from quenching electric fields. The interaction between

atoms and laser beams takes place in a second vacuum chamber delimited by two

holes 96 cm apart from each other. The atoms remaining in the 2S state are detected

in a third chamber where two electrodes quench the 2S state and the resulting

Lyman-α fluorescence is detected. The two-photon transition signal is recorded

through the decrease of the number of metastable atoms at the end of the beam. The

schematized geometry of the excitation is shown in Fig. 1.

Fig. 1 Geometry of the two-photon excitation for the observation of 2S–nS/nD signals. After

interaction with the two counter-propagating laser beams, the remaining 2S atoms are detected

through electric quenching and Lyman alpha fluorescence
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To enhance the two-photon excitation probability, the whole metastable beam

was placed inside a Fabry–Perot cavity, the length of which was locked on the laser

frequency by monitoring the reflected polarization, using the famous method

proposed by Hänsch and Couillaud [9].

The search for n ¼ 8 signal was not straightforward. Our laser frequency was

scanned by locking it to a pressure swept Fabry–Perot cavity and known by

comparison with a reference cavity whose length was not perfectly determined.

Moreover, the Rydberg constant was actually known with a poorer exactness than

believed, so that we did not look for our resonance at the correct frequency. After

several months of efforts and changing the curvature of the enhancing cavity

mirrors to optimize the excitation probability along the beam, we finally obtained

signals (see Fig. 2) in both hydrogen and deuterium and were able to perform a

preliminary measurement of the n ¼ 8 isotopic shift [10]. The way to absolute

measurements was now open for us.

3 Wavelength Measurements and First Determinations

of the Rydberg Constant

The largest signal amplitude was the 2S1=2ðF ¼ 1Þ ! 8D5=2 one, with a 10%

decrease of the metastable beam intensity, and an experimental width of 1.4 MHz

(relative linewidth 1:8� 10�9), which was at that time the narrowest one obtained

in hydrogen. This width has to be compared to the 550 kHz natural width of the 8D

states. The main broadening and shift effects were the light shift, the saturation of

Fig. 2 2S–8D signal

recorded on November

9, 1984. The two fine

structure components of the

8D level are visible,

separated by about 57 MHz.

The laser frequency is

modulated and the 2S signal

demodulated by a lock-in

amplifier. The red trace is
the transmission of a FP

cavity used for the

calibration, having a low

finesse at this wavelength
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the 2S depopulation, the second-order Doppler effect and the finite transit time of

the atoms in the laser beams.

Rapidly, we observed not only the 2S–8D transitions in H and D at 778 nm but

also the 2S–10D ones in H at 760 nm, and we undertook to determine the Rydberg

constant from the measurement of the three 2S� nD5=2 transition wavelengths.

The most recent determinations of the Rydberg constant were previously

deduced either from the one-photon 2S–3P and 2P–3S Balmer-α transitions [11–

13], or from the 1S–2S two-photon transition, both methods in which Ted Hänsch

took a pioneer role. The first one has the disadvantage of being limited to about

10�9 by the natural width of the P level involved. The second one was much more

promising, but needs the development of a tunable laser source at 243 nm. Although

the 1S–2S signal had been already observed with a relative linewidth of 5� 10�9

using cw excitation [14], the first wavelength measurement had been performed

with a pulsed laser and a much broader signal [15].

Compared to the 1S–2S transition, the 2S–nD ones (n � 8 or 10) were limited by

a much larger natural width but were competitive at that time for the determination

of the Rydberg constant, since the 2S Lamb shift was precisely measured by RF

spectroscopy [16, 17].

We measured our transition wavelengths [18] by interferometric comparison

with an iodine-stabilized helium–neon laser at 633 nm. The wavelength of this laser

was known at 2� 10�10 since it had been itself compared to one of the “Institut

National de Métrologie.” We deduced our first value of the Rydberg constant with

an uncertainty of 5:2� 10�10, but this value was in slight disagreement with the

other ones published. As often in such a situation, such a discrepancy is uncom-

fortable for a new team in the field, but is a strong encouragement to pursue it.

During the following years, we studied also the 2S–8S transition and performed

a detailed study of the line profiles taking into account for each transition all

shifting and broadening effects for various values of the excitation power. Calcu-

lated profiles were then fitted to experimental signals in order to determine the line

positions corrected from these effects. Examples of such fits are shown in Fig. 3 for

the 2S1=2 � 8S1=2 and 2S1=2 � 8D5=2 transitions. Here the quenching field at the end

of the atomic beam is modulated and the 2S signal demodulated by a lock-in

amplifier. A good agreement is observed for both transitions, even if their line

profiles have different asymmetries.

During this period, we also worked to reduce systematic effects and were able to

extend our method to higher n levels. For that purpose, our interaction region was

drastically shielded from stray electric fields by painting the walls of the vacuum

chamber with Aquadag, a graphite liquid mixture: we were then able to record 2S–

20D two-photon signals and to estimate an upper limit for the electric field

experienced by the atoms (�2 mV/cm), and for the resulting Stark effect on our

signals [19]. Another improvement was to measure the velocity distribution of our

metastable atomic beam, by probing the 2S–3P Balmer-αone-photon transition with
a collinear 656 nm laser beam [20].
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fitted calculated profiles superimposed. Vertical scale number of 2S atoms recorded after demod-

ulation (see text) by a lock-in and offset. The signal amplitudes are, respectively, 4.4 and 21.0 % of
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In 1989, our result for the Rydberg constant with an uncertainty of 1:7� 10�10

was mainly limited by the standard He–Ne laser [21]. During the same time, a good

agreement of the results obtained on other transitions in hydrogen was found [22–

24], especially after elimination of chirping effects in pulsed amplifiers, previously

used for the 1S–2S excitation.

However, in these measurements, as in others, our laser wavelength was mea-

sured by interferometric comparison to the one of the standard lasers using the

so-called virtual mirrors method, and the resulting uncertainty arose both from the

knowledge of the reference laser frequency and from the comparison method itself.

The further reduction of the uncertainty needed to abandon wavelength measure-

ment for direct frequency comparisons.

Let us also point out here that in 1990 our homemade excitation dye laser was

turned into a Ti:sapphire laser (TiSa), perfectly suitable for our 730–778 nm range

and much more convenient in terms of stability, efficiency and easiness of running.

4 Direct Comparison of Two Optical Frequencies

As explained in the following, absolute optical frequency measurements were a

quite complicated issue in the early 1990s. On the other hand, the determination of

the Rydberg constant from the study of an optical transition was limited by the

knowledge of the Lamb shifts of the levels involved. Since in atomic hydrogen the

ratio between transition frequencies is very close to simple rational fractions, both

Ted’s group in Garching and our Paris group decided to complete their experimen-

tal setup in order to directly compare transition frequencies with a ratio close to 4:1:

the 1S–2S and 2S–4S/4D transitions in Garching, the 1S–3S and 2S–6S/6D ones in

Paris.

In Garching, a new 2S metastable beam was then developed with a Ti:sapphire

laser at 972 nm for the atom excitation. In a similar way as in Paris, residual 2S

atoms were detected at the end of the interaction region. The numerical calculation

of the 2S–4S/4D signal profile was an opportunity for a fruitful collaboration

between our two groups [25].

In Paris, the experiment was not easy to achieve, but during one year we

benefited from the precious help of Derek Stacey, who had an expertise in the

UV domain since he had studied the 1S–2S transition in the Oxford group [27]. A

1S beam was build and we had to develop a new laser source at 205 nm. For that

purpose we chose to perform two successive frequency doubling stages of the Ti–

sapphire radiation at 820 nm used for the 2S–6S/6D excitation. The first doubling in

Fig. 3 (continued) the 2S population. Horizontal scale frequency of the acousto-optic modulator

used to scan the excitation laser. The different asymmetries of the lines arise from the respective

weight of saturation and light shift. The saturation is almost negligible for the 8S line and

important for the 8D one
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an enhancement external cavity was quite efficient, and we obtained more than

400 mW at 410 nm with our LBO crystal [28]. However, the second doubling step

in a BBO crystal was far more challenging since 205 nm is the shortest wavelength

which can be generated by SHG in such a crystal and because of photochemical

reactions on the crystal faces and photorefractive effects in its bulk. We finally got

only about 1 mW in a quasi-continuous mode where the enhancement cavity length

is modulated [29].

Compared to the 1S–2S transition, the 1S–3S one is much broader and the signal

much smaller, so that it was not straightforward for us to see the signal. It was

finally observed in 1995. On the other hand the 2S–6S/6D transitions are much

narrower than the 2S–4S/4D ones and, following the Garching and Yale groups

[25, 26], we were able to determine the 1S Lamb shift with an uncertainty of 46 kHz

[30], using the experimental value of the 2S one. The results obtained by the three

groups were in good agreement with each other and, with comparable uncertainties,

they notably improved the knowledge of the 1S Lamb shift. However, they were

limited by the precision of the 2S Lamb shift, measured in the RF domain. To go

further, it was necessary to perform the absolute frequency measurement of two

different hydrogen optical frequencies.

5 Absolute Optical Frequency Measurements in Paris

The first absolute frequency measurement of an hydrogen transition was the one of

the 2S–8D transitions [31], performed in our group during the PhD thesis of the

third of us (F.N., also called F2). At that time, such a measurement needed to have a

good frequency reference in the laboratory and a convenient frequency chain to

compare the frequency to be measured to the one of the reference.

5.1 Frequency References

Our wavelength measurements had been previously performed by interferometric

comparison with an I2-stabilized He–Ne laser at 633 nm. This reference laser had

been itself calibrated by comparison with the Bureau International des Poids et

Mesures (BIPM) standard lasers through an intermediate laser, so that its frequency

was known with an uncertainty of 1:6� 10�10.

In order to implement direct frequency measurements in hydrogen, we decided

to look for new references around 778 nm, the wavelength of the 2S–8S/nD

two-photon transitions. After a tentative work with the hyperfine components of

the IBr molecule located in this frequency range [32], we finally chose the ones of

the 5S–5D two-photon transitions in Rb [33]. Laser diodes could easily be locked to

these transitions, giving a new optical frequency standard at 778 nm. Its frequency

was measured, thanks to a collaboration with the Laboratoire Primaire du Temps et
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des Fréquences (LPTF, presently LNE-SYRTE) and the BIPM, with an uncertainty

of 2 kHz [34]. This frequency standard with high metrological features [35] is still

used in our hydrogen setup.

At the same time, after several years of effort and thanks to the tenacity of

B. Cagnac, a 3-km-long optical fiber has been placed underground between our

laboratory and the LPTF (LNE-SYRTE). This opened up the possibility to transfer

optical frequencies between our two laboratories with an accuracy of a few Hz [36]

and then to connect our experiment to the primary frequency standard, the Cs

atomic clock.

5.2 Frequency Chains

The first frequency chain built in Paris to measure the 2S–8S/8D transitions of

hydrogen used actually two frequency standards: the I2-stabilized He–Ne laser at

473 THz (633 nm) and the CH4-stabilized He–Ne laser at 88 THz (3.39 μm). It took

advantage of the quasi-coincidence of the frequency difference between these two

frequency standards with the one of our transitions (2 photons at 385 THz). Both

standard frequencies were precisely known, thanks to recent calibrations done at the

LPTF, and the 89 GHz frequency gap was measured in our laboratory firstly using a

Fabry–Perot cavity [37], secondly using a Schottky diode which means that we

realized for the first time a direct link to the Cs clock without any interferometry

[31]. The Rydberg constant was deduced with an uncertainty of 2:2� 10�11.

In the following, this result could be improved to 9� 10�12 thanks to the Rb

frequency standard and the optical fiber discussed above, and the measurement was

extended to deuterium, giving a new determination of the 2S Lamb shift in this

atom [38].

As the direct frequency comparison with our Rb standard was only possible for

the 2S–8S/8D transitions, we were obliged to build-up again a specific frequency

chain to measure other transitions in hydrogen. As a new target, we chose the n
¼ 12 levels which are very sensitive to stray electric fields (the quadratic Stark

effect varies as n7) and then give complementary information to possible systematic

effects on the n ¼ 8 transitions. This choice was motivated by the possibility to

compare the transition frequency at 799 THz (2 TiSa photons at 750 nm to excite

the n ¼ 12 levels in H) to twice the one of the Rb standard at 385 THz, using a

standard OsO4-stabilized CO2 laser at 29 THz (�10μm) to measure the gap. One has

indeed:

799 THz ¼ 2� 385 THzþ 29THz ð1Þ
In this new chain, we used an optical frequency divider to reduce by a factor 2 the

frequency difference between our TiSa laser and the Rb standard, as suggested for

the first time by Hänsch et al. [39].
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The experiment was simultaneously carried out in our laboratory and in the

LPTF, thanks to our link by a double optical fiber. An auxiliary 809 nm radiation

(370.5 THz) delivered by a laser diode in our laboratory was sent to the LPTF to be

compared to the frequency difference between a laser diode at 750 nm (385 THz)

and the CO2/OsO4 laser. A radiation at 750 nm was also send to our laboratory to be

compared to our TiSa laser, whose frequency was mixed with the one of the

auxiliary laser diodes at 809 nm. The frequency sum obtained was compared to

twice the one of the Rb standard. The two following equations were then realized,

respectively, in LPTF and in LKB:

370:5THz ðauxiliaryDLÞ ¼ 385 THz� 29THz =2 ð2Þ
399:5THz ðTi� SaÞ þ 370:5 THz ðauxiliaryDLÞ ¼ 2� 385 THz ð3Þ

The four 2S–12D transitions in hydrogen and deuterium were measured and a

careful analysis of the line profiles was carried out, including various systematic

effects, in particular the Stark effect. Using this result and the ones obtained by

other groups, especially the Garching one on the 1S–2S transition, the Rydberg

constant could be deduced with an uncertainty lower than 8� 10�12 [40, 41].

5.3 Frequency Combs

As in Paris, the study of hydrogen transitions in Ted Hänsch’s group, first in

Stanford and then in Garching, needed during the same period successively the

design of an auxiliary standard laser [42], the development of a frequency chain

with a frequency divider [43], the use of a transportable calibrated standard [44] and

finally a direct link to a metrology institute through an optical fiber [45]. All these

means were used to measure the 1S–2S frequency with an increasing and unbeat-

able precision.

Moreover, during the same time occurred the so-called frequency comb revolu-

tion, the main father of which is Ted Hänsch, rewarded by the well-deserved Nobel

Prize jointly awarded to John Hall and Ted Hänsch in 2005. The life in our

laboratories was totally changed. No more need of complicated frequency chains

depending on the transition to be measured: a fs laser coupled to a photonic fiber

was the unique instrument needed to measure optical frequencies, allowing one to

compare them directly to the Cs frequency standard. What we dreamed about was

realized.

Of course, the 1S–2S transition was the first one in hydrogen to be measured in

this new way [46], and other improvements followed [47, 48]. For us, it was time to

leave 2S–nS/nD and focus on 1S–3S.
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6 From 2S–nS/nD to 1S–3S Spectroscopy

At the turn of the century, it seemed to us that it was no more possible for us to push

further our precision on the transitions starting from the 2S metastable state. Let us

point out the advantages and the limitations of these transitions.

They are in a frequency range easy to reach with a TiSa laser and have small

natural widths of a few hundreds of kHz. The stray electric field was reduced at best

and estimated by recording the transitions toward n ¼ 20 levels, and the velocity

distribution measured (see above).

However, the number of metastable atoms in our atomic beam was small

2� 106 at/s being a limiting factor for our signal-to-noise ratio. We then used a

high laser power to excite the transitions: up to 150 W in each direction of

propagation inside the enhancement cavity. Due to the conjugated effect of satura-

tion of the 2S depopulation and light shifts, the line profiles are asymmetric (see

Fig. 3) but well understood by numerical simulations. Extrapolation to null power

of the center of the line is performed using a procedure detailed in [41].

The features of the 1S–3S transition are quite different. The number of 1S atoms

is about eight orders of magnitude larger than the metastable one. The natural width

of 1 MHz is similar, but the excitation wavelength which lies in the UV range

(205 nm) is responsible for a better quality factor for the line. The laser power is

only a few milliwatts and the light shift much smaller. Moreover, the residual Stark

shift effect is negligible.

However, since we have no tunable laser source to probe the velocity distribu-

tion of the 1S beam through a one-photon transition, we have no simple way to

determine the second-order Doppler effect which shifts the line by�v2=2c2, almost

150 kHz. This is why we have proposed and implemented an original method

allowing to measure this shift [49] in our thermal atomic beam. The basic idea is to

apply a transverse magnetic field to the atoms, inducing a quadratic motional Stark

effect varying also as v2 and able to partially compensate the second-order Doppler

effect near a 3S–3P anticrossing [50].

With this method and using a frequency comb, we measured for the first time

the absolute frequency of the 1S–3S transition [51], with an uncertainty of 13 kHz

(4:5� 10�12). After the measurement of the 1S–2S transition in Garching, our result

was in 2010 the second most precise one of the optical transitions in hydrogen. This

experiment is still being improved. We have in particular developed a new laser

source at 205 nm, by frequency mixing of two radiations at 266 and 894 nm,

respectively generated by frequency doubling of a Verdi laser (Coherent Inc.) at

532 nm and by our TiSa laser. By this method, we obtain up to 15 mW of cw

operation at 205 nm [52].

In 2013, the 1S–3S signal was observed with a signal-to noise ratio up to

170 after 3.5 h of integration, and with a width of about 1.5 MHz, to be compared

to the 1 MHz natural width of the line. The absolute frequencies of the two

radiations at 532 nm and 894 nm were measured with an optical frequency comb

referenced to the Cs clock of the LNE-SYRTE laboratory. The statistical
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uncertainty on the deduced transition frequency has been significantly improved to

reach a value of 2.2 kHz [53]. However, a complete analysis of systematic shifts of

the line, in particular collisional shifts, was still needed to determine the 1S–3S

transition frequency.

This problem is presently under study. Our experiment is in progress and a recent

signal is recorded in Fig. 4.

7 Hydrogen Spectroscopy and the Rydberg Constant

When we began the study of 2S–nD transitions during the 1980s, our first goal was

the determination of the Rydberg constant. It was simply deduced from our

transition frequencies, using the experimental value of the 2S Lamb shift. Such a

method was limited to an uncertainty of 1:2� 10�11 due to the 2S Lamb shift

measurement.

To go further in precision, two different optical transitions were needed, which

were found in the 1S–2S and 2S–8D transitions. As the quantity Lð1SÞ � 8 Lð2SÞ
had been precisely calculated [54–56], the comparison of the two optical frequency

intervals allows the determination of the Rydberg constant with an uncertainty of

8:6� 10�12. The advantage of this method is that it needs neither the 2S Lamb shift

nor the proton radius and is applicable both to hydrogen and deuterium.

Fig. 4 1S–3S signal recorded on July 6, 2016. The excitation laser at 205 nm is swept through an

acousto-optic modulator. The integration time is here 4.5 h and the signal linewidth 1.36 MHz in

atomic frequency units. The signal background is mainly due to stray fluorescence induced by the

UV excitation light
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Finally, the most precise value of the Rydberg constant is given by the least

squares adjustment of the fundamental constants performed by the Committee on

Data for Science and Technology (CODATA). It takes into account data concerning

all the fundamental constants, but is limited to spectroscopic data on hydrogen (e-p)

only and e-p diffusion experiments. The uncertainty deduced for the Rydberg

constant by the last adjustment is 5:5� 10�12 [57] resulting mostly from the

uncertainties obtained by the Paris and the Garching groups on the 2S–nS/nD and

1S–2S transitions.

In the same manner as for the Rydberg constant, hydrogen 1S and 2S Lamb

shifts can be deduced from the same measurements, using the scaling law quoted

above. The value of the 2S–2P interval obtained is more precise than the one given

by direct microwave spectroscopy. The 1S Lamb shift with an uncertainty of

24 kHz only would give a test of the QED two-loop corrections in QED if the

proton charge radius rp was perfectly known. On the other hand, the QED

calculations are a way to determine rp, which is complementary with the e-p

scattering experiments.

8 The Hydrogen Atom, a Still Hot Topic

At the end of the 1990s, it was then clear that the proton radius became a limiting

factor to test theoretical predictions of QED on the hydrogen atom. It is why we

joined in 1998 the international collaboration, now called CREMA, constituted to

determine rp from 2S–2P spectroscopy of muonic hydrogen at the Paul Scherrer

Institute (PSI) in Switzerland. The Paris and the Garching groups were active

together in this new adventure, which is not closed at the present time.

The idea was to measure the 2S–2P Lamb shift interval in muonic hydrogen, an

atom made of a proton and a negative muon (μ�). As the muon is 207 times more

massive than the electron, the correction due to the finite size of the nucleus is

largely enhanced. Indeed, the sensitivity of the frequency of the 2S–2P transition to

rp in such a spectroscopy at the 10�6 level is enough to get a determination of rp
10 times better than the best determination of rp from the electronic hydrogen

spectroscopy and quantum electrodynamics.

The principle of the experiment can be summarized in three steps: production of

muonic hydrogen (μ-p) atoms in the metastable 2S state, excitation of the 2S–2P

transition with a laser at 6 μm and then detection of the 2P–1S fluorescence photon

at 2 keV. Even if it looks simple, each step was challenging. The source of

metastable atoms has been realized thanks to the expertise of F. Kottmann,

D. Taqqu and R. Pohl. Members of the Paris group took part in the development

of the laser chain which produced the 6 μm laser pulse in collaboration with

A. Antognini. After three unsuccessful beam times (2002, 2003, 2007), in 2009,

we finally observed two transitions of muonic hydrogen and three of muonic

deuterium [58–60], but they were not at the frequency predicted by the theory.
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This was the beginning of the so-called proton size puzzle which has triggered and

stimulated a lot of activities in our community but also outside of it, both theoretical

and experimental ones.

On the side of experiments in hydrogen atom, a new RF measurement of the 2S–

2P hydrogen interval is currently in progress in the group of Hessels [61] while the

Paris and Garching groups pursue their efforts to improve their optical measure-

ments: in the one-photon 2S–4P transition [62] (cw laser in Garching) and in the

two-photon 1S–3S transition [53, 63] (pulsed laser in Garching and cw laser in

Paris). At the level of precision needed to clarify the proton puzzle, all stray shifting

effects have to be carefully studied, including quantum cross-damping interference

effects [64–66].

New results are looked forward in the near future, not only on the above

hydrogen experiments, but also on hydrogenic systems [67–70].

9 Conclusion

This review of more than thirty years of hydrogen spectroscopy in Paris and also in

Ted Hänsch’s groups in Stanford and Garching shows how the study of this simple

atom has stimulated the development of laser technology and new frequency

measurement methods in parallel with QED calculations.

Thanks to the development of frequency combs, ultra-stable cavities and laser

references, the optical part of an hydrogen experiment is almost no more an issue,

except for the lack of a powerful cw 121 nm laser to optically cool atomic

hydrogen, even if 1S–2P spectroscopy has been already performed with a low

power source in Ted Hänsch’s group [71]. The last experimental frontier in

hydrogen spectroscopy is certainly the atomic source: hydrogen spectroscopy is

still performed on atomic beams.

The other frontier to overcome is in the perturbative QED calculations. Nowa-

days, the 1S–2S transition frequency is measured with an uncertainty of 10 Hz that

is 250 times smaller than the theoretical uncertainty!

From the beginning of quantum mechanics, the hydrogen atom is a source of new

discoveries in physics and can be considered as “the Rosetta stone of modern

Physics” as pointed out in a paper of Schawlow et al. [72]. Coming back to the

Paris adventure, two of us who were at the beginning of this story are now retired,

although still active in research. We did not imagine that after more than thirty years,

the hydrogen atomwould be always so fascinating and rich of secrets still to discover.
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Abstract We describe the realization of a dark spontaneous-force trap of rubidium

atoms. The atoms are loaded from a beam provided by a two-dimensional magneto-

optical trap yielding a capture efficiency of 75%. The dense and cold atomic sample

is characterized by saturated absorption imaging. Up to 109 atoms are captured with

a loading rate of 3� 109 atoms/s into a cloud at a temperature of 250 μK with the

density exceeding1011 atoms/cm3. Under steady-state conditions, more than 90% of

the atoms can be prepared into the absolute atomic ground state, which provides

favorable conditions for the investigation of sympathetic cooling of ions in a hybrid

atom–ion trap.
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1 Theodor Hänsch’s Legacy

In their visionary paper of 1975, Hänsch and Schawlow [1] propose cooling of

atoms using the radiation forces of near-resonant laser beams.1 The cooling scheme

employs sets of counter-propagating laser beams which are slightly red-detuned

from an atomic transition. The resulting velocity-dependent force exhibits a strong

damping term which can be used to cool particles to sub-Kelvin temperatures. Laser

cooling of atomic ions was realized only three years after the original proposal

[3, 4]. Using ions instead of neutral atoms had the advantage that charged particles

could be efficiently trapped which provided enough time for the cooling process.

For atoms, however, all proposed traps had trap depths in the microKelvin regime

[5] which required extensive cooling before the atoms could be trapped. Therefore,

the first laser-cooling experiments on neutral atoms were performed on atomic

beams, the main challenge being to keep the atoms in resonance with the light field

as they are being decelerated. This problem was addressed by using either a chirped

laser beam [6, 7] or by Zeeman shifting the atomic energy levels using a

superimposed magnetic field (Zeeman slower) [8]. Both of these techniques are

still used in modern experiments as a source of cold atoms.

The next important milestone in the preparation of ultra-cold atomic samples

was the development of the magneto-optical trap which allowed to efficiently trap

and simultaneously cool neutral atoms to sub-mK temperatures [9, 10]. A magneto-

optical trap is based on the light-pressure forces with the addition of using a

combination of circularly polarized light and a magnetic quadrupole field to create

spatially dependent force trapping the atoms at the center of the quadrupole field.

Based on these techniques, atoms as well as ions are nowadays routinely cooled to

ultra-cold temperatures. This development has revolutionized atomic physics and

triggered completely new fields of research, in particular the field of ultra-cold

quantum gases.

One of the authors (M.W.) had first heard about the essential concepts of cooling

and trapping of atoms as a 4th-year student in an undergraduate course given by

Theodor Hänsch to a small audience at the University of München in 1988. These

ideas were presented in such an inspiring way that M.W. decided to abandon his

original plan to become a theorist, but to put the focus of his further studies on

experimental physics, in particular atomic, molecular and optical physics including

quantum optics. After the diploma thesis in molecular physics and an 1-year

internship in Serge Haroche’s group at Ecole Normale Supérieure in Paris doing

experiments on creating a laser-cooled beam of Rydberg atoms, he joined Theodor

Hänsch’s group in 1992. At that time, most physicists considered laser cooling and

trapping a rather esoteric subfield of AMO physics with little scientific impact.

Together with fellow PhD students Tilman Esslinger, Leonardo Ricci, and Vladan

Vuletic, and senior postdocs Andreas Hemmerich and Claus Zimmermann, a small

team was formed to explore the world of ultra-cold atomic gases with the

1Wineland and Dehmelt independently proposed the same idea [2].
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laboratories situated in Munich’s Schellingstraße, part of München’s culturally

vibrant quarter Schwabing, while the major part of the Hänsch group resided in

the far better equipped laboratoriess at the Max-Planck Institute for Quantum

Optics in Garching, 15 km outbound of München. As it happened, Theodor Hänsch
had also decided to place his private laboratory in Schellingstraße, and once in a

while, when he had setup a new gadget there, he would allow the members of the

team to take a sneak view into some exciting new idea. For M.W., the years of

intense scientific exchange in München turned out to be utmost important for his

future career, as the unique environment created by Theodor Hänsch allowed him to

actively participate in a rapidly developing, exciting research field in its early

infancy. The PhD thesis was devoted to cooling and trapping ultra-cold atoms in

optical lattices [11–13], which, at that time, were still rather sparsely populated

(only one out of 1000 lattice sites). As a final result, Bragg scattering was demon-

strated with atoms in optical lattices to explore the structure of these exotic atomic

samples [14–16].

2 Sympathetic Cooling of Ions with Laser-Cooled Atoms

Meanwhile, a large variety of atomic species and positively charged atomic ions

have been cooled to microKelvin temperatures based on the original schemes by

Hänsch/Schawlow and Wineland/Dehmelt. Anions, however, carrying a negative

charge, have so far resisted all attempts to get cooled into the ultra-cold regime.

Except a few examples [17–20], direct laser cooling falls short for most anions due

to the lack of excited electronic bound states. This limitation might be overcome by

sympathetically cooling anions using neutral atoms as a cooling agent. Cooling of

anions with noble-atom buffer gases has been demonstrated in various laboratories,

thus allowing one to reach temperatures in the low-Kelvin regime [21, 22]. In order

to reach even lower temperatures, laser-cooled atomic gases have to be employed as

a cooling agent. In the recent years, an increasing number of experiments have

explored the combined trapping of cations with ultra-cold atoms to study atom–ion

interactions in great detail [23–26].

Based on early predictions of Dehmelt [27], it had been common wisdom that

sympathetic cooling would only lead to cooling in a radiofrequency quadrupole

trap, if the mass of the cooling agent is lower than the mass of the ion. For larger

mass ratios, elastic ion–atom collisions lead to an energy transfer from the ion’s
micromotion into the secular motion, thus effectively increasing the ion’s energy
even if the atom is at rest. Actually, recent experiments on hybrid ion–atom traps

using Bose–Einstein condensates as buffer gas demonstrated this energy transfer

process and found good agreement with theoretical prediction [28–30]. The mass

criterion would exclude many atomic species, which can conveniently be laser

cooled such as rubidium or cesium, as cooling agents for ions, in particular anions.

However, we could theoretically show how to overcome the limitation of a critical

mass ratio. By developing a general theoretical framework to describe the effect of
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collisions of ultra-cold atoms on trapped ions, it was found that ions can be

efficiently cooled even beyond the critical mass ratio, if the buffer gas is spatially

confined and higher-order radiofrequency traps are being used [31, 32]. In addition,

by dynamically changing the trap parameters and/or the spatial extension of the

buffer gas, the ions can further be cooled to even lower temperatures (“Forced

Sympathetic Cooling”).

Following these considerations, we are setting up an experiment to demonstrate

sympathetic cooling of anions with laser-cooled atoms using a hybrid ion–atom

trap, in particular for cooling the hydroxyl anion OH� with optically cooled and

trapped rubidium atoms. Efficient sympathetic cooling requires a dense cloud of

laser-cooled atoms containing a large number of atoms. Based upon experience

gained with a previous version of a hybrid ion–atom trap based on an octupole ion

trap joined with a MOT [33], we are currently working on an improved setup. Here,

we report on the realization and characterization of the ultra-cold atomic buffer gas

for the hybrid ion–atom trap. Instead of a standard MOT, a dark spontaneous-force

optical trap (Dark SPOT, [34]) is employed. Firstly, this variant of a MOT leads to

an increase in the density by an order of magnitude. Secondly, the trapped atoms

populate the electronic ground state, which suppresses inelastic ion–atom collisions

involving atoms in the first excited electronic state. In our realization of the Dark

SPOT, the atoms are loaded from a two-dimensional MOT [35, 36] which provides

a cold and slow atomic beam, which is favorably matched to the reduced capture

velocity imposed by the Dark SPOT. This configuration allows us to create a cloud

of 1:5� 109 atoms at a density in 1:1� 1011 atoms/cm3 range extending over

1.4 mm (1/e diameter) at a temperature of 250μs, thus being ideally suited for being
merged with ions trapped in a wire-based octupole ion trap for sympathetic

cooling [33].

3 Two-Dimensional Magneto-Optical Trap

In our experiments we are using 85Rb, which provides the closed transition 52S1=2
ðF ¼ 3Þ ! 52P3=2ðF0 ¼ 4Þ for the application of efficient laser cooling (see inset of
Fig. 3). Atoms might eventually be transferred into the lower hyperfine state 52S1=2
ðF ¼ 2Þ by a spontaneous Raman process. This state cannot be addressed by the

laser pumping the cooling transition as the splitting of the lower hyperfine levels is

too large (�3 GHz). In order to pump the atoms back to the cooling transition, a

second laser is used on the transition 52S1=2ðF ¼ 2Þ ! 52P3=2ðF0 ¼ 3Þ. Typical
capture velocities for rubidium atoms entering a magneto-optical trap are on the

order of 30–40 m/s [37] which is about an order magnitude smaller than typical

velocities of thermal atoms at room temperature. Dark SPOTs exhibit even lower

capture velocities as the capture volume is limited to the parts of the trap illumi-

nated by the repumping beams (see below). This issue can be addressed by loading

the trap from a slow and cold atom beam. Different techniques to create such kind
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of slow atom beams have been developed, e.g., the Zeeman slower discussed in the

introduction. In our setup, another widely used technique, the two-dimensional

magneto-optical trap (2DMOT), has been implemented. A 2DMOT is based on the

same principles as a MOT with the atoms only being cooled in two dimensions

creating a cold atom beam in the third direction.

Figure 1a shows a schematic of the 2D MOT used in our experiment to load the

Dark SPOT. The same setup was previously characterized using a recoil-ion-

momentum spectrometer [38]. The 2D MOT is build as a compact module which

is connected to the main chamber via a CF16 flange with a tube-shaped differential

pumping stage in between. All laser beams are transferred to the setup via optical

fibers from a separate optical table. The fiber couplers and all the other optics are

placed on a metal cage which surrounds an AR-coated glass cell containing two Rb

dispensers. The setup consists of three separately adjustable cooling regions with a

total length of 6.5 cm. It has been shown previously [39] that using multiple cooling

regions instead of a single large cooling volume results in nearly the same flux as

the beam transfer between different cooling regions is very efficient. The

(a)

(b)

Fig. 1 2D MOT setup used in the experiment. a Cut through the center plane of the setup,

illustrating the path of all used laser beams. The 2D MOT is a build as a single module which is

connected to the main chamber via a CF16 flange with a tube-shaped differential pumping stage in

between. All laser beams are transferred to the setup via optical fibers from a separate optical table.

The fiber couplers and all the other optics are placed on a metal cage which surrounds an

AR-coated glass cell which contains two Rb dispensers. The setup consists of three separately

adjustable cooling regions with a total length of 6.5 cm. An additional pushing beam coincides

with the center axis of the glass cell before it hits the polished surface of the differential pumping

tube. b Exemplary trajectories in the glass cell of the 2D MOT. The shown trajectories were

calculated by solving the atoms equation of motion in the light field of the 2D MOT setup. All

atoms were chosen to start on the surface of glass cell, assuming that inter-atomic collisions can be

neglected. The atom flux out of the 2D MOT can be estimated by comparing the number of

trajectories passing the exit hole (green) to the number trajectories ending in another wall (red)
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two-dimensional quadrupole field required for the 2D MOT is created by a total of

12 permanent magnets which are placed on two metal holders around the glass cell.

With this setup an atom beam of up to 4� 109 atoms/s at a mean velocity of

14 m/s is created which compares favorably to most other 2D MOTs [35, 36,

40–43]. At first glance it might be surprising that the average velocity of the atom

beam is far lower than the average thermal velocity of the rubidium vapor in the

glass cell, even though the atoms are not actively decelerated in transversal

direction. This can be explained by an indirect selection of slower atoms as

indicated in Fig. 1b. Fast atoms (indicated in red) pass the light field of the 2D

MOT very quickly and are therefore nearly unaffected by the light forces. Only

slow atoms (indicated in green) interact long enough with the light field to be

compressed into the beam and can therefore pass the small exit hole in the

differential pumping tube toward the main science chamber.

Due to this velocity selection, the diameter of the exit hole has a direct influence

on the mean velocity of the atom beam. The hole in our setup has an diameter of

800 μm resulting in an average velocity of 14 m/s. For larger exit holes, faster

average velocities of up to 100 m/s [41] (for a 2 mm exit hole) have been observed.

Figure 2 shows the transversal velocity distribution of our atom beam measured

by a time-of-flight technique [41]. The larger of the two distributions was created

using an additional pusher beam which is aligned with the center axis of the glass

cell (cf. Fig. 1). We find that by choosing a relatively large detuning for this beam

(approximately 6Γ), the total atom flux of the 2D MOT can be increased by nearly a

factor of two. We attribute this to the atoms which are confined to the center axis but

initially travel in opposite direction, away from the differential pumping tube. The

pusher beam can turn this second beam around as illustrated in the inset of Fig. 2
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Fig. 2 Velocity distribution of the atom beam. The two distributions correspond to an operation of

the 2D MOT with and without the pushing beam. The inset shows calculated trajectories in the

light field of the pushing beam for atoms initially moving away from the differential pumping tube.

The colors indicate if the atoms can be turned around by the pushing beam (green) or simply pass

the cooling region (red)
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showing the atoms trajectories in phase space. The green trajectories correspond to

the velocity components which are turned around by the pusher beam over the

distance of the three cooling regions, assuming that the atoms only interact with the

pusher beam as long as illuminated with repumping light. These trajectories

accumulate around a final velocity on the order of 10 m/s which agrees reasonably

with the position of the additional peak observed in the measured time-of-flight

distribution.

4 Dark Spontaneous-Force Optical Trap

The cold atom beam from the 2DMOT is used to efficiently load a Dark SPOT [34]

which is a slightly modified version of a magneto-optical trap (MOT) enabling

increased atom densities and a large population of atoms in the ground state. In

order to understand the working principle of a Dark SPOT, one has to understand

the three main loss processes limiting the density in a magneto-optical trap. First,

multiple photon scattering disturbs the trapping forces, as photons are scattered in

random directions with polarizations not consistent with the circular polarization

required for a MOT. These secondary photons lead to a repulsive force if

re-absorbed by other atoms [44]. Second, inelastic collisions of an atom with an

excited atom lead to losses from the trap, as the trap depth of a MOT is typically

smaller than kinetic energy gained from the inelastic collision [45]. Third, elastic

collisions with room-temperature background gas also lead to a loss of atoms from

the trap.

The last loss mechanism can simply be avoided by a sufficiently low background

pressure. In our vacuum chamber, the background pressure is on the order of 10�9

mbar which results in an atom lifetime of approximately 3–4 s which is consider-

ably longer than the time required to load the trap which is on the order of 300 ms.

We are therefore not limited by the background pressure. The other two loss

mechanisms, however, directly depend on the atom density in the trap. This limits

the maximum achievable densities in a MOT to a few 1010 atoms/cm3 [45–47].

The main improvement of the Dark SPOT is to reduce both of these loss

mechanisms by increasing the population of atoms in the dark state and thus

removing them from the cooling cycle. Less atoms in the cooling cycle result in

fewer scattered photons and less excited atoms which are the main factors limiting

the density. The problem of this scheme is that once the atoms fall into the dark state

they are no longer actively cooled which results in a reduced capture velocity and

thus a reduced loading rate of the trap. This is why many Dark SPOTs are operated

in two phases [45]. First, in the initial trapping phase the trap is operated with full

laser powers to achieve efficient loading of a large number of atoms. In the second

phase, the trap is switched to Dark SPOT operation leading to a fast increase in the

atom density on a typical time scale of a few tens of milliseconds. This is

particularly useful if the Dark SPOT is used only as a first cooling step and is for
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example used to load a dipole trap. In this case, a momentary increase in the phase

space density is all that is required.

For experiments such as ours, however, where the atoms serve as a target for

other particles, a constant high-density operation is desired. In this case, a spatial

separation of low and high dark state fraction can be realized [34]. In our experi-

ment, this is achieved by using a repumping beam with a hollow core. With this

optical setup, most atoms within the “dark region” fall into the dark state and they

are only pumped back to the cooling transition once they reach the outer parts of the

trap where repumping light is present.

Figure 3 shows a schematic of the Dark SPOT setup. The quadrupole field for the

MOT is created by a pair of anti-Helmholtz coils placed inside the vacuum chamber

creating a maximum magnetic field gradient of 60 G/cm at 100 A. The required

laser beams are transferred to the experiment from a separate optical table via

polarization-maintaining single-mode optical fibers. All relevant laser frequencies

used in the setup are indicated in the level scheme in Fig. 3.

Fig. 3 Optical setup of the Dark SPOT setup and the imaging system. The light components

contained in all beams are labeled in red with the corresponding transitions being indicated in the

inset. A repumping beam with a hollow center is overlapped with the cooling light in the horizontal

plane using a polarizing beam splitter (PBS). To suppress the light at the beam center, the

repumping beam passes a glass plate with a circular spot which is imaged to the center of the

MOT using two lenses. In the vertical plane, the cooling light is mixed with imaging light of

orthogonal polarization which is separated below the vacuum chamber using another PBS. The

imaging light falls onto a CCD camera which captures an absorption image of the atom cloud
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Three large fiber couplers provide beams with a diameter of 24 mm (1=e2) for the
MOT which are retro-reflected after passing the vacuum chamber. Every beam

contains light on the cooling transition and one additional wavelength which is

coupled into the same fiber with crossed polarization. The vertical beam contains

light on the imaging transition which is used to probe the atom cloud. Both

horizontal beams include light on the “fill-in” transition (see inset in Fig. 3)

which is used to pump all atoms into 52S1=2ðF ¼ 3Þ prior to the imaging sequence

(see Sect. 5).

The repumping light required for the trap is provided by two additional fibers.

These beams pass a glass plate with a circular spot creating a beam with a hollow

core. In order to reduce the amount of light being diffracted back into this dark

region, the spot is imaged to the center of the trap using two lenses (cf. Fig. 3)

resulting in an extinction ratio better than 1:200.2 The hollow repumping beams are

overlapped with the horizontal trapping beams using a PBS which is placed

between the chamber and the mirror retro-reflecting the cooling light.

Using the atomic beam provided by the 2D MOT, the atoms can be efficiently

transferred into the Dark Spot with a loading rate corresponding to 75% of the total

measured flux from the 2D MOT. By removing the spot blocking, the repumping

light at the trap center and thus operating the trap as a normal MOT the loading rate

even reaches about 95% of the total flux. This illustrates that the capture velocity of

the Dark SPOT is indeed lower than the one of the MOT but that the better part of

the atoms from our 2D MOT exhibits even lower velocities.

The resulting peak atom densities are shown in Fig. 4 as a function of the bright

state fraction. There is a total of 1:1� 109 atoms in the trap at a temperature of 250 μ
K, both of which only exhibit a small dependence on the bright state fraction. As

expected, the density is lower for a large fraction of atoms in the bright state leading

to the aforementioned density-limiting mechanisms (multiple-scattering regime).

We find the optimal bright state fraction to be on the order of 5–10% which is in

good agreement with previous results [45, 48]. The decrease in the density at small

bright state fractions p occurs as the system enters the so-called temperature limited

regime. In this regime, the atoms can be seen as independent particles and the peak

density is proportional toNðκp=TÞ3=2 with N being the total number of atoms inside

the trap, T being the atoms temperature and κ being the spring constant of the

radiation force in the MOT [48]. As κ is proportional to the magnetic field gradient,

larger peak densities can be reached by increasing the magnetic field [47]. This

dependence was confirmed as the measured peak density could be increased

twofold by doubling the magnetic field gradient from 15 to 30 G/cm.

2This extinction ratio was measured outside the vacuum chamber. The actual ratio might be

reduced due to reflections from the wires of the ion trap.
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5 Characterizing the Atomic Cloud at High Optical

Density

In order to investigate the shape and density of laser-cooled atomic clouds, there are

two main techniques, fluorescence and absorption imaging [49]. In the first

approach, one detects the light scattered by an atom cloud illuminated by a resonant

laser beam, the latter one detects the shadow in the probe beam caused by its

absorption in the atomic cloud. With both techniques, a two-dimensional projection

of the atom density profile can be calculated. The analysis is based on the precise

knowledge of the photon scattering rate and angular scattering distribution of all

atoms in the cloud.

In order to prepare the system in a well-known state, different steps have to be

taken [49]. Ideally all atoms are pumped into the samemF level and are probed with

a well-known polarization. This requires a well-defined quantization axis given by

the direction of the magnetic field. Otherwise, it is not possible to define meaningful

mF levels or the polarization states of the light fields (σ� or π). Therefore, at the
beginning of every imaging sequence all trapping lasers and the magnetic quadru-

pole field are turned off. Afterward, a homogeneous magnetic field aligned with the

propagation direction of the probe laser is turned on. Consequently, the probe beam

has a well-defined σþ polarization. At this point, the atoms are still distributed over

all mF levels of 52S1=2ðF ¼ 3Þ as well as 52S1=2ðF ¼ 2Þ state. In order to optically

pump all atoms into the same magnetic sub-level, the probe laser and the so-called

“fill-in” beam (see Fig. 3) are turned on. The duration of this pumping pulse should

be chosen short enough that the atom cloud is not strongly influenced by the light

forces, but long enough to ensure all atoms to reach the outermost mF level

jF ¼ 3,mF ¼ 3i, also known as the stretched state.
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Fig. 4 Peak atom density as a function of the bright state fraction. The bright state fraction was

varied by changing the detuning of the cooling beam and the power of the repumping beam

(indicated by the different colors). The maximum peak density was achieved for a total repumping

power (both beams) of 1 mW and a detuning of the cooling beam of 3Γ. Details on the

determination of the atom density can be found in Sect. 5
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After this state preparation, the system is in a well-defined state and can now be

used to perform density measurements with either fluorescence or absorption

imaging. However, this precise state preparation fails for clouds, which are opti-

cally thick, i.e., the optical absorption length is smaller than the size of the cloud. As

a result, atoms located on the side of the cloud facing the laser scatter far more

photons than the ones located on the far side. For the pumping pulse, this poses a

serious problem as it will take orders of magnitude longer times to pump the far

atoms into the stretched state than the ones in front. Consequently, the above-

mentioned condition that the pumping pulse should be short enough for the cloud

not to be influenced by the light forces of the probe beam can no longer be fulfilled.

In the following, we will discuss how this problem can be overcome by saturated

absorption imaging.

For an optically thick cloud, the atoms will always be distributed over multiple

mF levels with pmF
denoting the population of the different levels. A resonant probe

beam with an initial intensity profile Iiðx, yÞ passing through such a cloud is

attenuated as

dIðx, y, zÞ
dz

¼ �nðx, y, zÞ Γ
2

� �X
mF

pmF

ħωγ Iðx, y, zÞ=ImF
sat

1þ Iðx, y, zÞ=ImF
sat

, ð1Þ

with n(x, y, z) being the density profile of the cloud, Γ and ωγ being the natural line

width and the optical frequency of the transition, ħ being the Planck constant and

ImF
sat being saturation intensities of the different mF levels. Calculating the final

intensity profile of the probe beam therefore requires exact knowledge of the

sub-level population. This can be circumvented by assuming that the sum over all

magnetic sub-levels can be approximated by an average absorption term

X
mF

pmF

I=ImF
sat

1þ I=ImF
sat

� I=ðαIsat, 0Þ
1þ I=ðαIsat, 0Þ , ð2Þ

with Isat, 0 being the saturation intensities of the stretched state and α being a

dimensionless parameter. We have verified numerically using arbitrary sub-level

population that using the effective absorption intensity αIsat, 0 typically agrees

within a 10%-margin with the result obtained by using the full sum over all states.

Plugging Eq. (2) into Eq. (1) and integrating over the propagation direction of the

laser (z) results in [50, 51]

Γ
2

� �
ħωγ

Isat, 0

Z1

�1
nðx, y, zÞdz ¼ α ln

If ðx, yÞ
Iiðx, yÞ

� �
þ Iiðx, yÞ � If ðx, yÞ

Isat, 0
, ð3Þ

with If ðx, yÞ being the final intensity profile of the probe beam. The expression on

the left side is also known as the optical density odðx, yÞ of the cloud with the

integral expressing the column density of the atom distribution.
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The two terms on the right fundamentally differ by the fact that only the second

term depends on the absolute probe beam intensity. For standard absorption imag-

ing, a probe intensity Iiðx, yÞ � Isat is used in which case the second term can be

neglected and the optical density becomes independent of the absolute probe

intensity. With increasing probe intensity, however, the second term becomes

relevant until for I � Isat the first term can be neglected and the optical density

becomes independent of the parameter α. Consequently, without any knowledge

about the sub-level population of the atom cloud and thus α, the actual optical

density and thus the atom density can be measured by using sufficiently large probe

intensities.

The idea behind saturation absorption imaging [50, 51] is to measure the

absorption of the probe beam as a function of the probe beam intensity. Figure 5a

shows the intensity dependence of the measured optical density od , which is

0.1 1 10 100
0.0

0.5

1.0

1.5

2.0

2.5

3.0

probe beam intensity I Isat

m
ea

su
re

d 
op

t. 
de

n.
od

20

5

2.5

1.5

1

15 10 5 0 5 10 15 20
0

10

20

30

40

50

probe detuning MHz

pa
ra

m
et

er
α

(a)

(b)

Fig. 5 Determination of the parameter α. a Dependence of the measured optical density od as a

function of the probe beam intensity for different values of α. Also shown are two data sets which

were performed for α � 5 and 20 (probe detuning of 3 and 9 MHz). b Measured values of α for

different probe beam detunings. The solid curve corresponds to a Lorentzian-shaped absorption

cross section σðδÞ leading to a dependence of α / 1=σðδÞ
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calculated assuming α ¼ 1. This would correspond to the true optical density od if

all atoms were prepared in the stretched state. If the atoms are distributed over

multiple mF-levels (α > 1), od underestimates the true optical density od at small

probe intensities and only approaches the real value at large intensities (cf. Fig. 5a).

Figure 5a shows the intensity dependence of the measured optical density for

different values of α including two measurements which were performed for

different probe laser detunings. Measuring the intensity dependence of the optical

density of an atom cloud therefore allows to estimateαwithout any prior knowledge
of the specific sub-level populations or the probe laser detuning. Artificially

increasing α, e.g., through detuned absorption imaging, the measured optical

density od is reduced and atomic clouds with large optical densities can be

quantitatively probed.

Figure 5b shows measured values of α as a function of the probe beam detuning.

The solid curve corresponds to the expected distribution assuming a Lorentzian

line-shape of the absorption cross section. At large detunings, there is a significant

deviation of the measured points from the expected curve as our fitting algorithm

appears to fail because the signal-to-noise ratio becomes too small. It also has to be

taken into account that the detuning leads to a phase shift of the probe laser caused

by the complex refractive index of the atom cloud. For a non-resonant probe beam,

the atom cloud acts like a lens causing changes in the cloud shape on the camera.

This effect can be minimized by choosing sufficiently large detunings, as the

induced phase shift peaks at δ ¼ Γ=2 falling off for larger detunings. Additionally,

the distortion due to the phase shift is minimized by using imaging systems with a

large depth of focus. Especially for very small clouds such as atoms inside a dipole

trap this might not be feasible in which case the only solution is to measure the

phase of the probe beam, for example using phase-contrast imaging [52].

The atom density in Fig. 4 was determined using detuned saturated absorption

imaging. The highest densities in this measurement would correspond to a peak

optical density of nearly 120 if all atoms were in the stretched state and the probe

beam was on resonance (α ¼ 1). Obviously, this condition is not fulfilled in an

actual cloud of atoms (see discussion above).

6 Conclusion

We have presented the setup for a Dark SPOT which is efficiently loaded from a 2D

MOT. Using a far-detuned pushing beam and a narrow differential pumping tube, a

cold atom beam with a mean velocity well below the capture velocity of the Dark

SPOT could be realized. The main challenge in characterizing the atom cloud is the

very high optical density of the cloud which is on the order of 100. At this density,

most standard imaging techniques fail as the cloud is optically thick and can no

longer be probed by a resonant laser beam. We therefore implemented saturation

absorption imaging scheme with the probe laser being detuned from the resonance
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frequency. Using this technique, we found the total number of atoms in the trap to

be as large as 1:5� 109 at a peak density exceeding 1011 atoms/cm3.

For future experiments in the hybrid atom–ion trap, this precise determination of

the atoms density distribution will be of great importance. First, it allows one to

perform absolute measurements of the atoms collision cross section with the

simultaneously trapped ions. Second, the efficiency of sympathetic ion cooling

inside a radiofrequency trap strongly depends on the size, density, and relative

position of the atom cloud [31, 32]. A large fraction of the atoms populates the

absolute electronic ground state which is favorable to suppress inelastic collisions

with the ions. With the setup presented here, our theoretical model predicts final ion

temperatures comparable to the lowest temperatures achievable in cryogenic ion

traps and even lower. This might open the door to a completely new regime in the

experimental investigation of anions and their chemistry at ultra-low temperatures.
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atoms in a dark optical lattice. Phys. Rev. Lett. 75, 37–40 (1995)

430 B. H€oltkemeier et al.



14. M. Weidemüller, A. Hemmerich, A. G€orlitz, T. Esslinger, T.W. Hänsch, Bragg diffraction in
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A Compact Echelle Spectrograph

for Characterization of Astro-Combs

Rafael A. Probst, Tilo Steinmetz, Yuanjie Wu, Frank Grupp,

Thomas Udem, and Ronald Holzwarth

Abstract We present an echelle spectrograph that is optimized for characterization

of frequency combs for astronomical applications (astro-combs). In spite of its very

compact and cost-efficient design, it allows viewing the spectrum of a frequency

comb in nearly the same way as a full-sized high-resolution echelle spectrograph as

used at astronomical observatories. This is of great value for testing and character-

izing astro-combs during their assembly phase. The spectrograph can further be

utilized to effectfully demonstrate the remarkable capabilities of astro-combs.

1 Introduction

At the beginning of this millennium, the advent of laser frequency combs

(LFCs) [1] has paved the way to pushing precision spectroscopy to a new extreme.

Through this invention, the uncertainty of 1S–2S transition measurements in atomic

hydrogen was brought down to the 10�15 level, for a precision test of quantum
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Universitäts-Sternwarte München, Scheinerstr. 1, 81679 München, Germany

© The Author(s) 2018

D. Meschede et al. (eds.), Exploring the World with the Laser,
https://doi.org/10.1007/978-3-319-64346-5_25

433

mailto:rprobst@mpq.mpg.de


electrodynamics [2]. It was largely for this achievement that the pioneers of laser

spectroscopy T. W. Hänsch and J. L. Hall were awarded the Nobel Prize of Physics

in 2005.

As the LFC quickly found manifold applications, it was recognized in 2007 that

also astronomy would greatly profit from a vast leap in precision enabled by the

LFC [3]. An LFC provides a multitude of sharp, evenly spaced spectral lines

(modes), whose optical frequencies can be phase-coherently linked to an atomic

clock. The frequency of the nth mode is f n ¼ n� f r þ f 0, with the mode spacing f r
and the offset frequency f 0. For astronomy, this provides a nearly ideal calibrator

for high-resolution echelle spectrographs. Conventional calibration sources, such as

thorium-argon arc lamps, presently limit the precision of astronomical spectro-

graphs through their irregular line pattern and line drifts with aging of the lamp.

LFCs optimized for astronomical applications (astro-combs) have thus been

developed [4–6], which promise discoveries of Earth-like exoplanets through

radial-velocity measurements and a more precise constraint on a potential cosmic

variability of fundamental constants [7]. A direct measurement of the acceleration

of the cosmic expansion also appears within reach [8]. Several important spectro-

graphs at major observatories, such as HARPS [9, 10], HARPS-N [4], VTT [11] and

FOCES [12, 13], have recently been equipped with astro-combs, and others, such as

ESPRESSO [14], are about to follow.

For spectrograph calibration tests, several astro-combs have temporarily been

deployed at astronomical observatories. Such campaigns represent a major effort,

as astro-combs are complicated and sensitive systems to be transported to remote

places, and measurement time at observatories is in high demand. Some aspects of

astro-combs can easily and accurately be characterized without the need for an

echelle spectrograph: the mode spacing f r is exactly the repetition rate of the

emitted laser pulses detectable with a photodiode. The spectral coverage can be

measured with a small low-resolution spectrometer, which is already integrated in

many astro-combs [15]. For the characterization of a few other aspects, however,

there is hardly an alternative to the use of an echelle spectrograph: studying line-by-

line intensity fluctuations or a possible continuum background between the lines

requires resolving individual lines over the full spectral width. Yet, the mode

spacing is adapted to a high-resolution echelle spectrograph, and the selection of

lab instruments with a similar resolution and bandwidth is very limited. Investiga-

tions of these properties are however highly relevant for applications [10].

It would thus be convenient to have a spectrograph directly in place, where astro-

combs are being built, to characterize them before shipping them to their destina-

tions. The state-of-the-art astronomical spectrographs are, however, elaborate

machines of respectable cost and size. Yet, as shown in this article, a spectrograph

explicitly built for astro-comb characterization can be compact and inexpensive.

Theodor W. Hänsch, to whom this journal issue is dedicated on the occasion of

his 75th birthday, has always sought to find simple yet effective solutions. This

spirit has led him to inventing phase-stabilized LFCs. Sometimes, his experiments

playfully involve everyday items, such as jelly as an active laser material [16] or a

toy railroad for motion control of optical elements [17], while at the same time

yielding important scientific results. Following this school of thought, we opt for
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elegantly simple solutions for our spectrograph. We show how off-the-shelf labo-

ratory components and photographic equipment can be used to create a valuable

measurement tool.

2 Spectrograph Design

2.1 A note on Spectrograph Size

What allows us to drastically shrink down our spectrograph is the possibility of

using a single-mode optical fiber as a spectrograph input. Being a fiber-laser

system, the output of the astro-comb is intrinsically single mode. This is different

for stars, which are blurred into a non-diffraction-limited disk by atmospheric

seeing. For applications other than solar astronomy, where optical power is abun-

dant, this light is thus commonly fed into multimode fibers to preserve efficient

coupling to the spectrograph. The fiber exit is the spectrograph entrance slit, whose

multimode nature precludes the spectrograph from reaching a diffraction-limited

resolution. A typical astronomical spectrograph hence needs to be much bigger than

ours, to illuminate a larger number of grating grooves, to ultimately reach the same

resolution.

Since bigger telescopes capture more seeing elements, and thus greater numbers

of spatial modes, the size of the spectrograph scales with that of the telescope. The

resulting trend towards bigger spectrographs may soon be stopped by continuing

progress in adaptive optics [18]. Several single-mode spectrographs are currently

under development for red to near-infrared wavelengths [19–21], where ”extreme”

adaptive optics systems are starting to allow single-mode fiber injection with

reasonable efficiency [22].

As an input fiber for our spectrograph, we use a single-mode fiber (Thorlabs

S405-XP) designed for a wavelength range of 400–680 nm. The fiber core has a

mode-field diameter of 4 μm and a numerical aperture (NA) of 0.12. For compar-

ison, HARPS uses a 70 μm fiber core, which is collimated into a beam of 21 cm in

diameter. Assuming a similar fiber NA and echelle grating, our �20 times smaller

fiber core means that we can reach a similar resolution as HARPS with a beam of

just 1 cm. We can thus conveniently build our spectrograph from standard 1 inch

optics.

2.2 Optical Setup

We construct our spectrograph following the optical layout shown in Fig. 1. The

fiber output within the spectrograph is polished into a ceramic ferrule (without

connector), which is held in place by a small clamp mount, and connected to the

fiber jacket with a heat shrink tube. The fiber output is collimated into a Gaussian

beam of 9.5 mm full-width at half-maximum (FWHM). The collimator is a 90∘
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off-axis parabolic mirror (OAP1 in Fig. 1) with a 101.6 mm effective focal length

(EFL). The 90∘ angle was chosen, because it is the most common in optics catalogs,

so mirrors with suitable focal lengths were available off-the-shelf with good optical

quality (surface accuracy λ=8 at 630 nm, roughness <50 Å root-mean-square,

supplier: Edmund Optics).

Ten centimeters after OAP1, we place a 50 � 25 mm2 echelle grating with

31.6 grooves/mm and a 63∘ blaze angle (Thorlabs GE2550-0363). The grating is

positioned, such that at the center of each diffraction order, the beam is precisely

reflected back to OAP1 (Littrow configuration). From this initial position, the

grating is turned by 1.5 ∘ around its surface normal. This creates an upward

displacement of the beam of 2.6 mm after OAP1, allowing it to pass above the

input fiber without getting obstructed. A dispersed intermediate focus is formed

above the fiber end, which can be utilized to intercept stray light from the grating by

inserting a slit.

After the intermediate focus, the light is collimated by another 90 ∘ off-axis

parabolic mirror (OAP2), with an EFL of 50.8 mm. The shorter EFL of OAP2

demagnifies the beam diameter to 4.7 mm FWHM, which facilitates the handling of

the dispersed beam with 1 in wide optical components without clipping

it. Furthermore, it steepens the dispersion angle, which magnifies the echellogram

image in horizontal direction. This can be understood as being a direct consequence

of the reduced beam diameter, as the magnification of the image is required to

preserve the Lagrange invariant. In our optical setup, this effect allows us to obtain

an image of equal size with a shorter focal length of the subsequent lens system.

As an echelle grating produces numerous diffraction orders, a cross disperser is

an essential part of any echelle spectrograph. Its dispersion is perpendicular to that

of the grating to separate the echelle orders from one another. For this, we employ

an equilateral prism that we place after OAP2. As this is after the location where the

angular dispersion is doubled, we need a relatively strong cross-dispersion. We thus

choose N-SF11 as a prism material, for its high refractive index and low Abbe

Fig. 1 Spectrograph optical layout. Rays in different colors represent different wavelengths

within the same diffraction order. In Fiber input, OAP1/OAP2 90 ∘ off-axis parabolic mirror

with 101.6/50.8 mm effective focal length, G echelle grating, turned by 1.5∘ around its surface

normal, P N-SF11 equilateral prism, M plane mirror, L1/L2 lens telescope consisting of two

achromatic doublets with 125/�100 mm focal length
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number. This choice comes with the minor disadvantage of a relatively unequal

angular separation of the orders, with the blue ones being separated more widely

than the red ones. The strongly dispersive prism also causes the echelle orders to

have a pronounced curvature. Light on the side of an echelle order passes through

the prism in a different angle, and is, therefore, deflected differently.

As the beam is deflected upwards by the prism, we insert a fold mirror to get it

back into the horizontal plane. This is followed by a sequence of two achromatic

doublet lenses with 125 and �100 mm focal length, respectively, mounted in an

expandable tube. The total focal length of the lens system is controlled by the

relative distance of the two lenses. With this, we can project the echellogram on a

laboratory wall. At a distance of 3 m, this yields a roughly 30� 20 cm2 large image,

creating an impressive and enjoyable visual demonstration for lab visitors. For

measurements, we replace the lens telescope by a commercial camera system (see

Sect. 3).

2.3 Aberrations

The 4.7 mm FWHM Gaussian beam focused over a 3 m distance should ideally

yield a spot of 154 μm FWHM at a wavelength of 550 nm. For an astro-comb with

an 18 GHz mode spacing, the spot separation becomes 778 μm, which can be

resolved with the naked eye. A focal length of at least 3 m is thus appropriate for the

purpose of a visual demonstration. The visibility can be further enhanced by

holding a piece of paper at an angle into the image to stretch it. The spectral

resolution R ¼ λ=δλ should theoretically amount to 154,000. It depends on aberra-

tions in our optical system, whether this resolution is in fact reached. Therefore, we

analyze the optical layout of Fig. 1 with Zemax. The simulated rays cover the beam

FWHM. We compare the resulting spots to the FWHM as calculated from the

theory of Gaussian beams (see Fig. 2). Usually, illumination of the full aperture is

simulated and compared to the airy disk, but in our case, the Gaussian FWHM

provides a clearer picture of the expected spectral resolution.

The main source of aberrations in our system is the fact that the beam bundles

propagate off the optical axis between OAP2 and OAP1. Aberrations thus arise on

both OAPs, which would add up if the OAPs were oriented parallel to one another

(resulting in a U-shaped beam path). In our configuration, where the OAPs are

antiparallel, aberrations from OAP1 are largely canceled by those from OAP2. For

this compensation to work, it is irrelevant whether or not OAP1 and OAP2 have the

same EFL. The residual aberrations are least pronounced for beams at the center of

the diffraction orders (Fig. 2a) as they are only displaced vertically from the optical

axis by 2.6 mm. The simulated focal spot is a tilted ellipse, which is well within the

diffraction limit. In addition, we see a structure extending upwards from the ellipse

caused by spherical aberration of the lens system. Beams that additionally suffer

from a lateral displacement of 1.2 mm (Fig. 2b) start being non-diffraction-limited,
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and after another 1.2 mm (Fig. 2c, outer wing of echelle order) the comb lines start

blending.

The main difference between the lateral and vertical beam displacement is that

the vertical displacement is the same for all beams, so the lens system can be

adjusted for the resulting defocusing. The lateral displacement changes across the

echelle order, which causes the image plane to be curved. In many spectrographs,

this effect is corrected by the camera optics [20]. The effect is also smaller in most

spectrographs, because of the use of OAPs with smaller angles, which diminishes

the aberrations. Our simulations show that with a 30∘ OAP angle, we could reach a

20–30% smaller spot size in most places where the spots are non-diffraction

limited. It appears reasonable for us to trade this relatively minor improvement in

for the easier availability of 90∘ OAPs with the desired focal lengths and optical

quality. In an early attempt to find the simplest acceptable solution, spherical

mirrors were also tested, whose spherical aberration and coma would, however,

decrease the spectrograph’s resolution by a factor of 20.

3 Camera Integration

With a science-grade camera, the most costly part of our setup by far would be the

image sensor. Astronomical cameras use CCDs with very high quantum efficiency.

The CCDs are cooled, often down to �90∘C or even �120∘C to suppress dark

current. This has to be done in a dry atmosphere to suppress condensation of water.

However, for the sole purpose of characterizing an astro-comb, high quantum

efficiency is unnecessary, since the laser system delivers vast amounts of light.

Detector cooling is useful for very faint sources requiring long exposures, as the

number of dark counts scales with exposure time. With the optical power available

from the astro-comb, we can work with even extremely short exposures in the μs
range.

For these reasons, we want to explore the use of a consumer-grade photographic

camera in our spectrograph. We use a Canon EOS M3, featuring a CMOS image

sensor with 6000� 4000 px2 and an active area of 22.3� 14.9 mm2 (APS-C format,

3.72 μm pixel pitch). Each color channel has 14 bit of depth, which is preserved by

Fig. 2 Spot diagrams for diffraction order 103, going from the center at 547.5 nm (a) towards the

right side of the order at 549.2 nm (b) and 550.8 nm (c). The rays sample the beam FWHM. The

circles represent the diffraction-limited FWHM in the focus of a perfect Gaussian beam
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recording the images in raw format (.CR2) and later converting them to FITS. The

battery is replaced by a line adapter provided by Canon, and images are transferred

via USB. Exposures are triggered remotely via WiFi or remote control. Many

models also offer the possibility to both control and read out the camera via USB

(”tethered shooting”), which would be simpler.

As a camera lens, we mount a prime lens with a 200 mm focal length (Canon EF

200mm) on the camera, which replaces the lens telescope of our setup. The

complete setup, including the camera system, proves to be compact enough to be

accommodated on a 30 � 45 cm2 base plate, as shown Fig. 3. The 200 mm focal

length of the camera lens roughly matches the size of the echellogram image to that

of the image sensor. The lens aperture is set to its maximum of 7 cm ( f/2.8), which
is more than enough to avoid clipping of the beam. With this configuration, we can

image 33 echelle orders onto the detector, spanning a spectral range of 477–658 nm

(diffraction order 87–120). At around 550 nm, a single echelle order spans 7 nm on

the detector yielding a 32% spectral overlap from one order to the next.

For our measurements, we use the shortest available exposure time of 250 μs and
set the detector sensitivity to ISO 100 to minimize noise. For the measurements

presented here, we use an astro-comb with an 18 GHz mode spacing as a light

source. This astro-comb is presently in preparation for its duty on ESPRESSO. An

echellogram recorded with it can be seen in Fig. 4, zoomed-in towards the center of

the image to make individual comb lines visible. The full image is included as a

JPEG in the supplementary material to this article. Analysis of the full frame

confirms the result of the simulation that the image plane is curved cylindrically:

in all echelle orders, the spots are well focused and nearly diffraction limited at the

center, while moving out of focus towards the outer wings of the orders.

Fig. 3 Photo of the

spectrograph, including

camera. The physical

dimensions of the black

base plate are 30 � 45 cm2
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4 Results

To extract data from the recorded images, we have implemented an automatic data

pipeline in Python. The pipeline first subtracts a dark image, and then sums up the

three color channels, by imposing a 2� 2 binning on the pixels arranged in a Bayer

pattern. This yields a 3000� 2000 px2 gray-scale image. As expected from the spot

diagram (Fig. 2), the image is strongly defocused at the borders. Therefore, we crop

the image to a 2000 � 2000 px2 region of interest with reasonable resolution. An

echelle order at 550 nm spans 4.7 nm over this range, with 0.6 nm wide gaps

between the orders, where spectral information is discarded. Next, the positions of

the echelle orders are recognized, and each echelle order is summed up vertically

over 5 (binned) pixels into a 1D data array.

The resulting 1D spectrum can be seen in Fig. 5a for order 102, centered at

553 nm. The instrumental line shape is very well approximated by a Gaussian

function, as seen from the Gaussian line fit in Fig. 5b. This is because the single-

mode fiber provides a very clean Gaussian beam profile. In the center of the echelle

order, the line FWHM is 1.81 px, while the line spacing is 7.44 px (binned). This

translates into a spectral resolution of 124,000, which is about the same as that of

HARPS and ESPRESSO in the standard mode. At the borders of the extracted

region of the echelle order, the spectrograph resolution declines to about 65,000 due

to the increasing aberrations, causing the spectral lines to slightly overlap. The

maximum in resolution is somewhat lower than the 154,000 calculated above,

which likely results from the fact that the Gaussian beam is truncated by the 1 in

optics after 2.7 times its FWHM. Another reason might be the low-pass filter on the

image sensor. This is usually a plate consisting of cemented, birefringent layers of

quartz in different orientations. Its purpose to blur out the image over the 2� 2 px2

large Bayer elements to avoid Moiré effects.

As an application, we examine the spectral background of the astro-comb. It was

seen in [10] that some spectral broadening schemes create an unexpectedly strong

continuum background in addition to the comb lines. If an excessively strong

background is not properly taken into account by the data processing pipeline of

an astronomical spectrograph, it can have a severe impact on its calibration [10]. It

Fig. 4 Part of the

echellogram near the center

of the image sensor
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would, therefore, be desirable to test an astro-comb for such properties before

delivery to the observatory. This is, however, difficult without an echelle spectro-

graph because of its very particular resolution. The background can only clearly be

seen when the comb lines are fully resolved without any residual overlap. An

excessively high resolution, on the other hand, also makes it hard to see the

background when the dynamic range is limited. This is because with higher

resolution, the comb lines grow taller relative to the background, as their photon

flux becomes more concentrated. This difficulty in measuring the background has

led us to the conclusion that a laboratory echelle spectrograph was needed. The

background characterization was hence our primary objective for this project. We

demonstrate this as a first but nonetheless important application.

Our spectrograph allows viewing the spectrum with the same resolution as

HARPS or ESPRESSO in the middle of the echelle orders, thus yielding the same

relation between background level and comb line amplitudes. In the center of

order 102 (Fig. 5b), the background is at 6% of the amplitudes of the comb lines,

as determined by the fit. The background is expected to be most intense at the center

of an echelle order and to decrease along with the line intensities towards the

borders (see [10]). In our spectrograph, we see a different behavior (Fig. 5a), which

is supposedly the result of the changing resolution across the echelle order. In the

Fig. 5 Diffraction order

102 (centered at 553 nm)

after data extraction.

a Measured data (blue line)
over the full region of

interest of 2000 px, after

binning over 2� 2px2 in the

Bayer matrix. b Smaller

region at the center of the

echelle order, with Gaussian

functions (green line) fitted
to the data points (blue
circles). ADU analog-to-

digital unit
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outer wings of the order, the comb lines start to overlap, which masks the

background.

For an accurate assessment of the background, it must be questioned to what

extent the measured background level might be affected by a possible stray-light

contribution, arising e.g. from imperfections of the echelle grating or mirror

surfaces. It can easily be seen that the acquired images globally contain very little

stray light: between the echelle orders, the dark-corrected signal level is more than

25 dB below the peak values of the comb lines. Furthermore, the spectral shaping

reported in the next section attenuates the signal within an echelle order with a

contrast of at least 20 dB. However, each comb line might be surrounded by a small

stray-light halo. We have investigated this question on a single isolated line by

feeding the spectrograph with a frequency-doubled Nd:YAG laser at 532 nm. Fitted

with an offset-free Gaussian function, the data points follow the fit down to below

�20 dB from its peak. A possible stray-light contribution must, therefore, be

limited to <1%, confirming that the background level measured above must be

dominated by an incoherent spectral component.

The spectral background can systematically distort the calibration results,

depending on its structure and how it is modeled in the data analysis. A recent

study on HARPS used an astro-comb with a background level very similar to

ours [10]. By fitting the slope of the background, the related systematic effect

could be canceled at the cm/s level. The background also comes with an increased

statistical uncertainty, because it adds photon noise, but does not contribute to the

signal of the comb lines, degrading their signal-to-noise ratio. In addition, less of

the dynamic range is available for the comb lines. We calculate that a 6% back-

ground increases the photon noise by 21% as compared to the background-free

case. For HARPS, this would imply an increase of the photon noise from typically

2.8 cm/s in a single exposure to 3.4 cm/s.

5 Happy Birthday!

Many astro-combs employ a spatial light modulator (SLM) as a programmable

spectral filter [23, 15, 24]. This allows generating a comb spectrum with a flat-top

shape, such that all lines can simultaneously reach the optimum signal level on the

image sensor. The spectral sensitivity of a given spectrograph can be factored in by

the flattening algorithm, which we might characterize for our spectrograph. We

could then use our spectrograph to judge the attainable spectral flatness. Being able

to resolve all spectral lines individually and simultaneously, the spectrograph can

take into account line-by-line intensity variations. Such fine spectral structures lie

below the resolution of the SLM. It is hence very important to assess how far they

limit the attainable flatness. This has been done with HARPS [10], and can readily

be done with our spectrograph.

However, since we dedicate this article to Ted Hänsch in honor of his 75 th

birthday, measuring a flat spectrum appears somewhat too uninteresting to us. With
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the SLM being able to create very general spectral shapes with a 0.4 nm resolution

and a 27 dB dynamic range, we would rather use it to modulate the spectrum so as

to make a 75 appear in the echellogram. This idea has been inspired by a work

published for Ted Hänsch’s 60th birthday, where the motion of a Bose–Einstein

condensate was steered into writing a 60 [25]. What better way is there to congrat-

ulate the inventor of the self-referenced LFC than using an LFC?

For this experiment to work, we must calibrate the wavelength scale of our

spectrograph with the spectral flattening unit. The wavelength scale of this unit

might be slightly inaccurate, which is canceled if the spectrograph data use the

same inaccurate scale. We do this using the SLM to create dips in the spectrum and

see where these dips show up in the echellogram, to obtain the center wavelengths

of the echelle orders. The wavelength scale within the echelle orders is derived

from the Gaussian fit to the comb lines. With this calibration, we compute a look-up

table that specifies a fake spectrograph sensitivity to the flattening software. For

places that we want to light up, we specify a very low sensitivity at the

corresponding wavelengths, and in places that we want to remain dark, we specify

a very high sensitivity.

Figure 6 shows the result. The straightness of the vertical lines is in most places

nearly limited by the pixelation of the SLM that allows placing transmission

windows in discrete steps only. Horizontal lines are brighter than vertical lines,

because narrow spectral transmission windows inflict diffraction losses on the

beam. This could be adjusted for with a further refinement of the SLM pattern.

Left and right of the 75, we see how the pattern repeats into the next order, shifted

up or down, respectively, by one echelle order. The image has been overexposed to

make the 75 more clearly visible. A full-resolution JPEG version of this image is

included in the supplementary material.

Fig. 6 75, written into the

echellogram of an astro-

comb by reshaping its

spectrum with a spatial light

modulator. Happy birthday

Ted Hänsch!
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6 Possible Upgrades and Future Applications

Accuracy and long-term stability are essential features of any astro-comb, and

represent the main advantage over alternative calibration methods. A stringent

test of these crucial properties generally requires a comparison of two independent

astro-combs on a two-channel spectrograph, as it was done during a recent cam-

paign on HARPS [10]. Such expensive and time-consuming campaigns might

become unnecessary with a high-resolution echelle spectrograph for laboratory

use. Directly after assembly, each astro-comb could be compared to a reference

astro-comb, to ensure that it fulfills its specifications. A laboratory-based spectro-

graph may also facilitate stability tests on very long time scales up to years, as

needed for searching long-period exoplanets and other applications.

Making our spectrograph suitable for these important and ambitious goals

requires a number of upgrades, such as extending it to a two-channel spectrograph.

The large separation of the echelle orders leaves more than enough space in

between them to accommodate additional orders from a second input fiber. This

could be implemented using a ferrule at the spectrograph input with a hole large

enough to comprise two fibers. The distance of the echelle orders from the two

fibers could be controlled by turning the ferrule around its axis. For characterizing

the stability down to 1 cm/s as commonly desired in the search for Earth-like

exoplanets, pressure and temperature stabilization of the echelle spectrograph are

likely to be a requirement: A change in ambient air pressure of 1 hPa alters the

wavelengths equivalent to a Doppler shift of 82.5 m/s. This change might be too

large to track the relative drift of two astro-combs down to 1 cm/s. Fortunately, both

pressure and temperature stabilization are greatly facilitated by the small footprint

of our spectrograph.

Similar to the stability, a set of two independent astro-combs can be tested for

their consistency. For this purpose, two astro-combs are used for a simultaneous

calibration of a two-channel spectrograph showing how well they agree on an

absolute basis [10]. For an absolute calibration of a spectrograph, the comb

modes need to be identified. The coarse calibration with the flattening setup used

in this paper was not accurate enough for this. To identify the modes in one order, a

single-frequency laser can be used, whose wavelength is measured with a

wavemeter. The obtained calibration can be scaled to other orders using

λ2 ¼ λ1m1=m2, which relates the wavelengths λ1 and λ2 at the same position for

two different ordersm1 andm2. To account for any possible lateral displacement of

the orders relative to one another, the prism dispersion direction can be precisely

measured on the image sensor by replacing the echelle grating with a plane mirror.
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7 Conclusion

In this article, we have shown how to build a high-resolution echelle spectrograph

in a simple, compact and cost-efficient way. In the center of each echelle order, our

spectrograph reaches the same resolution as state-of-the-art astronomical echelle

spectrographs used for exoplanet hunting. As an application, we have shown how

the spectrograph can be used to characterize temporally incoherent components

within the astro-comb spectrum. This aspect is highly relevant for calibrating

astronomical spectrographs. Its characterization was the major motivation for the

development of the spectrograph we have described, next to the characterization of

line-by-line intensity fluctuations. We have also discussed several upgrades that

may open up the door to more advanced applications, such as the relative charac-

terization of two astro-combs in terms of stability and consistency. The require-

ments for this include adding a second input fiber, as well as temperature and

pressure stabilization of the spectrograph.
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Soc. 380, 839–847 (2007)

4. A.G. Glenday, C.-H. Li, N. Langellier, G. Chang, L.-J. Chen, G. Furesz, A.A. Zibrov,
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14. D. Mégevand et al., Proc. SPIE 8446, 84461R (2012)

15. R.A. Probst et al., Proc. SPIE 9147, 91471C (2014)
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Mode Locking Based on the Temporal Talbot

Effect

Thomas Udem and Akira Ozawa

Abstract We propose a new laser mode locking state in which the pulse disperses

quickly and then revives after a certain time. This mechanism is based on the

temporal Talbot effect and requires a large amount of intra-cavity group velocity

dispersion. Similar to the usual mode locking it should be possible to employ the

Kerr effect to force the laser into this mode, even when the cold cavity dispersion is

not exactly matched. We show that the mode spectrum of such a laser is not

equidistant but increases linearly with very high precision. This Talbot frequency

comb can be self referenced. The beating with the adjacent modes uniquely defines

the optical mode frequency, which means that the optical spectrum is directly

mapped into the radio frequency domain. This is similar to the dual frequency

comb technique, albeit without the limiting relative jitter between two combs.

1 Introduction

The Talbot effect has been described for the first time in 1836 as a peculiar

phenomenon observed in the near field of an optical grating. Summing over

contributions of the individual rulings to the total field in the Fresnel approxima-

tion, a term of the form expð�ikl2a2=2zÞ appears with the wave number k, the
rulings numbered by l and spaced by a and the distance from the grating z.
Summing over l generally yields a rather chaotic intensity distribution. Talbot

noted though that all these terms reduce to expð�i2πl2Þ ¼ 1 at a distance of

z ¼ ka2=4π. The remaining terms add up to the intensity at z ¼ 0 provided that

this intensity is periodic with a [1]. The same phenomenon can be observed in the

time domain with a periodic pulse train signal that is subject to group velocity
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dispersionϕ00 that provides the quadratic phase evolution. The pulses first spread out
in time, an then reassemble after propagation the distance t2r=2πjϕ00j, where tr is the
pulse repetition time [2, 3]. The same behaviour should be observable with a single

pulse that is on a repetitive path in an optical cavity. In contrast to a free space pulse

train, higher order dispersion is required as we will show below.

2 Talbot Comb

Consider the modes of a laser cavity with a mode spectrum

ωn ¼ ω0 þ nþ n2

m

� �
ωr: ð1Þ

Here the modes are numbered around the optical carrier frequencyω0 with integers

n ¼ 0, � 1, � 2 . . .. Compared to the usual regularly spaced frequency comb [4]

there is a quadratic term in n which leads to an equally spaced comb of radio

frequency (RF) components:

Δn ¼ ωnþ1 � ωn ¼ ωr 1þ 2nþ 1

m

� �
ð2Þ

These RF components are the result of beating between adjacent optical modes

and can be seen in the power spectrum of the laser output. Higher order mode

beatings like ωnþ2 � ωn etc. are separated in the power spectrum by about ωr. This

is illustrated in Fig. 1 and similar to the harmonics of the repetition rate in a regular

frequency comb. The optical mode spacing at the carrier frequency ω0 is given

approximately by ωr for large m. It becomes the spacing for all modes for m ! 1
for which (1) turns into a regular frequency comb [4]. Note however that ωr is not

the usual repetition frequency. Nevertheless ωr and ω0 can be measured in very

much the same way as for a regular frequency comb (see Sect. 3). Besides

representing an all new mode locking regime, the interesting aspect of (1) is that

each mode beating uniquely belongs to on particular pair of modes. For example the

RF signal at Δ0 ¼ ωrð1þ 1=mÞ belongs to the beating between ω0 and ω1 and so

on. Hence a RF spectrum recorded with a photo detector and a radio frequency

spectrum analyzer directly displays a scaled down version of the optical spectrum

of the laser. By placing a sample between the laser and the photo detector and

recording the change of the RF spectrum one gets the absorption spectrum of the

sample. This is similar to a dual frequency comb setting with a linearly increasing

spacing between the modes of the two frequency combs [5], albeit with a single

laser avoiding problems due to the relative jitter of the combs.

To see how the laser spectrum might be forced to the modes defined by (1) it is

instructive to compute the electric field at a fixed point inside the cavity. Assuming

that the modes oscillate with some complex amplitudes an we get:
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EðtÞ ¼ Eoe
�iω0t

Xþ1

n¼�1
ane

�i nþn2

m

� �
ωr t: ð3Þ

This can not represent a stable pulse in the time domain. Assuming that m is an

exact integer however, the pulse will revive up to a carrier–envelope phase of φce

¼ 2πmω0=ωr after the time T ¼ 2πm=ωr:

Eðtþ TÞ ¼ Eoe
�iω0ðtþTÞ X

n

ane
�i nþn2

m

� �
ωr t�2πi mnþn2ð Þ

¼ Eoe
�iφcee�iω0t

X
n

ane
�i nþn2

m

� �
ωr t

¼ e�iφceEðtÞ

ð4Þ

This is similar to the regular mode locking scheme, except that the pulse repetition

rate is replaced by the much lower revival rate ωr=ð2πmÞ. The revival time is the

Fig. 1 Upper The optical spectrum of the Talbot-comb according to (1) for m ¼ 100 assuming a

Gaussian spectral envelope. With this rather small value it is possible to illustrate the linearly

increasing mode spacing. Lower Equidistant radio frequency combs obtained with a photo

detector. The left (blue) part is due to the first order (k ¼ 1) beating of adjacent modes ωnþk

�ωn (Eq. (2)) which would be used for spectroscopy. The center (red) part are the second order

(k ¼ 2) beatings and the right (green) part is the k ¼ 3 radio frequency comb and so on. All of them

have a uniform, equidistant spacing of 2kωr=m (hence the name radio frequency comb). The width

of the spectral envelopes are the same when measured by the number of components. Increasing

m prevents the overlapping regions, at least for the lower orders. Even if the radio frequency combs

would overlap, each component is still uniquely linked to a particular pair of optical modes
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m multiple of the cavity round trip phase delay of the n ¼ 0 mode at ω0. Figure 2

shows an example of the resulting laser power for a special case as a function of

time. Like in a regular mode locked laser, the peak power enhancement over the

time averaged power is roughly given by the number of active modes. In contrast to

the latter, the large peak power occurs not every cavity round trip but only every m-
th cavity round trip. The usual Kerr lens mode locking mechanism might be used to

enforce an integer m by reduced loss of the high peak intensity pulse. In the case of

the Talbot comb, that large peak intensity occurs only every m-th round trip. We

therefore expect that the self amplitude modulation of the Kerr effect has to be

stronger for successful mode locking. The mode spacing nominally becomes

negative for n < �m=2 (see Fig. 3). Physically this means that the corresponding

spectral region possesses a negative group velocity. While this is possible in

principle we exclude this for a reasonable laser design and assume that the active

modes of the laser are limited to n > �m=2.
To find the required dispersion that results in the mode spectrum of (1), we first

resolve it for n:

n ¼ m

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 4

ωn � ω0

mωr

r
� 1

� �
ð5Þ

Fig. 2 The power / jEðtÞj2 at a fixed point inside the laser cavity according to (3) normalized to

the time averaged power. The recurrence coefficient is m ¼ 10, 000 and the amplitudes follow a

Gaussian distribution an ¼ e�ðn=1000Þ2 (which is not exactly a Gaussian spectral envelope). After

m cavity round trips the original pulse revives. The plot looks very similar if one scales m and the

number of modes up. The brute force computation using (3) with sufficient resolution for larger

m is computational challenging
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Like in any other laser with cavity length L, the round trip phase ϕðωÞ at frequency
ω has to fulfill the boundary condition:

ϕðωÞ ¼ 2πnþ L

c
ω0 ð6Þ

¼ πm

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 4

ω� ω0

mωr

r
� 1

� �
þ L

c
ω0 ð7Þ

Sinceω0 is the resonant mode with n ¼ 0, the last term has to be added to obtain the

total round trip phase. Without loss of generality we assumed in (1) that the

parameter ω0 is the center of the emitted spectrum (see Fig. 3). Using (7) and

computing the derivatives at ω0 we obtain the dispersion required to generate the

mode spacing of (1):

ϕ00
ω0

¼ � 4π

mω2
r

ð8Þ

ϕ000
ω0

¼ þ 24π

m2ω3
r

ð9Þ

ϕ0000
ω0

¼ � 240π

m3ω4
r

. . . ð10Þ

ϕðkÞ
ω0

¼ ð�1Þkþ1 2
kð2k � 3Þ!! π
mk�1ω k

r

ð11Þ

Here !! represents the double factorial. For a real laser the requirements on the

dispersion are quite extreme but not impossible (see Sect. 5 and Fig. 4). These

requirements are mitigated by large values of m, i.e. a long pulse revival time (for a

given ωr ). However we expect that this would lead to a reduced Kerr effect and

hence weakens the mode locking mechanism. We expect that once the laser is set up

Fig. 3 Frequencies of the modes of the Talbot comb according to (1) shown as the red solid curve.
The dashed part belongs to the negative mode spacing section (i.e. negative group velocity). We

do not consider this possibility and therefore also discarded the other sign solution in (5). This

curve defines the dispersion properties of the cavity whose expansion is shown in (11). The vertex
of the curve at ½�m=2;ω0 � mωr=4� can be chosen without restriction by selecting m and ωr . The

active modes, i.e. the laser spectrum, is assumed to be centered at ω0. It covers a certain range in

ωn and n-space (grey area). The curvature of the parabola reflects the required group velocity

dispersion which can be minimized by large values of m and ωr in accordance with (11)
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for a particular value of m, it will be reproduced every time it is put in the mode

locked state.

3 Self-Referencing

For self-referencing the two parameters of the Talbot comb, ωr and ω0 need to be

measured and ideally stabilized. We assume that the recurrence index m is known.

One might get an estimate of it and then fix it to be an integer, by measuring the

recurrence time and compare it to the cavity length. A more reliable method would

be to measure a known optical frequency with a self-referenced Talbot comb and

then identify the proper m compatible with that measurement. This is the same

method often applied with regular combs to determine the correct mode number.

The parameterωr can be determined by observing the mode beating dependence

on n as expressed by (2), i.e. by the second order mode differences:

2

m
ωr ¼ Δnþ1 � Δn ð12Þ

Fig. 4 Comparing the exact round trip phase given by (5) and (6) with the expansion given by (11)

for different order with m ¼ 106 and ωr ¼ 2π � 100 MHz. Successively compensating dispersion

up to the orderϕð6ÞðωÞ, the phase mismatch reduces to 0.77 rad at the edges of the spectrum (width

10 THz), i.e. about 0.12 free spectral ranges. This mismatch has to be compensated by the Kerr

effect like in a regular mode locked laser
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In practical terms this frequency is readily generated by mixing two adjacent RF

modes Δn, say by driving something non-linear with the photo detector signal. The

mixing result can then be locked to a precise reference frequency such as an atomic

clock by feeding back on the cavity length and presumably also on the pump laser

power. In that sense ωr is determined almost as simple as the repetition rate of a

regular frequency comb.

The second parameters of the Talbot comb,ω0 can be measured in very much the

same way as done with the carrier envelope offset frequency of a regular comb [4],

i.e. with an f � 2f interferometer. A part from the red side of the Talbot comb with

mode number n1 is frequency doubled and superimposed the blue part of mode

number n2. According to (1) the generated beat notes have the frequencies:

2ωn1 � ωn2 ¼ ω0 � 2n1 � n2 þ 2n21 � n22
m

� �
ωr ð13Þ

The condition for a signal in the radio frequency domain is that out of the

combinations of integers in the bracketed term there is one, that is large enough

to multiplyωr all the way up to the optical frequencyω0. Form ! 1 this condition

is identical of the comb spanning an optical octave. If the combs bandwidth is

sufficient there are many combinations of integers that fulfill this requirement,

i.e. several radio frequency beat notes may be taken as ω0. Again this is very

similar to regular frequency combs where the offset frequency is only determined

modulo the repetition rate. Which of the beat notes is taken forω0 does not matter as

long as the mode numbering is adapted to that choice. Frequency doubling the

Talbot comb however will generate even more frequencies as assumed in (13), as

we will see in the next section. The challenge then might be to identify the correct

beat note that determines ω0.

4 Non-linear Interactions

Both, frequency doubling for self-referencing and spectral broadening to obtain

an octave spanning bandwidth require non-linear processes. Driving a χð2Þ

non-linearity the resulting field can be written as

E2ðtÞ ¼ E2
0e

�i2ω0t
X
n, n0

anan0e
�i nþn0þn2þn02

m

� �
ωr t: ð14Þ

Just like (4), this field reproduces itself after the recurrence time T ¼ 2πm=ωr by

virtue of the same argument made in (3). This should not surprise because whatever

the χð2Þ does in the time domain, a periodic input should result in an output of the

same periodicity. The mode distribution of terms withn ¼ n0 belongs to a frequency
doubled Talbot comb as used in (13). Since there is only one such combination in

the sum for each n, the χð2Þ process is expected to be less efficient than for a regular
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frequency comb. Of course this can also be understood in the time domain where a

short pulse is formed only after m cavity round trips. The mode combinations in

(14) with n0 6¼ n do not belong to the doubled Talbot comb. This probably means

that the frequency doubled Talbot comb are not good for the type of spectroscopy

described above. However, the usual f � 2f self referencing is possible using these

processes if one finds ways for a more efficient non-linear interaction. Since the

doubling process is expected to be weak, it might be advisable to work with an

auxiliary frequency doubled cw laser beating the fundamental and second harmonic

with the Talbot comb and the doubled Talbot comb respectively. It should be

mentioned that even without self-referencing the Talbot comb could be a useful

tool. One might instead reference one of its modes to a wavemeter or to a atomic or

molecular line. In fact for the intended broad band spectroscopy referencing to an

atomic clock is usually not necessary.

With a similar argument as above, driving a χð3Þ non-linearity for spectral

broadening the combination of modes

ω0 þ nþ n0 � n00 þ n2 þ n02 � n002

m

� �
ωr ð15Þ

are generated. In a regular frequency comb this process simply extends spectrum by

adding new modes on the extended grid of original modes. In the case of the Talbot

comb this does not take place. One can see this by requiring the modes in (15) to be

a Talbot comb of the same m: ðnþ n0 � n00Þ2 ¼ n2 þ n02 � n002. Solving this equa-

tion yields two solution n00 ¼ n and n00 ¼ n0. In neither case additional modes are

added to the initial Talbot comb.

5 Example Design

One of the possibilities to demonstrate the Talbot comb is to employ a fiber-laser-

based design. Because of the small mode-volume and long interaction length, the

fiber-laser could introduce strong nonlinear effects such as nonlinear polarization

rotation which is often used for conventional mode-locked fiber lasers [6]. In the

case of Talbot comb, the mode-locking mechanism is effectively m times smaller

than the conventional lasers. Therefore either strong nonlinear effects or matching

the overall dispersion to (6) with very good accuracy is required to enforce the

Talbot mode-locking. Intracavity dispersion can be introduced through a fiber

Bragg grating (FBG) that can be designed with very large values for the group

velocity dispersion and precise values for the higher order dispersions. To manu-

facture a FBG a grating is written into a photo sensitive fiber with a UV laser. Up to

the 6th order dispersion is commercially available.

One or even several FBGs can be conveniently implemented into the fiber-laser

cavity using an optical circulator. The cavity should include a gain fiber, a pump

beam combiner, an optical isolator and an output coupler as shown in Fig. 5. An
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example for design parameters might bem ¼ 106,ωr ¼ 2π � 100MHz assuming a

spectral width of δω ¼ 2π � 10 THz and an optical carrier frequency of

ω0 ¼ 2π � 300 THz (λ ¼ 1 μm) which is close to the Ytterbium gain maximum.

With this we obtain from (11) ϕ00
ω0

¼ �3:2� 107 fs2, ϕ000
ω0

¼ 3:0� 108 fs3 and

ϕð4Þ
ω0

¼ �4:8� 109 fs4 etc. Rather than this expansion one might use the first term in

(7) to directly compute the required dispersion function.

To estimate the order of magnitude of the required length of the FBG Δz we

calculate the difference of the round trip phase delay for the two ends of the

spectrum (full width ΔωÞ using (7): Δϕ ¼ ϕðω0 þ Δω=2Þ � ϕðω0 � Δω=2Þ. This
phase difference has to be divided by the wavenumber 2π=λ to obtain the required

path length difference between the two extreme colors. With the parameters above,

dividing by the refractive index of 1.5 and taking into account that the light travels

twice through the FBG we obtain Δz ¼ 3:3 cm. The real length might then also

depend on the requirements for the reflectivity. Fiber lasers generally come with a

large optical gain so that it may be possible to compromise on that parameter. The

first design may not be the rather optimistic one of this proposal but could be a trade

off between large m (¼low dispersion) and small m (¼stronger mode locking). To

start operation at a very large value of m it may also conceivable to include an

intracavity modulator that mimics all or parts of the temporal envelope shown in

Fig. 2.

6 Conclusions

This article is dedicated to Theodor Hänsch on the occasion of his 75th birthday.

Among the many other laser tricks that he has invented is the optical frequency

comb. Originally intended as a tool to measure laser frequencies, it has found

Fig. 5 Possible set-up of a Talbot laser build with fiber components. A fiber Bragg grating (FBG)

included into the ring resonator with a circulator (circ) might be used to set the required dispersion.

For smaller values of m and hence larger dispersion several FBGs might be part of the resonator
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several other applications for example in attosecond science and astronomy. Fur-

ther it is used for large bandwidth direct comb spectroscopy. The current work tries

to extends these possibilities, even though we have to admit that more ideas are

required to turn it into a useful tool. Nevertheless we hope that this idea provides a

new playground and entertainment for those who like curiosity driven research. In

this spirit Theodor Hänsch has been our guide for many decades and we hope that

there will be many more to follow. Happy Birthday!
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T3-Interferometer for Atoms

M. Zimmermann, M.A. Efremov, A. Roura, W.P. Schleich, S.A. DeSavage,

J.P. Davis, A. Srinivasan, F.A. Narducci, S.A. Werner, and E.M. Rasel

Abstract The quantum mechanical propagator of a massive particle in a linear

gravitational potential derived already in 1927 by Kennard [2, 3] contains a phase

that scales with the third power of the time T during which the particle experiences

the corresponding force. Since in conventional atom interferometers the internal

atomic states are all exposed to the same acceleration a, this T3-phase cancels out

Our proposal of a T3-interferometer for atoms was inspired by the seminal experiment of Hänsch

and collaborators [1] to test the equivalence principle of general relativity based on a matter-wave

interferometer for two different isotopes of rubidium. Whereas Ref. [1] profits from quadratic

phases reminiscent of the Talbot effect we employ the cubic phase of the quantum mechanical

propagator associated with a particle moving in a linear potential combined with a Ramsey

interferometer. It is with great pleasure that we dedicate this article to Theodor W. Hänsch on

the occasion of his 75th birthday.
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and the interferometer phase scales as T2. In contrast, by applying an external

magnetic field we prepare two different accelerations a1 and a2 for two internal

states of the atom, which translate themselves into two different cubic phases and

the resulting interferometer phase scales as T3. We present the theoretical back-

ground for, and summarize our progress towards experimentally realizing such a

novel atom interferometer.

1 Introduction

Phases play an extraordinary role in quantum theory. On one hand, they represent

the central ingredient of wave mechanics �a la Schr€odinger, and on the other, they

build a bridge to classical mechanics �a la Hamilton–Jacobi [4]. For these reasons

they constitute a crucial ingredient of matter-wave interferometers [5–7] which

nowadays represent standard tools for precision measurements. In this article, we

propose a new type of atom interferometer whose phase scales with the cube of the

time T the atom spends in the interferometer.

1.1 In a Nutshell

In 1927, Kennard [2, 3] showed that a particle exposed for a time T to a linear

potential accumulates a phase proportional to T3. Since then the Kennard phase has

been rediscovered by many authors [8–10], especially in the context [11] of atom

interferometry. However, no suggestion for its measurement in this field has been

given.

It is interesting that recently an experiment [12] on an atom interferometer

displaying a cubic phase [13] was reported. Our proposal is different in three

aspects: (i) We obtain a closed interferometer with four rather than three pulses,

and no momentum transfer from the laser beams to the atoms is required. (ii) In
contrast to Ref. [12] our interferometer relies solely on the application of time-

independent forces, and (iii) the interferometer of Ref. [12] leads to a phase shift

that is quadratic and cubic in T, whereas the one in our device is solely cubic in T,
and is proportional to the difference of the squares of these two constant

accelerations.

Our scheme is reminiscent of the Ramsey–Bordé interferometer [14, 15] and

other four-pulse configurations frequently employed as gradiometers and

gyrometers [16–28]. However, we emphasize that in our setup there is no exchange

of photon momenta.

In atom interferometry cubic phases are not rare. They appear for example as

corrections due to gravity gradients [29–31], but also in the butterfly interferometer

which is sensitive to rotation [27, 28]. However, again these devices rely on the

exchange of the photon momentum.
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There exist many different techniques to calculate the phase shift in an atom

interferometer ranging from the semi-classical action [11] associated with the

Feynman path integral [8], via the intriguing formalism of Christian Bordé based

on a five-dimensional theory [7, 32] to the use of analogies to neutron optics

[33, 34]. Throughout this article, we pursue a representation-free approach based

on unitary time evolution operators [28, 35–38] and outline our interferometer,

evaluate the resulting phase shift and review the present status of the experiment.

1.2 At the Interface of Quantum and Gravity

During an impromptu seminar at the NATO Advanced Summer Institute at Bad

Windsheim in 1981, Eugene Paul Wigner expressed his discomfort with general

relativity [39] in view of quantummechanics [40]. He emphasized that the notion of

a space-time trajectory which is a crucial element of gravity is incompatible with

the uncertainty relation of quantum mechanics. Guided by the work of Niels Bohr

and Leon Rosenfeld on the limitations of the electromagnetic field [41, 42] due to

quantum fluctuations he argued that quantum theory puts severe restrictions on the

measurement of the metric tensor representing the gravitational field.

Wigner’s thoughts expressed in this seminar were a consequence of his work

several decades earlier. Indeed, already in 1958 together with Helmut Salecker he

had constructed a clock [43] based on the reflection of light signals from two

mirrors and had analyzed the restrictions of the uncertainty relation on the weight

of the mirrors.1

In this context, it is also worth mentioning that H. Salecker at the Conference on
the Role of Gravitation in Physics in Chapel Hill in 1957 triggered [45] a discussion
on the equivalence principle by a gedanken experiment involving a stream of

particles being scattered off a diffraction grating. Greenberger [46] a decade later

considered a similar arrangement and even argued that mass in quantum mechanics

should be an operator.

The celebrated Colella–Overhauser–Werner (COW) experiment [47] performed

in 1975 propelled these and many other thoughts about the interface of quantum and

gravity to the real world. Indeed, based on the de Broglie wave nature of neutrons

[33] the COW experiment could measure for the first time the phase shift between

two arms of a neutron interferometer induced by the gravitational potential of the

earth [47–49].

The development of new sources of cold atoms [6] as well as molecules [50], and

in particular, the realization of Bose–Einstein condensates [51, 52] has ushered in a

new era of experiments to probe quantum mechanics and gravity. Indeed, novel

1John Archibald Wheeler frequently emphasized in conversations about this topic and in print [44]

that these estimates were too conservative. However, to the best of our knowledge they have never

been improved.
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tests of the equivalence principle based on matter-wave interferometry of different

isotopes of the same atom [1] such as 85Rb and 87Rb or even different species [53]

such as 39K and 87Rb could be performed. Even the detection of gravitational waves

based on atom interferometry is pursued today [54]. Recently, Ref. [55] suggested

that gravitational decoherence gives rise to a universal decoherence. Moreover, the

atom laser [56] utilizes gravity to form an Airy mode. Furthermore, it is mind-

boggling that nowadays measurements of atomic transitions [57, 58] are sensitive to

the redshift of the gravitational field.

An extremely interesting development in this realm is again taking place in the

field of neutron optics due to the experimental realization of the quantum bouncer

[59, 60]. Here neutrons exposed to the gravitational field of the earth are reflected

from a surface and oscillate up and down. In particular, they experience a potential

consisting of the linear ramp and an infinitely steep wall. It is amazing that a

measurement of the transitions between the resulting discrete energy levels can

put upper bounds [61] on dark energy and dark matter scenarios.

1.3 Drive for Enhanced Sensitivity

Hopefully these examples convey the excitement in this field of quantum optics and

gravity. Notwithstanding the fact that we still do not have a complete understanding

of quantum gravity [62] we have come a long way since the early Salecker–Wigner

discussions but many questions remain. Indeed, goals such as gravitational wave

detection or a compact gravimeter [63] based on atom optics drive the strive for

higher sensitivity of these devices.

The Kasevich–Chu atom interferometer [64, 65] is analogous to the neutron

interferometer employed by the COW experiment. The Bragg diffraction of the

neutron from three crystal planes of a silicon slab are replaced by Raman diffraction

of the atom from three standing light crystals. As a result, the phase shift introduced

by the gravitational potential is quadratic in the time 2T the particle spends in the

interferometer.

Needless to say a different scaling of the phase shift, for example with T3, would

be desirable. In the present article, we propose such an interferometer and describe

our progress towards realizing it.

Our device rests on three principles: (i) We take advantage of the cubic depen-

dence of the phase in the propagator in a linear potential. (ii) We employ two

different internal states of the atom which experience different time-independent

accelerations, and (iii) we close the interferometer in position and velocity by a

sequence of four laser pulses.
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1.4 Outline

Our article is organized as follows. Section 2 serves as a motivation. Here we recall

that the propagator of a particle in a linear potential contains a phase which is cubic

in time.

In Sect. 3 we introduce our interferometer capable of measuring the cubic phase

accumulated by a particle during its motion in a linear potential provided by a

constant gravitational field and a magnetic field gradient. The three-level atom

probing these fields has two ground states associated with two different magnetic

moments and experiences a sequence of four Raman pulses. To close the interfer-

ometer in position and velocity, we choose the separation of T � 2T � T between

the pulses. The resulting probability for the atom to exit the interferometer in one of

the two ground states is the familiar oscillatory function. However, in contrast to

standard interferometers its argument now depends solely on the phase cubic in

T and the discrete third derivative of the laser phase.

We dedicate Sect. 4 to a comparison of our scheme to the Kasevich–Chu

interferometer [36, 64–67] and distinguish the cubic phase shift from the ones

caused by a gravity gradient or the Continuous-Acceleration Bloch (CAB) tech-

nique [12]. In Sect. 5 we discuss a possible experimental implementation of our

proposal. We conclude in Sect. 6 by briefly summarizing our results and providing

an outlook.

To keep our article self-contained but focused on the central ideas, we include

lengthy calculations in five appendices. In Appendix A we show that the Kennard

phase depends on the initial wave function. However, we emphasize that in our

arrangement the resulting interferometer phase which is cubic in time is indepen-

dent of the initial state of the center-of-mass motion. In Appendix B we recall the

technique of creating coherent superpositions of the two atomic ground states and

interchanging their populations using Raman pulses. We then turn in Appendix C to

a description of our interferometer as a sequence of unitary operators and derive an

expression for the phase of our T3 -interferometer. In Appendix D we derive the

conditions to close our interferometer and obtain in Appendix E an explicit formula

for the resulting phase. It is interesting that this result also follows from the

formalism of Refs. [37, 38].

2 From Global to Interferometer Phase

The propagator of a quantum particle experiencing a linear potential is determined

by a phase factor governed by the corresponding classical action. Since the relevant

classical motion involves time in the coordinate and velocity in a quadratic and a

linear way, both the kinetic as well as potential energies bring in time quadratically.

As a result, the action being the integral over time must contain a term proportional
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to the cube of time. This cubic phase which is independent of the coordinate is at the

center of our interest in the present section.

We first recall the essential features of the propagator for the wave function in a

linear potential. Here we focus especially on this cubic phase. Moreover, in

Appendix A we show that due to the Huygens principle for matter waves the

integration over the initial coordinate leads to a dependence of this phase on the

initial wave function.

Although we find this property interesting we emphasize that it is of no impor-

tance to the present discussion. Indeed, due to the Born rule we cannot measure the

global phase factor of a single quantum system. However, an interferometric

measurement of the difference of two different global phase factors of two systems

is possible. Especially, for a closed interferometer in which the phase shift does not

depend on the initial state also the cubic phase is independent [37, 38] of the initial

wave function. We dedicate the second part of this section to this topic.

2.1 Emergence of T3-Phase in the Propagator

We start our analysis by discussing the propagator of a particle in a linear potential.

Here we emphasize especially the emergence of the phase factor cubic in time.

We consider a particle of mass m moving in a linear potential VðzÞ � �Fz
corresponding to a constant force F � Fez directed along the z-axis with the unit

vector ez. This problem occurs for (1) a particle, which experiences a constant

gravitational acceleration g with F � �mg as indicated in Fig. 1a, and (2) a charge

�e in an ideal capacitor with the constant electric field E, for which F � �eE as

shown in Fig. 1b. Throughout this article we focus on the example of a linear

gravitational potential.

(a) (b)

Fig. 1 Two physical systems with a linear potentialVðzÞ � �Fz corresponding to a constant force
F ¼ Fez directed along the z-axis: a a particle of mass m which experiences the constant

gravitational acceleration g with F � �mg, and b a charge �e in an ideal capacitor with the

constant and homogeneous electric field E with F � �eE

462 M. Zimmermann et al.



The wave function

ψðzf , tfÞ ¼
Zþ1
�1

Gðzf , tf jzi, tiÞψðzi, tiÞdzi ð1Þ

representing the probability amplitude to find the particle at the final position zf at
time tf is determined by the propagator [2, 3, 8]

Gðzf , tf jzi, tiÞ � zf
��exp � i

ħ
p̂2z
2m
� Fẑ

� �
ðtf � tiÞ

� ���zi
� �

, ð2Þ

where ψðzi, tiÞ is the value of the wave function at the initial position zi and time ti,
and ẑ and p̂ z denote the position and momentum operators, respectively.

The propagator G defined by Eq. (2) can be cast [8] in terms of the classical

action

Sclðzf , tf jzi, tiÞ �
Ztf
ti

L
	
zclðtÞ, _zclðtÞ



dt

¼ m

2

ðzf � ziÞ2
tf � ti

þ F

2
zf þ zið Þðtf � tiÞ � F2

24m
ðtf � tiÞ3

ð3Þ

along the classical trajectory given by

zclðtÞ � zi þ zf � zi
tf � ti

ðt� tiÞ þ F

2m
ðt� tiÞðt� tfÞ ð4Þ

and

_zclðtÞ � d

dt
zclðtÞ ¼ zf � zi

tf � ti
þ F

m
t� ti þ tf

2

� �
: ð5Þ

Here we have used the Lagrangian

L
	
z, _z


 � m

2
_z2 þ Fz ð6Þ

of a particle in a linear potential.

Indeed, the representation

Gðzf , tf jzi, tiÞ ¼ Nðtf � tiÞexp i

ħ
Sclðzf , tf jzi, tiÞ

� �
ð7Þ

with the normalization
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NðτÞ �
ffiffiffiffiffiffiffiffiffiffiffi
m

2iπħτ

r
ð8Þ

brings out most clearly that G contains the phase

ϕðτÞ � � 1

24

F2

ħm
τ3, ð9Þ

which is independent of the initial and final positions zi and zf , and scales with the

third power of the time difference

τ � tf � ti, ð10Þ
that is the time during which the particle experiences the constant force F.

2.2 How to Observe the T3-Phase?

The propagator G defined in Eq. (7) contains a global phase ϕ given by Eq. (9)

which is cubic in time, proportional to the square of the constant force F, and
inversely proportional to the mass m of the particle. However, due to the integration

over the initial position in the Huygens integral, Eq. (1), this phase depends, as

exemplified in Appendix A, on the initial wave function. We now briefly outline our

strategy for measuring this phase and emphasize that for our closed interferometer

the resulting phase is independent of the initial state.

Obviously a setup providing us only with the probability density jψðzf , tfÞj2 is

insensitive to any global phase like the T3-phase. Therefore, we need to involve an

interferometric measurement either with a path-dependent strength of the constant

force, or a path-dependent mass of the particle.

Throughout this article we focus on the first alternative although we can imagine

possibilities2 to utilize the dependence of the mass on the internal state. Key

elements of our technique are: (i) an atom with two internal states associated

with two different magnetic moments, and (ii) an external time-independent mag-

netic field with a constant gradient along one direction. Due to the Zeeman effect,

the atom experiences a constant force determined by its internal state. It is the same

force that acts on a classical magnetic dipole in a non-uniform magnetic field.

2According to Ref. [68] mass and proper time are conjugate variables and two internal states of the

atom correspond [7, 32] to two different masses giving rise to an additional phase shift [54] for the

atom prepared in a superposition state. Although this effect is minute the improved scaling of the

Kennard phase might help to identify this effect.
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3 Atom interferometer with Four Light Pulses

In this section, we introduce the two crucial elements of our T3-interferometer: (i)
the population dynamics of the two resonant states of the atom driven by the Raman

laser pulses, and (ii) the Zeeman shift of the atomic levels induced by the external

time-independent magnetic field with a constant gradient along one direction. The

description of our interferometer is based on the representation-free approach

described in Refs. [28, 35, 36].

3.1 Population Dynamics

We are now in the position to present our atom interferometer capable of measuring

the cubic phase. The general scheme depicted in Fig. 2 consists of two distinct

“building blocks”: (i) four Raman pulses, that is two π
2
- and twoπ-pulses, which form

a π
2
� π � π � π

2
sequence, and (ii) three regions of the atomic center-of-mass motion

with constant accelerations a1 and a2.
We consider a three-level atom consisting of the ground state jg1i, the state jg2i,

and the excited state jei. Here jg1i and jg2i are chosen such that the mean values of

their magnetic moment are different, which leads to a state-dependent acceleration

and magnetically induced phase shifts [69, 70]. The center-of-mass motion of the

atom is assumed to be along the z-axis, which is the direction of the constant

gravitational acceleration.

Fig. 2 Space-time diagram of the T3-interferometer for a three-level atom consisting of the states

jg1i, jg2i, and jei, and interacting with four short Raman laser pulses at t ¼ t0, t ¼ t1 � t0 þ T,
t ¼ t2 � t0 þ 3T and t ¼ t3 � t0 þ 4T. The laser frequencies ω1 and ω2 are assumed to only drive

the transitions jg1i !jei and jg2i !jei, respectively
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Thus, we arrive at the Hamiltonian

Ĥat � 13 � p̂ 2
z

2m
þ jeihej � 	

Ee1z � maeẑ



þ jg1ihg1j �
	
Eg11z � ma1ẑ



þ jg2ihg2j �

	
Eg21z � ma2ẑ



,

ð11Þ

of the three-level atom, where

13 � jeihej þ jg1ihg1j þ jg2ihg2j
and

1z �
Z þ1

�1
dz jzihzj

are the identity operators corresponding to the Hilbert space of the internal atomic

states, and the center-of-mass motion along the z-axis, respectively. Here Ee, Eg1 ,

and Eg2 are the energies of the atom in the internal states jei, jg1i, and jg2i,
respectively, with ae being the constant acceleration corresponding to the excited

state.

Each block of our T3 -interferometer is described in terms of an appropriate

unitary operator. As discussed in more detail in Appendix B, the atom–light

interaction is accounted for by the evolution operator

ÛpðθÞ � jg1ihg1j þ jg2ihg2jð Þ cos θ

2

� �

� i eiϕL jg1ihg2j þ e�iϕL jg2ihg1j
	 


sin
θ

2

� �
,

ð12Þ

where ϕLðtÞ � ϕ2 � ϕ1 is the difference of the phases ϕ1 and ϕ2 of the two lasers

used for the Raman transition and θ denotes the total pulse area. Moreover, we have

assumed that each Raman pulse consists of two co-propagating laser beams with

almost identical wavelengths which makes Ûp given by Eq. (12) independent of z.
Hence, there is no momentum transfer from the light to the atom.

On the other hand, the operator

Ûaðtf , tiÞ � exp � i

ħ
p̂2z
2m
� maẑ

� �
ðtf � tiÞ

� �
ð13Þ

with a ¼ a1 or a ¼ a2 provides us with the center-of-mass motion.

In Appendices C and D we analyze the interferometer of Fig. 2 as a sequence of

these unitary operators and find the expression
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Pg2 ¼
1

2
1þ cos φi þ φLð Þ½ � ð14Þ

for the probability of observing the atoms in the state jg2i after the action of the four
Raman pulses. According to Appendix E, the interferometer phase φi reads

φi �
m

ħ
ða21 � a22ÞT3, ð15Þ

and in Appendix C we derive the formula

φL � ϕLðt0Þ � 2ϕLðt0 þ TÞ þ 2ϕLðt0 þ 3TÞ � ϕLðt0 þ 4TÞ ð16Þ
for the contribution due to the phases ϕL of the four laser pulses.

We emphasize that this result is independent of the initial state of the center-of-

mass motion. This property of the interferometer phase is in sharp contrast to the

dependence of global phase of Appendix A corresponding to a single degree of

freedom, and is a consequence [28, 37, 38] of the fact that our interferometer is

closed in both position and velocity.

3.2 Zeeman Effect: Control of External Degrees of Freedom

Next, we turn to a possible realization of our interferometer scheme, and in

particular, of the accelerations a1 and a2. To make contact with the experiment

discussed in Sect. 5, we consider a special case.

For this purpose we focus on the interaction of the atom with a time-independent

magnetic field having locally the form3

BðrÞ ffi B0 þ z∇zBzð Þez ð17Þ
which results in the linear Zeeman shifts

ΔEZ
g1
¼ μBgF1

mF1
B0 þ z∇zBzð Þ ð18Þ

and

3Throughout the article, we use the notation ∇zBz � ∂Bz

∂z ðr ¼ 0Þ for the derivative of the z-

component of the magnetic fieldB ¼ BðrÞ along the z-direction at the origin r ¼ 0. This derivative

is assumed to be small compared toB0, such thatLj∇zBzj � jB0j, where L is the total length of the

interferometer. Moreover, we note that the form of the magnetic field given by Eq. (17) is an

approximate one. Indeed, according to the Maxwell equation ∇ � B ¼ 0, which is valid every-

where, a non-zero value of ∇zBz induces non-zero values of ∇xBx and ∇yBy, such that

∇xBx þ∇yBy ¼ �∇zBz, where Bx and By are the components of B along the x- and y-axis.
However, in the limit of Lj∇zBzj � jB0j the magnetic field B given by Eq. (17) is approximately

directed along the z-axis.
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ΔEZ
g2
¼ μBgF2

mF2
B0 þ z∇zBzð Þ ð19Þ

of the energies of jg1i and jg2i. Here μB, gF1
, gF2

, mF1
, and mF2

denote the Bohr

magneton, the Landé g-factors of jg1i and jg2i, and the magnetic quantum numbers

associated with the z-component of the angular momentum corresponding to jg1i
and jg2i.

The homogeneous magnetic field B0 leads to an energy shift of the magnetive

sensitive states and together with the constant gravitational field we arrive at the

expressions

a1 � �g� μB
m
gF1

mF1
∇zBz ð20Þ

and

a2 � �g� μB
m
gF2

mF2
∇zBz ð21Þ

for the accelerations of the atomic center-of-mass corresponding to jg1i and jg2i,
respectively.

In our experiment, we use the D2 transition of 85Rb and choose jg1i and jg2i from
the F ¼ 2 and F ¼ 3 hyperfine state manifolds. For the atomic transition jF1 ¼ 2,

mF1
¼ 1i ! jF2 ¼ 3,mF2

¼ 1i the interferometer phase given by Eq. (15) reduces

to

φi ¼
4

3

μB
ħ
∇zBzgT

3 , ð22Þ

where we have used the fact [71] that gF2
¼ �gF1

¼ 1=3.

4 Discussion

In the preceding section, we have derived an expression for the probability of

finding the atom in the state jg2i at one exit of our interferometer. In the present

section, we compare and contrast our device with the Kasevich–Chu interferometer,

and make contact with other cubic phases such as the ones caused by a gravity

gradient, or arising in the CAB technique.

4.1 Comparison with Kasevich–Chu Interferometer

We first recall the expressions corresponding to Eqs. (14), (15) and (16) and then

discuss the similarities and differences between these two devices. A brief analysis

of the respective scale factors concludes this comparison.
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4.1.1 General Considerations

In the Kasevich–Chu interferometer, the probability corresponding to Eq. (14)

reads [11, 29, 36, 64, 65, 67]

PðKCÞg2
¼ 1

2
1� cos φðKCÞi þ φðKCÞL

� �h i
ð23Þ

with the interferometer phase

φðKCÞi � ðk1 þ k2ÞgT2 ð24Þ

and the total laser phase

φðKCÞL � ϕLðt0Þ � 2ϕLðt0 þ TÞ þ ϕLðt0 þ 2TÞ: ð25Þ

We note four major differences between our scheme and that of Kasevich–Chu: (i)
The four rather than the three Raman pulses create the sum of the two terms

appearing in the square brackets of Pg2 given by Eq. (14) rather than the difference

in PðKCÞg2
defined by Eq. (23). In the absence of any potentials the different pulse

sequences correspond to a 2π -rotation on the Bloch sphere in the case of the

Kasevich–Chu interferometer, and a 3π-rotation for our T3-interferometer giving

rise to the opposite signs. (ii) The phaseφi induced by the linear potentials and given

by Eq. (15) depends on the separation T of the pulses in a cubic rather than

quadratic way as in φðKCÞi expressed by Eq. (24). (iii) Co-propagating laser

beams together with a constant magnetic field gradient lead to a proportionality

of φi to∇zBz as reflected by Eq. (22), while in the case of Kasevich–Chu the use of

counter-propagating laser beams results in a momentum transfer of 	ħðk1 þ k2Þ
which reflects itself in φðKCÞi . (iv) The total laser phase φL defined by Eq. (16) is a

discrete third derivative rather than the second one for φðKCÞL given by Eq. (25).

Indeed, this feature becomes obvious when we consider the limit of T ! 0, for

which φL ffi �2 _φLðt0ÞT3 while [36, 67] φðKCÞL ffi €φLðt0ÞT2, with _φLðt0Þ and €φLðt0Þ
being the third and second continuous derivatives of the phase φL ¼ φLðtÞ of the
Raman pulse, respectively.

4.1.2 Scale Factors and Limitations

Next, we turn to a comparison between the scale factors of the two interferometers.

We first note that the phases φi, Eq. (22), and φðKCÞi , Eq. (24), are both (i) linear
proportional to the gravitational acceleration g, (ii) independent of the atomic mass

m, and (iii) determined only by classical quantities, that is Eqs. (22) and (24) do not

include the Planck constantħ. For the latter statement we keep in mind that the Bohr

magneton μB is linearly dependent on ħ.
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However, we emphasize that the difference in the scale factors due to the

appearance of the gradient of the magnetic field in the phase φi, Eq. (22), rather

than the sum of the wave vectors in φðKCÞi , Eq. (24), is crucial for the scale factor

stability. Indeed, in our experiment discussed in more detail in Sect. 5 we have

found that the stability of the magnetic field as measured by the frequency differ-

ence of the two transitions jF1 ¼ 2,mF1
¼ 0i ! jF2 ¼ 3,mF2

¼ 0i and jF1 ¼ 2,

mF1
¼ 0i ! jF2 ¼ 3,mF2

¼ 1i did not vary more than 0.1 % without sophisticated

electronic feedback or magnetic shielding. In contrast, the scale factor stability of

the Kasevich–Chu interferometer can be estimated to be 1 part in 1010 due to the use

of the wave vector of the light. Hence, in this respect the Kasevich–Chu interfer-

ometer is superior compared to our device.

Although our interferometer scales with T3 rather than with T2 as the Kasevich–

Chu interferometer, φi is larger than φðKCÞi only for T > 0:23 s with ∇zBz ¼ 600

μT=m and k1 þ k2 
 1:6� 107m�1 [72]. Moreover, it is important to note that

nowadays a beamsplitter with large momentum transfer [73, 74] allows to increase

φðKCÞi by a few orders of magnitudes.

In the presence of a magnetic field gradient ∇zBz ¼ 600 μT=m as measured in

our experiment, we have one complete oscillation of the excited state population

Pg2 , Eq. (14), for T≳2:1 ms. However, if the signal-to-noise ratio allows it one

could see the different dependence on T even for short times as demonstrated in

Ref. [12].

4.2 Other Origins of Cubic Phases

We now compare and contrast the T3-phase in our interferometer induced by the

propagator of a particle in a linear potential to other phases cubic in time. Here we

focus on two different situations: (i) the presence of a gravity gradient, or (ii) the
application of the CAB technique.

4.2.1 Gravity Gradient

In the presence of a gravity gradient Γ a phase cubic in time appears [28–31, 37] in

the Kasevich–Chu interferometer as a consequence of a single quadratic potential

VΓðzÞ � mgzþ 1

2
mΓz2 ð26Þ

rather than two linear potentials. In particular, it results from an expansion of

the atomic center-of-mass motion in the limit of a weak gravity gradient, that is

ΓT2 � 1: Indeed, a gravity gradient leads to a position-dependent acceleration,
while the two linear potentials in our interferometer lead to a state-dependent
acceleration.

470 M. Zimmermann et al.



Furthermore, we emphasize that the Kasevich–Chu interferometer is no longer

closed in position and velocity in the presence of a gravity gradient. This deficiency
leads to a loss of contrast [37] and a dependence of the phase shift on the initial

state.

The interferometer can be closed (at least approximately) by additional laser

pulses [17] or by suitably adjusting the laser wavelength of the intermediate pulse

[75]. However, this procedure also eliminates the cubic contributions to the phase

shift, in contrast to the situation considered here.

4.2.2 Continuous-Acceleration-Bloch Technique

Our T3-interferometer shares the underlying idea of CAB [12, 13], that is applying

different accelerations along each interferometer arm. However, instead of achiev-

ing these accelerations via state-dependent linear potentials, a beam splitter based

on Bragg diffraction is used to load one of the two exit ports into an optical lattice,

which is accelerated subsequently by the use of Bloch oscillations.

While in our scheme we can close the interferometer easily in position and
velocity by simply choosing the correct timing between the pulses, the CAB

scheme requires a sophisticated control of the time-dependent acceleration of the

optical lattice. Moreover, we emphasize that in contrast to the T3-interferometer, in

the CAB scheme not only a phase proportional toT3, but also one proportional toT2

emerges.

5 Towards an Experimental Realization

In this section, we discuss a possible experimental implementation of our proposal

for a T3-interferometer based on our current laboratory apparatus depicted in Fig. 3.

We first summarize the key features of our setup, describe our method to deduce the

magnetic fields from the observed Raman spectra, and conclude by briefly analyz-

ing the present limitation of our device due to decoherence.

5.1 Experimental Setup

We use the D2 transition of 85Rb and choose jg1i and jg2i from theF ¼ 2 andF ¼ 3

hyperfine state manifolds with a frequency separation of approximately 3GHz

[76]. The atoms are loaded into a three-dimensional magneto-optical trap

(3D MOT) emerging from a two-dimensional trap (2D MOT) as shown in Fig. 3.

The 3D MOT consists of standard cooling and repump beams as well as magnetic

coils. We rely on an all-glass chamber as our vacuum system.
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After 1 s of loading to obtain a sufficient signal-to-noise ratio, the atoms are

launched upwards along the z-axis in a moving optical molasses configuration with

a velocity of approximately 3m=s such that they strike the top of a 10 cm tall glass

tower. It takes the atoms between 20 and 40ms to reach this point depending on the

launch velocity which can be adjusted by the voltage of the launch signal. We

emphasize that the top of the tower does not coincide with the apex of the trajectory.

After launch, the atoms are freely moving in the dark and we are able to apply a

single or several Raman pulses involving two co-propagating laser beams along the

z-axis with the same circular polarization. During their motion the atoms interact

with a magnetic field which varies linearly along the z-axis due to coils in an anti-

Helmholtz configuration which are not the ones used to trap the atoms. Moreover,

they feel the field of a solenoid of finite length not depicted in Fig. 3 surrounding the

glass tower. The ability to change the current independently in each of the gradient

Fig. 3 Experimental setup for the T3 -interferometer. Our 85Rb atoms emerge from a

two-dimensional magneto-optical trap (2D MOT), pass through an aperture into the 3D MOT as

indicated by the red line, and are then launched into a glass tower in a moving molasses

configuration. The mirrors M1 and M2 reflect the þz and �z beams of the 3D MOT, respectively,

as well as the two co-propagating Raman beams with the parallel circular polarizations, used for

the control of the internal atomic states. We employ two coils in an anti-Helmholtz configuration

with currents I1 and I2 to create a magnetic field with constant gradient in the z-direction along the
glass tower. A solenoid not depicted here surrounds the tower to provide an additional nominally

uniform magnetic field. The lensL1 collects the fluorescence from the tossed atoms at the top of the

tower and focuses this light onto a photomultiplier (PMT)
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coils and the solenoid provides us with the control of the location of the zero

crossing of the magnetic field, or an effective way to adjust the bias field.

On the top of the tower a photomultiplier tube (PMT) detector performs a

projective measurement of the population in the state jg2i by collecting the

fluorescence emitted by the atoms caused by the vertical trapping beams, that is

theþz and�z beams, which are switched back on for the measurement. Observing

the atomic population always at the top of the tower provides us with a convenient

way of varying the position where the Raman pulse is applied to the atoms along

their flight path.

5.2 Raman Spectrum

With this setup we can map out the magnetic field along the atom trajectory by

measuring Raman spectra of the type shown in Fig. 4. For this purpose we first use

an optical pumping stage to transfer all atoms to the ground state jg1i, that is the
state with F ¼ 2. Then we apply a Raman light pulse whose intensity and duration

are chosen to be close to a zero-detuning π-pulse. We have found that this condition

is satisfied for a pulse duration of 25–100μs, using our typical total Raman power of

approximately 80 mW in a beam of diameter 2.5 cm and a single photon detuning of

Fig. 4 Typical Raman spectrum containing the transitions between the states of the F ¼ 2 and

F ¼ 3 manifolds for an arbitrarily aligned magnetic field in their dependence on the two-photon

detuning Δ
�
defined by Eq. (27) with respect to the clock transition, for which resonance occurs at

Δ
� ¼ 0. We observe 11 resonances corresponding to 5 or 6 transitions withΔmF ¼ 0orΔmF ¼ 	1,
respectively. Transitions with ΔmF ¼ 	2 are heavily suppressed [76, 77]
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1–2 GHz. Finally, we observe the number of atoms transferred from jg1i to jg2i, that
is the state with F ¼ 3.

In this manner, we obtain Raman spectra such as the one presented in Fig. 4, that

is the population of jg2i versus the two-photon detuning

Δ
� � E3,0 � E2,0

ħ
þ ω2 � ω1 ð27Þ

of the Raman pulse of the frequencies ω1 and ω2 with respect to the “clock”

transition jF1 ¼ 2,mF1
¼ 0i ! jF2 ¼ 3,mF2

¼ 0i, for which the resonance occurs

at Δ
� ¼ 0. Here EF,mF

denotes the energy of the hyperfine state.

For a magnetic field pointing in an arbitrary direction, the observed Raman

spectrum displays up to 11 peaks, that is 5 peaks for ΔmF ¼ 0 transitions and

6 peaks for ΔmF ¼ 	1 transitions, where ΔmF � mF, 2 � mF, 1 is the change of the

magnetic quantum number. For a magnetic field directed along the z-axis as

required for the T3-experiment, transitions with ΔmF ¼ 	1 are suppressed in our

experimental setup [76, 77].

5.3 Magnetic Field Measurement

The position of the relative two-photon resonance in the Raman spectrum

corresponding to the magnetically sensitive transition jF1,mF1
i ! jF2,mF2

i is

determined by the first-order Zeeman shift

Δ
� F2,mF2

F1,mF1
� μB

2πħ
gF2

mF2
� gF1

mF1

	 

BðzÞ ð28Þ

in frequency, where B(z) is the value of the magnetic field at the center-of-mass

coordinate z of the atom cloud during the interaction with the Raman pulse.

Using the þ2 transition, that is jF1 ¼ 2,mF1
¼ 1i ! jF2 ¼ 3,mF2

¼ 1i, as
indicated in Fig. 4, we determine from the Zeeman shift, Eq. (28), the magnetic

field4

BðzÞ ¼ 0:11Δ
�

3,1
2, 1

μT
kHz

, ð29Þ

where we have used the fact [71] that mF2
¼ mF1

¼ 1 and gF2
¼ �gF1

¼ 1=3. It is

the opposite signs of gF2
and gF1

that result in the non-degenerate spectrum.

By measuring the resonance frequencies corresponding to the clock and first

(or second) peak in the Raman spectrum, we automatically correct for any possible

4Only relative positions and magnitudes of the different peaks in the Raman spectrum allow us to

determine the different components of the magnetic field [76].
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drift in the AC Stark shift caused by a drift in the intensity or frequency of the

Raman fields.

We map out the magnetic field experienced by the atoms as a function of their

location within the tower, by repeated launching them and applying a Raman pulse

at different times after their launch. The corresponding location z of the atom cloud

is determined beforehand by time-of-flight photography.

Figure 5 presents the measured magnetic field with a gradient of approximately

600 μT=m generated by a current of 90 mA in the gradient coils and 40 mA in the

solenoid.

5.4 Imperfect Pulses and Decoherence

Our proposal for a T3-interferometer presented in the preceding sections assumes

that the Raman pulses applied to the atoms are perfect π
2
- and π-pulses. By definition,

such pulses can occur only when the Raman fields are in a two-photon resonance.

Since this resonance shifts as the atoms travel up the tower, a rapid detuning of the

relative frequency of the Raman fields is necessary. Fortunately, we have been able

to achieve this task using a combination of a high-frequency acousto-optic modu-

lator and digital frequency synthesizer, thereby keeping the atoms in resonance

during their flight [78].

Unfortunately, a more severe restriction is decoherence and at the moment we

identify three culprits: (i) magnetic field noise, (ii) a non-linear dependence of the
magnetic field on z, and (iii) non-zero components of the magnetic field along the x-
and y-axis.

0.01 0.02 0.03 0.04 0.05 0.06 0.07

45

50

55

60

65

70

75

80

Location z in tower (m)

M
ag
ne
ti
c
F
ie
ld

B
(µ
T
)

0.01 0.03 0.05 0.07
−0.4

−0.2

0

0.2

0.4

Location z in tower (m)

R
es
id
ua
ls
(
µ
T
)

Measurement
Linear regression

Fig. 5 Measurement of the magnetic field gradient along the vertical direction in the glass tower.

A linear regression of our data points deduced from the Raman spectra with the help of Eq. (29)

yields the magnetic field B(z) ¼ (83.5–587 m�1 zÞ μT along the tower and corresponds to a

magnetic field gradient of approximately 600 μT=m. The inset shows the residuals of the linear fit.

For this measurement we have used the frequency difference between the clock and the +2

transition induced by the Zeeman effect. The magnetic field is generated by currents of 90 mA

for the gradient coils and 40 mA for the solenoid
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The upper bound of the magnetic field noise in our setup has been observed to be

50 nT leading to a noise in the magnetic field gradient of about 1 μT=m. The

non-linear terms in the dependence of the magnetic field on z lead to an open

geometry of our T3-interferometer, and therefore to a loss of contrast [37].

Enforced by the Maxwell equations, the non-zero components of the magnetic

field in the x- and y-direction result in (i) a three-dimensional rather than a

one-dimensional center-of-mass motion of the atom, and (ii) incoherent dynamics

of the atomic states involved.

We are currently working on finding an optimal arrangement for the magnetic

field and perform numerical simulations of our T3-interferometer.

6 Summary and Outlook

In the present article, we have proposed an atom interferometer that is sensitive to

the quantum mechanical T3 -phase emerging in the propagator of a particle in a

linear potential. For this purpose we have considered an atom with two magnetic

sensitive internal states being exposed to a constant gravitational field as well as a

magnetic field with a constant gradient. By applying a sequence of four

co-propagating Raman pulses, the atom interferometer can be closed in position

and velocity. The resulting interferometer phase φi displays the cubic scaling in

T but also depends on the gravitational acceleration and the magnetic field gradient.

We have compared and contrasted this cubic term to the one appearing in the

phase of the Kasevich–Chu interferometer in the presence of a gravity gradient, and

to the one obtained using the CAB technique. Furthermore, we have outlined a

possible experimental realization of our interferometer.

Cubic phases appear frequently in quantum physics and give rise to mind-

boggling effects. For example, the energy wave function of a linear potential is

given by the Airy function [79] whose standard integral representation involves a

cubic phase. This term emerges from the eigenvalue equation in momentum space

due to the integration of the kinetic energy which is quadratic in the momentum.

When we suddenly turn-off the potential the so-created Airy wave packet

accelerates and its probability density keeps its shape [80] during the free propa-

gation. Deeper insight [66] into this surprising phenomenon springs from Wigner

phase space [81] and the fact that the Wigner function of the Airy wave packet is

again an Airy function.

Closely related to the cubic phase in the Airy integral and the dispersionless free

propagation of the Airy wave packet is the oscillatory probability density created by

a point source [9] located in a linear potential and continuously emitting particles

into all three space directions with an identical speed. These oscillations appearing

in the plane orthogonal to the gravitational force are a consequence of the interfer-

ence between two classical trajectories of different inclinations. The knowledge of

the two distinct paths encoded in the different arrival times is erased by the
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continuous stream of particles. Again the origin of this particular interference

pattern can be traced back to the cubic phase in the Green’s function.
Due to the analogy between the constant gravitational field and the constant

electric field between two plates of a capacitor discussed in the beginning of this

article one might wonder if it is possible to construct a similar charged particle

fountain. Indeed, in the case of electrons in a uniform electric field such type of

fountain has already been realized in photoionization and photodetachment micro-

scopes [82–84].

It would be fascinating to illuminate the similarities and differences between

these three examples of cubic phases and our T3-interferometer. Unfortunately, this

task goes beyond the scope of the present article and has to be postponed to future

publications.
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Appendix A: Dependence of T3-Phase on Initial Wave

Function

According to Sect. 2.1 the cubic phase ϕ in the propagator of a quantum particle

moving in a linear potential manifests itself in every wave function exposed to this

situation. Indeed, sinceϕ is independent of the initial coordinate zi it can be factored
out of the Huygens integral for matter waves, Eq. (1).

Nevertheless, the integration of the remaining parts of the propagator in combi-

nation with the initial wave function can change the dependence of the phase of the

final wave function on the propagation time τ ¼ tf � ti. To bring out this fact most

clearly we consider the normalized initial wave function

ψðzi, tiÞ � 1ffiffiffi
π
p

Δz0ð Þ1=2
exp � z2i

2Δz20

� �
ð30Þ

in the form of a real-valued Gaussian of width Δz0 and note that wave functions of

this kind can be easily realized nowadays in an experiment with cold atoms in a

harmonic potential trap.
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When we substitute this expression into the Huygens integral of matter waves,

Eq. (1), and use the expressions, Eqs. (3) and (7), for the propagator we arrive at the

final wave function

ψðzf , tfÞ ¼ 1ffiffiffi
π
p

ΔzðτÞ½ �1=2
exp � zf � F

2m τ
2

	 
2
2 ΔzðτÞ½ �2 þ iβ

( )
ð31Þ

with the time-dependent width

ΔzðτÞ � Δz0

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ τ2

τ2s

s
ð32Þ

and phase

βðτÞ � Fzfτ

ħ
þ τ

τs

zf � F
2mτ

2
	 
2
2 ΔzðτÞ½ �2 �

F2τ3

6ħm
� 1

2
arctan

τ

τs

� �
: ð33Þ

Here

τs � mΔz20
ħ

ð34Þ

denotes the spreading time of the wave packet.

We combine the terms in Eq. (33), which are determined by the strength F of the

force and independent of the final position zf , and find the total phase

ϕ
� ðτÞ � �α τ

τs

� �
F2

ħm
τ3: ð35Þ

Here we have introduced the time-dependent numerical factor

α ηð Þ � 1

24

η2 þ 4

η2 þ 1
ð36Þ

depending on the dimensionless ratio η of time difference τ, Eq. (10), and spreading
time τs, which according to Eq. (34) is proportional to square of the initial width

Δz0.
For a plane wave we find Δz0 !1, and thus τs !1 leading us to

α η! 0ð Þ ¼ 1

6
: ð37Þ

However, for an infinitely narrow Gaussian with Δz0 ! 0, and thus τs ! 0, we

obtain
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α η!1ð Þ ¼ 1

24
: ð38Þ

So far we have restricted ourselves to the extreme limits of η. Only in the domains

where α is approximately constant do we find a pure cubic phase dependence on τ.
Indeed, between the extremes the time dependence is more complicated as

expressed in Fig. 6.

Appendix B: Raman Pulses: Superpositions and Exchanges

In this Appendix, we describe the population dynamics [36, 64, 65] of the two

resonant atomic states driven by the Raman laser pulses. For this purpose we

consider the interaction between a three-level atom and two laser pulses of the form

E1ðz, tÞ � ε1ðtÞ cos k1z� ω1tþ ϕ1ð Þ
and

E2ðz, tÞ � ε2ðtÞ cos k2z� ω2tþ ϕ2ð Þ, ð39Þ
where εj, kj,ωj, andϕj with j ¼ 1, 2 denote the time-dependent envelope, frequency,

wave vector, and phase of the jth field, respectively.

The laser frequencies ω1 and ω2 are assumed to only drive the transitions

jg1i !jei and jg2i !jei, respectively. Moreover, we assume that the laser

pulses are so short that the atom does not move significantly during the

Fig. 6 Dependence of the numerical factor α ¼ αðηÞ defined by Eq. (36) on the dimensionless

ratio η of the time difference τ and spreading time τs given by Eqs. (10) and (34), respectively. For
η! 0 and η!1 the factor α is almost constant and given by 1 / 6 and 1 / 24 (dashed line),
respectively. However, for values of η between these extremes α changes rapidly and thus in this

transition domain the phase ϕ
� ¼ ϕ

� ðτÞ, Eq. (35), is not strictly cubic.
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interaction. Therefore, the position of the center-of-mass of the atom is consid-

ered to be fixed during the laser pulses.

Within the rotating-wave approximation [81] and in the limit of

far-detuned laser pulses with identical detunings, that is when the Rabi frequencies

ΩjðtÞ � dgje � εjðtÞ=ħ of the transitions jgji !jei are much smaller than the

detuning Δj � ωj � ωegj of the two laser pulses, jΔjj 
 jΩjj, and Δ � Δ1 ¼ Δ2,

we can eliminate the excited state jei and neglect the Stark shifts jΩjðtÞj2=ð4ΔÞ. The
resulting effective Hamiltonian [36]

Ĥp ¼ ħ
Ω1ðtÞΩ2ðtÞ

4Δ
ei½ΔkzþϕL�jg1ihg2j

�
þ e�i½ΔkzþϕL�jg2ihg1j

�
ð40Þ

describes the transitions between the states jg1i and jg2i due to the Raman pulses.

Here dgje � hgjjdjei andωegj � ðEe � EgjÞ=ħ are the dipole moment matrix element

and the frequency of the transition jgji !jei, respectively, with Δk � k2 � k1 and

the slowly varying laser phase ϕLðtÞ � ϕ2 � ϕ1.

To avoid a momentum transfer during the Raman transitions, we assume that the

laser pulses propagate in the same directions along the z-axis, Eq. (39), and that the
differenceΔk of the two wave vectors is small compared to the size δz of the atomic

wave packet, that is jΔkjδz� 1. In this case the dependence on z in Eq. (40) can be
neglected and we arrive at

Ĥp ffi ħ
Ω1ðtÞΩ2ðtÞ

4Δ
eiϕL jg1ihg2j þ e�iϕL jg2ihg1j
	 


: ð41Þ

The interaction of the atom with the two far-detuned Raman pulses, corresponding

to Eq. (39), during the time interval ti < t < tf , and with ΩjðtiÞ ¼ ΩjðtfÞ ¼ 0, is

given by the evolution operator [36]

Ûp � 1þ � i

ħ

� �Ztf
ti

dtĤpðtÞ

þ � i

ħ

� �2Ztf
ti

dt

Z t

ti

dt0Ĥ pðtÞĤpðt0Þ þ . . . ,

ð42Þ

which can be expressed as

ÛpðθÞ ¼ jg1ihg1j þ jg2ihg2jð Þ cos θ

2

� �

� i eiϕL jg1ihg2j þ e�iϕL jg2ihg1j
	 


sin
θ

2

� �
,

ð43Þ

where
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θ � 1

2Δ

Ztf
ti

dtΩ1ðtÞΩ2ðtÞ ð44Þ

denotes the total pulse area.

The case θ ¼ π
2
, which is a π

2
-pulse, gives rise [67] to the coherent superpositions

Ûp

π

4

� �
jg1i ¼

1ffiffiffi
2
p jg1i � ie�iϕL jg2i

	 

and

Ûp

π

4

� �
jg2i ¼

1ffiffiffi
2
p jg2i � ieiϕL jg1i

	 

: ð45Þ

In contrast, the case θ ¼ π, known as a π-pulse describes an exchange

Ûp

π

2

� �
jg1i ¼ �ie�iϕL jg2i

and

Ûp

π

2

� �
jg2i ¼ �ieiϕL jg1i ð46Þ

of the level populations.

Appendix C: Interferometer: Sequence of Unitary Operators

Unitary operators describe both the interaction of the atom with the four Raman

pulses and the time evolution associated with the center-of-mass motion. In the

present Appendix, we derive the complete quantum state of the atom consisting of

the internal states as well as the center-of-mass in the two exit ports of our

interferometer following the procedure outlined in Refs. [28, 36, 67].

The dynamics in our interferometer consists of the following steps:

1. Before the first π
2
-pulse, at t ¼ t0 � ε, the initial state

jΨðt0 � εÞi � jg1ijψ0i ð47Þ
consists of the center-of-mass motion jψ0i and the internal state jg1i. Here

and throughout this Appendix ε is an infinitesimally small and positive number.

2. After the first π
2
-pulse at t ¼ t0 þ ε, the state reads
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jΨðt0 þ εÞi ¼ Ûp

π

4

� �
jΨðt0 � εÞi

¼ 1ffiffiffi
2
p jg1i �

iffiffiffi
2
p e�iϕLðt0Þjg2i

� �
jψ0i,

ð48Þ

where we have used Eq. (45).

3. Before the first π-pulse at t ¼ t1 � ε, we find

jΨðt1 � εÞi ¼ Ûa t1, t0ð ÞjΨðt0 þ εÞi ¼ 1ffiffiffi
2
p jg1iÛa1ðt1, Þt0jψ0i

� iffiffiffi
2
p e�iϕLðt0Þjg2iÛa2ðt1, Þt0jψ0i:

ð49Þ

4. After the first π-pulse at t ¼ t1 þ ε, we obtain

jΨðt1 þ εÞi ¼ Ûp

π

2

� �
jΨðt1�iεÞ ¼ � iffiffiffi

2
p e�iϕLðt1Þjg2iÛ a1ðt1, t0Þjψ0i

� 1ffiffiffi
2
p e�i½ϕLðt0Þ�ϕLðt1Þ�jg1iÛa2ðt1, t0Þjψ0i:

ð50Þ

5. Before the second π-pulse at t ¼ t2 � ε, the state takes the form

jΨðt2 � εÞi ¼ Ûaðt2, t1ÞjΨðt1 þ εÞi ¼ � iffiffiffi
2
p e�iϕLðt1Þjg2iÛa2ðt2, t1ÞÛ a1ðt1, t0Þjψ0i

� 1ffiffiffi
2
p e�i½ϕLðt0Þ�ϕLðt1Þ�jg1iÛa1ðt2, t1ÞÛa2ðt1, t0Þjψ0i:

ð51Þ
6. After the second π-pulse at t ¼ t2 þ ε, we arrive at the state

jΨðt2þεÞi¼ Ûp

π

2

� �
jΨðt2�εÞi¼� 1ffiffiffi

2
p e�i½ϕLðt1Þ�ϕLðt2Þ�jg1iÛa2ðt2,t1ÞÛa1ðt1, t0Þjψ0i

þ iffiffiffi
2
p e�i½ϕLðt0Þ�ϕLðt1ÞþϕLðt2Þ� �jg2iÛa1ðt2, t1ÞÛa2ðt1,t0Þjψ0i:

ð52Þ
7. Before the second π

2
-pulse at t ¼ t3 � ε, the state reads

jΨðt3 � εÞi ¼ Ûaðt3, t2ÞjΨðt2 þ εÞi ¼ � 1ffiffiffi
2
p e�i½ϕLðt1Þ�ϕLðt2Þ�

�jg1iÛa1ðt3, t2ÞÛ a2ðt2, t1ÞÛa1ðt1, t0Þjψ0i þ
iffiffiffi
2
p e�i½ϕLðt0Þ�ϕLðt1ÞþϕLðt2Þ�

�jg2iÛa2ðt3, t2ÞÛa1ðt2, t1ÞÛa2ðt1, t0Þjψ0i: ð53Þ
8. Finally, after the second π

2
-pulse at t ¼ t3 þ ε, we conclude with the state
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jΨðt3 þ εÞi ¼ Ûp

π

4

� �
jΨðt3�iεÞ ¼ 1

2
e�i½ϕLðt1Þ�ϕLðt2Þ�jg1i

	
e�iφLÛu � Û l


jψ0i
þ i

2
e�i½ϕLðt1Þ�ϕLðt2ÞþϕLðt3Þ�jg2i

	
e�iφLÛu þ Û l


jψ0i,
ð54Þ

where

Û l � Ûa1ðt3, t2ÞÛa2ðt2, t1ÞÛa1ðt1, t0Þ
and

Ûu � Ûa2ðt3, t2ÞÛa1ðt2, t1ÞÛa2ðt1, t0Þ ð55Þ
are the unitary evolution operators associated with the center-of-mass motion

for the lower and the upper paths of the interferometer shown in Fig. 2, and

φL � ϕLðt0Þ � 2ϕLðt1Þ þ 2ϕLðt2Þ � ϕLðt3Þ ð56Þ
is the total phase resulting from the action of the four laser pulses.

Appendix D: Conditions for a Closed T3-Interferometer

In the preceding Appendix, we have derived an expression for the complete

quantum state of the atom in the exit ports of the interferometer. Here we have

allowed arbitrary times for the interactions with the laser pulses. In the present

Appendix, we choose these times in such a way as to maximize the contrast.

The probability Pg1 to observe atoms in the ground state jg1i after the action of

the four Raman pulses at t ¼ t3 þ ε, follows from the quantum state jΨðt3 þ εÞi
given by Eq. (54) and contains the state

jψg1
i � hg1jΨðt3 þ εÞi ð57Þ

of the center-of-mass motion of atom in jg1i. It takes the form

Pg1 � hψg1
jψg1
i ¼ 1

2
1� C cos φi þ φLð Þ½ �, ð58Þ

where the contrast C and the phase φi of the interferometer are the modulus and the

argument of the matrix element

hψ0jÛ {
uÛ ljψ0i � Ceiφi : ð59Þ
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We maximize C, that is we have C ¼ 1, when we close our interferometer. In this

case Pg1 given by Eq. (58) is independent of the initial velocity and position of

the atom.

To close the interferometer we have to find the time intervals tjþ1, j � tjþ1 � tj
with j ¼ 0, 1, 2 between the Raman pulses shown in Fig. 2, such that the final

velocities vuðt3Þ and vlðt3Þ, as well as the final positions zuðt3Þ and zlðt3Þ on the upper
and lower paths of the interferometer are identical.

Indeed, for the velocity we derive the following formulae:

(i) for the upper path

v0 ! vuðt1Þ ¼ v0 þ a2t10
! vuðt2Þ ¼ vuðt1Þ þ a1t21
! vuðt3Þ ¼ vuðt2Þ þ a2t32

(ii) for the lower path

v0 ! vlðt1Þ ¼ v0 þ a1t10
! vlðt2Þ ¼ vlðt1Þ þ a2t21
! vlðt3Þ ¼ vlðt2Þ þ a1t32:

As a result, the interferometer is closed in velocity space, if vuðt3Þ ¼ vlðt3Þ, that is,

v0 þ a2t10 þ a1t21 þ a2t32
¼ v0 þ a1t10 þ a2t21 þ a1t32,

or, equivalently,

t10 � t21 þ t32 ¼ 0: ð60Þ
As for the position, we obtain the following rather lengthy expressions:

(i) for the upper path

z0 ! zuðt1Þ ¼ z0 þ v0t10 þ 1

2
a2t

2
10

! zuðt2Þ ¼ zuðt1Þ þ vuðt1Þt21 þ 1

2
a1t

2
21

! zuðt3Þ ¼ zuðt2Þ þ vuðt2Þt32 þ 1

2
a2t

2
32

¼ z0 þ v0ðt10 þ t21 þ t32Þ þ 1

2
ða2t210 þ a1t

2
21 þ a2t

2
32Þ

þ a2t10ðt21 þ t32Þ þ a1t21t32,

(ii) for the lower path
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z0 ! zlðt1Þ ¼ z0 þ v0t10 þ 1

2
a1t

2
10

! zlðt2Þ ¼ zlðt1Þ þ vlðt1Þt21 þ 1

2
a2t

2
21

! zlðt3Þ ¼ zlðt2Þ þ vlðt2Þt32 þ 1

2
a1t

2
32

¼ z0 þ v0ðt10 þ t21 þ t32Þ þ 1

2
ða1t210 þ a2t

2
21 þ a1t

2
32Þ

þa1t10ðt21 þ t32Þ þ a2t21t32:

As a result, the interferometer is closed in position space if zuðt3Þ ¼ zlðt3Þ, that is,

t210 � t221 þ t232 þ 2t10ðt21 þ t32Þ � 2t21t32 ¼ 0: ð61Þ
When we solve the system of the two algebraic Eqs. (60) and (61), for t21 and t32 in
terms of t10, we obtain

t3 � t2 ¼ t1 � t0 ¼ T and t2 � t1 ¼ 2T: ð62Þ
Hence, to close the interferometer, the four Raman pulses must be separated in time

by T, 2T, and T as indicated in Fig. 2.

Appendix E: Interferometer Phase

In the preceding Appendix, we have used classical trajectories to find the separation

T � 2T � T between the four Raman pulses leading to a closed interferometer. We

now show that in this case the product Û {
uÛ l of the evolution operators Û l and Û u

defined by Eq. (55) is proportional [28, 37, 67] to the identity operator, that is

Û{
uÛl ¼ eiφi 1, ð63Þ

where φi is the interferometer phase.

Therefore, a normalized state jψ0i leads by virtue of Eq. (59) to a perfect

contrast, that is C ¼ 1, indicating that the interferometer is independent of jψ0i.
Moreover, this calculation provides us with an explicit expression for φi.

To evaluate the evolution operator

Ûl � Ûa1ðTÞÛa2ð2TÞÛa1ðTÞ ð64Þ
for the lower path of our interferometer, shown in Fig. 2, we use the Baker–

Campbell–Hausdorff and Zassenhaus formulas [85] to represent the operator

Û aðTÞ given by Eq. (13) in the form of a product
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ÛaðTÞ ¼ exp i
ma2T3

12ħ

� �
D̂ 1

2
aT2,maT

� �
Û 0ðTÞ ð65Þ

consisting of a phase factor, the displacement operator

D̂ Z,Pð Þ � exp � i

ħ
	
Zp̂z � Pẑ


� �
, ð66Þ

and the unitary operator

Û 0ðTÞ � exp � i

ħ
p̂2z
2m

T

� �
ð67Þ

of a free particle.

The decomposition, Eq. (65), allows us to rewrite Eq. (64) as

Û l ¼ exp i
mða21 þ 4a22Þ

6ħ
T3

� �
D̂ 1

2
a1T

2,ma1T

� �
Û 0ðTÞ

�D̂ 2a2T
2, 2ma2T

	 

Û 0ð2TÞD̂ 1

2
a1T

2,ma1T

� �
Û 0ðTÞ:

ð68Þ

With the help of the commutation relation

Û 0ðTÞD̂ Z,Pð Þ ¼ D̂ Z þ P

m
T,P

� �
Û 0ðTÞ

and the addition identity

Û 0ðT1ÞÛ 0ðT2Þ ¼ Û 0ðT1 þ T2Þ
for the operators D̂ and Û given by Eqs. (66) and (67), we can shift all free-

evolution operators Û 0 in Eq. (68) to the right and we arrive at

Û l ¼ exp i
mða21 þ 4a22Þ

6ħ
T3

� �
D̂ 1

2
a1T

2,ma1T

� �

� D̂ 4a2T
2, 2ma2T

	 
D̂ 7

2
a1T

2,ma1T

� �
Û 0ð4TÞ,

or

Û 1 ¼ exp i
mT3

3ħ
5a21 þ 9a1a2 þ 2a22
	 
� �

� D̂ 4ða1 þ a2ÞT2, 2mða1 þ a2ÞT
	 


Û 0ð4TÞ:
ð69Þ

In the last step we have made use of the addition identity
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D̂ Z1,P1ð ÞD̂ Z2,P2ð Þ ¼ ei φ
� D̂ Z1 þ Z2,P1 þ P2ð Þ

with

φ
� � 1

2ħ
P1Z2 � P2Z1ð Þ,

to combine all three displacement operators into a single one.

Since the evolution operator Ûu defined by Eq. (55) for the upper path of our

interferometer follows directly from the operator Ûl given by Eq. (69) for the lower

path by an exchange of the accelerations a1 and a2, we arrive at

Ûu ¼ exp i
mT3

3ħ
2a21 þ 9a1a2 þ 5a22
	 
� �

�D̂ 4ða1 þ a2ÞT2, 2mða1 þ a2ÞT
	 


Û0 ð4TÞ: ð70Þ

When we substitute Eqs. (69) and (70) into the left-hand side of Eq. (63) and use the

property that the operators D̂ and Û 0 are unitary, the interferometer phase reads

φi ¼
m

ħ
a21 � a22
	 


T3: ð71Þ

Hence, φi is independent of the initial position z0 and velocity v0 as well as of the
initial state. Moreover, it scales with the third power of the time intervalT � t1 � t0
between the first and the second Raman pulses.
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1. S. Fray, C. Alvarez Diez, Th.W. Hänsch, M. Weitz, Phys. Rev. Lett. 93, 240404 (2004)

2. E.H. Kennard, Zeitschrift für Physik 44, 326 (1927)

3. E.H. Kennard, J. Frank. Inst. 207, 47 (1929)

4. W.P. Schleich, D.M. Greenberger, D.H. Kobe, M.O. Scully, Proc. Nat. Acad. Sci. 110, 5374

(2013)

5. P.R. Berman (ed.) Atom Interferometry (Academic Press, San Diego, 1997)

6. A.D. Cronin, J. Schmiedmayer, D.E. Pritchard, Rev. Mod. Phys. 81, 1051 (2009)

7. G.M. Tino, M.A. Kasevich (eds.) Proceedings of the International School of Physics “Enrico

Fermi” Course 188 “Atom Interferometry” (IOS, Amsterdam, 2014)

8. R.P. Feynman, A.R. Hibbs, Quantum Mechanics and Path Integrals (McGraw-Hill,

New York, 1965)

9. M.V. Berry, J. Phys. A 15, L385 (1982)

10. F. Fratini, L. Safari, Physica Scripta 89, 085004 (2014)

11. P. Storey, C. Cohen-Tannoudji, J. Phys. II 4, 1999 (1994)

12. G.D. McDonald, C.C.N. Kuhn, S. Bennetts, J.E. Debs, K.S. Hardman, J.D. Close, N.P. Robins,

EPL 105, 63001 (2014)

13. G.D. McDonald, C.C.N. Kuhn, arXiv:1312.2713 (2013)

14. Ch.J. Bordé, Ch. Salomon, S. Avrillier, A. van Lerberghe, Ch. Bréant, D. Bassi, G. Scoles,
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Double-Electron Ionization Driven by
Inhomogeneous Fields

A. Chacón, L. Ortmann, F. Cucchietti, N. Suárez, J.A. Pérez-Hernández,
M.F. Ciappina, A.S. Landsman, and M. Lewenstein

Abstract Electron–electron correlation effects play a crucial role in our under-

standing of sequential (SDI) and non-sequential double ionization (NSDI) mecha-

nisms. Here, we present a theoretical study of NSDI driven by plasmonic-enhanced

spatial inhomogeneous fields. By numerically solving the time-dependent

Schr€odinger equation for a linear reduced model of He and a double-electron

time-evolution probability analysis, we provide evidence for enhancement effects

in NSDI showing that the double ionization yield at lower laser peak intensities is

increased due to the spatial inhomogeneous character of plasmonic-enhanced field.
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The change in the emission direction of the double-ion as a function of the field

inhomogeneity degree demonstrates that plasmonic-enhanced fields could config-

ure a reliable instrument to control the ion emission. Furthermore, our quantum

mechanical model, as well as classical trajectory Monte Carlo simulations, show

that inhomogeneous fields are as well as a useful tool for splitting the binary and

recoil processes in the rescattering scenario.

1 Introduction

Since 1982, when L’Huillier presented the first experimental observation of a large

enhancement in the double-charge ionization yield of Xe driven by an intense

infrared (IR) laser-field, a number of questions about electron–electron (e-e) cor-

relation effects and their mechanisms have arisen [1, 2]. The fact that those results

could not be explained in the framework of SDI, where e-e correlation effects are

assumed negligible, opened the path of considering the importance of such corre-

lation effects in the ionization processes [1–5]. It was then that the concept of

Non-Sequential Double Ionization (NSDI) arose as an explanation of the 1982

experiment [6–9]. However, in the NSDI mechanism there are several processes

such as the shake-off, laser-field-assisted rescattering ionization, Rescattering

Impact Double Ionization (RIDI) [10–13] and Rescattering Excitation with Subse-

quent Ionization (RESI), which might take place during the double ionization

(DI) of atoms. The question of how to disentangle RIDI and RESI (and within

RIDI the binary and recoil processes) are therefore still under investigation in the

attosecond science community [3].

The most important mechanisms behind the NSDI process driven by a spatially

homogeneous strong laser field in the mid-infrared regime are the RIDI and the

RESI [9]. The importance of each of them basically depend on: (1) the gas atomic

(or molecular) target and (2) the field features. The RIDI mechanism occurs within

the so-called rescattering scenario. According to Corkum [10], once the first

electron is launched into the continuum, this process happens about the maximum

of the driven laser field via tunneling, this electron accumulates a kinetic energyE1k

and has certain probability to come back to the vicinity of ion core. At this

rescattering time, and if the electron kinetic energy is larger than the second

ionization potential (I2p) of the remaining electron (E1k � I2p), the second electron

is kicked out from the target “instantaneously” (see Fig. 1a).

However, in case that the collided first electron does not have enough energy to

knock out the second electron, (i.e.E1k < I2p), this remaining electron should have a

certain probability to be excited from its ground state to another excited state and

will not be instantaneously ionized. Nevertheless, at a subsequent maximum of the

oscillating laser field, this second excited electron can be indeed ionized via

tunneling (see Fig. 1b). The latter process is known as RESI.

Prior studies addressing e–e correlation effects in laser-driven multiple ioniza-

tion processes were done considering only spatially homogeneous fields, i.e. fields

that do not present spatial variations in the region where the electron dynamics
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takes place. This is a legitimate assumption considering that in conventional laser-

matter experiments the laser electric field changes in a region on the orders of

micrometers, whereas the electron dynamics develops on a nanometric scale.

However, since recent studies of post-ionization dynamics in spatially inhomoge-

neous fields [14] provides new physical effects and insights, a question arises as to

the influence of spatial variation on the DI process. The aim of this work is to

present a complete study of DI driven by plasmonic-enhanced spatially inhomoge-

neous fields with an investigation of NSDI in general, and the RESI and RIDI

mechanisms in particular. Plasmonic-enhanced spatially inhomogeneous fields

appear when a short laser pulse, of low intensity, illuminates a metallic or dielectric

nanostructure. As a consequence of the formation of surface plasmon polaritons

(SPPs), an amplification (enhancement) of the incoming laser electric field takes
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Fig. 1 Panels a and b show the classical pictures of the rescattering impact double ionization

(RIDI) and rescattering excitation with subsequent double-ionization (RESI) scenarios, respec-

tively. The red continuum and green dashed lines denote the IR laser field oscillations and the

trajectory of the first ionized electron about t � 1:25T0 (T0 is the period of the laser optical field),

respectively. In a the light green and light blue arrows indicate the first and second ionized

electrons. Note that the second electron is launched into the continuum about t � 2T0 when

E1k � I2p. In b, at the recollision time, denoted by a light green arrow ( t � 2T0 ), the second

electron is excited and remains in this state, noted by a light blue line, until it is laser-ionized by

tunneling at a subsequent maximum of the laser field (denoted by a magenta arrow) about

t � 2:25T0
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place. This enhancement is high enough to allow the development of strong laser-

matter phenomena, as high-order harmonic generation (HHG), above-threshold

ionization (ATI) and DI, amongst others. In addition, due the nanometric dimen-

sions of the so-called hot spots, both the laser electric field and the associated vector

potential present spatial variations in a scale comparable to the one where the

electron develops its motion. As a consequence, the theoretical approaches should

have to incorporate this new feature in the laser-matter coupling (for a comprehen-

sive review of recent theoretical and experimental developments see e.g. [15]).

We will employ both quantum mechanical approaches, based on the numerical

solution of the time-dependent of the Schr€odinger equation (TDSE) for two elec-

trons in reduced dimensions, and classical schemes employing classical trajectories

Monte Carlo (CTMC) simulations to deal with DI driven by plasmonic-enhanced

spatially inhomogeneous fields. Within the quantum framework, we employ a

linear model for the helium atom, where the motion of both electrons is restricted

to the direction of the laser polarization. Experience has shown that 1D models

qualitatively reproduce strong-field phenomena such as the double-ionization knee

structure [16, 17] or above-threshold ionization [18] and intense-field double

ionization mechanisms [19].

The rest of this paper1 is organized as follows. In the next section we present our

theoretical tools, namely the TDSE and CTMC for two electrons in reduced

dimensions. Then, in Sect. 3, we show a comparative study between DI driven by

conventional laser pulses and DI governed by plasmonic-enhanced spatially inho-

mogeneous fields. We put particular emphasis on the two-electron momentum

distribution, considering it represents one of the most detailed observables and is

fully experimentally accessible. We end up with concluding remarks and a brief

outlook.

2 Numerical Model

We study the two-electron dynamics driven by plasmonic-enhanced fields via a

fully quantum mechanical linear model of the helium atom and the integration of

Newton’s equations in the framework of the CTMC method. The ab-initio quantum
mechanical calculations allow us to address the whole electron–electron (e-e)

correlated dynamics by means of the numerical solution of the TDSE similarly to

1This contribution is dedicated to Ted Hänsch on the occasion of his 75th birthday. Although Prof.

Hänsch is mostly regarded for “contributions to the development of laser-based precision spec-

troscopy, including the optical frequency comb technique”, and his contributions to laser cooling

and physics of ultracold atoms, his influence on attosecond physics is hard to underestimate. For

instance, he predicted at very early stages the possibility of generating attosecond pulse trains from

phase locked harmonics [20, 21] and pioneered and contributed to the initial studies of the high-

order harmonics coherence [21, 22]. His group has also developed decisive steps extending the

frequency combs toward high frequencies regimes.
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those used by Lein [19] and Watson [18, 23]. The Hamiltonian of our 2e system

reads (atomic units are used throughout the paper unless specified otherwise)

H ¼
X2
j¼1

p2j
2
þ VðzjÞ þ Vintðzj, tÞ

" #
þ Vðz1, z2Þ, ð1Þ

where pj ¼ �i ∂∂zj is the momentum operator corresponding to the j-th electron

( jth-e), j ¼ 1, 2. VðzjÞ ¼ � Zffiffiffiffiffiffiffiffi
z2j þa

p and Vðz1, z2Þ ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðz1�z2Þ2þb

p are the attractive

potential of the interaction of the jth electron with the nucleus of charge Z and

the repulsive e–e potential, respectively. The potential describing the interaction

of the jth electron with the spatially dependent laser electric field in length gauge

is [24]

Vintðzj, tÞ ¼ zj þ β

2
z2j

� �
EhðtÞ, ð2Þ

where β denotes the inhomogeneity strength (see e.g. [24, 25] for more details) of

the plasmonic field and EhðtÞ ¼ E0 sin
2ðω0t=2NÞ sin ðω0tþ φ0Þ is the spatially

homogenous or conventional laser electric field. Here, E0, ω0, N and φ0 are the

laser electric peak amplitude, laser frequency, total number of cycles and carrier

envelope phase (CEP), respectively.

The numerical algorithm used to solve the TDSE for our linear 1Dx1D He model

is the Split Operator method described in Refs. [26, 27]. This algorithm takes

advantage of the Fast Fourier Transform (FFT) paradigm to evaluate the kinetic

energy operators of Eq. (1) in the Fourier space. To speed up our calculations and

redistribute the whole 2e wavefunction in position space—with a total number of

points NT ¼ N1 � N2 � 4� 104 � 4� 104 ¼ 1:6� 109—on different computa-

tional nodes,Np, we employ the message passing interface MPI parallelized version

of the FFTW [28]. This implementation allows us to reach large electron excursions

zj � E0

ω2
0

, which is typical for electrons driven by spatially inhomogeneous

fields [24, 25]. Each 1Dx1D TDSE calculation took about 11735 CPU-hours on Np

¼ 1024 cores in the Barcelona Supercomputer Center.

For the He linear model, we have fixed the soft-core parameters and the nucleus-

charge to a ¼ b ¼ 1 a.u., and Z ¼ 2, respectively. With these values, we obtain a 2e

ground state energy of E1,2 ¼ �2:238 a.u. Although the matching with the exper-

imental data is not perfect, it is sufficient to qualitatively reproduce the 2e-dynamics

driven by a linearly polarized laser-field [18, 19, 23, 29]. The 2e ground state

wavefunction Ψ0ðz1, z2Þ is obtained via imaginary-time propagation—with an

imaginary time step δt ¼ �i0:025 a.u.—switching off the interaction potential in

Eq. (2), i.e. Vintðzj, tÞ ¼ 0. The first electron ionization and the second electron

ionization potentials are then I1p ¼ 0:751 a.u. and I2p ¼ 1:487 a.u., respectively.

To follow the 2e dynamics driven by the plasmonic-enhanced spatially inhomo-

geneous fields, encoded in the the time-dependent wavefunction Ψðz1, z2, tÞ, the

Double-Electron Ionization Driven by Inhomogeneous Fields 495



wavefunction Ψ0ðz1, z2Þ of the ground state is propagated in real time via TDSE

with the Hamiltonian defined in Eq. (1). In addition, we compute the single-electron

ionization, P1eðtÞ, and 2e-ionization, P2eðtÞ, as a function of time t. The 2e position
distribution jΨðz1, z2, tÞj2 is split into three parts: (i) fjz1j, jz2j < zag, (ii)

fjz1j < za, jz2j � zag or fjz1j � za, jz2j < zag, and (iii) fjz1j, jz2j � zag with

za ¼ 90 a.u.

As it is illustrated in Fig. 2, the first region (i) describes the 2e bound

wavefunction, Ψbðz1, z2, tÞ, part of Ψðz1, z2, tÞ. The second one (ii) defines the

single-electron ionization (SI) Ψ1eðz1, z2, tÞ, which is the time dependent Heþ yield.

And the third region (iii) includes the double-electron ionization (DI) Ψ2eðz1, z2, tÞ
part, which represents the He2þ time-dependent yield production. Then, by integrat-

ing over regions (ii) and (iii) the single- and double-electron ionization P1eðtÞ and

P2eðtÞ rates (Heþ and He2þ production yields) are computed, respectively.

The final two-electron momentum distribution S2eðp1, p2Þ ¼jΨ2eMðp1, p2, tFÞj2 is
evaluated half a laser cycle after the end of the IR laser field as the absolute square

of the projection of the final 2e wavepacket Ψ2eðz1, z2, tFÞ on the double-electron

plane waves Φp1,p2ðz1, z2Þ ¼ 1
2π exp½i z1p1 þ z2p2ð Þ� [11, 19]. Convergence tests on

time propagation at 1
3
T0,

1
2
T0 and T0 after the end of the oscillating laser field show

that the 2e probability distribution does not change considerably between 1
2
T0 and

T0 (T0 is the cycle period of the IR laser beam). To reduce the computational

calculation time and position number of grid points, we chose as detection time

half a cycle after the end of our oscillating field. Furthermore, the correlated ion

SHe2þðpionÞ momentum distribution is calculated by projecting S2eðp1, p2Þ on the

diagonal p1 ¼ p2, which corresponds to the total 2e momentum p ¼ p1 þ p2.

Fig. 2 Diagram of the different regions for the whole two-electron wavefunction in the position

space (z1, z2 ). The entire region can be split in (i) the spatial ground state area, (ii) the single-

electron ionization (SI) area and (iii) the double-electron ionization (DI) area (see the text and

consider za ¼ a). Note that the (i) spatial region is graphically described by the green central
square, the (ii) is the inner region within the red horizontal and vertical lines without considering
(i), and the (iii) region is the remaining area, including parts in the I, II, III and IV quadrants. The

diagonal dark blue line points out the antisymmetric condition for the two-electron systems
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Thereby, via momentum conservation of the system, the ion momentum reads

pion ¼ �ðp1 þ p2Þ.
To supplement the quantum mechanical calculations and better understand the

physical origin of the effects of the plasmonic-enhanced field, we implement

CTMC simulations to investigate electron trajectories after ionization of helium

under the so-called RIDI mechanisms. The simulations are restricted to one dimen-

sion, namely the direction of field polarization, in which also the field inhomoge-

neity develops. The trajectories are launched at a starting time t0, which is

distributed probabilistically following the Ammosov–Delone–Krainov (ADK) for-

mula [30, 31], typically used to model strong field ionization [32–35]

Pðt0, v⊥Þ ¼ exp � 2ð2Ipðt0ÞÞ3=2
3Ehðt0Þ

 !
ð3Þ

corresponding to an atom centered at the origin. Ip denotes the Stark shifted

ionization potential [36]

Ipðt0Þ ¼ I1p þ 1

2
ðαN � αIÞEhðt0Þ2, ð4Þ

with αN and αI representing the polarizability of the atom and ion, respectively. The

tunnel exit radius is assumed to be zero following the simple man’s model [10]. The

dynamics of each electronic trajectory after ionization is solved numerically by

integrating the Newton’s equations of motion, which take into account the laser

field, but not the Coulomb potential following the model in [11].

If the electron returns to the ion’s position (z ¼ 0) at time tr with kinetic energy

Ek1ðtrÞ larger than the ionization potential I2p of the second electron [18], this

second electron can be ionized as well. In this ionization process the kinetic energy

of the first electron is reduced by I2p and the second electron is born in the

continuum with zero velocity

p1ðtrÞ ¼ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 Ek1ðtrÞ � I2p
� �q

p2ðtrÞ ¼ 0:
ð5Þ

Here, the two different signs in p1 describe the possibility of scattering the first

electron into forward, binary, or backward, recoil, direction with respect to its

momentum directly before the ionization of the second remaining electron.

For each double ionization event, we calculated both options. The dynamics

after the second ionization is again determined by the propagation in the laser field,

where the Coulomb force is completely neglected [11]. The reason for doing so is

the fact that close to the ion quantum effects play a crucial role, which cannot be

captured in our classical model. Therefore, we restrict ourselves to the classical

dynamics in the laser field. For the electron dynamics far away from the ion, this is

not a problem anyway since here the Coulomb force is negligible, which is why it is

common practice to treat the Coulomb force in this regime perturbatively [37].
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3 Double-Electron Ionization

To study the e-e correlation effects we first compute the final single- and double-

electron ionization yields as a function of the peak laser field intensity for a

few-cycle IR pulse. This allows us to identify the intensity regions where the

spatially inhomogeneous field substantially modifies the double-electron ionization

process. Because of possible damage and ablation of the nanostuctures, we restrict

ourselves to relatively low peak plasmonic-enhanced intensities: I0 < 1015 W/cm2

(for more details about the parameters range and experimental constraints see

e.g. [15]). Second, we compute the two-electron momentum distribution as a

function of the inhomogeneity strength at a fixed laser intensity. This scan on the

β parameter provides enough evidence about the role of the spatial inhomogeneous

field in the 2e ionization process. Furthermore, we scrutinise if the e–e correlation

features are affected by the plasmonic-enhanced driven field.

3.1 Heþ and He2þ Ion Yields

We numerically compute the final 2e-ionization yield by the procedure described in

Sect. 2. The grid parameters used in those calculations areN1 ¼ N2 ¼ 40960points

and δz1 ¼ δz2 ¼ 0:25 a.u. The integration time step was chosen δt ¼ 0:025 a.u. The
results of the single- and double-electron ionization yield as a function of the peak

laser field intensity for the homogeneous (β ¼ 0) and inhomogeneous fields with

β ¼ 0:005 a.u., are depicted in Fig. 3.

An enhancement of the final 2e ionization P2eðtF, I0Þ is observed for the

inhomogeneous field case when compared to the conventional one. Similar effects

are also obtained in the comparison with the single-electron ionization yields. This

Fig. 3 Numerical TDSE

calculations of the single-

(red) and double-electron

(blue) ionization yields of

our linear 1D � 1D He

2e-model driven by

homogeneous (line with
circles) and inhomogeneous

(dashed line) fields as a
function of the laser peak

intensity. The mean

frequency of the IR laser

field is ω0 ¼ 0:057 a.u.

(1.55 eV), the CEP is φCEP

¼ 0∘ and the total number of

cycles is N ¼ 4 under a

sin 2 envelope
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feature is hardly visible in the Fig. 3, due to the logarithmic scale, although we have

found an increment up to a factor of 4 in the double ionization yield. This

enhancement clearly shows that the spatially inhomogeneous fields play an instru-

mental role in the NSDI of helium.

Naturally, the question about the origin of this enhancement arises. To answer it,

we compute the single- P1eðtÞ and double-electron Pe2ðtÞ ionization yield as a

function of time at a fixed peak intensity of I0 ¼ 2� 1014W/cm2. Here we focus our

attention on the intensity region where the double ion yield, He2þ, is enhanced by

the inhomogeneous field. According to Fig. 3, one such region is I0 ¼ 1� 5� 1014

W/cm2. The results of the time-evolved probabilities are depicted in Fig. 4.

For the single-electron ionization P1eðtÞ shown in Fig. 4a, the “inhomogeneous”

ionization yield is larger than the conventional one, in particular, at about 2.5 cycles

of the IR laser. We could trace out the origin of this observation in a much stronger

distortion of the laser-atomic potential barrier, which raises the probability of the

first bound electron to ‘escape’ from the atom.

Figure 4b shows a comparison of P2eðtÞ for conventional and inhomogeneous

fields. About 3.4 cycles of the IR laser oscillations, the 2e ionization yield largely

increases for the inhomogeneous field case with respect to the conventional one by

more than 5-times. At this very low inhomogeneity degree of β ¼ 0:005 a.u., and

low IR peak intensity, this enhancement of the 2e-ionization rate is a very surprising

result. Similar behaviour was previously observed in [14], where the double-

electron ionization reaches higher yields leading to an enhancement in the intensity

of the HHG signal. However, in that latter case a larger inhomogeneity degree of

β ¼ 0:02 a.u was used.

An hypothesis that might explain that result is based on the three step Corkum’s
model [6, 9, 10] where: first, the first electron ionizes via tunnelling, second, this

electron propagates in the continuum gaining energy from the laser field—in our

case a spatially inhomogeneous field—and then when the field changes its sign the

electron has a probability to re-collide with the ion core Heþ. As a third step, this

colliding electron can kick out the second electron if and only if the first electron

Fig. 4 Single- (a) and double-electron (b) ionization yields of our linear 1D � 1D He 2e-model

driven by conventional and spatially inhomogeneous fields as a function time (see left axis). The
IR laser field oscillations are depicted in red solid line. The laser peak intensity used to follow the

two-electron dynamics is I0 ¼ 2� 1014 W/cm2. The other laser parameters are the same than those

used in Fig. 3
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kinetic energy is larger than I2p, the ionization potential of the second remaining

electron in the ion core: RIDI or (e, 2e) mechanism. For the conventional field cases

at low laser peak intensities (about 0.8–3�1014W/cm2), the probability that the first

electron reaches a larger enough energy as to overcome the ionization potential of

the second electron is negligible. Thus, it is rather unlikely that the double ioniza-

tion process be mediated by the so-called RIDI mechanism (see Sect. 1 for more

details). However, from the behaviour of electrons driven by spatially inhomoge-

neous fields (see e.g. [15]), it is very likely that the first-ionized electron gains a

much larger energy compared to the conventional case. Thus, at the instant of

re-collision, the second electron would have a higher chance to be ionized in a

spatially inhomogeneous field, which corresponds to an enhancement of the double

electron ionization probability.

Note that according to Refs. [10, 11] the RIDI process is limited by the energy

that the first electron can accumulate from the laser field. The calculations depicted

in Figs. 3 and 4 provide enough evidence to confirm that the spatial inhomogeneous

field could open this channel at a much lower laser peak intensity. This happens

because the first electron gains much more energy in the field, increasing then the

probability to ionize the second electron.

3.2 Correlated Two-Electron Momentum Maps

Another interesting observable, which contains information about the e–e correla-

tion, is the 2e-momentum distribution. This observable has allowed to disentangle

the common sequential and non-sequential double RESI, rescattering impact ion-

ization and laser-field assisted rescattering ionization mechanisms [12, 13,

38]. Fig. 5 depicts S2eðp1, p2Þ for different β parameters at the same fixed laser

peak intensity of I0 ¼ 2� 1014 W/cm2. The double-electron map in Fig. 5a exhibits

two large probability lobe peaks on the first quadrant of the correlation region—in

almost perfect concordance with the results published in Ref. [19]. This probability

distribution indicates that both electrons prefer to leave on the same (positive)

direction. It is understood that the repulsive e–e Coulomb potential plays an

important role at those relative low peak intensity for the He model [19].

Note that a classical rescattering electron scenario (e, 2e) is not good enough for

describing this NSDI mechanism of our He model at this peak intensity. From a

classical viewpoint, the rescattering energy Ek,max ¼ 3:17Up ¼ 1:4 a.u., is lower

than the second ionization potential I2p 	 1:5 a.u. This is the main reason to not

compute the double electron ionization maps by means of CTMC simulations. This

is so because the classical rescattering energy of the first electron is not enough to

exceed the ionization potential of the second electron. Instead, these double-

electron ionization maps, Fig. 5a, b, could be understood as a laser field-assisted

rescattering process for which such a constraint does not apply [11–13, 19, 38]. As
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pointed out in [9, 19], the driving laser field provides the rest of the required energy

to remove the second electron at the instant of recollision.

For further interpretations of Fig. 5 we recall that finding double ionization in

quadrants I and III corresponds to both electron momenta pointing in the same

direction. In contrast, quadrants II and IV contain the cases of the electrons’
momenta pointing into opposite directions. When both electrons leave the atom

in the same direction, we say they are correlated. Comparing the 2e-momentum

distributions in Fig. 5a, b, we find that the two electrons prefer to detach in

opposite directions when driven by plasmonic-enhanced spatially inhomogeneous

fields. This effect is even larger for an inhomogeneity degree of β ¼ 0:01 and

0.015 a.u., as can be seen in Fig. 5c, d. We note, however, the appearance of a small

2e-probability also in the correlated regions.

Fig. 5 Numerical two-electron momentum distribution for various inhomogeneity degrees:

β ¼ 0:000 (a), 0.005 (b), 0.010 (c) and 0.015 a.u. (d). The color scale is log10½S2eðp1, p2Þ�:Vertical
and horizontal blue dashed lines denote the 2e momentum axes which help us to distinguish

between correlated, (i) and (iii) quadrants, and anticorrelated, (ii) and (iv) quadrants, regions. The
diagonal red dashed line p1 ¼ p2 represents the max e–e correlation momentum points or the total

2e momentum p ¼ p1 þ p2. CTMC for the (e, 2e) mechanisms are superimposed in green-circles
(recoil process) and in red-squares (binary process) in c and d panels. The laser peak intensity used

for these numerical calculations is I0 ¼ 2� 1014 W/cm2. The other laser parameters are the same

as those used in Fig. 3
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Naturally, questions about the physical mechanisms behind those effects in the

2e maps emerge. To address those questions, we superimposed our CTMC calcu-

lations on the TDSE results in Fig. 5c, d for the cases of binary (red-squares) and

recoil (green-circles) processes. As is observed, a reasonable agreement between

the TDSE and the CTMC calculations is found. In particular, the concordance is

remarkable for the case of β ¼ 0:015 a.u. This clearly corroborates that the forward
rescattering process with respect to the first incident electron direction, binary, is

highly probable within that so-called (e, 2e) mechanisms if spatially inhomoge-

neous fields drive the two-electron system. Note that this agreement of TDSE and

CTMC supports our previous observation that the 2e-particles are likely to prefer

leaving the atom in opposed directions.

Furthermore, according to Weber et al. [8] the momentum distribution

corresponding to the coordinates p ¼ p1 þ p2 (diagonal along p1 ¼ p2) and p
� ¼ p1

�p2 (diagonalp1 ¼ �p2) is helpful for describing the importance of two effects: e–e

repulsion and acceleration of the particles by the optical field. On the one hand, e–e

repulsion does not change p but contributes to p�. On the other hand, the momen-

tum transfer received from the field is identical. So, this part of the acceleration

does not change p� but contributes to p. Note, however, that this statement is only

valid if the electric field does not depend on the position. Thereby, for the inhomo-

geneous field cases we cannot conclude that the acceleration part does not contrib-

ute to p� as it is the case in conventional fields. This is in absolute concordance with

what we observe in the 2e momentum maps for β ¼ 0:010 and 0.015 a.u.

Additionally, in Fig. 6 we show the correlated ion He2þ momentum distributions

corresponding to the S2eðp1, p2Þ panels of Fig. 5. A first observation is that a large

momentum-shift is found for the recoiling ion as the inhomogeneity degree β
increases. For the conventional field case depicted in Fig. 6a, the full momentum

width of the distribution is about�2A0 ¼ �2:6 a.u., whereA0 ¼ E0=ω0 (A0 ¼ 1:3 a.
u.), is the maximum peak vector potential strength [7, 19, 39]. An asymmetry in the

amplitude of the ion distribution SHe2þðpionÞ is observed at β ¼ 0 a.u. This is due to

the employed laser field being within the few-cycle regime,N ¼ 4, see e.g. Ref. [3]

about the CEP effects. However, three peaks at about p
ðmaxÞ
ion ¼ f�A0, 0, þ A0g are

found. These might suggest that the laser field-assisted rescattering double ioniza-

tion mechanism and the RESI mechanism take place simultaneously in such a

complex correlated momentum map.

In the case of inhomogeneous fields, the ion distribution shape strongly depends

on the parameterβ. While the inhomogeneity increases, the expectation value of the

ion momentum h pHe2þi is shifted from negative to positive momentum values,

i.e. the momentum expectation value changes from h pHe2þi ¼ �0:92 to +0.49

a.u. (see the top left of each panel). This indicates that the ion recoils in a

completely opposite direction compared to the conventional field case. This strong

modification in the ion direction emission, in principle experimentally detectable, is

a signature of the spatial inhomogeneous character of the driven field in the DI

process. In addition, the several peaks that appear in the ion distributions, suggest
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the possibility of different interference paths in the DI process driven by the

spatially inhomogeneous field.

So far, we have studied double ionization in He via scanning the 2e-momentum

distribution over the inhomogeneity parameter β at a fixed laser intensity. To obtain
an insight about the 2e ionization when the laser-peak intensity increases, we

compute and compare the momentum–momentum distributions for the conven-

tional β ¼ 0 and inhomogeneous β ¼ 0:005 a.u. fields. Additionally, our ab-initio
TDSE calculations are compared with the CTMC simulations. The results are

depicted in Fig. 7. While the peak intensity increases from 3 to 7� 1014 W/cm2

for conventional fields, some pronounced lobes in the correlation regions are

observed. Furthermore, large probability lobes in the anticorrelated region are

also visible. This is a signal that the e–e Coulomb repulsion force is losing its

importance while the laser field peak intensity increases. In particular, that effect is

larger for the highest intensity. In addition, note that a better agreement between

TDSE and CTMC is found in the cases of Fig. 7c, e as it is expected [7, 11, 19]. This

indicates that the (e, 2e) processes are the main mechanisms behind those calcula-

tions. However, in Fig. 7a, a laser field-assisted rescattering DI process still
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Fig. 6 Correlated ion He2þ momentum distributions, S2He þ ðpionÞ, corresponding to the panels a–
d of Fig. 5. We have also computed the ion expectation values h pHeþ2i as a function of β and show
it in each plot (see the top left of each panel). The difference is remarkable: from negative values to

positive ones. This clearly points out that the spatial inhomogeneous field configures an instru-

mental tool to control the ion direction emission
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dominates over the RIDI mechanisms. This is concluded from the poor agreement

between the quantum mechanical and the classical calculations for the binary and

recoil processes.

On the other hand, for inhomogeneous fields, Fig. 7b, d, f, the probability of 2e

ionization with opposite momenta increases. This clearly indicates that the propa-

gation of electrons under the influence of plasmonic field changes completely the

2e-dynamics. Note, that a signal in quadrant III of the correlation region is also

Fig. 7 Numerical two-electron momentum distributions driven by homogeneous β ¼ 0 (a, c, e),
and inhomogeneous fields (b, d, f) with β ¼ 0:005 a.u., for three different laser-peak intensities:

I0 ¼ 3, 5, 7� 1014 W/cm2. The CTMC calculations for binary (red-squares) and recoil (green-
circles) processes are superimposed on the 2e momentum maps. Other laser parameters are the

same as in Fig. 3
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observed, which is an indication that both electrons, independently of the incident

direction of the first colliding particle, prefer to leave with negative momenta

directions. Furthermore, while the laser peak intensity increases, the V-like shape

in the quadrant III tends to be much closed, and also a strong signal along the

diagonal p1 ¼ p2 for p1 < 0 is clearly observed. These facts are the signature that e–

e correlation effects rapidly losing importance while the particles are propagating in

the plasmonic field. Note, however, that e–e repulsion somehow is still present

because of the large momentum density width along the diagonal p1 ¼ �p2.
Finally, it is interesting to point out that up to 7� 1014 W/cm2 the NSDI by

inhomogeneous fields is still within the rescattering (e, 2e) scenario. This statement

is supported by the CTMC simulations that agree very well with the TDSE

calculations for all studied cases. This demonstrates that the isolation of binary

and recoil processes is very sensitive to the laser peak intensity. We should note,

however, that between 2 and 5� 1014 W/cm2, we ensure that those backward and

forward rescattering processes could be separated, just by observing the

anticorrelating and correlating regions of the momentum–momentum distribution.

4 Conclusions

Non-sequential double ionization of helium atoms driven by a plasmonic-enhanced

spatially inhomogeneous fields has been theoretically investigated. By means of the

fully numerical solution of the time-dependent Schr€odinger equation, we observed
that ion yield of He2þ substantially increases while the inhomogeneous field drives

the system. An analysis of the single- and double-electron time-evolution proba-

bilities and the two-electron momentum distribution simulations of the binary an

recoil mechanisms support that the main reason for this enhancement corresponds

to a high accumulated energy of the first re-colliding electron when it is moving in

the spatially inhomogeneous field.

An unexpected (e, 2e) mechanism at very low intensity, i.e. I0 ¼ 2� 1014W/cm2

is observed with increasing the inhomogeneity strength. Note that the double

electron ionization effects induced by the plasmonic-enhanced fields will depend

on (1) the peak intensity; (2) the spatial properties of the field and (3) the applied

target. The latter is so because of the different ionization potentials for different

atomic and molecular species. This means that both by engineering the inhomoge-

neous field and controlling the laser intensity the two different mechanisms, namely

the laser field-assisted re-scattering and the RIDI process can be isolated. Further-

more, our interpretation of the fully ab-initio TDSE for the two-electron momentum

distributions by comparing to CTMC simulations allowed us to distinguish between

binary and recoil processes if and only if the spatially inhomogeneous field drives

the system.

Furthermore, the spatial characteristics of the plasmonic-enhanced field break

the symmetry of the 2e acceleration in the anticorrelated region. This is noted in the

pronounced peaked probability of the two-electron momentum distribution located
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in the II and IV quadrants. Physically this is translated by the fact that the

two-electron propagation is much more affected by the plasmonic field than by

the e–e correlation at the double-ionization time. Thereby, plasmonic-enhanced

fields configure an interesting alternative to control correlation effects in the double

ionization process.

Still there are open questions, e.g. concerning the role of the e–e Coulomb

potential while both identical particles are propagating within the spatially inho-

mogeneous field and how this effect is related to the 2e momentum distribution

maps for the largest laser peak intensities here used. We plan to address these

questions in a subsequent work.

Acknowledgements This work was supported by the project ELI-Extreme Light Infrastructure-

phase 2 (Project No. CZ.02.1.01/0.0/0.0/15_008/0000162) from European Regional Development

Fund, Spanish MINECO (National Plan grants FIS2011-30465-C02-01, FOQUS No. FIS2013-

46768-P, FISICATEAMO FIS2016-79508-P and Severo Ochoa Excellence Grant No. SEV-2015-

0522), the Generalitat de Catalunya (SGR 874 and CERCA/Program) and Fundació Privada
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Parity-Nonconserving Interaction-Induced

Light Shifts in the 7S1=2–6D3=2 Transition

of the Ultracold 210Fr Atoms to Probe New

Physics Beyond the Standard Model

T. Aoki , Y. Torii, B.K. Sahoo, B.P. Das, K. Harada, T. Hayamizu,

K. Sakamoto, H. Kawamura, T. Inoue, A. Uchiyama, S. Ito, R. Yoshioka,

K.S. Tanaka, M. Itoh, A. Hatakeyama, and Y. Sakemi

Abstract We present an experimental technique to measure light shifts due to

the nuclear spin independent (NSI) parity-nonconserving (PNC) interaction in the

7S1=2–6D3=2 transition in ultracold
210Fratoms. The approach we propose is similar to

the one by Fortson (Phys Rev Lett 70:2383, 10) to measure the PNC-induced light

shift which arises from the interference of parity nonconserving electric dipole
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transition and electric quadrupole transition amplitudes. Its major advantage is that it

can treat more than 104 ultracold 210Fr atoms to enhance the shot noise limit.

A relativistic coupled-cluster method has been employed to calculate the electric

dipole transition amplitudes arising from the PNC interaction. Based on these

calculations, we have evaluated the PNC-induced light shifts for transitions between

the hyperfine levels of the 7S1=2 and 6D3=2 states and suitable transitions are

identified for carrying out PNC measurements. It is possible in principle to probe

new physics beyond the standard model with our proposed experimental scheme.

1 Introduction

Studies of atomic parity nonconservation effects have the potential to probe new

physics beyond the standard model of particle physics and to measure the nuclear

anapole moment (NAM) which is an unusual property of the nucleus [1, 2]. There

are mainly two sources of parity nonconservation (PNC) interactions in atomic

systems. One is due to the neutral current weak (NCW) interactions by the

exchange of the Z0 boson between the nucleus and electrons, while the other is

due to the interaction of the NAM with the electrons [1–5]. The NCW interaction

can be classified into nuclear spin independent (NSI) and nuclear spin-dependent

(NSD) PNC interactions depending on whether the vector and axial-vector currents

come from the nuclear or electronic parts of the atomic system. In addition, the

interaction of electrons with the NAM can also contribute to the NSD PNC

interaction [1, 2]. Since the electron–nucleon NSI interaction propagates coherently

in an atomic system, its contribution to the atomic PNC effect is significantly larger

than that of the NSD interactions, which is primarily contributed by the unpaired

nucleons of the atomic nucleus.

It is possible in principle to gain insights into new physics beyond the standard

model (SM) of particle interactions by investigating the NSI PNC interaction, and

the NSD PNC interaction can serve to measure the NAM in atomic systems. It is

possible to extract the nuclear weak charge ðQWÞ and compare it to the

corresponding value in the SM by combining the results of high precision mea-

surements and calculations of NSI PNC observables in these systems. A discrep-

ancy between these two values could reveal possible new physics beyond the

SM [1, 2, 6, 7]. The most accurate data on atomic PNC currently comes from the

6S1=2 ! 7S1=2 transition in cesium [8]. To obtain a more accurate value of QW, it

would be desirable to consider other candidates. In this context, many other atomic

systems such as Yb [9], Baþ [10], Raþ [11], and Ybþ [12] have been proposed for the
PNC studies. The last successful NSI PNC measurement was carried out on atomic

Yb by detecting the fluorescence in transitions using the technique of Stark mixing

[9], but its accuracy was about 10%. On the basis of theoretical [13–15] and

experimental analyses [16–19], it has been argued that Fr atom is a favorable

candidate for performing PNC studies. A detection method by the measurement

of the light shift induced by a PNC effect has been proposed in a single trapped and

laser-cooled Ba þ ion by Fortson [10]. Motivated by this proposal, similar
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approaches have been proposed to investigate PNC interactions in Ybþ [12] and Raþ

[11]. Application of the light-induced technique to these ions seems to be favorable

owing to the fact that they have ground S and metastableD3=2 states, unlike the alkali

atoms. The PNC effects in these systems are enhanced in these transitions compared

to the S� S transitions. The reason for this is that in the S state, the valence s orbitals
have large overlap with the atomic nucleus, and in the S� D3=2 transition the large

contribution of the PNC amplitude arising from the ground state is not canceled

unlike in the S� S transitions, where there are substantial cancellations between the

contributions from the ground and excited states (see the discussions in [11, 20]). It

was also later realized that by applying the same method to theS� D5=2 transitions of

Baþ and Raþ ions, it is possible to measure the NAM unambiguously [21, 22]. We

had proposed in a recent work that it is possible to use a similar technique for the

S� D5=2 transition in ultracold
210Fr atoms to observe a possible signature due to the

NAM [15, 23]. Since the D5=2 state in Fr is not metastable in contrast to the

aforementioned singly charged ions, we had suggested that a similar level of shot-

noise-limit like the ions can be attained in the 210Fr isotope by considering a large

number ð� 104Þ of atoms in an optical lattice for the measurement [23].

In this paper, we investigate an analogous method for the detection scheme of

the NSI PNC interaction in the 7S1=2 � 6D3=2 transition of the
210Fr atoms. We plan

to carry out this measurement using the Cyclotron and Radioisotope Center

(CYRIC) facility at Tohoku University, Sendai, Japan along with the NSD PNC

effect measurement in the S� D5=2 transition. As both the NSI and NSD PNC

interactions will contribute to the S1=2 � D3=2 transitions, it is not possible to

discriminate between the two light shifts induced by the NSI and NSD effects in

a PNC experiment. However, our approach would be to get information about the

contribution of the NAM from the NSD interactions from the PNC measurement in

the 7S1=2 � 6D5=2 transition in
210Fr atoms, and then from this knowledge we would

like to infer the NSI observable very precisely by carrying out PNC measurement in

the 7S1=2 � 6D3=2 transition of these atoms trapping using the same facility. Our

method would enable us to precisely measure the NSI PNC effect to probe new

physics beyond the SM of particle physics.

The paper is organized as follows: In the next section, we introduce the sources

of NSI and NSD PNC interactions in atomic systems, and their implications for

elementary particle physics. In the subsequent section, we discuss the measurement

procedure for PNC-induced light shifts in 210Fr . We then present our theoretical

results and discuss them before making our concluding remarks.

2 Parity Nonconservation Interaction and New Physics

Beyond the SM

Here we discuss briefly the PNC interactions in an atomic system. The atomic

Hamiltonian due to the NSI PNC interaction is given by [3, 4, 24]
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HNSI
PNC ¼ GF

2
ffiffiffi
2

p QWγ5ρnuc rð Þ, ð1Þ

where GF is the Fermi constant, QW is the weak charge, ρnuc is the nuclear density,
and γ5 is the Dirac matrix. The weak charge in the SM is described as [1–5]

QSM
W � ZQ

ðpÞ
W þ NQ

ðnÞ
W

¼ 2Z þ Nð ÞQðuÞ
W þ Z þ 2Nð ÞQðdÞ

W ,
ð2Þ

where QSM
W is the weak charge due to the SM, Z is the number of protons, and N is

the number of neutrons in atomic nuclei. Q
ðuÞ
W and Q

ðdÞ
W are the weak charges

characterizing the interactions of the electron-axial vector-current with the vector

currents of up and down quarks, respectively. Q
ðpÞ
W and Q

ðnÞ
W are the proton and

neutron weak charges, respectively. They can be expressed as Q
ðpÞ
W ¼ 2Q

ðuÞ
W þ Q

ðdÞ
W

and Q
ðnÞ
W ¼Q

ðuÞ
W þ 2Q

ðdÞ
W . At the lowest order of electroweak interactions, these

parameters can be expressed as [1, 2]

Q
ðpÞ
W ¼ 1� 4 sin 2θW and Q

ðnÞ
W � �1, ð3Þ

where θW is the Weinberg angle. Thus, we can have QSM
W �

� 4 sin 2θW � 1ð ÞZ þ N½ � � �N. In fact, this is the reason why effects due to

HNSI
PNC are often expressed in unit of ð�QW=NÞ. It is to be noted that in the framework

of the SM, the expression for the NSI interaction Hamiltonian given by Eq. (1) is

derived by taking into account only the exchange of the Z0 boson in the neutral

current weak interaction between the nucleus and the electrons. However, several

new theories of particle physics argue that the SM is an intermediate manifestation

of a more complete theory. These theories predict many extra-new particles. Some

of these particles are similar to the Z0 boson in nature but are predicted to possess

larger masses than Z0. In such a scenario there will be shift in the value ofQW and it

is possible to probe the signature of the existence of these new interactions by

inferring the deviation in the value of QW from its predicted SM value. Measure-

ments of the PNC effects in the atomic systems in combination with relativistic

many-body calculations are capable of providing accurate values of these

quantities.

Assuming that there exist new interactions that can contribute to the NSI PNC

interactions in an atomic system, we can rewrite the weak chargeQW of an atom as

QW � QSM
W þ QNew Physics

W , ð4Þ

whereQSM
W andQNew Physics

W are now the weak charge contributions from the SM and

new physics beyond the SM, respectively. If the weak charge that is obtained from

the atomic studies (Q atomic
W ) is different from QSM

W , then one can yield
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ΔQW � Q atomic
W � QSM

W ¼ QNew Physics
W

¼ ZΔQðpÞ
W þ NΔQðnÞ

W

¼ 2Z þ Nð ÞΔQðuÞ
W þ Z þ 2Nð ÞΔQðdÞ

W ,

ð5Þ

and this difference can be used to find the signature for the existence of new

physics. ΔQðpÞ
W , ΔQðnÞ

W , ΔQðuÞ
W , and ΔQðdÞ

W are the new physics contributions for

Q
ðpÞ
W , Q

ðnÞ
W , Q

ðuÞ
W , and Q

ðdÞ
W , respectively.

We mentioned below some scenarios for new physics that are relevant for NSI

PNC in atomic systems [6, 7].

(i) Extra Zχ boson in SO(10): As a grand unified theory (GUT), the superstring-

inspired E6 symmetry is spontaneously broken in SO(10). This can give rise an

extra Zχ boson [25] and would modify the weak charge of an atom by [6]

ΔQW ¼ 0:4 2N þ Zð Þ MW

MZχ

� �2

, ð6Þ

where theMW ’ 80 GeV=c2 andMZχ are the masses ofW� boson, and the extra Zχ

boson, respectively. With ΔQW of 0.65 for 133Cs with Z ¼ 55 and N ¼ 78 [26], we

can obtain from Eq. (6) asMZχ ’ 912 GeV=c2. This shows that atomic PNC studies

can put the stringent limit on the mass of the extra Zχ boson.

(ii) Leptoquark and supersymmetry (SUSY): The leptoquark resonance state in

the lepton to quark conversion process as BSM is also suggested. It arises naturally

in the R-parity violating SUSY theory [27], which involves the electron–quark–

squark interaction. This can also lead to PNC effect in the atomic systems. In this

case, the coupling λs between the down-quark and squark with chargeþ2=3 can be

related with the mass of squark Mϕ and ΔQW by [7]

λs � 0:4

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ΔQW

2N þ Z

r
Mϕ

100GeV=c2

� �
: ð7Þ

Here 2N þ Z in the denominator corresponds to the number of down quarks

involved in the process. Similarly, for the interactions involving the up quarks

can be obtained by replacing2N þ Zwith2Z þ N in the above expression. The finite

value of λs will indicate physics beyond the SM, which can be inferred from the

knowledge of ΔQW. With the assumption of λs ¼ 0:6 as in Ref. [7], substituting

ΔQW of 0.65 for Cs into Eq. (7) results in giving Mϕ 	 2:70 TeV=c2.
(iii) Compositeness: The SM assumes leptons and quarks to be pointlike.

However, these particles might have a composite structure. Manifestation of the

composite structure includes the presence of fermion form factor, and the existence

of contact interaction [28–30]. The contact interaction between a lepton and a quark

gives rise to the contribution to the weak charge as discussed in Refs. [7, 31].

(iv) Others: The radiative isospin conserving S and violating T parameters, that

are related to masses of existing Higgs bosons, can also contribute to ΔQW
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[6, 32]. After the recent discovery of SM Higgs particle, values of the above

parameters have been revised in Ref. [33]. Possibility of existence of other light

U boson has been discussed in [34]. Such light boson can also give rise dark parity

violation at the lower energy scale and is a possible candidate to explain the muon

g-2 factor anomaly and astronomical observation of positron excesses [35, 36].

Nevertheless, the large hadron collider (LHC) facility, which operates at the TeV

energy scale, can in principle rule out some of these discussed models and may also

validate the existence of some of the predicted extra particles. Alternatively, an

experiment involving the scattering of longitudinally polarized electrons from the

unpolarized protons has also been under consideration to infer the Q
ðpÞ
W value

[37, 38]. Our proposed atomic PNC studies can be the complementary approaches

to these accelerator based methods to probe the aforementioned new physics.

We can find from Eqs. (6) and (7) that an atom with a large N is more sensitive to

the mass of the new bosonic particles. In this work, we have considered the 210Fr

atom with Z ¼ 87 and N ¼ 123 to probe PNC due to the weak interactions. Using

Eq. (2), we can estimate nuclear weak charge of this atom in the SM framework as

QSM
W

210Frð Þ � 87
 Q
ðpÞ
W þ 123
 Q

ðnÞ
W

� �115:47ð11Þ, ð8Þ

where we have used Q
ðpÞ
W ¼ 0:0710ð7Þ and Q

ðnÞ
W ¼ �0:9890ð7Þ [37, 39]. Let us

assume that we observe a value of jΔQW
210Frð Þj � 0:23 from our study, then using

Eq. (8) this will correspond to jΔQW
210Frð Þ=QSM

W
210Frð Þj � 0:2%. Therefore, it is

imperative to achieve the total error less than 0.2% from the combined theoretical

and experimental results for the NSI interaction in 210Fr to be able to probe existence

of squark and Zχ boson with the lower limits on their masses as 1.8 TeV/c2 forMZχ

and 5.5 TeV/c2 for Mϕ as per the relations given in Eqs. (6) and (7).

In our previous works [15, 23], we had carried out rigorous analysis on the light

shifts one would observe in the 7S1=2 � 6D5=2 transition of
210Fr that will arise only

due to the NSD PNC interaction for which the interaction Hamiltonian is given by

HNSD
PNC ¼ GFffiffiffi

2
p KWα � I ρnucðrÞ ¼

X
q

ð�1ÞqIqK q
PNC, ð9Þ

where α is the Dirac matrix, I ¼ IÎ is the nuclear spin with qth component Iq, the
dimensionless quantity KW is related to the NAM and KPNC is an effective tensor

operator representing the NSD PNC interaction Hamiltonian in the electronic

space. In heavy atomic systems, the dominant contribution to the NSD PNC

interactions comes from the NAM. In the present work, we, however, focus on

the PNC effect in the 7S1=2 � 6D3=2 transition of 210 Fr mainly due to the NSI

interaction.
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3 PNC-Induced Light Shift

We consider the transitions between the ground state7S1=2 and excited state6D3=2 of
210Fr. The usual electromagnetic transitions between these states are through the

magnetic dipole (M1) and electric quadrupole (E2) channels. The transition prob-

ability via the E2 channel dominates over the M1 channel, and the lifetime of this

excited state is about 540 (10) ns [40]. When weak interactions are taken into

account, we can also get a finite electric dipole (E1) transition amplitude between

these states as shown in Fig. 1. Here, we refer to E1 amplitudes due to NSI PNC and

NSD PNC interactions by E1NSI
PNC and E1NSD

PNC , respectively. The transition wave-

lengths from the 7S1=2 to the 6D3=2 and to the 6D5=2 states of 210Fr are 616 and

609 nm, respectively, as shown in Fig. 1. The selection of suitable hyperfine levels

for the PNC observation will be decided by analyzing the magnitudes of

PNC-induced effects among all possible transitions.

Now the E1NSI
PNC and E1NSD

PNC amplitudes between an initial (i) state and final

(f) state are given by

E1NSI
PNC ¼ ð�1ÞJf�MJ, f Jf 1 Ji

�MJ, f qMJ
MJ, i

� �
X ð10Þ

and

E1NSD
PNC ¼ ð�1ÞFf�M0 Ff 1 Fi

�M0 qM M

� �
Y, ð11Þ

respectively, where JiðJfÞ are the total angular momenta with magnetic quantum

number MJ, iðMJ, fÞ in the initial (final) state, FiðFfÞ are the hyperfine angular

momenta with magnetic quantum numberMðM0Þ in the initial (final) state, qMJ
ðqMÞ

(b)(a)Fig. 1 Schematic hyperfine

energy level diagrams of
210Fr. Arrows indicate the
laser-induced transitions to

observe the E2 light shifts

and PNC-induced light

shifts from the 7S1=2 state to

a the 6D3=2 state and b the 6

D5=2 state
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values are qJ,MðqMÞ ¼ �1, 0, 1 depends on the selection rule of qMJ
� MJ, f �MJ, i,

and qM � M0 �M, and the reduced matrix element X is given by

X ¼
X
k 6¼i

⟨Jf jjDjjJki⟨JkjjHNSI
PNCjjJiiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2Ji þ 1
p ðEi � EkÞ

þ
X
k 6¼f

⟨Jf jjHNSI
PNCjjJki⟨JkjjDjjJiiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2Jf þ 1
p ðEf � EkÞ

ð12Þ

and by expressing in a form HNSD
PNC ¼ P

qð�1ÞqIqK q
PNC to separate out the nuclear

and electronic space, we get an expression for Y, which depends on the angular

momenta (J, F) of the initial and final states, the nuclear spin, the reduced matrix

elements of the electric dipole operators, and KPNC [15]. Evaluation of X and Y
values demands consideration of E1 matrix elements and matrix elements of the

KPNC operator among all possible intermediate k states. It is not possible to account
for all the states in a sum-over-states approach to evaluate these quantities. How-

ever, it is advantageous to use a sum-over-states approach here as in this case we

can use experimental energies that appear in the denominators. Usually, uncer-

tainties associated with the energies could introduce large errors in the evaluation of

the above quantities in an ab initio method. In this work, we consider the sum-over-

states approach. We calculate the E1 matrix elements and the matrix elements of the

KPNC operator using a relativistic coupled-cluster (RCC) method only for the 7

P1=2;3=2 � 11P1=2;3=2 intermediate P states, since they are the leading contributors to

the values of X and Y. This is due to the fact that the energy differences between

these states and the 7S1=2, 6D3=2 and 6D5=2 states are comparatively small. Though it

may seem justified to neglect contributions from the higher intermediate P1=2;3=2

states on the basis of the above argument, the continuum P1=2;3=2 states can have

large overlap with the atomic nucleus and may contribute substantially to the values

ofX andY. It is also important to evaluate the contributions from the core orbitals to

improve the accuracy of the results. We have employed a RCC method considering

all possible single, double and important triple excitations (CCSD t3 method), as

discussed in [15], to calculate theX andY. We have also reported earlier E2 matrix

elements for the7S1=2 ! 6D3=2 and7S1=2 ! 6D5=2 transitions of Fr in [40] using the

CCSDt3 method.

We assume that 210Fr atoms, which are trapped in an optical lattice, interact with

an oscillating electric field given by

E r, tð Þ ¼ 1

2
Ê E rð Þe�iωt þ c:c:
� �

, ð13Þ

where ω is the laser frequency, Ê is the unit vector of polarization, and E rð Þ is the
amplitude of electric field. Following the principle discussed in Ref. [10], the Rabi

frequencies due to the PNC interaction and E2 amplitude couplings are given by
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ΩPNC
MM0 ¼ � 1

2ħ

X
i

E1PNC
MM0

	 

i
Eið0Þ, ð14Þ

and

ΩE2
MM0 ¼ � 1

2ħ

X
i, j

E2MM0ð Þij
∂EiðrÞ
∂xj

� �
r¼0

, ð15Þ

whereE1PNC
MM0 are eitherE1NSI

PNC orE1
NSD
PNC or the total PNC amplitude depending on the

transition considered, and E2MM0 is the E2 transition amplitude in that particular

transition. Considering interference between both the forbidden transition ampli-

tudes, the total Rabi frequency ΩMM0 would yield jΩMM0 j2 ¼ jΩE2
MM0 þ ΩPNC

MM0 j2 �
jΩE2

MM0 j2 þ 2Re ΩPNC∗
MM0 ΩE2

MM0
	 


: Normally Rabi frequency due to the E2 transition is

much larger than the detuning frequency. Using the above quantities, the light shifts

due to PNC and E2 transitions are given by

ΔωPNC
M � �Re

P
M0 ΩPNC∗

MM0 ΩE2
MM0

	 

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP

M0 jΩE2
MM0 j2

q , ð16Þ

and

ΔωE2
M � ðω0 � ωÞ

2
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX
M0

jΩE2
MM0 j2

r
, ð17Þ

where ω0 is the resonant frequency of the considered transition before applying the

laser field. This approximation is valid if the laser frequency ω is close to the

resonance.

Consideration of hyperfine levels and magnetic sublevels is restricted by the

angular momentum selection rules of the E2 transition and by the selection rules for

Eqs. (10) and (11). Our further discussions on the choice of transition among the

hyperfine levels for performing PNC amplitude measurements in the 7S1=2 ! 6

D3=2 transition of 210Fr will be based on these restrictions and on the magnitudes of

the X and Y values.

4 Results and Discussions

In our previous work reported in [15], we have given important E1 matrix elements

and the matrix elements of the KPNC operator between the ground state and the 7

P1=2;3=2 � 11P1=2;3=2 excited states and also for between the 6D3=2;5=2 state and the

7P1=2;3=2 � 11P1=2;3=2 excited states using the CCSD t3 method. We had found

enhancement in the matrix elements of the KPNC operator using our method

compared to the previously reported values. The main reason for this enhancement
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was due to the inclusion of pair-correlation and core-polarization effects to all

orders and the addition of contributions from the triples and higher level excitations

through the non-linear terms of the CCSDt3 method in the determination of atomic

wave functions. Furthermore, we had also observed that core-polarization effects

were making very large contributions to the matrix elements of the KPNC operator

between the P1=2;3=2 and D3=2;5=2 states, which were not expected due to the small

overlap of the valence orbitals states with the atomic nucleus. The other factor that

is responsible for such an enhancement is due to the small energy difference

between the P1=2;3=2 and D3=2;5=2 states in contrast to their isoelectronic ions

[15]. In Table 1, we give all the quantities required for analyzing PNC-induced

Table 1 Reduced E1 matrix

elements in atomic unit (a.u.),

HNSI
PNC matrix elements in �ie

a0ðQW=NÞ 
 10�11 and KPNC

matrix elements in �iea0KW


10�11 in the top part of the

table

f ! i E1 ⟨Jf jjHNSI
PNCjjJii ⟨Jf jjKPNCjjJii

7P1=2 ! 7S1=2 4.26 �10:53 25.03

8P1=2 ! 7S1=2 0.34 5.98 14.64

9P1=2 ! 7S1=2 �0:11 4.03 �9:93

10P1=2 ! 7S1=2 0.06 �2:98 7.39

11P1=2 ! 7S1=2 �0:04 �2:38 �5:92

8S1=2 ! 7P1=2 �4:27 4.83 �12:96

8S1=2 ! 8P1=2 �10:08 �2:74 �6:60

8S1=2 ! 9P1=2 �1:00 1.85 4.53

8S1=2 ! 10P1=2 0.41 �1:37 �3:38

8S1=2 ! 11P1=2 0.24 �1:09 2.71

7P3=2 ! 7S1=2 5.98 2.54

8P3=2 ! 7S1=2 0.95 1.02

9P3=2 ! 7S1=2 0.44 0.61

10P3=2 ! 7S1=2 0.28 0.45

11P3=2 ! 7S1=2 0.18 0.33

6D3=2 ! 7P1=2 �7:45 2.60

6D3=2 ! 8P1=2 2.75 0.49

6D3=2 ! 9P1=2 �0:83 �0:22

6D3=2 ! 10P1=2 �0:45 0.14

6D3=2 ! 11P1=2 �0:29 �0:10

6D3=2 ! 7P3=2 �3:44 �0:23 �0:17

6D3=2 ! 8P3=2 0.88 �0:16 �0:45

6D3=2 ! 9P3=2 0.28 �0:12 �0:35

6D3=2 ! 10P3=2 0.15 �0:09 �0:28

6D3=2 ! 11P3=2 0.09 �0:07 �0:21

f ! i λf i E2 M1

6D3=2 ! 7S1=2 613.5 34.06 0.001

6D5=2 ! 7S1=2 608.7 42.27

6D5=2 ! 6D3=2 77,059 32.03 1.55

Wavelengths (in nm) and reduced E2 (in a.u.) and M1 (in a.u.)

matrix elements in the bottom part of the table
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light shifts in the hyperfine levels of the 7S1=2 ! 6D3=2 transition in 210Fr using the

CCSD t3 method. Some of these quantities were already reported in Ref. [15] for

analyzing PNC-induced light shifts of the 7S1=2 ! 6D5=2 transition of the same

atom; however, we present them again here for completeness.

Using the matrix elements from Table 1, the lifetimes of the 6D3=2 state and 6

D5=2 state in Fr are estimated about to be 540 (10) ns and 1704 (32) ns, respectively.

These lifetimes are long enough to carry out PNC measurements for the 7S1=2 � 6

D3=2 and7S1=2 � 6D5=2 transitions of the
210Fr atom. In Ref. [15], we have also given

E1NSD
PNC amplitudes between different hyperfine sublevels of the 210Fr, 211Fr, and 223

Fr isotopes using the above matrix elements and had found that PNC-induced light

shifts are sufficiently large in the 7S1=2,F ¼ 11=2,M ¼ 1=2 to 6D5=2,F
0 ¼ 11=2,

M0 ¼ 1=2 and 7S1=2,F ¼ 13=2,M ¼ 1=2 to 6D5=2,F
0 ¼ 13=2,M0 ¼ 1=2 transitions

in 210Fr to be detected. Now using the matrix elements of HNSI
PNC and reduced E1

matrix elements from Table 1 and experimental energy values listed in the National

Institute of Standards and Technology (NIST) database [41], we determine E1NSI
PNC

amplitudes of the 7S1=2 � 8S1=2 and 7S1=2 � 6D3=2 atomic transitions in the
210Fr, 211Fr, and 223Fr isotopes and give them in Table 2. We have also given results

for the 7S1=2 � 8S1=2 transition to highlight enhancement of E1NSI
PNC in the 7S1=2 � 6

D3=2 transition for the measurement. Moreover, previously several calculations of

E1NSI
PNC for the 7S1=2 � 8S1=2 transition in 223Fr have been reported earlier in Refs.

[42–44] employing a variety of many-body methods. Thus our work provides an

idea about the differences in the results due to the CCSDmethod which accounts for

contributions from non-linear terms representing higher level excitations that are

very important in a heavy system like Fr atom [45]. These quantities can be

estimated between the hyperfine levels with the help of the Wigner–Eckart theo-

rem. For these evaluations we have used the matrix elements involving only the

7P1=2;3=2 � 11P1=2;3=2 states from the CCSD t3 method and have referred them as

“Main” contributions. Other smaller contributions from the core orbitals (“Core”)

and higher level excited states (“Tail”) are estimated using the Dirac–Fock

(DF) method. It is also evident from Table 2 that these contributions are small

and a sophisticated method is not necessary to evaluate them. It is also observed

from this table that the E1NSI
PNC amplitude is larger in heavier isotopes. Since we are

planning to measure the NSD PNC-induced light shift for the 7S1=2 � 6D5=2

transition in the 210Fr isotope, we would also like to measure the NSI

Table 2 Comparison of the E1NSI
PNC amplitudes in �iea0ðQW=NÞ 
 10�11 in the 7S1=2 � 8S1=2 and

7S1=2 � 6D3=2 atomic transitions of the 210Fr, 211Fr, and 223Fr isotopes

Isotope

8s 2S1=2 ! 7s 2S1=2 6d 2D3=2 ! 7s 2S1=2
Main Core Final Main Core Final

210Fr 13.49 �0:03 13.53 47.15 1.84 49.13

211Fr 13.60 �0:03 14.64 45.68 1.86 49.55

223Fr 14.91 �0:03 14.96 50.10 2.04 54.45
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PNC-induced light shift in the 7S1=2 � 6D3=2 transition of 210Fr. Below, we discuss

the estimated magnitude due to both the NSI and NSD PNC-induced light shifts

between all possible hyperfine levels of the 7S1=2 � 6D3=2 transition in 210Fr using

the quantities calculated above.

The calculated light shifts induced by E2 (ΔωE2
M ), NSI PNC (ΔωNSI

M ) and NSD

PNC (ΔωNSD
M ) for all possible hyperfine levels of the 7S1=2,F,M ¼ 1=2 to 6D3=2,

F0,M0 ¼ 1=2 transition, considering a fixed value of magnetic sublevel

M ¼ M0 ¼ 1=2, using Eqs. (16) and (17) are given in Table 3. The amplitude of

the irradiated electric field E 0ð Þ at the center of the trapped atomic cloud is assumed

to be 2
 106 V=m, which can be attained with a 100 mW beam focused to 10 μm
diameter spot size at atoms through a single pass (or focused to 100 μm diameter

with 100 times enhancement in the ring cavity configuration). In these evaluations,

we assume that the E2 laser beam propagates in a direction which corresponds to

tilting the z axis by an angle of 45∘ in the direction of the x axis, and the polarization
of E2 laser beam with a direction that corresponds to tilting the z axis by an angle of
�45∘ in the direction of the x axis, as shown in Fig. 2. The selection ruleΔM ¼ 0 is

maximized and a smaller ΔM ¼ �2 amplitude also exists. The selection rule of

ΔM ¼ �1 is not allowed in this configuration. The maximum E2 Rabi frequency

for jΔMj ¼ 2 is obtained as 10.37 MHz. To avoid the ΔM ¼ �2 transition, it is

required to apply a magnetic field larger than 85.98 G, which corresponds to a first

order Zeeman shift of 20.74 MHz with a g-factor for the 6D3=2 state of 28/325 to

separate the jΔMj ¼ 2 states. This Zeeman shift between the jΔMj ¼ 2 states is

double for the largest E2 ( jΔMj ¼ 2) Rabi frequency, which is equivalent to an

interaction time width. This width is half of the first period in the Rabi oscillation of

the E2 (jΔMj ¼ 2) transition. Therefore,ΔM ¼ �2 transitions can be ignored if the

magnetic field is larger than 85.98 G.

Table 3 Estimated light

shifts in the hyperfine levels

of the 7S1=2ðFÞ ! 6D3=2ðF0Þ
transition of 210Fr due to the

E2 (in MHz), NSI PNC

(in Hz) and NSD PNC

(in mHz) interactions with the

amplitude of the radiation

field 2
 106 V/m

Ff Fi M ΔωE2
jMj=2π ΔωNSI

M =2π ΔωNSD
M =2π

9/2 11/2 1/2 �2:37 �5:191 �51:0

11/2 11/2 1/2 �16:2 0.546 6.5

13/2 11/2 1/2 �4:14 �3:504 �50:9

11/2 13/2 1/2 �4:51 2.778 38.6

13/2 13/2 1/2 �20:5 �0:432 �4:9

15/2 13/2 1/2 �2:57 5.622 47.4

13/2 13/2 1/2 �20:5 �0:432 �4:9

13/2 13/2 3/2 �18:0 �1:297 �14:7

13/2 13/2 5/2 �12:8 �2:162 �24:6

13/2 13/2 7/2 �5:15 �3:027 �34:4

13/2 13/2 9/2 �5:15 3.892 44.2

13/2 13/2 11/2 �18:0 4.757 54.0

13/2 13/2 13/2 �33:3 5.622 63.8

Here we have used E2 amplitude as 34.06 ea20
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The 7S1=2 � 6D3=2 transition also involves the M1 amplitude, while the 7S1=2
�6D5=2 transition does not allow this channel. The selection rule of the M1

transition is restricted to ΔM ¼ �1 because the direction of k
 E is parallel to

the y axis (perpendicular to the z axis). From Table 1, we find that the M1 transition

amplitude for this transition is much smaller than that of the E2 channel by a factor

of 1/3406. We neglect contributions due to the M1 polarization configuration in this

analysis because of the fact that the E2 laser frequency cannot excite electrons to

the ΔM ¼ �1 transitions.

From Table 3, the E2 light shifts for both theM ¼ 1=2 andM ¼ �1=2 states are
�20:5MHz, and the NSI PNC-induced light shift of theM ¼ 1=2 (M ¼ �1=2) state
is �0:432 (þ0:432) Hz. Therefore, measuring the RF frequency of the transition

between theM ¼ 1=2 andM ¼ �1=2 states gives twice the PNC-induced light shift
and cancels the E2 light shift, i.e. the fluctuation of the E2 light shift due to its laser

intensity fluctuation can also be canceled out. Similar to the7S1=2 � 6D5=2 transition

reported in Ref. [23], the E2 light shifts for the F ¼ 13=2,M ¼ 7=2 and 9 / 2 states

withΔM ¼ 0 for 7S1=2 � 6D3=2 transition also have the same values as�5:15MHz,

as can be seen in Table 3. This coincidence is due to the same value of the Wigner

3J factors for the E2 transition between the hyperfine levelsF ¼ 13=2,M ¼ 7=2and
9/2 withq ¼ 0 for both the states. Moreover, the signs of the NSI PNC-induced light

shifts in the F ¼ 13=2,M ¼ 7=2 and 9/2 states are opposite. Therefore, a pair

consisting of M ¼ 7=2 and 9/2 values is favorable for measuring the NSI

PNC-induced effect because in this case the E2 light shift can get canceled out.

We define now the shift of frequency as δωM � ΔωE2
M þ ΔωPNC

M þ EZeeman for

the transition between the 7S1=2,F ¼ 13=2,M and 6D3=2,F
0 ¼ 13=2,M0 states with

ΔM ¼ 0, where EZeeman is the Zeeman shift. Figure 3 shows that these energy shift

for the M ¼ �1=2, 1=2, 7=2, and 9 / 2 values with two RF transitions. The

frequency difference between two different magnetic sublevels in the hyperfine

ground state with F ¼ 13=2 is defined as δωM1,M2 � ωM1 � ωM2. The frequency

difference between theM ¼ 1=2 and�1=2 levels is written as δω1=2,�1=2. Likewise,

that of theM ¼ 9=2and 7 / 2 values is written asδω9=2,7=2. The difference of the NSI

(b)(a)

Fig. 2 A schematic diagram of the proposed trap geometry with the linearly polarized (lin. pol.)

E2 laser beam and the applied magnetic field B. The wave vector k of the laser beam and

polarization vector are assumed to be on the x-z plane (without any y component) and the magnetic

field B is applied along the z axis. The center of the atomic cloud is located at the origin of the x, y,
and z axes
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PNC-induced shift ωPNC=2π for δω1=2,�1=2 is estimated to be about�0:864 Hz, and

that for δω9=2,7=2 is about 6.919 Hz, as given in Table 3. Subtracting the frequency

difference, i.e. δω9=2,7=2 from δω1=2,�1=2, the first order Zeeman shift can be

canceled, and the second order Zeeman shift can be reduced. This is because both

the signs of the curves representing the Zeeman shifts as a function of magnetic

field for these transitions are positive.

The difference of δω1=2,�1=2 and δω9=2,7=2 is written as

δω � δω1=2,�1=2 � δω9=2,7=2

δω=2π ¼ �7 783 ðNSIÞ � 88:4 ðNSDÞ
þ58 509
 103 ðZeeman@85:98 GÞ
þ11:7 δB

8:598
10�6G

� �2

mHz,

ð18Þ

where the difference of Zeeman shift at 85.98 G is �58.509 kHz, estimated using

the Breit–Rabi formula [46], considering the hyperfine coupling constant A of the

7S1=2 state as 7 195.1 MHz [47], the nuclear spin I ¼ 6, the g-factor of nuclear spin

gI of 0.0003913 for 210Fr [48] and here, δB is the fluctuation of the magnetic field.

Therefore, if the magnitude of the magnetic field is stabilized to better than 10�7,

the NSI PNC-induced light shifts can be detected with uncertainty of less than 11.7

mHz, which corresponds to jΔQW
210Frð Þ=QW

210Frð Þj � 0:15%. It requires that the

currents of coils generating the bias field of 85.98 G should be stabilized to better

than 10�7, and the earth magnetic field of 0.3 G should be suppressed by 1/35,000

using magnetic shields. The experiment in these conditions is feasible using

Fig. 3 Magnetic sublevels

(shown only for M ¼ 9=2,
7=2 and M ¼ �1=2) of the
F ¼ 13=2 level of the 7S1=2
state with the

corresponding RF

transitions. The E2 light

shifts are ΔωE2
9=2 ¼ ΔωE2

7=2

and ΔωE2
1=2 ¼ ΔωE2

�1=2.

Energy differences

betweenM ¼ 9=2 and 7 / 2,
and between M ¼ 1=2 and

�1=2 without NSI PNC

light shifts have the same

first order Zeeman shift

gFμBB=ħ
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currently available technology at the CYRIC facility, Tohoku University, Japan

[49–52].

The present experimental procedure will be almost similar to the technique

discussed in our previous works [15, 23] to measure PNC-induced light shifts

in the 7S1=2 ! 6D5=2 transition. We briefly describe this scheme for the 7S1=2 !
6D3=2 transition below. First, we would like to prepare the magnato-optical trapping

(MOT) of 210Fr atoms. These trapped atoms will be loaded into a 3D optical lattice.

Then, the atoms will be spin polarized in the 7S1=2,F ¼ 13=2,M ¼ 13=2 state by

applying a bias magnetic field and laser beam resonant for the 7S1=2,F ¼ 13=2 and

7P3=2,F
0 0 ¼ 13=2 transition with σþ polarization, and a repumping beam with σ�

polarization. Next, we will create the superposition state ofF ¼ 13=2,M ¼ 9=2 and
F ¼ 13=2,M ¼ 1=2 using the stimulated Raman adiabatic passage (STIRAP) in

three-levels [53–55] and in five levels [56, 57] as described in our previous work

[23]. The atoms will be irradiated with the E2 laser beam with a wavelength

of 616 nm. The RF fields will be applied that are resonant with the F ¼ 13=2,M
¼ 9=2 and 7 / 2, and with M ¼ 1=2 and �1=2 transitions as shown in Fig. 3. The

resonance frequencies of these RF transitions will include the PNC-induced light

shifts. After the interaction time of 540 ns, the estimated lifetime of the 6D3=2

state, we will apply the state selective detection technique for the M ¼ 7=2 and

M ¼ �1=2 transition using a microwave (MW) field with a frequency of 46.8 GHz

that will transfer the population in the F ¼ 13=2,M ¼ 7=2 state to the F ¼ 11=2,
M ¼ 7=2 state. Then the trapping beam near resonant with the transition between

the 7S1=2,F ¼ 13=2 and 7P3=2,F
0 0 ¼ 15=2 transition (corresponding to the wave-

length of 718 nm) will be applied and the fluorescence of atoms during this

interaction will be detected by the photo multiplier tube (PMT). From the selective

detection of theM ¼ 7=2andM ¼ 1=2 transition in combination with the MW field,

blaster beams, and trapping beams, we will obtain the δω1=2,�1=2 and δω9=2,7=2

values [23]. Substituting the δω1=2,�1=2 and δω9=2,7=2 values into Eq. (18), it will

yield frequency difference δω. Repeating the above measurement for different

magnetic fields and fitting the difference of the Zeeman shifts with the Breit–

Rabi formula to the data, we shall obtain the theoretical curve as a function of

B as shown in Fig. 4. From our theoretical prediction, we are expecting to obtain the

0.0
−10

−5

0

dω
/2

π 
(H

z) 5

10

0.2 0.4 0.6
B (G)

0.8 1.0 1.2

Fig. 4 Energy curve as a

function of the magnetic

field B. The dashed and

solid lines represent the
frequency differences of δω
¼ δω1=2,�1=2 � δω9=2,7=2

without and with NSI

PNC-induced light shifts,

respectively
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signature of the NSI PNC-induced light shift with a negative value of �7783 mHz

for B ¼ 0.

Figure 5 shows the sensitivity of mass depending on ΔQW as a function of

frequency shift.Λ is the mass of an extra particle. If there is a shift of 11.7 mHz from

the value due to the SM, frequency measurement with a magnetic fluctuation of

10�7 will result in detection of theΛas 2.1 TeV/c2 forMZχ and 6.4 TeV/=c
2 forMϕ, as

shown in Fig. 5. To detect the frequency shift of 11.7 mHz in Fig. 5, the NSD

PNC-induced light shift of 88.4 mHz in Eq. (18) needs to be eliminated. To remove

this, we can rewrite the frequency difference δω of the 7S1=2 � 6D3=2 transition

accounting the NSD contribution after compensation of the magnetic field using

Eq. (18) as

δω=2π ’ �7 783 ðNSIÞ � 88:4 ðNSDÞ mHz

¼ 67:40QW
210Frð Þ � 156KW mHz,

ð19Þ

where the value ofQW
210Frð Þ is expected to depend on new physics. Knowledge of

precise value KW is required to extract this new physics. Since we cannot distin-

guish these two kinds of shifts experimentally from Eq. (19), we intend to extract

out KW value from another experiment. Thus, to cancel out the NSD component

from the above expression, we would also like to carry out measurement of the

frequency difference δω0 in the 7S1=2 � 6D5=2 transition using the procedure

suggested in our previous work [23]. Now the frequency shift of δω0 can be

expressed as

1
1.0

2.0

5.0

10.0

20.0

50.0

5 10 50 100 500 1000
⏐δω/2π −7 783⏐ (mHz)

Λ
 (

T
eV

/c
2 )

Fig. 5 Estimated range of mass of an extra particleΛ as a function of changes in the PNC-induced

light shift (δω) in the 7S1=2 � 6D3=2 transition of 210Fr from the standard model predicted value of

7783 mHz. The solid and dashed lines represent masses MZχ and Mϕ of an extra Zχ boson in SO

(10) and of the squark in the R-parity violating SUSY theory with λs � 0:6, respectively, that can
be attained from the above PNC measurement
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δω0=2π � 1

2π
δω1=2,�1=2 � δω9=2,7=2

� �
7S1=2�6D5=2

¼ �78:3KW mHz:
ð20Þ

By combining the measured δω0 with Eq. (20), we can infer the value of KW. Then,

substituting this experimentally determinedKW value into Eq. (19), we can estimate

the light shifts due to the NSD component in the 7S1=2 � 6D3=2 transition. This will

ultimately yield the frequency difference given in Eq. (19) corresponding to only

the NSI component. By this procedure, we shall be able to extract a precise value of

QW
210Frð Þ at the end to fulfill our objective. Therefore, it seems to us that a

measurement up to an estimated frequency shift of 11.7 mHz, as shown in Fig. 5,

in the 7S1=2 � 6D3=2 transition of
210Fr can be made. This in combination with high

precision relativistic coupled cluster calculations has the potential to test the

possible existence of new particles.

The uncertainty in the measurement would be restricted by the shot noise limit.

The mathematical expression to estimate this quantity is given by [10]

δω=2π ¼ 1=2π
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
τNatomT

p
, ð21Þ

where τ is the interaction time with the RF pulse, Natom is the number of trapped

atoms, and T is the total measurement time. If τ is 540 ns, the lifetime of the 6D3=2

state [40], and Natom ¼ 104, the number of atoms that is expected to be trapped at

CYRIC, T should be more than 34,300 s to measure the NSI PNC-induced light shift

with an uncertainty of 11.7 mHz. This seems to be reasonable from a practical point

of view.

5 Conclusion

We have investigated the suitability of the 7S1=2 ! 6D3=2 transition of 210Fr to

measure the NSI PNC interaction-induced light shift. We have explored the feasi-

bility of conducting such an experiment using ultracold 210Fr isotopes, and have

investigated typical orders of magnitudes of the light shifts induced by the electric

quadrupole transitions and NSI and NSD PNC interactions. Procedures to measure

the frequency differences of δω1=2,�1=2 and δω9=2,7=2, (subscripts representing

hyperfine levels of the respective ground and excited states, of the above transition)

due to both the NSI and NSD PNC-induced light shifts without the first order

Zeeman shift have been outlined. We have also suggested the measurement of the

NSD PNC-induced light shift in the 7S1=2,F ¼ 13=2 to 6D5=2,F ¼ 13=2 transition

to eliminate contributions due to the NSD component of the PNC-induced light

shift in the 7S1=2 ! 6D3=2 transition to determine the nuclear weak charge QW
210Frð Þ with an uncertainty of less than 11.7 mHz. Such measurements could in

principle probe new physics beyond the standard model. A plan to carry out

experiments at CYRIC is underway.
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Single-Slit Focusing and Its Representations

Manuel R. Gonçalves, William B. Case, Ady Arie, andWolfgang P. Schleich

Abstract We illustrate the phenomenon of the focusing of a freely propagating

rectangular wave packet using three different tools: (1) the time-dependent wave

function in position space, (2) the Wigner phase-space approach, and (3) an exper-

iment using laser light.

This article is part of the topical collection “Enlightening the World with the Laser” - Honoring

T. W. Hänsch guest edited by Tilman Esslinger, Nathalie Picqué, and Thomas Udem.

The TWH productions on classical wave optics illustrating, for example, a pinhole caleidoscope, a

Fresnel iris or different diffraction gratings are legendary. They can be found on Dropbox and

YouTube at https://dl.dropboxusercontent.com/u/87280051/pinhole%20diffraction%204-15-

2014%20720p.mov, https://www.youtube.com/watch?v¼llevPEEd4L4 and https://www.

youtube.com/watch?v¼jzmqeRp_tmk. Over the last decades we have had great fun discussing

wave phenomena such as Talbot carpets, Fresnel lenses and the diffraction from a single slit with

Theodor W. Hänsch. For this reason we find it appropriate to dedicate to him this article on an

elementary example of diffractive focusing on the occasion of his 75th birthday.
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1 Introduction

In July 1816, the civil engineer Augustin-Jean Fresnel published his preliminary

results [1] confirming the wave theory of light. Three years later he participated

with his Mémoire sur la Diffraction de la Lumière in the Grand Prix of the French

Academy of Sciences [2]. It was on this occasion that Siméon Poisson predicted

that an opaque disc illuminated by parallel light would create a bright spot in the

center of a shadow. This phenomenon was experimentally confirmed by Francois

Arago and led to the victory of the wave over the particle theory. In the present

article we discuss an effect related to the Poisson spot which is the one-dimensional

analogue of the camera obscura [3, 4].

Indeed, we have recently found [5] that a rectangular matter wave packet which

undergoes free time evolution according to the Schr€odinger equation focuses before
it spreads. This phenomenon has been confirmed for light [6], water and surface

plasmon waves [7]. In the present article we illustrate this effect in Wigner phase

space and verify it using classical light in real space.

Our article is organized as follows: in Sect. 2 we first give a brief history of the

diffraction of waves, and then review several focusing effects especially those

associated with the phenomenon of diffraction in time introduced in Moshinsky [8].

We dedicate Sect. 3 to the discussion of the focusing of a rectangular wave

packet from the point of view of the time-dependent wave function. In particular,

we show this effect manifests itself in the time-dependent probability density as

well as the Gaussian width [5] of the wave packet. For this purpose we derive exact

as well as approximate analytical expressions for the time-dependent probability

amplitude and density.

In Sect. 4 we verify these predictions reporting on an experiment using laser

light diffracted from a single slit. Here we take advantage of the analogy between

the paraxial approximation of the Helmholtz equation of classical optics and the

time-dependent Schr€odinger equation of a free particle. We measure the intensity

distributions of the light in the near-field of the slits and obtain the Gaussian width

of the intensity field. Moreover, we make contact with the predictions of

non-paraxial optics.

Section 5 illuminates this focusing effect from quantum phase space using the

Wigner function. In particular, we show that the phenomenon of focusing which

reflects itself in a dominant maximum of the probability density on the optical axis

follows from radial cuts through the initial Wigner function at different angles with

respect to the momentum axis. Moreover, we analyze the rays and envelopes of the

Wigner function in more detail.

We conclude in Sect. 6 by summarizing our results and by providing an outlook.

Here we allude to the influence of the number of dimensions on the focusing and

emphasize the importance of corrections to paraxial optics.

To keep our article self-contained while focusing on the central ideas we have

included three appendices. Indeed, “Appendix A” contains the calculations associ-

ated with the Gaussian width of our wave packet and “Appendix B” presents a

detailed discussion of the Wigner function approach towards diffractive focusing.
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As an outlook we compare in “Appendix C” the paraxial and non-paraxial results

obtained for diffraction by slits and circular apertures.

2 Diffraction Theory

In this section we first provide a historical overview of diffraction and then address

the phenomenon of diffractive focusing. Due to their different nature we distinguish

in this discussion between light and matter waves. Moreover, we briefly review the

concept of diffraction in time.

2.1 A Brief History

Following the experimental demonstration of the wave nature of light by Thomas

Young [9] and the first theory on diffraction by Fresnel [1] the nineteenth century was

extremely successful in the investigation of wave phenomena, specially in optics. The

unifying electromagnetic theory of James Clerk Maxwell [10] was the culmination of

all previous developments on electromagnetism. Gustav Kirchhoff readdressed the

diffraction of scalar waves and put it on a rigorous mathematical foundation [11]. The

Fresnel diffraction arises now as a special case of the Kirchhoff diffraction. Arnold

Sommerfeld and Lord Rayleigh [4, 12, 13] improved the Kirchhoff theory correcting

the boundary conditions at the aperture and with that eliminating the discrepancy

arising between the solutions and the boundary conditions chosen by Kirchhoff.

Friedrich Kottler proposed another reason for this discrepancy by showing that the

Kirchhoff integral can be interpreted not as a solution of the boundary value problem

but as a solution for the “saltus” at the boundary [14, 15]. Moreover, he extended the

scalar theory to electromagnetic waves [16, 17].

During the twentieth century numerous theoretical and experimental contribu-

tions to diffraction theory emerged. Julius Stratton and Lan Jen Chu extended the

scalar Kirchhoff diffraction theory to vector waves [18] accounting for polarization.

Hans Bethe found analytical solutions for the diffraction of electromagnetic waves

by an aperture much smaller than the wavelength [19]. His theory and the correc-

tions later introduced by Christoffel Bouwkamp [20] became important because of

the invention of the near-field scanning microscope (SNOM or NSOM) [21] and the

developments related to near-field optics [22–24]. In 1998, Thomas Ebbesen and

collaborators observed that light transmission through an array of subwavelength

apertures drilled in noble metal thin films can largely surpass the value predicted by

Bethe [25]. This extraordinary optical transmission is dependent on the geometry of

the array, on the illumination conditions and on the size and shape of the aper-

tures [26, 27]. It results from the excitation of surface plasmon modes near the

aperture. In plasmonic gratings with narrow slits it may also lead to an attenuation

of the transmitted light stronger than that predicted by the Bethe–Bouwkamp

theory [28].
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2.2 Focusing of Waves

Focusing of waves by diffraction due to slits or apertures falls into two categories:

(1) near-field focusing effects arising mainly in the diffraction of electromagnetic

waves, and (2) focusing resulting from diffraction of slits or apertures larger than

the wave length, where the focus is located in the Fresnel zone.

In the first category we include the focusing of light resulting from the confine-

ment of surface plasmons in nanostructured apertures in plasmonicmaterials [25, 26,

29]. Frequently scalar and electromagnetic diffraction theories assume the apertures

to be located in infinite and perfectly absorbing screens, and thus surface plasmons

are ignored. Hence, these theories cannot account for plasmonic modes and their

optical effects. To accurately describe the effects produced by the excitation of

surface plasmons a full electromagnetic theory using the optical properties of real

materials is required.

The focusing of light by apertures smaller than the wave length has been

investigated theoretically several times in the last decades [30, 31]. However, this

near-field focusing is dependent on the polarization of light and restricted to small

apertures.

The properties of the focus in laser beams and atomic beams is of interest in

microscopy and atom optics. Standard laser beams such as Laguerre–Gaussian, or

Hermite–Gaussian beams can be strongly focused. The smallest order Hermite–

Gaussian beam called TEM00 has the highest confinement and is, therefore,

preferred in confocal microscopy. Other beams such as Airy and Bessel

beams [32, 33] have non-diffracting properties.

To increase the field confinement, and thus the resolution of a microscope, novel

laser beams and illumination mechanisms have been proposed [22, 29, 34–36].

In parallel, a similar interest exists in the confinement and squeezing of matter

wave packets [37–39]. Focusing effects in atomic beams resulting from the inter-

action with laser fields diffracted by apertures in metallic screens were investigated

recently [40]. Indeed, the interaction of matter waves with light fields has been the

subject of intensive research in atom and quantum optics [41]. However, this spatial

confinement, or focusing is of different nature than that of diffraction. In the latter,

the field confinement created is solely determined by the properties of the incoming

wave and the aperture. No other optical element is involved.

Self-focusing of light may also arise in nonlinear media [42]. However, we will

not discuss this phenomenon in this article, but rather concentrate in our analysis in

the focusing effects arising from diffraction in free space due to slits larger than the

wavelength.

In 2012, the focusing of light waves by a slit larger than the wavelength was

experimentally observed [6]. The diffraction pattern is similar to that of a circular

aperture of several wavelengths in diameter [43, 44]. The main difference between

a slit and a circular aperture is the value of the dominant maximum, relative to the

intensity of the incident wave. For a circular aperture it reaches 4.0, whereas for a

slit is only 1.8 stronger than the incoming wave [6, 43].
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The diffraction patterns of slits and circular apertures for scalar waves and

non-polarized electromagnetic waves can be accurately calculated using the

Rayleigh–Sommerfeld diffraction integrals, even in the case of apertures of the

size of the wavelength, without using any mathematical approximation. Moreover,

analytical solutions for the on-axis field intensity were found for the circular

aperture [43, 45], and the oscillations of the intensity on-axis were confirmed for

electromagnetic waves [44, 46].

2.3 Diffraction in Time

Moshinsky [8] introduced the concept of diffraction in time using matter waves.

Remarkably the time evolution of the probability density of a wave packet suddenly

released by a shutter is mathematically identical to the intensity pattern behind a

semi-infinite plane. This analogy stands out most clearly when we substitute the

time coordinate of the wave packet by the corresponding space coordinate in

diffraction. Then the solution of the Schr€odinger equation for the problem of the

Moshinsky shutter is identical to that of the Fresnel diffraction by a semi-infinite

plane, and the probability density reaches a maximum of 1.3. Moreover, Moshinsky

analyzed later the time–energy uncertainty associated with the shutter arrange-

ment [47] and Godoy investigated the Fresnel and Fraunhofer diffraction in time

of initially stationary states [48].

Recently, the diffraction in time of the double-shutter problem was ana-

lyzed [5]. An initially confined rectangular wave packet in one dimension is

suddenly released and evolves in time. Again, the solution of the corresponding

Schr€odinger equation has the same form as the Fresnel diffraction of scalar waves

by a single slit of infinite length.

However, we emphasize that Fresnel diffraction only holds true in the paraxial

approximation of optics. The general solution of the diffraction by a slit is found by

solving the Kirchhoff, or the Rayleigh–Sommerfeld diffraction integrals.

The mathematical analysis of the classical diffraction problems makes use of

wave functions expressed in real, or reciprocal space. It is also very common in the

investigation of the diffraction of matter waves [8, 49–51].

However, since Wigner introduced his famous distribution function [52] an

increasing number of publications has used the Wigner phase space representation

to study the dynamics of light beams [53–57] and matter waves [58–65]. Other

phase space distribution functions related to the Wigner function have been also

used in matter waves phenomena. They are interrelated and belong to the Cohen

class [66]. In this article we employ both the wave function and the Wigner

representations of matter wave packets.

The evolution in time of matter waves with zero angular momentum, so-called

s-waves, strongly depends on the number of space dimensions [67]. For instance, in

two dimensions, an initial ring-shaped wave packet first contracts reaching a

minimum, reducing the radius of the ring, and then monotonically expands. In
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three dimensions, the radius only increases. This effect is attributed to a quantum

anti-centrifugal force [67–69]. This example shows that the focusing effect of a free

wave packet is a more general phenomenon than that arising from the free time

evolution of a one-dimensional rectangular wave packet.

We conclude with a brief reference to the type of boundaries of the slit, or

shutter. Most of the classical treatments of diffraction problems define the edges of

the slit, or of other aperture shape as sharp transitions between a perfectly absorbing

surface and a homogeneous fully transmitting medium. In quantum matter waves,

the Moshinsky shutter or the sudden release of rectangular wave packet is also an

example of sharp boundaries. The effects arising in the diffraction patterns due to

non-sharp boundaries have been investigated recently [5, 50, 70–73].

3 Wave Function Approach

In this section we use the solution of the time-dependent Schr€odinger equation, that
is the wave function, to show that a freely propagating rectangular wave packet

exhibits the phenomenon of focusing. For this purpose we first express the time-

dependent wave function in terms of a Fresnel integral, and then derive analytic

approximations for the wave function as well as the probability density. To bring

out most clearly the focusing effect we finally calculate the Gaussian width [5] of

the wave packet and demonstrate that it exhibits a clear minimum at the time of the

focusing.

3.1 Time Evolution

Central to our discussion is the free propagation of a wave packet corresponding to

a non-relativistic particle of mass M. The initial wave function

ψ0ðxÞ � ψðx, t ¼ 0Þ � 1ffiffiffi
L

p Θ
L

2
� jxj

� �
ð1Þ

is of rectangular form with a length L. Here Θ denotes the Heaviside step function.

With the help of the propagator [74]

Gðx, tjy, 0Þ �
ffiffiffiffiffiffiffiffi
αðtÞ
iπ

r
eiαðtÞðx�yÞ2 ð2Þ

of a free particle connecting the initial coordinate y with x at time t, and the

abbreviation

αðtÞ � M

2ħt
ð3Þ
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containing the reduced Planck constant ħ, we find from the Huygens principle of

matter waves

ψðx, tÞ ¼
Z 1

�1
dyGðx, tjy, 0Þψ0ðyÞ ð4Þ

the expression

ψðx, tÞ ¼
ffiffiffiffiffiffiffi
1

iπL

r Z ffiffiffiffiffiffi
αðtÞ

p
ðxþL=2Þffiffiffiffiffiffi

αðtÞ
p

ðx�L=2Þ
dξ eiξ

2

, ð5Þ

for the time-dependent probability amplitude. Here we have introduced the inte-

gration variable ξ � α1=2ðx� yÞ.
When we decompose the integral in Eq. 5 into two parts each starting from

x ¼ 0, the wave function

ψðx, tÞ ¼
ffiffiffiffiffiffiffi
1

2iL

r
F

ffiffiffiffiffiffiffiffi
αðtÞp ðxþ L=2Þ� ��

�F
ffiffiffiffiffiffiffiffi
αðtÞ

p
ðx� L=2Þ

h io
ð6Þ

consisting of the difference of two Fresnel integrals

FðwÞ ¼
ffiffiffi
2

π

r Z w

0

dξ eiξ
2

, ð7Þ

is thus determined by the interference of the diffraction patterns originating from

two semi-infinite walls located at x ¼ L=2 and x ¼ �L=2. The amplitude and phase

of each contribution are given by the Fresnel integral F, whose real and imaginary

parts

CðwÞ �
ffiffiffi
2

π

r Z w

0

dξ cos ξ2 ð8Þ

and

SðwÞ �
ffiffiffi
2

π

r Z w

0

dξ sin ξ2 ð9Þ

follow from the Cornu spiral [75] represented in the complex plane.1

1The Cornu spiral was studied for the first time by Jacques Bernoulli in the context of elastic

deformations and Leonhard Euler defined it in more rigorous terms. Alfred Cornu associated this

curve with the Fresnel integrals C and S and achieved excellent numerical accuracy. Due to the

work of the Italian mathematician Ernesto Cesaro it is also called clothoid.
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In Fig. 1 we present the probability density jψðx, tÞj2 as a function of space and

time. Here and in the remainder of our article we represent the coordinate x in units
of L and the time t in units of the characteristic time

T � ML2

2πħ
� ML2

h
ð10Þ

The curious inclusion of the factor 2π is motivated by the asymptotic expressions of

jψ j2 discussed in the appendices. Moreover, the probability density jψ j2 is always in
units of 1 / L.

Whereas on the top of Fig. 1 we show jψðx, tÞj2 in continuous space-time in the

bottom panel we select specific time slices corresponding to (1) short times where

the probability distribution oscillates strongly, (2) intermediate times leading to

focusing, and (3) longer times representing the ballistic regime.

At t ¼ 0 the probability density starts from its initial rectangular shape and

immediately develops two peaks at the edges decorated with fringes. However,

after this transitional phase the two peaks disappear and a dominant maximum at

the origin x ¼ 0 forms. It is most pronounced at t � 0:342 corresponding to the

focus when the width of the wave packet assumes a minimum. Indeed, here the

probability density assumes a maximum, which is about a factor 1.8 larger then at

t ¼ 0 where it is unity. After the focus, that is for larger times, the wave packet

displays the familiar spreading effect.

3.2 Analytic Approximations

Next we give approximate but analytical expressions for the time-dependent prob-

ability amplitude and probability density. Since our interest is to obtain the behavior

at early times, that is before the ballistic expansion occurs, we shall consider small

values of t, corresponding to the regime where αðtÞ is large.
With the help of the asymptotic expansion [76]

Z a

0

dξ eiξ
2 ffi

ffiffiffiffi
iπ

p

2
þ eia

2

2ia
ð11Þ

valid for 1 � a the expression Eq. 5 for the probability amplitude reduces to

ψðx, tÞ ffi 1ffiffiffiffiffiffiffi
iπL

p ffiffiffiffi
iπ

p
þ eiαðtÞðL=2�xÞ2

2i
ffiffiffiffiffiffiffiffi
αðtÞp ðL=2� xÞ

"

þ eiαðtÞðL=2þxÞ2

2i
ffiffiffiffiffiffiffiffi
αðtÞp ðL=2þ xÞ

#
,

ð12Þ

and the probability density reads
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Fig. 1 Time evolution of a rectangular wave packet represented by its probability density

jψðx, tÞj2, given by Eq. 5, depicted in continuous space-time (top) and at specific times (bottom)
corresponding to a strongly oscillatory behavior, the focus, and the ballistic expansion. To bring

out the characteristic features in the early-time evolution we have represented the time axis by a

logarithmic scale. For a better comparison the initial wave packet at t ¼ 0, that is for logðt ¼ 0Þ
¼ �1 is moved to logðtÞ ¼ �3:0 since our time axis extends only to this value
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jψðx, tÞj2 ffi 1

Lπ

ffiffiffiffi
iπ

p
þ eiαðtÞðL=2�xÞ2

2i
ffiffiffiffiffiffiffiffi
αðtÞp ðL=2� xÞ

"�����
þ eiαðtÞðL=2þxÞ2

2i
ffiffiffiffiffiffi
αðtÞ

p
ðL=2þxÞ

	����
2

:

ð13Þ

This expression simplifies further when we neglect terms O t2=ð1� 2x=LÞ2
h i

and

takes the form

jψðx, tÞj2 ffi 1

L
1þ

sin αðtÞðL=2� xÞ2 � π=4
h i
ffiffiffiffiffiffiffiffiffiffiffi
παðtÞp ðL=2� xÞ

2
4

þ
sin αðtÞðL=2þ xÞ2 � π=4
h i
ffiffiffiffiffiffiffiffiffiffiffi
παðtÞp ðL=2þ xÞ

3
5:

ð14Þ

In Fig. 2 we compare and contrast the resulting probability densities at x ¼ 0 as a

function of time and find excellent agreement between the numerical result follow-

ing from the evaluation of the integral of Eq. 5, and the approximations based on

Eqs. 13 and 14. We emphasize that our approximations break down for very large

values of t, but they succeed in giving the maximum of the distribution

corresponding to the focusing effect.

We also test in Fig. 3 our approximate but analytic expressions, Eqs. 13 and 14,

for the probability density against the exact numerical result given by Eq. 5 at

characteristic times confirming again the focusing effect.

3.3 Focusing Expressed by the Gaussian Width

So far we have analyzed the phenomenon of diffractive focusing of our rectangular

wave packet by considering the complete probability density in space and time. We

now characterize this effect by the Gaussian measure [5]

δx2ðtÞ � 1

κ2
1�

Z 1

�1
dx e�ðκxÞ2 jψðx, tÞj2


 	
ð15Þ

discussed in more detail in “Appendix A”. Here κ is a constant with units of an

inverse length.

For our rectangular wave packet we obtain the Gaussian width by numerically

evaluating Eq. 15 using the integral representation Eq. 5 of the probability ampli-

tude. In Fig. 4 we depict the corresponding curve normalized to its initial value δ
x2ð0Þ for κ ¼ 6:0 which displays a clear minimum at t � 0:39, thus confirming the

focusing effect.
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Fig. 2 Comparison between the exact numerical (red) and two approximate analytical expres-

sions (blue and green) for the probability density jψðx ¼ 0, tÞj2 as a function of time. Our curves are
based on Eqs. 5, 13 and 14, respectively. The oscillations near t ¼ 0 are well approximated both in

amplitude and phase by the blue and green curves. A maximum occurs for t � 0:342. Both
approximations fail for large times

Fig. 3 Comparison between the exact numerical position-dependent probability density (red)
given by Eq. 5 with the approximate formulae (blue and green) represented by Eqs. 13 and 14,

respectively. In the four panels the axes cover identical domains
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However, we note that the location of the minimum of δx2 ¼ δx2ðtÞ deviates

slightly from the location of the maximum of jψðx ¼ 0, tÞj2 which occurs at t
¼ 0:342 as indicated in Fig. 2. This deviation is the result of the integration in

Eq. 15.

4 Experimental Approach

In the preceding section we have shown that a rectangular matter wave packet first

focuses before it spreads. We now describe an experiment to observe the diffraction

pattern and, in particular, the focusing arising close to the slit. Here we take

advantage of the familiar analogy between the Schr€odinger equation

iħ
∂ψ
∂t

¼ � ħ2

2M

∂2ψ

∂x2
ð16Þ

of a free particle, and the paraxial wave equation

2ik
∂ψ
∂z

¼ �∂2ψ

∂x2
ð17Þ

of classical optics. In this situation z denotes the coordinate of propagation and k the
wave vector of the electromagnetic wave.

Indeed, the two wave equations are identical when we make the substitution

Fig. 4 Comparison between the numerical and experimental Gaussian width δx2ðtÞ=δx2ð0Þ of a
focusing rectangular wave packet. To have the same domain in the abscissa the z-coordinate of the
experimental data (blue curve) was scaled using L ¼ 2:44 μ m. The time coordinate t of the
theoretical evaluation (green curve) based on Eq. 5 was scaled according to Eq. 18 with λ ¼ 0:2.
For both curves we have chosen κ ¼ 6:0
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z � ħk
M

t ¼ 2πħ
ML2

L

λ
Lt ¼ L

λ
L
t

T
ð18Þ

where λ is the wave length. In the last step we have recalled the definition, Eq. 10 of
the characteristic time T. Hence, time in the Schr€odinger equation translates into

propagation distance z.
As a consequence of the analogy between Eqs. 16 and 17 with the scaling given

by Eq. 18, it suffices to perform our experiment with light rather than matter waves.

4.1 Setup

We use a confocal microscope for measuring the light intensity diffracted by a

one-dimensional slit milled in an aluminum film.2 The slit of length 50 μm and

width 2440 nm is illuminated by laser light of wavelength 488 nm as shown in

Fig. 5a. A single mode optical fiber with collimator was used for the illumination.

The collimated laser beam has a diameter of approximately 1 mm and is, therefore,

much larger than the slit. For this reason we assume the illumination of the slit as a

plane wave.

To generate images in different planes above the slit we employ a confocal laser

scanning microscope (WITec GmbH). The objective used for light collection was

an infinitely corrected Olympus MPlan with 100� magnification and numerical

aperture NA ¼ 0.9. The collected light was focused into a multimode optical fiber

connected to an avalanche photodiode. The light diffracted by the slit is measured

in a rasterized way. Each point corresponds to a pixel of an image generated by

scanning in the horizontal, or in the vertical direction, as outlined in Fig. 5a.

4.2 Results

In Fig. 5b, c, we present images of the light intensity in the plane of the slit, and

perpendicular to the sample, respectively. In the latter case, we scan the confocal

microscope in the vertical direction with a minimum scan step ofΔz � 50 nm. The

pixel size in the horizontal direction corresponds to a dislocation of Δx ¼ Δy ¼ 10

μm=512��20 nm. Thus, each pixel is much smaller than the wavelength and the

optical resolution, which according to the Rayleigh criterion isΔr � 0:61� λ=NA.
The horizontal fringes appearing in the light intensity of Fig. 5c are due to the

mechanical motion of the microscope when scanning vertically the diffracted light.

2The slit was fabricated using focused ion beam milling (FIB) of a 75 nm Al thin film, evaporated

at a pressure of approximately 10�6 mbar on top of a glass substrate of 1 mm thickness.
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(a)

(b)

(c)

Fig. 5 Experimental

verification of diffractive

focusing from a single slit:

setup (a) based on a

confocal microscope

viewing a section of the slit,

and light intensity measured

in the x� y plane of the slit
(b), and in the x� z plane
perpendicular to the

substrate and slit (c)
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We note the dominant maximum of the intensity at z � 4:1 μm which confirms our

prediction of the focusing effect.

To analyze the phenomenon in a quantitative way we use the experimental

intensity distribution of Fig 5c to obtain the Gaussian width δx2 defined by

Eq. 15. The so-calculated curve, now displayed in Fig. 4 as a function of the

propagation distance z and scaled according to Eq. 18, follows nicely the theoretical
prediction. In particular, it displays the characteristic minimum indicating focusing

at the same location as the theoretical curve.

The rapid modulation of the experimental curve is a consequence of the hori-

zontal fringes emerging due to the mechanical motion of the microscope as

mentioned above, and thus of the measurement technique. An average over these

oscillations leads to a smooth curve following the theoretical curve.

4.3 Paraxial Versus Non-paraxial Optics

To compare our experimental results to the theoretical predictions of classical

optics we have calculated the intensity and phase for a slit of width L ¼ 2:44 μm
illuminated by light of wave length λ ¼ 0:488 μm corresponding to the same ratio

L=λ ¼ 5as in the experiment. For this purpose we use the Fresnel and the Rayleigh–

Sommerfeld diffraction integrals familiar from paraxial and non-paraxial optics,

respectively. In particular, we have chosen the Rayleigh–Sommerfeld integral of

the first kind (RS-I) [4, 12, 13]3 and made use of numerical integration and

algorithms reported in [77]4.

In Fig. 6a, b we depict the intensities following from the Rayleigh–Sommerfeld

and Fresnel integrals, respectively. Moreover, in Fig. 7a, b we show the

corresponding phases. For a direct comparison with Fig. 5 we have refrained

from using normalized coordinates for both axis.

We note three characteristic features: (1) the number of intensity lobes is finite

for RS-I, whereas it is infinite for Fresnel. (2) The phase pattern predicted by RS-I

evolves almost as a plane wave in the propagation direction. In contrast, the Fresnel

phase shows small oscillations around zero radians in the propagation direction, but

3The integral RS-I is often preferred to the integral of the second kind, RS-II, because it describes

more accurately the value of the lobes close to the aperture. However, RS-II predicts locations of

the lobes that are identical to that of RS-I.
4Mielenz developed numerical algorithms for the calculation of the diffraction by slits and circular

apertures in paraxial and non-paraxial optics [77–83]. We note, however, that the Mielenz

definition of the Lommel functions employed in the calculation of the Fresnel diffraction of a

circular aperture is not correct. Correct definitions were provided by Lommel [84], Born and

Wolf [85] and Daly et al. [86]. Moreover, we note that the abbreviations of the Rayleigh–

Sommerfeld integrals RS-I and RS-II by Mielenz as RSðsÞ and RSðpÞ are misleading, since the

indices usually refer to s- and p-polarization of vector waves, and the Rayleigh–Sommerfeld

theory applies only to scalar waves.
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rapid oscillations in the transverse direction, and (3) the Fresnel and RS-I intensity

tend to agree as we move away from the slit. In particular, the focus occurs

approximately in the same position for both calculations, as we show later.

We conclude this section by noting that although RS-I is only valid for scalar

waves its intensity map still fits well with the optical intensity obtained

experimentally.

5 Wigner Function Approach

In the preceding sections we have analyzed the focusing of a rectangular wave

packet with the help of the time-dependent Schr€odinger equation and have con-

firmed the effect using optical waves. We now consider this phenomenon from a

different point of view, that is from phase space taking advantage of the Wigner

(a)

(b)

Fig. 6 Comparison of the

intensities of a plane wave

of wave lengthλ ¼ 0:488μm
diffracted by a slit of width

L ¼ 2:44 μm calculated

either from the Rayleigh–

Sommerfeld integral RS-I

(a), or the Fresnel integral

(b). In both cases focusing

occurs at z � 4, where the

intensity reaches the value

of 1.8. However, in contrast

to the Fresnel diffraction the

number of lobes for the RS-I

diffraction is finite
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function. This formalism has the remarkable feature that the time evolution is

identical to the classical one, consisting of a shearing of the initial Wigner function.

The latter contains the interference nature of quantum mechanics.

5.1 Probability Density from Tomographic Cuts

The Wigner function has several unique properties. The ones most relevant for the

present discussion are: (1) the time evolution of a free particle follows by a

replacement of the phase space variables according to the classical motion, and

(2) the corresponding probability densities originate from the integration of the

Wigner function over the conjugate variable, that is by an appropriate tomographic

(a)

(b)

Fig. 7 Comparison of the

phase patterns of a plane

wave of wavelength

λ ¼ 0:488μm diffracted by a

slit of width L ¼ 2:44 μm
calculated either from the

Rayleigh–Sommerfeld

integral RS-I (a), or the

Fresnel integral (b). The

wavefronts for the

non-paraxial case evolve in

the forward direction almost

parallel with small

perturbations. However, the

paraxial phase shows a

much more complicated

behavior with small

fluctuations around zero

radians on the optical axis

and rapid oscillations in the

lateral direction close to

the slit
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cut. We now discuss these features in more detail and derive an expression for the

probability density which is different from, but equivalent to the one discussed in

Sect. 2.

5.1.1 A Brief Introduction

Wigner functions are quasi-probability distributions first introduced byWigner [52]

in the context of quantum correlations in statistical mechanics. They belong to the

Cohen class of distributions [66] and are, therefore, related to other quadratic kernel

distributions.

There exist extensive applications of the Wigner function, not only in quantum

physics, but also in optics and signal processing [57, 87]. Indeed, Wigner functions

are frequently used to represent quantum systems in phase space [60, 62, 88,

89]. Moreover, they describe the time evolution of wave packets in a similar way

as classical phase space distributions in terms of the trajectories of classical

particles [63] and have also been used in the study of diffraction in time of wave

packets [51, 61, 90], a topic that has been addressed several times since the seminal

article of Moshinsky [8].

5.1.2 Definition and Time Evolution

In this section we first define the Wigner function and discuss its time evolution in

phase space. We then use its property to provide us with the marginals to compute

the time- and space-dependent probability density. Here we take advantage of the

fact that the Wigner function at arbitrary times is easy to obtain [63].

Indeed, for a given wave function ψ ¼ ψðxÞ we find the corresponding Wigner

function from the definition

Wðx, pÞ � N
Z 1

�1
dξ eipξ=ħψ x� 1

2
ξ

� �
ψ∗ xþ 1

2
ξ

� �
ð19Þ

with the normalization factor N � 1=ð2πħÞ, and a free particle undergoing time

evolution is described in phase space by the time-dependent Wigner function

Wðx, p; tÞ ¼ W0 x� pt

M
, p

� �
: ð20Þ

Here W0 � Wðx, p; t ¼ 0Þ denotes the Wigner function of the initial wave function

ψ0 � ψðx, t ¼ 0Þ.
The probability density

jψðx, tÞj2 ¼
Z 1

�1
dpW0 x� pt

M
, p

� �
ð21Þ
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at a given point in space and time is obtained by integration over p which after the

change of variables y � x� ðp=MÞt reads

jψðx, tÞj2 ¼ M

t

Z 1

�1
dyW0 y,Mðx� yÞ=tð Þ: ð22Þ

This representation is particularly useful in the discussion of the asymptotic behav-

ior of the probability density addressed in more detail in “Appendix B”.

5.2 Time Evolution: Rectangular Wave Function

We are now in the position to consider the time evolution of our rectangular wave

function. For this purpose we first calculate the Wigner function corresponding to

this wave, and then analyze the shearing in phase space. Although we mainly study

the motion of the complete Wigner function we also concentrate on those contri-

butions in phase space which lead to the focusing.

5.2.1 General Case

According to “Appendix B” the Wigner function of the rectangular wave packet,

Eq. 1 reads

W0ðx, pÞ ¼ 1

πL
Θ

L

2
� jxj

� �
1

p
sin

p

ħ
ðL� 2jxjÞ

h i
ð23Þ

and is shown in Fig. 8a. Here we identify three characteristic features: (1) since the

rectangular wave function is restricted to the interval jxj 	 L=2 also the Wigner

function is limited in phase space to this domain. (2) The Wigner function assumes

positive as well as negative values. (3) We recognize a dominant positive contri-

bution along the x-axis with a maximum at the origin.

The time evolution given by Eq. 20 manifests itself in a shearing of the initial

Wigner function W0 shown in Figs. 8b, c. Indeed, every point (x, p) of the Wigner

phase space moves according to the Newton law, that is x ! xþ pt=M while p is a

constant of the motion.

Especially the Wigner function of Fig. 8c is interesting since it represents the

moment of focusing. Indeed, by this time all negative contributions of W have

moved away5 from the positive peak centered at the x-axis but now subtract from its

wings. This fact stands out more clearly in the position distribution shown in Fig. 8d

5We emphasize that our interpretation is different from [57], in page 320, which states: “... a peak

in the axial intensity is achieved, associated with the vertical alignment of some of the main

positive regions of the Wigner function”.
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(a)

(b)

(c)

(d)

Fig. 8 Time evolution of

the Wigner function

corresponding to a

rectangular wave packet

represented by three density

plots illustrating the

shearing in phase space

together with the associated

probability densities in

position space. The Wigner

function of the initially

rectangular wave packet is

depicted in a at t ¼ 0. The

distribution shears with

time, as shown in b at time

t ¼ 0:0628, and the moment

of focussing c at t ¼ 0:342.
At the bottom d we display

the corresponding

probability densities in the

coordinate x obtained by

integration over the

conjugate variable p. The
momentum p is expressed in
units of ħ=L as suggested by

the argument of the sine

function in the expression,

Eq. 23, for the Wigner

function
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which can be understood as the result of an integration of W over the momentum

variable.

In this active approach the Wigner function evolves in time but the axes of phase

space which define the tomographic cuts, that is integration over x or p remain fixed.

An alternative formulation follows from Eq. 22. Here the Wigner function remains

static, while the line of integration evolves in time according to xþ ðp=MÞt ¼ 0. In

Fig. 9, we show the probability density at x ¼ 0 as obtained from the Wigner

function through integration from this passive point of view.
The cut at t ¼ 0 runs along the momentum axis. Here the oscillations in the

Wigner functionW0 along p average out and the main contribution to the probability

density arises from the positive domain along the x-axis. For small times the lines of

integration enclose small angles with respect to the p-axis and the oscillations inW0

translate in an oscillatory probability density. A dominant maximum occurs when

the cut feels the central positive ridge along the x-axis. The density decays for larger
times, that is as the cut approaches the x-axis, since there is a decreasing overlap.

5.2.2 Rays and Envelopes

According to Eq. 20 each point in Wigner phase space follows its classical

trajectory. Thus, the value of W0 at ðx0, p0Þ will move from x0 to

1.0 −10

−5

0
p

5

10
0

1

2

0.5

0.0
x

−0.5

−1.0

Fig. 9 Diffractive focusing of a rectangular wave packet explained from Wigner phase space. At

the center we depict the Wigner function of the initial rectangular wave packet as a surface on top

of thex� pplane. The blue curve projected onto the surface of a cylinder represents the probability

density jψð0, tÞj2, and is the result of an integration along the red linesxþ pt=M ¼ 0 at different

times corresponding to different angles with respect to the x�axis. Clearly, the focusing occurs for
a line sweeping only positive values of the Wigner function at the approximate time t � 0:342
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x ¼ x0 þ p0
M
t ð24Þ

at time t. We now use these rays to show that the minima of the Wigner function

generate the regions in space-time where the probability density jψðx, tÞj2 assumes

small values as exemplified by Fig 10. Thus, they indicate the x values of the

minima of jψðx, tÞj2 as the system evolves in time.

The explicit expression Eq. 23 for the initial Wigner functionW0 tells us that the

minima of W0 are given by the condition

p
ðnÞ
0

ħ
ðL� 2jx0jÞ ¼ π 2nþ 3

2

� �
ð25Þ

for p positive, and

p
ðnÞ
0

ħ
ðL� 2jx0jÞ ¼ �π 2nþ 3

2

� �
ð26Þ

for p negative, with n ¼ 0, 1, 2, 
 
 

We substitute these expressions forp

ðnÞ
0 into the motion, Eq. 24, and rearrange the

terms, which yield

ðx� x0ÞðL� 2x0Þ � 2nþ 3

2

� �
πħ
M

t ¼ 0 ð27Þ

for x0 positive, and

Fig. 10 Probability density

jψðx, tÞj2 represented in

space-time and overlaid

with the envelopes (gray
lines) of the diffraction in

time created by a

rectangular wave packet of

initial width L ¼ 1. The

time t has been scaled using

the characteristic time T.
Here the envelopes given by

Eqs. 32 and 36 approximate

well the motion of the

minima of jψðx, tÞj2
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ðx� x0ÞðLþ 2x0Þ � 2nþ 3

2

� �
πħ
M

t ¼ 0 ð28Þ

for x0 negative. The upper signs in Eqs. 27 and 28 are for positive p
ðnÞ
0 , that is for a

positive slope in the (x, t) plane, and the lower signs for negative p
ðnÞ
0 .

The envelope of a set of curves Fðx, t; x0Þ ¼ 0, each determined by a parameter

x0, follows [91] from the requirements

∂F
∂x0

¼ 0 and F ¼ 0: ð29Þ

We consider the two cases, x0 > 0 and x0 < 0 in turn.

For positive x0, the first condition gives

x0 ¼ Lþ 2x

4
, ð30Þ

which, when substituted into Eq. 27, yields the relation

�1

2

L

2
� x

� �2

¼ � 2nþ 3

2

� �
πħ
M

t: ð31Þ

Thus, only negative values of p
ðnÞ
0 contribute to this envelope and we obtain the

space-time trajectories

t ¼ ðL=2� xÞ2
2nþ 3=2

M

2πħ
ð32Þ

of the minima.

According to this expression they are parabolas6 emerging from x ¼ L=2 with a

steepness inversely proportional to ð2nþ 3=2Þ. Hence, the largest steepness corre-
sponds to the case of n ¼ 0with the parabola crossing the t-axis, that is x ¼ 0, at the

time

t ¼ 1

6

ML2

2πħ
¼ 1

6
T, ð33Þ

where in the last step we have recalled the definition, Eq. 10 of the characteristic

time T.
For negative x0, the first condition in Eq. 29 provides us with the relation

6For a circular aperture these lines are rectilinear [92].
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x0 ¼ � L� 2x

4
, ð34Þ

which, when substituted into Eq. 28, gives

1

2

L

2
þ x

� �2

¼ � 2nþ 3

2

� �
πħ
M

t: ð35Þ

Since in this case only positive values of p
ðnÞ
0 contribute to this envelope we arrive at

the space-time trajectory

t ¼ ðL=2þ xÞ2
2nþ 3=2

M

2πħ
ð36Þ

corresponding to parabolas emerging from x ¼ �L=2. They are the mirror image of

the ones given by Eq. 32.

In Fig. 10 we present the envelopes, Eqs. 32 and 36, along with the

corresponding probability density jψðx, tÞj2: Hence, these minima coincide with

the minima of the intensity pattern and are harbingers of the maxima and, in

particular, of the focus.

6 Summary and Outlook: Beyond Slits

The spreading of a wave packet in the absence of a potential is a well-known

phenomenon in quantum physics. However, also the opposite effect, that is a

focusing of the wave packet can be achieved. In this case we have to imprint an

appropriate position-dependent phase onto the initial wave function. Is it possible to

achieve focusing even in the absence of any phase factors, that is for a real-valued

initial wave function?

In the present article we have provided such an example in the form of a

rectangular wave packet and have illuminated the resulting focusing in position

as well as in phase space. Here we have used the time-dependent wave function and

the Wigner distribution. Moreover, we have confirmed this phenomenon using laser

light being diffracted from a slit building on the analogy between classical Fresnel

optics and Schr€odinger wave mechanics.

Throughout our article we have concentrated on rectangular wave packets

created by a slit, that is by a one-dimensional aperture. However, similar effects

appear in the diffraction from a two-dimensional aperture. In “Appendix C” we

briefly summarize the literature on this problem, and discuss the similarities and

differences between the one- and two-dimensional case using the examples of a slit

and a circular aperture.

552 M.R. Gonçalves et al.



Figures 11 and 12 bring out most clearly the characteristic features of this

dependence on the number of dimensions: (1) for the slit the relative intensity at

the focus reaches the value of 1.8, whereas for the circular aperture the maximum is

4.0. (2) The position of the focus in the case of the circular aperture is closer to the

opaque screen than in the slit, and (3) the focus originating from a circular aperture

is more confined, since its decay towards the far-field region is faster.

(a)

(b)

Fig. 11 Rayleigh–Sommerfeld intensity pattern for a slit of width L ¼ 5λ and illumination wave

length λ ¼ 0:488 μm (a), together with a comparison between the on-axis intensities predicted by

the Rayleigh–Sommerfeld and Fresnel integrals (b). In contrast to Figs. 5, 6 and 7 the horizontal

axes are normalized
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This analysis shows that in two dimensions the focusing effect is more pro-

nounced. Moreover, it is possible to optimize this effect by choosing different

apertures, either by appropriate apodization, or by creating an optimal wave packet.

Unfortunately, this topic goes beyond the scope of the present article and has to be

postponed to a future publication.

(a)

(b)

Fig. 12 Rayleigh–Sommerfeld intensity pattern for a circular aperture of diameter L ¼ 2a ¼ 5λ
and illumination wavelength λ ¼ 0:488 μm (a), together with a comparison between the on-axis

intensities predicted by the Rayleigh–Sommerfeld and Fresnel integrals (b). Again the axes are

normalized
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Appendix A: Gaussian Width

In this appendix we summarize the evaluation of the time-dependent Gaussian

width defined by Eq. 15 of our rectangular wave packet. To gain some insight

into this unusual definition of width we first discuss several of its general properties

and then rederive the familiar spreading of a Gaussian wave packet undergoing free

expansion employing this measure. We conclude by considering the case of the

rectangular wave packet.

A.1: General Properties

We start our discussion of the Gaussian width

δx2 � 1

κ2
1� he�ðκxÞ2i
h i

ð37Þ

of the probability density P ¼ PðxÞ with the average

he�ðκxÞ2i �
Z 1

�1
dx e�ðκxÞ2 PðxÞ ð38Þ

by noting that for κ ! 0 the familiar expansion

e�ðκxÞ2 ffi 1� ðκxÞ2 ð39Þ

leads us to
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δx2 ffi hx2i: ð40Þ
Hence, in this limit the Gaussian width δx2 reduces to the second moment hx2i of
P ¼ PðxÞ.

Whenever P displays oscillations in the position variable x around an average

value �P that are rapid on the decay length 1=κ of the Gaussian in the definition,

Eq. 37, of δx2 the oscillatory part averages out, and the familiar integral relation

Z 1

�1
dξ e�γξ2 ¼

ffiffiffi
π

γ

r
ð41Þ

yields

δx2 ffi 1

κ2
1�

ffiffiffi
π

p
κ

P̄


 	
: ð42Þ

The other extreme occurs when P ¼ PðxÞ is slowly varying compared to

exp½�ðκxÞ2�. In this case we can evaluate P at x ¼ 0, factor it out of the integral

and perform the integral with the help of Eq. 41. Thus, we arrive at the approximate

expression

δx2 ffi 1

κ2
1�

ffiffiffi
π

p
κ
Pðx ¼ 0Þ


 	
, ð43Þ

which implies that the dependence of δx2 on an additional parameter, such as time is

governed by the dependence of the probability density P at the origin on that

parameter.

Obviously, the most interesting case emerges when P and exp �ðκxÞ2
h i

vary on

approximately the same length scale. This situation is of special interest when

P exhibits a dominant maximum at x ¼ 0. Indeed, with the help of the Taylor

expansion

PðxÞ ffi Pð0Þ � 1

2
P

00 ð0Þ�� ��x2 ð44Þ

around this point we find from the identity

PðxÞ ¼ exp ln PðxÞ½ �f g ð45Þ
the Gaussian approximation

PðxÞ ffi Pð0Þexp �1

2

jP00 ð0Þj
Pð0Þ x2


 	
ð46Þ

of P. Here prime denotes differentiation with respect to x.
As a result, we obtain the expression
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δx2 ffi 1

κ2
1�

ffiffiffi
π

p
Pð0Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

κ2 þ jP00 ð0Þj
2Pð0Þ

s
2
66664

3
77775, ð47Þ

where we have used again the integral relation, Eq. 41.

A.2: Gaussian Wave Packet

Next we evaluate the Gaussian width for a freely spreading Gaussian wave packet

of initial form

ψ0ðxÞ � N e�βx2 ð48Þ

with N � ð2β=πÞ1=4 and a real-valued constant β.
From the Huygens integral, Eq. 4, together with the propagator, Eq. 2, we obtain

with the help of the integral relation

Z 1

�1
dξ e�γξ2þ2σξ ¼

ffiffiffi
π

γ

r
eσ

2=γ ð49Þ

the wave function

ψ ¼ N
ffiffiffiffiffiffiffiffiffiffiffiffiffi

α

αþ iβ

r
exp i

αβ

β � iα
x2

� �
, ð50Þ

and thus the probability density

jψ j2 ¼ N 2 αffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
α2 þ β2

p exp �2
α2β

α2 þ β2
x2

� �
: ð51Þ

When we now substitute this expression into the definition, Eq. 37 of the Gaussian

measure δx2 of width and recall the identity, Eq. 41, we arrive at the result

δx2 ¼ 1

κ2
1�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2α2β

κ2ðα2 þ β2Þ þ 2α2β

s" #
, ð52Þ

or
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δx2 ¼ 1

κ2
1� 1þ κ2

2β
1þ β

α

� �2
" #( )�1=2

0
@

1
A: ð53Þ

We note that for κ2=ð2βÞ � 1 and ðβ=αÞ2 < 1 corresponding to early times this

expression reduces to

δx2 ffi 1

4β
1þ β

α

� �2
" #

, ð54Þ

that is to the second moment hx2i of the Gaussian, Eq. 51, as predicted by Eq. 40.

Even more interesting is the limit 1 � ðβ=αÞ2 corresponding to large times

where Eq. 53 takes the form

δx2 ffi 1

κ2
1�

ffiffiffi
2

β

s
αðtÞ
κ

" #
: ð55Þ

According to the definition, Eq. 3, of α we find α / 1=t and thus δx2 increases in a

monotonic way tending towards the constant 1=κ2. This time dependence of the

Gaussian width is in sharp contrast to the one of the second moment x2 given by

Eq. 54 which increases quadratically with time without a bound.

A.3: Rectangular Wave Packet

Finally we turn to the Gaussian width δx2 of the rectangular wave packet. Here we
use the approximations developed in Sect. A.1 together with the properties of the

approximate expressions, Eqs. 14 and 89 for the probability density

Pðx, tÞ ¼ jψðx, tÞj2.
Indeed, for early times Eq. 14 predicts rapid oscillations around �P ¼ 1=L due to

the fact that α, which according to Eq. 3 is inversely proportional to t, is large.

Hence, we find from Eq. 42 the approximation

δx2 ffi 1

κ2
1�

ffiffiffi
π

p
κL

� �
: ð56Þ

In the other extreme, that is for large times Fig. 1 shows that P is slowly varying. As

a result, we obtain from Eq. 43 the formula

δx2ðtÞ ffi 1

κ2
1�

ffiffiffi
π

p
κ
jψðx ¼ 0, tÞj2


 	
, ð57Þ
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and the time dependence ofδx2 is determined by the one of the probability density at

the origin. Hence, a maximum in jψðx ¼ 0, tÞj2 translates into a minimum of δx2 and
vice versa.

However, in the neighborhood of the focus it is necessary to use the approxi-

mation Eq. 47 which requires P(0) andP
00 ð0Þ. According to Fig. 3 the expression for

P, Eq. 14, approximates well the exact distribution. Therefore, it suffices to expand

Eq. 14 up to the second order in x and we find

Pð0, tÞ ¼ 1

L
1þ 4

ffiffiffiffiffiffiffiffiffiffiffiffi
2ħt

πML2

r
sin

ML2

8ħt
� π

4

� �" #
ð58Þ

and

P
00 ð0, tÞ ¼ 32

L3

ffiffiffiffiffiffiffiffiffiffiffiffi
2ħt

πML2

r
2

ML2

8ħt

� �2

� 1

" #(

� sin
ML2

8ħt
� π

4

� �

þML2

8ħt
cos

ML2

8ħt
� π

4

� �

:

ð59Þ

In Fig. 13 we compare and contrast the three approximations Eqs. 56, 57, and 47

together with 58 and 59 to the numerically obtained curve based on the Fresnel

integral, Eq. 5. We note that Eq. 56 provides us with the correct starting point ofδx2.

Fig. 13 Comparison of the numerically obtained Gaussian width δx2 as a function of time for the

freely spreading rectangular wave packet (green curve), and its approximations for early and large

times given by Eqs. 56 and 57 and depicted by blue and red curves, respectively, together with the

Gaussian approximation, Eq. 47, around the focus using Eqs. 58 and 59. Here we have chosen the

value κ ¼ 6:0 as in Fig. 4. Equation 57 was evaluated using the approximation for large times,

Eq. 89. In the graphic representation of Eq. 47 we have used Eqs. 58 and 59
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Moreover, when we use Eq. 89 for jψðx ¼ 0, tÞj2 the approximation Eq. 57 describes

well the long-time behavior but breaks down for short times. It is slightly off close

to the focus. Here, only Eq. 47 together with Eqs. 58 and 59 yields a good fit to the

exact curve.

Appendix B: Wigner Dynamics of Rectangular Wave Packet

In this appendix we analyze the time evolution of the rectangular wave packet from

the point of view of Wigner phase space. For this purpose we first rederive the

Wigner function of the initial rectangular wave packet and then obtain by integra-

tion over the momentum variable the time-dependent probability density in position

space. The resulting integral representation for the probability density at x ¼ 0

allows us to derive analytical approximations in three different time domains:

(1) early and intermediate times, (2) around the focus, and (3) very long times.

We conclude by presenting an exact expression as well as several approximations

for the location of the focus.

B.1: Initial Wigner Function

We start by computing the Wigner function

W0ðx, pÞ � N
Z 1

�1
dξ eipξ=ħψ0 x� 1

2
ξ

� �
ψ∗
0 xþ 1

2
ξ

� �
ð60Þ

with the normalization constant N � 1=ð2πħÞ for the square packet given by the

wave function

ψ0ðxÞ �
1ffiffiffi
L

p Θ
1

2
L� jxj

� �
: ð61Þ

When we substitute this expression into the definition of W0, Eq. 60, we find

W0ðx, pÞ ¼ N
L

Z 1

�1
dξ eipξ=ħ

� Θ
1

2
L� jx� 1

2
ξj

� �
Θ

1

2
L� jxþ 1

2
ξj

� �
:

ð62Þ

The step functions imply the inequalities �L
2
< x� ξ

2
< L

2
and �L

2
< xþ ξ

2
< L

2
,

which can be expressed as �Lþ 2x < ξ < Lþ 2x and �L� 2x < ξ < L� 2x,
leading us to the relation�Lþ 2jxj < ξ < L� 2jxj. These boundaries establish the
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limits of integration. Indeed, the integral vanishes for 2jxj � L 
 L� 2jxj giving
rise to a factor ΘðL� 2jxjÞ.

Hence, the Wigner function corresponding to the rectangular wave packet reads

W0 ¼ N
L

Z L�2jxj

�Lþ2jxj
dξ eipξ=ħΘðL� 2jxjÞ, ð63Þ

which after integration takes the form

W0ðx, pÞ ¼ 1

πL
Θ

L

2
� jxj

� �
1

p
sin ðL� 2jxjÞp

ħ

h i
, ð64Þ

and is shown in Fig. 9.

B.2: Time-Dependent Probability Density

Next we derive the time-dependent probability density jψðx, tÞj2 by integrating the

time-dependent Wigner function

Wðx, p; tÞ � W0 x� p

M
t, p

� �
ð65Þ

over p, using the form

jψðx, tÞj2 ¼ M

t

Z 1

�1
dyW0 y,

Mðx� yÞ
t


 	
: ð66Þ

When we substitute the expression Eq. 64 for W0 with the appropriate arguments

into Eq. 66 we arrive at the integral

jψðx, tÞj2 ¼ 1

πL

Z 1

�1
dyΘ

L

2
� jyj

� �

� sin ðL� 2jyjÞMðx� yÞ=ðħtÞ½ �
x� y

,

ð67Þ

which reduces with the help of the Heaviside step function to

jψðx, tÞj2 ¼ 1

πL

Z L=2

�L=2

dy
1

x� y

� sin
ML2

ħt
x� y

L

� �
1� 2

y

L

��� ���� �
 	 ð68Þ

We conclude by introducing the abbreviation
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τðtÞ � ħt
ML2

ð69Þ

and the change of variable η � 2y=L and arrive at the exact expression

jψðx, tÞj2 ¼ 1

πL

Z 1

�1

dη
1

2x=L� η

� sin
1

2τðtÞ
2x

L
� η

� �
ð1� jηjÞ


 	 ð70Þ

for the time-dependent probability density.

B.3: Two Exact Expressions for x ¼ 0

Next we evaluate the integral in Eq. 70 at x ¼ 0 and note that the resulting integrand

is symmetric with respect to η ¼ 0. As a result, Eq. 70 takes the form

jψð0, tÞj2 ¼ 2

πL

Z 1

0

dη
1

η
sin

η

2τðtÞð1� ηÞ

 	

: ð71Þ

We can obtain an alternate form by the change of variables χ � 4ηð1� ηÞ and χ
covers the interval [0, 1] twice as ηmoves from 0 to 1. Indeed, for 0 < η < 1=2 we

have η � 1

2
ð1� ffiffiffiffiffiffiffiffiffiffiffi

1� χ
p Þ, while for 1=2 < η < 1 we have η � 1

2
ð1þ ffiffiffiffiffiffiffiffiffiffiffi

1� χ
p Þ and

the corresponding differentials are dχ ¼ 4
ffiffiffiffiffiffiffiffiffiffiffi
1� χ

p
dη and dχ ¼ �4

ffiffiffiffiffiffiffiffiffiffiffi
1� χ

p
dη,

respectively.

When we decompose the integral

I �
Z 1

0

dη
1

η
sin

η

2τ
ð1� ηÞ

h i
ð72Þ

into these two domains we find

I ¼
Z 1

0

dχ
sin χ=ð8τÞ½ �

2
ffiffiffiffiffiffiffiffiffiffiffi
1� χ

p
1� ffiffiffiffiffiffiffiffiffiffiffi

1� χ
pð Þ

�
Z 0

1

dχ
sin χ=ð8τÞ½ �

2
ffiffiffiffiffiffiffiffiffiffiffi
1� χ

p
1þ ffiffiffiffiffiffiffiffiffiffiffi

1� χ
pð Þ , ð73Þ

or
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I ¼
Z 1

0

dχ
sin χ=ð8τÞ½ �
χ
ffiffiffiffiffiffiffiffiffiffiffi
1� χ

p : ð74Þ

Hence, we obtain the alternate exact expression

jψð0, tÞj2 ¼ 2

πL

Z 1

0

dχ
sin χ=ð8τðtÞÞ½ �

χ
ffiffiffiffiffiffiffiffiffiffiffi
1� χ

p , ð75Þ

for the time-dependent probability density at x ¼ 0.

B.4: Approximations

Now we analyze the integrals of Eqs. 71 and 75 in three different time regimes. Our

main interest is to estimate the probability density around the time of focusing.

B.4.1: Early Times

In this domain we use the integral representation, Eq. 71, of jψð0, tÞj2 and note that

for t ! 0, that is for τ ! 0 two dominant terms emerge. Indeed, when we complete

the square in the argument of the sine function we find

ηð1� ηÞ ¼ 1

4
� η� 1

2

� �2

, ð76Þ

indicating a point of stationary phase at η ¼ 1=2.
Moreover, due to the factor 1=η in the integrand another contribution arises.

These observations suggest to decompose the integral into two parts: one around the

origin and one containing the point of stationary phase, that is

Z 1

0

dη f ðηÞ ¼
Z a

0

dη f ðηÞ þ
Z 1

a

dη f ðηÞ ð77Þ

with

f ðηÞ � 1

η
sin

1

2τ
ηð1� ηÞ


 	
: ð78Þ

Here a is a constant parameter such that 0 < a < 1=2.
In the first integral, we approximate ηð1� ηÞ ffi η and take the limit τ ! 0. This

procedure leads us to
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Z a

0

dη f ðηÞ ffi
Z a

0

dη
sin η=2τð Þ

η

ffi π

Z a

0

dη δðηÞ ffi π

2
, ð79Þ

where we have used the representation

lim
E!0

sin ðx=EÞ
x

¼ πδðxÞ ð80Þ

of the Dirac delta function.

We evaluate the second integral in Eq. 77 with the help of the method of

stationary phase [93] which yields

Z 1

a

dη f ðηÞ ffi 2
ffiffiffiffiffiffiffiffi
2πτ

p
sin

1

8τ
� π

4

� �
: ð81Þ

Finally, we combine the two results and arrive at the approximate expression

jψð0, tÞj2 ffi 1

L
1þ 4

ffiffiffiffiffiffiffiffiffiffiffiffi
2ħt

πML2

r
sin

ML2

8ħt
� π

4

� �" #
, ð82Þ

which reproduces the initial value of the wave packet and yields a strongly

oscillatory correction with a square root envelope. Indeed, these features stand

out most clearly when we express this formula in terms of the characteristic time

T ¼ ML2

2πħ
ð83Þ

which yields

jψð0, tÞj2 ¼ 1

L
1þ 4

π

ffiffiffi
t

T

r
sin

π

4

T

t
� 1

� �
 	( )
: ð84Þ

The simplicity of this asymptotic expression for jψ j2 clearly motivates the inclusion

of the sometimes mysterious factor 2π in the definition of T.
Equation 82 is in perfect agreement with Eq. 58, that is with our expression of

Eq. 14 for x ¼ 0. Needless to say, for t ! 1 this approximate formula, originally

constructed for small times, breaks down. Indeed, we find

jψð0, tÞj2 ffi 1

L
1� 4

π

ffiffiffi
t

T

r
sin

π

4

� �" #
ð85Þ

leading to unphysical negative probabilities.

564 M.R. Gonçalves et al.



B.4.2: Time of Maximum and Long-time Approximation

Next we use the representation of jψðx ¼ 0, tÞj2 given by Eq. 75 to obtain an

estimate for long times, that is for 1 < τ, which captures the focusing effect as it

manifests itself in a dominant maximum of the probability density. Since in this

regime, the function sin ðχ=8τÞ does not display oscillations in the interval

0 < χ < 1, we may approximate it by a line secant to the curve sin ðχ=8τÞ=χ at

the end points, that is

1

χ
sin

χ

8τ

� �
ffi 1

8τ
þ sin

1

8τ

� �
� 1

8τ


 	
χ: ð86Þ

With this approximation and the integral relations

Z 1

0

dχ
1ffiffiffiffiffiffiffiffiffiffiffi
1� χ

p ¼ 2 ð87Þ

and

Z 1

0

dχ
χffiffiffiffiffiffiffiffiffiffiffi
1� χ

p ¼ 4

3
ð88Þ

we can carry out the integration in Eq. 75 to obtain the formula

jψð0, tÞj2 ffi ML

2πħt
þ 8

3πL
sin

ML2

8ħt

� �
�ML2

8ħt


 	
, ð89Þ

or when expressed in terms of T

jψð0, tÞj2 ffi 1

L

T

t
þ 8

3π
sin

π

4

T

t

� �
� π

4

T

t


 	� 

, ð90Þ

This expression clearly shows the asymptotic behavior T / t, as well as the presence
of a maximum due to the sign change of the second term.

B.4.3: Very Long Times

A rather straight-forward approximation valid for extremely long times results from

a Taylor expansion of the integral representation, Eq. 66, of the probability density

in 1 / t. Indeed, for Mðx� yÞ=t ffi 0, we obtain

jψðx, tÞj2 ffi M

t

Z 1

�1
dyW0ðy, 0Þ, ð91Þ
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which together with the expression Eq. 64 of the Wigner function for p ¼ 0, that is

with

W0ðx, 0Þ ¼ 2

πħL
Θ

1

2
L� jxj

� �
1

2
L� jxj

� �
ð92Þ

yields after integration the approximate but analytical formula

jψðx, tÞj2 ffi ML

2πħt
¼ 1

L

T

t
, ð93Þ

which is independent of the coordinate x. In particular, Eq. 93 is valid for x ¼ 0 and

it coincides with the first term of our previous estimate, Eq. 89, as shown in Fig. 14

by the blue and green curves.

Fig. 14 Comparison between different approximations of the probability density jψðx ¼ 0, tÞj2.
The red line represents the exact result obtained numerically from the Fresnel diffraction integral,

Eq. 5, and the black curve shows the early-time estimate given by Eq. 82. In blue we depict the

intermediate and long-time estimate defined by Eq. 89, and the green curve shows the 1 / t-
behavior at very long times following from Eq. 93. The different curves show progressively the

behavior of jψðx ¼ 0, tÞj2 as time increases, or equivalently, as one moves from the near-field to the

far-field. Near-field: the square root envelope is visible and agrees perfectly with the exact result

both in amplitude and in phase. Focusing: all approximations—except for the very long time curve

in green—show a peak located close to the actual maximum. Far-field: all the approximations

reproduce the asymptotics, except for the black curve at very long times
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B.5: Location of the Focus

We are now in the position to determine the exact location of the dominant

maximum of jψðx ¼ 0, tÞj2, that is of the focus by solving a transcendental equation.
For this purpose we differentiate the exact expression for jψðx ¼ 0, tÞj2 in terms of

the integral, Eq. 71, with respect to t which leads us to the equation

Z 1

0

dη ð1� ηÞ cos ηð1� ηÞ
2τ


 	
¼ 0, ð94Þ

or

cos
1

8τ

� �
C

1

2
ffiffiffiffiffi
πτ

p
� �

þ sin
1

8τ

� �
S

1

2
ffiffiffiffiffi
πτ

p
� �

¼ 0: ð95Þ

Here we have recalled the definitions Eqs. 8 and 9. When we solve Eq. 95

numerically we find τf � 0:054.

A comparison between the definition, Eq. 83, of the characteristic time T with

the definition, Eq. 69 of τ, yields the relation

τ ¼ 1

2π

t

T
, ð96Þ

which translates into tf =T � 2πτf ffi 0:34, in complete agreement with the analysis

of Sect. 2, and in particular Figs. 1 and 2.

It is interesting that our estimates based on the various approximations for

jψðx ¼ 0, tÞj2 discussed before are very close to this value. Indeed, our early-time

approximation, Eq. 82, provides us with the condition

cot
1

8τ
� π

4

� �
¼ 4τ ð97Þ

leading to the value τe � 0:058.
Remarkably, our long-time approximation, Eq. 89, which yields the transcen-

dental equation

cos
1

8τ

� �
þ 1

2
¼ 0 ð98Þ

with the solution τl � 3=ð16πÞ � 0:059 is also accurate up to two digits.
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Appendix C: Circular Apertures

Slits are frequently employed in diffraction problems because of the mathematical

simplicity of the resulting diffraction integrals and the physical interpretation being

limited to one space dimension only. However, circular apertures are often pre-

ferred due to their direct application in microscopy, photography and transmission

between different regions of space. Indeed, early optics problems such as the

camera obscura [3], the transmission by an aperture smaller than the wave

length [19, 20, 22, 31], the Fourier optics of pupils and their optical transfer

functions [94] are only but a few examples illustrating this point. In this Appendix,

we first briefly review the history of diffraction from a circular aperture, and then

discuss the similarities and differences between the diffractive focusing of scalar

waves arising from slits and circular apertures.

C.1: Cusps and Multiple Diffraction

We start by recalling that the Poisson–Arago spot is the intensity map resulting

from the illumination of a circular disk. Therefore, the field distribution is the

complement of that generated by a circular aperture and can be calculated using the

Babinet principle [95–98].

In 1922, Coulson and Becknell7 have investigated experimentally a variant of

the Poisson–Arago spot [101, 102] by measuring the intensity patterns generated by

a disk rotated around its diagonal and illuminated by a point light source. The

geometric shadow of this arrangement is an ellipse and the intensity pattern in the

far-field is a diamond-like figure with four cusps being the evolute of the edge of the

shadow. It is interesting that a few years earlier, Raman has also observed cusps in

the diffraction patterns generated by an elliptical aperture [103].

Cusp are examples of catastrophe optics [99]. The interaction of light with a

sharp-edge aperture was mathematically reformulated recently [104].

Finally, we turn to Letfullin and collaborators who have analyzed [105–109]

theoretically and experimentally the phenomenon of multiple diffractive focusing,

which occurs when we apply a second circular aperture of radius a2 to the

diffraction pattern generated by a first circular aperture of larger diametera1, placed
in the symmetry axis. Provided the distance L between the second and the first

apertures is such that the Fresnel numberN1 � a21=ðλLÞ is an odd integer, the second
diffraction pattern has a maximum that can reach 10.0 times the illuminating

intensity of the first aperture. Based on this observation they proposed a lens for

matter waves [110].

7Surprisingly, this pioneering work is neither referred in [99], nor in [100].
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Slit and Circular Aperture: Paraxial Versus Non-paraxial Optics

In Sect. 4 we have studied the diffraction from a slit of width L illuminated by light

of wave length λ using the Fresnel and the Rayleigh–Sommerfeld integrals. The

evaluation of the RS-I integral requires the numerical integration of Hankel func-

tions [77]. We now briefly summarize an analogous discussion for the case of a

circular aperture of radius a ¼ L=2.
In the Fresnel diffraction from a circular aperture we make use of Lommel

functions in the calculation algorithm [77, 84–86]. For the non-paraxial calculation,

the RS-I and RS-II integrals are evaluated numerically using the GNU Scientific

Library (GSL) [111]. The results for the slit and the circular aperture are depicted in

Figs. 11 and 12 in Sect. 6.

The fields and the corresponding normalized intensities on-axis based on the

Rayleigh–Sommerfeld integrals for a circular aperture of radius a illuminated by a

plane wave [43, 45, 77] read

URS�IðzÞ ¼ U0 eikz � zffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 þ z2

p eik
ffiffiffiffiffiffiffiffiffi
a2þz2

p
 !

URS�IIðzÞ ¼ U0 eikz � eik
ffiffiffiffiffiffiffiffiffi
a2þz2

p� �
8>><
>>: ð99Þ

and

IRS�I

I0
¼ 1þ z2

z2 þ a2

�2
zffiffiffiffiffiffiffiffiffiffiffiffiffiffi

z2 þ a2
p cos k

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 þ z2

p � z
� �� �

IRS�II

I0
¼ 2� 2 cos k

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 þ z2

p
� z

� �h i
:

8>>>>>><
>>>>>>:

ð100Þ

From these expressions,8 especially the one for IRS�II=I0, several properties of the
non-paraxial diffraction stand out: the number of maxima, or minima of each

intensity function is finite. Indeed, the maxima follow from the condition

cos kð ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 þ z2

p � zÞ� � ¼ �1, ð101Þ

or equivalently, kð ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 þ z2

p � zÞ ¼ ð2mþ 1Þπ, with m ¼ 0, 1, 2, 
 
 
 The minima

occur when

kð ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 þ z2

p � zÞ ¼ 2nπ, ð102Þ
with n ¼ 1, 2, 
 
 


The argument of the cosine function never vanishes, except for the trivial case of

a ¼ 0, or in the asymptotic limit z ! 1. On the other hand, the intensity at the

8We emphasize that the z-values of the maxima and the minima coincide for IRS�I and IRS�II .
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origin (z ¼ 0) oscillates between 0 and 4.0, depending only on a. In contrast, the

intensity IRS�I=I0 always converges to 1.0.

The representation of the on-axis intensities IRS�I and IRS�II using a logarithmic

scale for z permits us to find another interesting property of the non-paraxial

diffraction: the separation between maxima, or minima along the logðzÞ -axis is

constant. This property is due to the argument of cosine function.

We note that Forbes has investigated the scaling properties of the Fresnel

diffraction patterns for circular apertures [92], but he did not mention this feature

as it arises only in non-paraxial diffraction.

The Fresnel diffraction intensity on-axis of a circular aperture reads

IFcð0, 0, zÞ ¼ 2� 2 cos
ka2

2z

� �
, ð103Þ

with the argument of the cosine-function being inversely proportional to z. Thus,
the number of maxima and minima is infinite.

We can find the location zm ¼ a=λ of the last maximum from Eq. 103. If we

normalize this length by L2=λ we obtain

z
ð2Þ
f =ðL2=λÞ ¼ 0:25, ð104Þ

that is the position of the focus.

In the case of the slit no analytic expressions are known for the non-paraxial

intensity, but the graphical representations of the RS-I intensities in Fig. 11 show

that the number of lobes in the intensity map of a slit of widthL ¼ 2a is equal to that
for a circular aperture of the same diameter. It depends only on the ratio L=λ.

However, the maxima are differently distributed along the z-axis, and the

dominant lobe containing the focusing maximum is much more elongated than

that of the circular aperture.

The Fresnel intensity on-axis is approximated by

IFsð0, 0, zÞ � 1� 2
ffiffi
z

p
πL

cos
π

4
þ kL2

8z

� �
, ð105Þ

which shows why the position of the focus is shifted towards larger z values,

compared to the circular aperture. After the normalization by L2=λ we find

z
ð1Þ
f =ðL2=λÞ ¼ 0:33 ð106Þ

Moreover, the maxima of the Fresnel intensity decay in amplitude converging to 1.0

for z ! 0, unlike in the circular aperture.
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574 M.R. Gonçalves et al.



109. J.R. Foley, R.R. Letfullin, H.F. Arnoldus, Tribute to Emil Wolf: Science and Engineering
Legacy of Physical Optics, Chapter 14—The Diffractive Multifocal Focusing Effect (SPIE
Press, Washington, DC, 2004)

110. R.R. Letfullin, T.F. George, A. Siahmakoun, M.F. McInerney, De Broglie-wave lens. Opt.

Eng. 47(2), 028001 (2008)

111. M. Galassi, J. Davies, J. Theiler, B. Gough, G. Jungman, P. Alken, M. Booth, F. Rossi,

R. Ulerich. GNU Scientific Library Reference Manual, 2.3 edn. for GSL Version 2.3 (2016).

https://www.gnu.org/software/gsl/

Open Access This chapter is licensed under the terms of the Creative Commons Attribution 4.0

International License (http://creativecommons.org/licenses/by/4.0/), which permits use, sharing,

adaptation, distribution and reproduction in any medium or format, as long as you give appropriate

credit to the original author(s) and the source, provide a link to the Creative Commons license and

indicate if changes were made.

The images or other third party material in this chapter are included in the chapter’s Creative

Commons license, unless indicated otherwise in a credit line to the material. If material is not

included in the chapter’s Creative Commons license and your intended use is not permitted by

statutory regulation or exceeds the permitted use, you will need to obtain permission directly from

the copyright holder.

Single-Slit Focusing and Its Representations 575

https://www.gnu.org/software/gsl/


Nonadiabatic Molecular Alignment of Linear

Molecules Probed by Strong-Field Ionization

Yields of Photoelectrons

G. Kaya, N. Kaya, J. Strohaber, N.A. Hart, A.A. Kolomenskii,

and H.A. Schuessler

Abstract The dynamics of rotational wave packets of laser-aligned linear mole-

cules were studied with femtosecond laser-driven strong-field ionization (SFI). The

dynamics were observed as a function of the delay between a femtosecond probe

pulse and a linearly polarized aligning pump pulse. The induced nonadiabatic

molecular alignment was directly monitored by the total SFI yield. The measured

revival signatures were compared to the calculated degree of molecular alignment

taking into account the effects of electronic structure and symmetry of the mole-

cules. By fitting the calculated alignment parameter to the measured experimental

data, we also determined the molecular rotational constants of N2, CO, O2, and

C2H2 gas molecules.

1 Introduction

When a molecule is exposed to a strong laser pulse, the interaction creates an

induced dipole moment due to the anisotropic polarizability of the molecule, which

tends to align with its axis of highest polarizability along the laser polarization
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direction [1]. If the laser pulse is short, i.e., its duration is less than the characteristic

molecular rotational period, the laser pulse cannot align the molecule adiabatically,

and the resulting alignment process is called nonadiabatic or field-free alignment

[2, 3]. In nonadiabatic alignment, the short laser pulse creates in each molecule a

rotational wave packet, i.e., a coherent superposition of the rotational states, which

will dephase and rephase in time after the laser pulse has ended. After the impulsive

interaction of molecules with the laser pulse, the absence of the aligning field

prevents a distortion of the molecular rotational dynamics caused by the field,

thus giving this advantage for the dynamics observation compared to adiabatic

alignment [4–6]. Since the pioneering works on the theory [7, 8] and the first

experimental demonstration of nonadiabatic molecular alignment [9], this phenom-

enon continues attracting the interest of researchers (see [10, 11]). A variety of

applications of the molecular alignment was proposed, such as controlling chemical

reactions [12], selectively controlled alignment of isotopes [13], imaging of molec-

ular structures [14], nanolithography with molecular beams [15], pulse compression

[16], and quantum information processing [17]. Femtosecond laser technology

allows aligning molecules and observing the molecular dynamics by using a

pump–probe technique [18]. Alignment initiated by a pump pulse creates a dynam-

ically anisotropic medium evolving in time, and hence, concurrent variations of the

interaction with such a medium of a probe pulse can be observed by ionization [19–

21], fragmentation [22–26], high harmonic generation [14, 26–29] or by spatial and

spectral modulation of the probe pulse [30–35].

It should be noted that rotational coherence spectroscopy (RCS) [36], which is

based on quantum beats that arise from the coherent excitation of rotational levels,

offered for the spectroscopy of the rotational states a rich variety of detection

schemes, including a pump–probe photoionization approach. Even earlier [37],

transient birefringence resulting from the time evolution of a coherent superposition

of laser-induced rotational states was used for their observation. To measure the

degree of alignment, a weak field polarization technique that employs Raman

scattering was proposed [38]. The depolarization of the probe pulse induced by

the transient birefringence due to field-free alignment was also employed for

monitoring rotational dynamics [39]. In another approach, the coherences in the

molecular rotational dynamics initiated by the nonresonant dynamic Stark effect

and by stimulated Raman scattering were detected via refractive index modulation,

resulting in the Stokes and anti-Stokes sidebands of the scattered probe pulse [40].

By using the combined effect of the laser field and a static electric extraction field,

the orientation effect of quantum-state-selected polar molecules was achieved and

was assessed by the probe-induced angular distribution of ions in Coulomb explosion

[41] or of photoelectrons due to tunneling ionization [42]. A nonadiabatic field-free

orientation of a heteronuclear diatomic molecule by femtosecond two-color laser

fields was reported in Ref. [43]. The procedure to quantitatively extract the degree of

alignment from measured strong-field ionization (SFI) yields was developed in

[44]. It uses above threshold ionization (ATI) photoelectron spectroscopy and

photoelectron–photofragment coincidences [45, 46]. The isotopic rotational constants

and fragmentation channels were determined using correlated measurement of
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rotational and mass or photoelectron spectra by combining Fourier transform rota-

tional coherence spectroscopy with resonance-enhanced multiphoton ionization [47].

The degree of alignment can be improved by reducing the temperature of the gas

[7, 48, 49] and also by selecting single states with state separators. A combination

of an electrostatic field, nonresonant femtosecond laser excitation, and the prepa-

ration of state-selected molecules using a hexapole was implemented [50] to

improve the degree of alignment up to hcos2θi ¼ 0.82. The degree of the alignment

can be further improved by using supersonic beams of polar molecules that are

deflected using inhomogeneous electric fields. The quantum-state selectivity of the

deflection is used to spatially separate molecules according to their quantum state

[51], achieving a very high degree of alignment hcos2θi ¼ 0.972. With a Stark-

selected beam of ground-state OCS molecules in an approach that uses a quantum-

state-dependent deflection in an inhomogeneous electrostatic dipole field, also high

alignment degrees were reached, hcos2θi ¼ 0.84 [52]. A combination of strong

inhomogeneous static electric field and the ac field from the laser pulse are used for

separation of polar molecules in a supersonic beam according to their quantum

states to demonstrate an unprecedented degree of laser-induced one-dimensional

alignment hcos2θi ¼ 0.97 and strong orientation of state-selected iodobenzene

molecules with an estimated temperature of 1.0 K. [41].

The molecular ionization rate is often maximal, when the maximum of the initial

electron density distribution corresponds to the laser polarization direction of the

applied field. However, not all diatomic molecules have their HOMO, which

donates electrons most readily, aligned along the molecular axis. For example,

for an π electron configuration, it is preferentially lined up in the direction perpen-

dicular to the molecular axis with no electron density along the internuclear axis.

This is unlike the σ electron configuration, for which the maxima of the electron

density are preferentially aligned in the direction parallel to the molecular

(internuclear) axis due to the shared electron density distribution directly between

the bonding atoms. Therefore, depending on the configuration of the highest

occupied molecular orbital (HOMO), qualitatively different alignment signatures

can be expected. The contributions to total ionization yield not only from HOMO

but also from energetically lower orbitals such as HOMO-1 and HOMO-2 were

investigated in high harmonic generation studies [53, 54]. The techniques to resolve

SFI channels for polyatomic molecules were developed in Refs. [45, 46].

Our goal is to investigate under the same experimental conditions the

nonadiabatic alignment process initiated with femtosecond pump pulses of linear

molecules N2, CO, O2, and C2H2 by detecting SFI yields of photoelectrons pro-

duced by the probe pulses. Previously, the nonadiabatic alignment in CO [55] and

C2H2 [56] was studied with a pump–probe scheme by detecting produced ions. The

choice of the molecules in our study was determined by their variety of configura-

tions of HOMOs. The measured molecular alignment is compared to the calculated

time dependence of the molecular alignment parameter cos 2θ
� �� �

, and the effects

of the electronic structure and symmetry of molecules on the signatures of align-

ment revivals are investigated.
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2 Experimental Setup

The pump–probe setup is depicted in Fig. 1. A mode-locked Ti/sapphire laser

oscillator provides �20 fs pulses at a repetition rate of 80 MHz. These pulses are

seeded into a regenerative laser amplifier, which outputs �50 fs laser pulses at a

repetition rate of 1 kHz with a central wavelength of 800 nm. Since shorter pulses

have a higher peak intensity for a given pulse energy, temporal compression of the

laser pulses in the focus was achieved by maximizing the integrated SFI yield,

while adjusting the grating compressor in the laser amplifier. The maximum pulse

energy from the amplified laser system was �1 mJ. The linearly polarized incident

light was split by a beam splitter into two beams with about equal intensities to

serve as pump and probe pulses. A half-wave plate and a polarizer were placed into

the pump arm assuring proper linear polarization and for adjusting the intensity of

the pump pulse.

In the experiments, different gases (N2, CO, O2, or C2H2 from Matheson

TRIGAS, with purities of 99.9995, 99.9, 99.997, and 99.6%, respectively) were

admitted to the chamber through an adjustable leak valve. The pressure in the

vacuum chamber for the various gases studied was adjusted to 6 � 10�6 mbar,

which was about three orders of magnitude higher than the background pressure.

The photoelectron signal from aligned molecules was measured as a function of the

time delay between the linearly polarized pump and probe laser pulses. This time

delay was precisely adjusted using an optical delay line with a translational stage

controlled by a stepping motor (GTS150, ESP300, Newport), which provided a

high temporal resolution of �0.67 fs. Another beam splitter was used to recombine

the two beams, and the laser beams were focused in a vacuum chamber by a 20-cm

achromatic lens. The pump pulse created a rotational wave packet, while the

delayed probe pulse ionized molecules in the focus producing electrons. During

the experiment, the pump and probe beams were horizontally polarized along the

axis connecting the centers of the left and right microchannel plate (MCP) detec-

tors. The ionized electrons were ejected by the probing laser field toward the MCP

detectors. These electrons traveled within a μ-metal TOF tube in a magnetic field-

free region. The signals from the MCP detectors were amplified by a preamplifier

(ZKL-2 Mini-Circuits), and a FAST ComTech MCS6 multiple-event time digitizer

with 100-ps time resolution was used for data acquisition. Laser pulses were

Fig. 1 Experimental setup.

BS beam splitters, TS
translational stage, WP
wave plate, M flat mirrors,

L achromatic focusing lens,

PM power meter, MCP
microchannel plates. The

dots depict electrons flying
toward the MCP detectors
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detected behind one of the mirrors on the probe arm by a photodiode, and this signal

was used to trigger the data acquisition software. The total number of counts,

depending on the pump–probe delay, was registered as the output signal. We note

that this setup was also used for ATI experiments; in particular, the intensity

measurements were referenced to the well-defined kink in the ATI spectra of Xe

at two times the ponderomotive energy, which was measured with the same setup

[57]. The pulse duration was measured using a frequency-resolved optical gating

autocorrelator (Grenouille 8–20, Swamp Optics).

When using linearly polarized pump pulses, the photoelectron momentum

distribution showed a sharp maximum in the direction of the field polarization

[58], and direct electrons have a narrower distribution than re-scattered electrons

[59]. In ATI spectra, the total number of the direct electrons (typically with energies

up to 2Up, where Up is the ponderomotive energy of an electron in the oscillating

field) is significantly larger than that of the re-scattered electrons in the plateau

region, which have larger energies, namely from 2Up to10Up [60, 61]. The solid

angle of our MCP detector is relatively small, and therefore mostly direct electrons

emitted close to the probe field polarization direction are detected.

3 Theory

The induced dipole potential of a linear molecule in a linearly polarized field along

the Z-axis is VL tð Þ ¼ �1=2 Δα cos 2θ þ α⊥½ �E2 tð Þ [62–64]. The interaction of a

linearly polarized pump pulse with linear molecules can be described by the

effective Hamiltonian H ¼ H0 � 1=2 Δα cos 2θ þ α⊥ð ÞE2 tð Þ, where H0 ¼ hBcĴ 2

is the field-free Hamiltonian with the rotational molecular constant B and the

angular momentum operator Ĵ , θ is the angle between the molecular axis and the

field polarization of the aligning pulse, E tð Þ is the time-dependent electric field of

the aligning pulse, and Δα ¼ αk � α⊥ is the polarizability difference between the

components parallel αk and perpendicular α⊥ to the molecular axis. Centrifugal

distortion effects are not taken into account in our calculations.

The degree of molecular alignment is characterized by the quantity cos 2θ
� �� �

which is calculated by a double averaging procedure: First, the Schr€odinger equa-
tion, iħ∂

∂tΦJM tð Þ ¼ HΦJM tð Þ, is solved with a Runge–Kutta procedure (typically

taking into account terms up to Jmax ¼ 25–30) for each initial molecular rotational

state ΦJ0M0
tð Þj i ¼ P

JMd
J0M0

JM tð Þexp �iEJt=ħð Þ JMj i in terms of a series in free-field

rotor functions JMj i with eigenenergies EJ ¼ hBcJ J þ 1ð Þ [10, 65, 66]. Then, the
degree of molecular alignment at time t is found knowing population amplitudes

dJ0M0

JM tð Þ of the rotational states, as cos 2θ
� �

J0M0
tð Þ ¼ ΦJ0M0

tð Þh j cos 2θ ΦJ0M0
tð Þj i

[3]. The evolution of the rotational wave packet in time can be described as

ΦJ0M0
ðτÞj i ¼ P

J,M
dJ0M0

JM JMj iexp �iπτJðJ þ 1Þ½ � [67], where we have written

the time-dependent phase term explicitly, and the time τ is given in units of
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Trev ¼ 1= 2Bcð Þ with a rotational constant B. Thus, for the time dependence of the

observable of interest, it follows

cos 2θ
� �

J0M0
τð Þ ¼ ΦJ0M0

τð Þh j cos 2θ ΦJ0M0
τð Þj i

¼
X
J0,M0

X
J,M

d∗J0M0

J0M0 dJ0M0

JM J0,M0h j cos 2θ J,Mj iφJ,J0 , ð1Þ

where J0M0h j cos 2θ JMj i / δ
J,J0

J,J0 � 2

� �δM,M0 [3] and φJ,J0 ¼ expð�iπτ J0ðJ0þ½

1Þ � JðJ þ 1Þ�Þ. For the terms with the same angular momentum quantum number,

J ¼ J0, the time-dependent phase disappears, but for the terms with J ¼ J0 � 2, the

time dependence is given by the phase factors φJ,J�2 ¼ exp �iπτð4J þ 6Þ½ �. At
integer values τ ¼ 0, 1, 2, . . . which correspond to full revivals, the phase term

φJ,J�2 ¼ 1 for all the J quantum numbers. At half revivals τ ¼ 1=2, 3=2, . . ., the

phase terms are π shifted for all of the J’s, resulting in the phase term φJ,J�2 ¼ �1,

and thus overall distribution has the same magnitude, but the opposite sign com-

pared to full revivals. At quarter revivals, the phase termφJ,J�2 depends on the even

or odd parity of J-state: At τ ¼ 1=4, 5=4, . . ., the phase term φJ,J�2 ¼ i for even J-

states and φJ,J�2 ¼ �i for odd J-states. At τ ¼ 3=4, 7=4, . . ., the phase term φJ,J�2

¼ �i for even J-states and φJ,J�2 ¼ i for odd J-states. The even and odd states

contribute to the signal; however, their contributions are shifted by π, and therefore
they interfere destructively. Indeed, the expression for the time dependence of

Eq. (1) at quarter revivals has a phase shift of π=2with regard to the signal observed
at half and full revivals.

To understand the observed revival signatures, we considered the molecular

ionization rate. Depending on the configuration of the HOMO, qualitatively differ-

ent alignment signatures are expected based on the angular dependence of the SFI

yield in the interaction of the aligned molecules with the probe pulse. To take into

account the possible deviation of the direction of the maximal SFI yield relative to

the molecular axis, we add an additional term Δ to the phase: φ0
J,J�2 ¼

exp �i πτð4J þ 6Þ þ Δð Þ½ �, where Δ is determined by the configuration of

the HOMO.

Before the laser interaction, the gas ensemble is assumed to be in thermal

equilibrium having a Boltzmann distribution with temperature T. In the quantum

mechanical approach, an ensemble is described by a statistical mixture of states

J0M0j i, having angular momenta J0 ¼ 0, 1, 2,. . . and their projections on the laser

polarization axisM0¼� J0,�(J0� 1),. . . 0,. . . (J0� 1), J0 with the probabilities of
these states following the Boltzmann distributionPJ0 � gJ0 2J0þð 1Þexp �EJ0ð kTÞ,
where EJ0 is the rotational energy of J0M0j i state and k is the Boltzmann constant.

The 2J0 þ 1ð Þ term accounts for the degeneracy within a given J0 state. In the case

of a molecule containing two identical nuclei, gJ0 is the relative weight between odd

and even J-states, which comes from the nuclear spin statistics as an additional

factor. For gerade symmetry states, bosonic nuclei have gJ0 ¼ 2I þ 1ð Þ I þ 1ð Þ, if
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J is even andgJ0 ¼ 2I þ 1ð ÞI, if J is odd, and fermionic nuclei havegJ0 ¼ 2I þ 1ð ÞI,
if J is even and gJ0 ¼ 2I þ 1ð Þ I þ 1ð Þ, if J is odd; I is the nuclear spin of identical

particles exchanged during rotation [68, 69]. For ungerade electronic states, the

ratio of odd to even states is reversed.

Finally, the degree of alignment of the ensemble at temperature T can be found

by averaging the alignment degree of a single initial state over the Boltzmann

distribution, including nuclear spin statistical factors, as [70]

cos 2θ
� �� �

tð Þ ¼
P

J0

PJ0
M0¼�J0

gJ0 cos 2θ
� �

J0M0
tð Þexp �hBcJ0 J0 þ 1ð Þð kTÞP

J0

PJ0
M0¼�J0

gJ0exp �hBcJ0 J0 þ 1ð Þð kTÞ , ð2Þ

where cos 2θ
� �

J0M0
tð Þ is the degree of alignment for a single initial state.

To illustrate the dependence of the degree of alignment on temperature, we

calculated the N2 temporal alignment signatures for a set of temperatures T ¼ 50,

100, 200, and 300 K (Fig. 2a). The summation of the contributions of different

rotational states up to Jmax ¼ 30 is shown in Fig. 2b.

We note that the duration of the used laser pulse of 50 fs is much shorter than

revival periods for all investigated molecules. Consequently, the details of the pulse

shape only slightly influence the alignment, and therefore the initial action of the

pump pulse can be considered as a kick of transferred angular momentum propor-

tional to Δα and the laser fluence [71, 72]. The correspondence between quantum

and classical quantities in the molecular alignment is discussed in Ref. [73, 74].

The presented treatment is valid only for linear molecules and a linearly polar-

ized laser field that aligns only the molecular axis leaving the rotation about this

axis unrestricted. For molecules similar to an asymmetric top, the rotation about the

molecular axis is not isotropic, and it was shown [75] that an intense, elliptically

polarized, nonresonant laser field can simultaneously force all three axes of a
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Fig. 2 a Dependence of the degree of alignment on the gas temperature calculated for N2. Jmax is

the maximum number of rotational states taken into account in the calculation. b Summation of the

contributions of different rotational states for different Jmax for N2 at T ¼ 300 K
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molecule to align along given axes fixed in space. An enhanced degree of field-free

three-dimensional alignment was also obtained using two orthogonally polarized,

time-separated laser pulses [76]. Field-free molecular revivals of 3D alignment of

asymmetric top molecules using elliptically polarized laser pulses was also dem-

onstrated [39] and is most efficient at low temperatures.

4 Results and Discussion

In this section, we present experimental results for N2, CO, O2, and C2H2 gases

followed by the interpretation of the observed revival signal for each gas. For this

interpretation, we consider the total wave function of a linear molecule, which

according to the Born–Oppenheimer approximation can be factorized,

Ψ tot ¼ ψ el � ψvib � ψ rot � ψns, as a product of the electronic wave function ψ el,

the vibrational wave functionψvib, the rotational wave functionψ rot, and the nuclear

spin wave function ψns. We present observed temporal signatures of the alignment

and compare them to the calculated time evolution of the alignment parameter

cos 2θ
� �� �

tð Þ, which depends on the laser parameters and the molecular properties.

Figure 3a shows the calculated alignment parameter cos 2θ
� �� �

at temperature

T ¼ 300 K with our laser parameters and the properties of N2 molecules with the

rotational constant B ¼ 1.9896 cm�1 [77, 78]; Fig. 3b depicts the measured signal

of the SFI yield for N2 molecules aligned by a linearly polarized pump pulse. The

SFI yields are smaller at Trev/4 and 3Trev/4 and larger at Trev/2 and Trev. This can be
explained in the following way. 14N2 is a boson, and therefore, the total wave

function Ψ tot is symmetric [79]. At room temperatures, the electronic ψel ð3
Pþ

g Þ,
and the vibrational ψvib wave functions of

14N correspond to the ground state, and

both are symmetric [79]. Therefore, to understand the ψ rot behavior, we should

consider the symmetric and antisymmetric forms of the nuclear spin wave function

ψns of 14N2. For Ψ tot to be symmetric, both ψ rot and ψns must be symmetric or

antisymmetric. For 14N, the nuclear spin is I ¼ 1 and the nuclear spin of a N2

molecule takes only values Itot ¼ 0, 1, or 2. Consequently, N2 exists in even

(Itot ¼ 0, 2) and odd (Itot ¼ 1) forms. A state degeneracy with Itot is 2 Itot +1, so
the even-N2 and odd-N2 statistical weights are 6 and 3, respectively. Due to the

relative abundance of the even-N2 versus odd-N2, 2:1 for even/odd states, the two

opposed Trev/4 revival signals do not cancel completely; however, the signal has a

reduced amplitude compared to the Trev and Trev/2 revivals, as is observed in the

experiment (Fig. 3b). Consequently, our measured SFI yield in Fig. 3b varies in

phase with the time dependence of the molecular alignment parameter in Fig. 3a. In

Fig. 3b, we also presented the corresponding fit curve based on Eq. (2) for the

alignment parameter cos 2θ
� �� �

. Thus, we can conclude that Δ ¼ 0 for the N2

measurements.

As described, the molecular ionization rate is therefore maximal when molecules

are aligned along the laser polarization direction and the configuration of the
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HOMO is parallel to the molecular axis, because such configuration makes ejection

of an electron easier. This agrees with the σg HOMO symmetry of the neutral

nitrogen molecule [80], where the molecular ionization rate is maximal, when the

molecules are aligned along the probe polarization direction. As seen in the inset of

Fig. 3a, N2 has its maximum electron density along the internuclear (molecular)

axis in its σg HOMO configuration. By fitting the curve within one full revival

period and taking the same laser parameters as experimental ones, we also found the

characteristic rotational constant and the corresponding revival time for nitrogen

gas. We note that no offset for the time axis was introduced. The theoretical values

of the rotational constant 1.9896 cm�1 [77, 78] and the revival time 8.383 ps agree

well with our experimental values of the rotational constant B¼ 1.999(+0.01)cm�1

and the corresponding revival time 8.342 ps; the number in parentheses here and

below shows the deviation of the experimental value of B from the theoretical one.

In Fig. 4, we show the corresponding frequency spectrum amplitudes of the

measured time-dependent SFI yield for N2 obtained by a Fourier transform

(FT) analysis. The spectrum reveals two sequences of allowed Raman transitions

obtained from the matrix elements of cos 2θ
� �� �

, which are calculated as ðEJþ2

�EJÞ=h ¼ ð4J þ 6ÞBc with the selection rule ΔJ ¼ �2. Namely, these sequences

Fig. 3 a Calculated time dependence of the molecular alignment parameter induced by the pump

pulse in N2; the configuration of the HOMO is also shown; b the time evolution of the measured

SFI signal for N2 molecules and the fit curve. The pump and probe pulses were polarized

collinearly and had peak intensities of 2 � 1013 and 7.8 � 1013 W/cm2, respectively
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are as follows: (6, 14, 22, 30, 38, . . .)Bc for even J’s and (10, 18, 26, 34, 42,. . .) Bc
for odd J’s. Recall that the nuclear spin of the nitrogen nucleus is 1, and both even

and odd rotational states are permitted for the nitrogen molecule [13]. The relative

ratio of the even and odd J-states is 2∶1, which follows from the nuclear spin

statistics and gives an additional factor of �2 for even J’s in the spectrum

[25, 81, 82].

Figure 5a shows the calculated alignment parameter cos 2θ
� �� �

at temperature

T ¼ 300 K with our laser parameters and the properties of CO molecules with the

rotational constant B ¼ 1.9226 cm�1 [77]. The CO molecule has two nonidentical

nuclei. Because of this lack of symmetry, even and odd states in an ensemble of CO

molecules are equally populated, and the contributions that come from the even and

odd states completely cancel each other at quarter revivals [69, 83]. As a result, no

quarter revivals appear in the calculated time dependence of the molecular align-

ment parameter cos 2θ
� �� �

and in the measured SFI signal, and only half and full

revivals are observed, as shown in Fig. 5b. The calculated time dependence of

molecular alignment in Fig. 5a changes in phase with the measured SFI yield, so

there is no need for any additional term arising from the phase term in the

calculation of the alignment parameter, thus Δ ¼ 0. This is similar to N2, since

CO also has σ-type HOMO [80] and no nodal plane along the internuclear axis.

While the theoretical rotational constant for CO is 1.9226 cm�1 [77] and revival

time 8.675 ps, we evaluated the characteristic rotational constant from the fit to our

experimental data as B ¼ 1.939(+0.016)cm�1, and the corresponding periodic

revival time is 8.601 ps.

In Fig. 6, we presented the frequency spectrum amplitudes of the time-dependent

molecular alignment signal for CO, which is expected to have peaks at frequencies

(4J + 6)Bc for all J’s, giving the sequence (6, 10, 14, 18, 22, 26, 30, 34, 38, 42, . . .)
Bc.

As an example of an πg type HOMO configuration [80], we investigated the O2

molecule, and Fig. 7a, b shows the time dependences of the molecular alignment

Fig. 4 Frequency spectrum

amplitudes of the measured

time-dependent SFI yield

for N2 shown in Fig. 3b. The

numbers on spectral peaks,

which correspond to the

allowed transitions, show

the frequencies in terms of

4J + 6. The series (6, 14,

22, 30, 38, 46, 54, . . .) Bc
and (10, 18, 26, 34, 42, 50,

58, . . .) Bc come from even

and odd values of J’s,
respectively
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Fig. 5 a Calculated time dependence of the molecular alignment parameter for CO; the config-

uration of the HOMO is also shown; b the time evolution of the measured SFI signal for CO and

the fit curve are depicted. Collinearly polarized pump and probe pulses were used with peak

intensities of 2 � 1013 and 7.9 � 1013 W/cm2, respectively

Fig. 6 Frequency spectrum amplitudes of the measured time-dependent SFI yield for CO shown

in Fig. 5b. The number on each spectral peak shows the frequency from the series (6, 10, 14, 18,

22, 26, 30, 34, 38, 42, . . .) Bc
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parameter cos 2θ
� �� �

calculated at a temperature of T ¼ 300 K for our laser

parameters and O2 molecule with a rotational constant B ¼ 1.4376 cm�1 [77, 84]

as well as the measured temporal alignment profile for O2 gas. Oxygen 16O is

bosonic, so the total wave function Ψ tot is symmetric. The ground state of the

electronic wave function, ψ el, of
16O is ð3 P�

g Þ and antisymmetric, while the

vibrational wave function, ψvib, is symmetric. Then, for the ground state Ψ tot to

be symmetric, ψ rot and ψns must be symmetric and antisymmetric, respectively, or

vice versa. For an O2 molecule, the nuclear spin Itot ¼ 0, and hence only odd

rotational J-states are populated [85]; consequently, the relative abundance of

molecules with even and odd J’s is 0:1. Therefore, only a wave packet with odd

J exists, and strong effects of alignment and antialignment are observed at the

quarter and the three-quarter revivals of O2 with the amplitudes comparable to the

full and half revivals, as shown in Fig. 7a. However, when the graph of Fig. 7a and

experimentally measured dependence in Fig. 7b are compared, one can see that the

shapes of the calculated and experimental dependences are different, which has the

following explanation. The HOMO of O2 is of πg type and has nodes of the electron
densities [86] in the direction of and also perpendicular to the molecular axis, as

Fig. 7 a Calculated time dependence of molecular alignment parameter for O2, following the

action of the pump pulse; the configuration of the HOMO is also shown. b The time evolution of

the measured SFI signal for O2 and the fit curve. Linearly polarized pump and probe pulses were

used with peak intensities of 2 � 1013 and 8.1 � 1013 W/cm2, respectively
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shown in the inset of Fig. 7a. Because of the exact twofold symmetry of this

molecular orbital, the SFI signal from O2 maximizes near 45�, and the SFI signal

is minimal when the molecular axis is exactly parallel or perpendicular to the laser

polarization. Indeed, the fitting function calculated with the value Δ ¼ π=2 gives a
good agreement with the experiment (Fig. 7b). The theoretical value of the rota-

tional constant B ¼ 1.4376 cm�1 [77, 84] and the corresponding periodic revival

time 11.601 ps compare favorably with our experimental values found by fitting

B ¼ 1.461(+0.023) cm�1 and the revival period 11.415 ps.

In Fig. 8, we show the corresponding frequency spectrum amplitudes of the time

dependence of the measured SFI yield for O2 obtained by the Fourier transform

(FT). This figure exhibits the experimental spectrum, showing series (10, 18, 26, 34,

42,. . .)Bc, since only odd J levels are permitted for O2 due to the nuclear spin

statistics.

Figure 9a shows the alignment parameter cos 2θ
� �� �

calculated at temperature

T ¼ 300 K with our laser parameters for C2H2 molecules with the rotational

constant B ¼ 1.1766 cm�1 [87] and the measured time trace of the SFI yield with

variations due to alignment of C2H2 molecules. Acetylene C2H2 has both even and

odd J-states, which are populated with the ratio 1:3 [85]. As a result of this fact,

even and odd wave packets partially cancel each other, and some alignment and

antialignment are observed at quarter revivals as shown in Fig. 9a, b. The experi-

mental results for C2H2 molecules at quarter revival, half revival, three-quarter

revival, and full revival are in good agreement with the calculated time dependence

of molecular alignment cos 2θ
� �� �

parameter, but with the inverted polarity. This

can be understood from the configuration of HOMO for acetylene, which is

dominated by a πu orbital [88]. Molecular orbitals of πu type have higher electron
density above/below the internuclear axis, with a node along the internuclear axis,

as shown in the inset of Fig. 9a. Consequently, the temporal structure of C2H2

revivals in Fig. 9b has inverted polarity as compared to the calculated molecular

alignment parameter cos 2θ
� �� �

in Fig. 9a. With Δ ¼ π, the temporal signature of

Fig. 8 Frequency spectrum

amplitudes of the measured

time-dependent SFI yield

for O2, shown in

Fig. 7b. The number on

each spectral peak shows

the frequency in terms of

4J + 6 from the series

(10, 18, 26, 34, 42, 50,

58, . . .) Bc for odd J
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the molecular alignment parameter cos 2θ
� �� �

is inverted, as shown in Fig. 9b, and

the calculated function gives a shape similar to the experimental one. The theoret-

ical value of the molecular constant for C2H2, B ¼ 1.1766 cm�1 [87], and the

respective revival time 14.175 ps match well the characteristic rotational constant

B¼ 1.180(+0.003) cm�1 and the revival period 14.133 ps following from the fitting

procedure in our data.

The frequency spectrum of the time-dependent SFI yield for C2H2 is shown in

Fig. 10. The number on each spectral peak shows the frequency in terms of 4J + 6

which corresponds to allowed Raman transitions, given by the series (6, 14, 22, 30,

38, 46, 54, . . .)Bc for even J and by the series (10, 18, 26, 34, 42, 50, 58, . . .)Bc for
odd J. The relative ratio of the amplitudes of the even and odd spectral components

is close to 1:3, following from the nuclear spin statistics.

We note that although the qualitative interpretation of our results can be pro-

vided based only on considerations involving HOMO configurations, in more

complex cases it can be necessary to take into account ionization occurring from

several orbitals using a description involving Dyson orbitals, which represent the

overlap between an initial wave function for the neutral system and the electron

wave function of the corresponding ionized system [54, 89].

Fig. 9 a Calculated for C2H2 time dependence of the molecular alignment parameter; the

configuration of the HOMO is also shown. b The time evolution of the measured SFI signal for

C2H2 and the fit curve. We used linearly polarized pump and probe pulses with peak intensities of

3 � 1013 and 7.6 � 1013 W/cm2, respectively
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5 Conclusions

The revival signatures of the linear molecules N2, CO, O2, and C2H2 produced by

linearly polarized femtosecond pump pulses have been studied under nonadiabatic

alignment conditions and measured by the detection of the SFI photoelectron yield

in a pump–probe setup with a variable delay. For N2 we observed strong alignment

effects at multiples of Trev/2 and reduced amplitude signals (not completely

suppressed) at odd multiples of Trev/4 due to the ratio of even/odd states 2:1 for

the nuclear spin statistics factors of N2. For CO, containing nonidentical nuclei,

there is no additional factor arising from the nuclear spin statistics. Thus, the

revivals at odd multiples of Trev/4 are completely canceled, whereas the revivals

at multiples of Trev/2 remain. Because the HOMO configuration donates electrons

most readily, the HOMO symmetry of molecules is important for interpretation of

the observed alignment signals. Therefore, the symmetry effect of the HOMO

electron density distribution on the shape of the temporal dependence of the SFI

yields of photoelectron measured with aligned molecules was discussed. N2 and CO

have their maximum electron densities along the internuclear (molecular) axis due

to σg and σ HOMOs, respectively. The molecular ionization rate is maximal when

molecules are aligned along the laser polarization direction, because such config-

uration makes ejection of an electron easier. Consequently, in case of N2 and CO,

our measured SFI yields were modulated in phase with the time dependency of the

molecular alignment parameter. In the case of O2, since only odd J-states are

relevant, we observed strong alignment signals at Trev/4 and 3Trev/4 revivals as

Fig. 10 Frequency spectrum amplitudes of the measured time-dependent SFI yield for C2H2,

shown in Fig. 9b. The numbers on the spectral peaks show frequencies in terms of 4J + 6, which

correspond to allowed Raman transitions from the series (6, 14, 22, 30, 38, 46, 54, . . .)Bc for even J
and the series (10, 18, 26, 34, 42, 50, 58, . . .) Bc for odd J. The relative ratio of the magnitudes of

the spectral harmonics corresponding to even and odd J correlates with the nuclear spin statistics

ratio 1∶3
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well as at multiples of Trev/2. For O2 molecules, the ionization rate has minima

when the molecular axis is parallel or perpendicular to the laser polarization due to

the πg HOMO configuration. The measured SFI yield is temporally modulated with

a (�π/2) phase shift with respect to the time dependence of the molecular alignment

parameter, which agreed with the experimental data. For the C2H2, the nuclear spin

statistics ratio of even and odd states is 1:3, and the strong alignment effects were

observed at multiples of Trev/2, and the reduced amplitude alignment signals (not

completely suppressed) were at odd multiples of Trev/4. Due to the πu HOMO

symmetry of C2H2, which has higher electron density above/below the internuclear

axis with a node along the direction of this axis, our experimental SFI yields for

C2H2 have a polarity-inverted dependence compared to the molecular alignment

parameter [a (�π) shift]. By taking into account these additional phase shifts, a

good agreement between calculated and measured alignment signatures was

obtained. In addition, the spectra of revivals reveal peaks corresponding to

sequences of transitions between even and odd rotational states with amplitude

ratios in agreement with the population ratio following from the nuclear spin

statistics. Thus, we have demonstrated that the implemented alignment monitoring

by measuring SFI photoelectron yields presents a viable and efficient way of

studying rotational molecular dynamics. By fitting the molecular alignment param-

eter cos 2θ
� �� �

, modified by taking into account discussed additional phase shifts to

the experimental data, we determined the characteristic rotational constants and

corresponding revival periods, which are in good agreement with the theoretical

values found in the literature.

5.1 Personal Recollections of Hans Schuessler Dedicated
to Ted Haensch

As a friendly colleague, I was privileged to watch your many contributions to

fundamental atomic spectroscopy. Early on, lasers were considered a passing fad,

since they were not widely tuneable. In Heidelberg, your He–Ne laser tubes in

Schmelzer’s Applied Physics laboratory were long and fragile, while the small

hollow cathode light sources in Kopfermann’s Physikalischen Institut, when com-

bined with radio frequency techniques, were well suited for hyperfine spectroscopy.

Several years later, matters changed dramatically. You had gone to Stanford and I

to Seattle. I guess we both were enjoying the stimulating atomic physics atmo-

sphere at these West Coast universities, where a starting scientist could work

independently and realize his dreams. On one of my visits to Stanford, you picked

me up in a Karmann Ghia sports car, keeping with this famous Volkswagen brand.

During this visit, I realized the playfulness in your research by watching your

wavemeter, where the moving arm was on a rail track. This playful treat continued

to be reflected in many of your subsequent works. I was also impressed by your

widely applicable nitrogen pumped dye laser, so much that on my return to Seattle I
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wanted to build such a setup for spectroscopy with ion traps, but no such luck, Hans

Dehmelt insisted for me to wait until I have my own laboratory at Texas A&M

University. Decades full of wonderful experiments have passed, and still today

thanks to your work and help, I use now frequency comb lasers for sensing and

precision spectroscopy, and the wonderful journey continues.
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112, 163003 (2014)

57. N.A. Hart, J. Strohaber, G. Kaya, N. Kaya, A.A. Kolomenskii, H.A. Schuessler, Phys. Rev. A

89, 053414 (2014)

594 G. Kaya et al.
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Ultracold Metastable Helium: Ramsey Fringes

and Atom Interferometry

W. Vassen , R.P.M.J.W. Notermans, R.J. Rengelink,

and R.F.H.J. van der Beek

Abstract We report on interference studies in the internal and external degrees of

freedom of metastable triplet helium atoms trapped near quantum degeneracy in a

1:5 μm optical dipole trap. Applying a single π=2 rf pulse we demonstrate that 50%

of the atoms initially in the m ¼ þ1 state can be transferred to the magnetic field

insensitive m ¼ 0 state. Two π=2 pulses with varying time delay allow a Ramsey-

type measurement of the Zeeman shift for a high precision measurement of the2 3S1
–2 1S0 transition frequency. We show that this method also allows strong suppres-

sion of mean-field effects on the measurement of the Zeeman shift, which is

necessary to reach the accuracy goal of 0.1 kHz on the absolute transition frequen-

cies. Theoretically the feasibility of using metastable triplet helium atoms in the

m ¼ 0 state for atom interferometry is studied demonstrating favorable conditions,

compared to the alkali atoms that are used traditionally, for a non-QED determi-

nation of the fine structure constant.

1 Introduction

The helium atom has a long history as testing ground for fundamental atomic

physics. With two electrons, helium is a three-body system and the nonrelativistic

Schr€odinger equation cannot be solved exactly. Level energies are therefore more

difficult to calculate than for atomic hydrogen showing a more stringent test of

atomic physics theory. Calculations of level energies and transition frequencies

have pushed our understanding of atomic physics since the twenties of last century.

A major breakthrough occurred in the nineties with the advent of variational

calculations in a double basis set in correlated form for the electrons, adding

relativistic and quantum electrodynamics (QED) terms in orders of the fine struc-

ture constant α and the reduced electron to helium mass ratio μ=MHe [1, 2]. As
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nonrelativistic calculations can now be performed to virtually arbitrary precision,

measurements of level energies nowadays are sensitive to QED and nuclear size

effects. As these effects are strongest for S-states and small principle quantum

number n, the n 1,3S states are theoretically the most promising to test QED. In

particular the n ¼ 2 states are important for high-resolution spectroscopy as these

also show long lifetimes, 7800 s for the 2 3S1 state and 20 ms for the 2 1S0 state

(natural linewidth 8 Hz), while the 2 3P state has, for an allowed electric dipole

transition, a relatively long lifetime of 98 ns (natural linewidth 1.6 MHz). A helium

level scheme is shown in Fig. 1.

Transition frequencies in helium can nowadays be measured more accurately

than calculated, where the theoretical limitation is in the calculation of high-order

QED terms. This hampers extraction of the charge radius of the helium nucleus (the

alpha-particle for 4He and the helion for 3He) from transition frequencies with an

accuracy that can compete with other experiments. However, in calculating transi-

tion isotope shifts between 4He and 3He, QED terms cancel to a large extent,

allowing very accurate extraction of the difference in the (squared) nuclear charge

radii of the alpha-particle and the helion. This is particularly interesting in relation

to the proton size puzzle [3–5]. To help solving the proton size puzzle, Lamb shift

measurements have recently been performed in muonic 4Heþ and 3Heþ ions, from

which results are expected soon. The projected accuracy of the muonic helium

experiments is around 0.5 am (0.03% relative accuracy in the nuclear charge radius)

[4]. For electronic helium and assuming point nuclei, Pachucki and Yerokhin [6]
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Fig. 1 Level scheme, lifetimes and transition wavelengths for low-lying n 1,3LJ states of helium

(n < 4). The 2 3S1 and 2 1S0 states are metastable and can be populated in a dc discharge. The

2 3S1 state is the ground state of orthohelium and is the starting point of experimental work in this

paper
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have performed QED calculations of the isotope shift with an accuracy of 0.7 and

3.9 kHz for, respectively, the 2 3S1–2
1S0 transition at 1557 nm and the 2 3S1–2

3P
transition at 1083 nm. These QED limited accuracies allow extraction of the

squared nuclear charge radius difference with an accuracy that will be similar to

values deduced from the muonic helium experiments if the experimental accuracy

of the isotope shift is of similar or higher accuracy. Presently, for the 2 3S1–2
1S0

transition, the accuracy is 2.4 kHz [7] while for the 2 3S1–2
3P transition the isotope

shift accuracy is 3.2 kHz [8, 9]. Surprisingly, a four standard deviation difference

exists between the nuclear charge radius difference extracted from both

measurements.

The possibility to accurately calculate level energies and wavefunctions has

allowed confrontation with several other experimental results. Radiative lifetimes

of the 2 3S1 and 2 1P1 states have been measured in cold clouds of helium atoms

initially prepared in the metastable 2 3S1 state of 4He [10, 11], showing good

agreement with theory. Also molecular potentials for two metastable helium atoms

can be calculated very accurately in some cases. This has allowed a stringent test of

quantum chemistry calculations from a measurement of the s-wave scattering

length a between two m ¼ þ1 atoms in the metastable 2 3S1 state,

atheory ¼ 7:567 ð24Þ nm [12, 13], while aexp ¼ 7:512 (5) nm [14]. Examples of

other confrontations between experiment and theory for cold collisions between

metastable helium atoms can be found in Ref. [15].

Helium atoms in the metastable 2 3S1 state (He*) are also very interesting from

the perspective of atomic matter wave physics. Being light, superposition states

with different momenta spatially separate fast and detection of He* atoms can be

performed on a microchannel plate (MCP) detector with high efficiency [15]. Actu-

ally one of the first experiments on atom interferometry (Young’s double slit

experiment) was performed with a beam of He* atoms [16]. Transversal Bragg

scattering experiments in a well-collimated beam of He* atoms were performed

around the turn of the century in Eindhoven [17]. Recent experiments include

measurement of the Hanbury Brown Twiss effect for bosons [18] and fermions

[19], the Hong-Ou-Mandel effect for matter waves [20] and realization of Wheelers

delayed choice experiment for single massive particles [21].

In this paper we present recent results on interferometry in the internal and

external degrees of freedom with He* atoms. First we discuss interference exper-

iments to prepare 4He* atoms in a superposition of them ¼ þ1, 0and�1states. This

is realized by a π=2 rf pulse transferring 50% of the m ¼ þ1 atoms, trapped in a

dipole trap, to the m ¼ 0 state and 25% to the m ¼ �1 state. By performing a π=2
�π=2 pulse sequence we deduce the value of the magnetic field in our setup by

measuring Ramsey-type oscillations between the states. This is crucial to correct for

the Zeeman shifts in the 2 3S1–2
1S0 transitions in

3He, which has hyperfine structure

and no m ¼ 0 states. Furthermore, we show that this method allows a mean-field

shift free measurement of the Zeeman shift, which is necessary to reach the absolute

transition frequency accuracy goal of 0.1 kHz.
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The second part of the paper focuses on the use of He* atoms in atom interfer-

ometry. We discuss the fundamental advantages of using helium for atom interfer-

ometry in general and for determining an accurate value of the fine structure

constant. These advantages relate to the metastability of the atoms allowing effi-

cient detection, the very small second-order Zeeman shift for m ¼ 0 atoms, the

1083 nm laser wavelength, and the low mass, allowing macroscopic (� 1m )

wavepacket separation.

2 Spectroscopy

In an earlier publication we have measured the transition frequency of the 2 3S1–
2 1S0 transition in

3He and 4Hewith 1.5 kHz resp. 1.8 kHz accuracy [7]. The 2.3 kHz

accuracy in the isotope shift, together with the 0.7 kHz theoretical accuracy in the

point-nucleus isotope shift [6], has allowed a determination of the difference in the

squared nuclear charge radius of 1.028 (11) fm2 [6]. With the present knowledge of

the charge radius of the alpha-particle, i.e., 1.681 (4) fm [22], this provided an

evaluation of the helion charge radius with the same accuracy. However, the 0.5 am

projected accuracy of the nuclear charge radii for both isotopes determined from

muonic helium [4] constitutes a factor 4 smaller (0.0026 fm2) error in the difference

in squared nuclear charge radii. Our goal for a new measurement is at least to match

this accuracy in order to compare the values of the squared nuclear charge radii for

muonic and ‘normal’ matter with similar accuracy. For this to happen we need to

measure the absolute frequencies of the 4He and 3He 2 3S1 –2
1S0 transition at

1557 nm with sub-kHz accuracy. A 0.2 kHz accuracy in the experimental isotope

shift together with the 0.7 kHz accuracy in the theoretical isotope shift for point

nuclei already allows an accuracy of 0.0033 fm2 in the squared nuclear charge

radius difference. If theory would be at the same 0.2 kHz accuracy (which seems

feasible [23]), the squared nuclear charge radius difference would be at the 0.001

fm2 level, better than anticipated with the muonic experiments and so providing

crucial input to solve the proton size puzzle.

Aiming for a 0.1 kHz accuracy in the experimental transition frequency for both
4He and 3He several challenges have to be met. Looking at the error budget of our

previous experiment [7] one major error source is the ac Stark shift as a result of the

optical dipole trapping potential. This we will solve by working in a magic

wavelength crossed dipole trap. At 319.8 nm the polarizabilities of the 2 3S1 and

2 1S0 states cancel [24]. We have generated 2 W narrowband radiation at this

wavelength, more than enough to trap our atoms and have demonstrated trapping

and Bose–Einstein condensation in a 319.8-nm dipole trap [25]. Our lock of the

1557-nm spectroscopy laser to the femtosecond frequency comb was a second error

source. This we resolved by phase-locking a narrowband 1557-nm laser to an

ultrastable laser (linewidth <2 Hz) using a frequency comb to bridge the 15 nm

wavelength difference between both lasers. A third challenge is Zeeman shifts due

to the presence of a small (earth-)magnetic field. m ¼ þ1 and m ¼ �1 Zeeman
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states of the2 3S1 state shift by�2.8 MHz/Gauss. While for 4Heone could work with

atoms in the m ¼ 0 state, that shows a negligible second-order Zeeman shift (2.3

and 3:2mHz=G2 for, respectively, the 2 3S1 and 2
1S0 states [26]),

3He does not allow

this and one has to measure the magnetic field with sufficient accuracy and rely

on sequential σ� excitation (from F ¼ 3=2,mF ¼ þ3=2) and σþ (from F ¼ 3=2,
mF ¼ �3=2 ) excitations with opposite Zeeman shift to find the zero B-field

transition frequency.

In Sect. 2.1 we give a short overview of our experimental setup, in Sect. 2.2 we

discuss how we populate the m ¼ 0 state for 4He, and in Sect. 2.3 we discuss the

present status of our Zeeman shift measurement, based on twoπ=2pulses, including
a full theoretical discussion of the frequency-degenerate three-level cascade system

interacting with resonant rf radiation.

2.1 Experimental Setup

The main parts of our experimental setup have been described in Ref. [7]. In short,

we use a liquid-nitrogen cooled dc discharge to excite helium atoms into the

metastable triplet state. The He* atomic beam, with a most probable velocity of

1100 m/s, is collimated and slowed to allow trapping in a magneto-optical trap

(MOT), where the atoms are transferred to a cloverleaf magnetic trap and further

cooled toward BEC by evaporative cooling. About 106 atoms in them ¼ þ1 state are

transferred to a 1557-nm (sufficiently detuned from the transition) crossed dipole

trap. A small magnetic field is used to keep the atoms in the spin-polarized m ¼ þ1

state as atoms in them ¼ 0state show fast Penning ionization [15].m ¼ �1states are

populated by rapid adiabatic passage using a magnetic field sweep [7, 27]. In this

way we can transfer nearly 100% of the atoms tom ¼ �1. We detect the number of

atoms as well as the temperature by either absorption imaging (on an InGaAs

photodiodes camera) or by time-of-flight to a microchannel plate (MCP) detector

mounted 17 cm below the trap. Ultracold 3He atoms are laser cooled and trapped

using a separate laser system and further cooled toward quantum degeneracy by

sympathetic cooling with 4He atoms [28, 29].

We detect the relative population of the magnetic substates m ¼ þ1, m ¼ 0 and

m ¼ �1 by a Stern–Gerlach technique, where we release the atoms from the dipole

trap and apply a magnetic field gradient. The substates separate in space and are

observed using absorption imaging. We have determined the magnetic field

strength during our experiment by inducing transitions from m ¼ þ1 to m ¼ 0

and m ¼ �1 as a function of rf frequency for a 40 μs pulse and measuring the spin-

flip ratio (see Fig. S1 of Ref. [7]). Using this method and observing the resonance

frequency over extended periods of time (to measure a linear trend) we were able to

deduce the Zeeman shift with 0.5 kHz accuracy, which should be improved to the

0.1 kHz level.
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2.2 rf Excitation of m¼0 States

For spectroscopy of 4He it is advantageous to work with m ¼ 0 atoms in-stead of

m ¼ þ1atoms due to the absence of magnetic field shifts. It is not trivial to populate

only them ¼ 0 state. Two Raman laser pulses slightly detuned from the 2 3S1–2
3P0

transition [20] can be used and close to 100% transfer efficiency can be obtained at

the cost of a separate laser system. A simpler and robust method is to apply an rf

pulse as discussed in the next subsection.

2.2.1 Theory of Resonant Three-Level Rabi Oscillations

4He has no nuclear spin, which causes the quadratic Zeeman shift to be extremely

small. At the small fields that we typically work at (of the order of a few Gauss) it is

completely negligible so to excellent approximation 4He in the 2 3S1 state is a

symmetric three-level system with a splitting given by the linear Zeeman shift. The

special case of a cascaded multi-level system is a system of multiple symmetric

Zeeman levels. This system has a very interesting symmetry: coupling together two

levels with an rf field automatically couples the other levels as well in a stepwise

(cascaded) fashion.

For the state vector

jψi ¼ Cþjm ¼ þ1i þ C0jm ¼ 0i þ C�jm ¼ �1i ð1Þ
the Hamiltonian, in the rotating wave approximation and neglecting the z-compo-

nent of Brf , is

H ¼ gJμBS � BðtÞ ¼ ħ

ω0

Ωffiffiffi
2

p e�iωt 0

Ωffiffiffi
2

p eiωt 0
Ωffiffiffi
2

p e�iωt

0
Ωffiffiffi
2

p eiωt �ω0

0
BBBBBB@

1
CCCCCCA
: ð2Þ

Here BðtÞ ¼ B0 þ BrfðtÞ, ω is the rf frequency, ω0 ¼ gJμBB0=ħ the Larmor

frequency and Ω the effective Rabi frequency, defined as Ω2 ¼ Ω2
R þ δ2, with

ΩR ¼ gjμBjBrf j=2ħ the on-resonance Rabi frequency and δ the detuning from

resonance.

The populations in the substates then follow from the coupled equations, derived

from the time-dependent Schr€odinger equation:

i
dCþ
dt

¼ ω0CþðtÞ þ Ωffiffiffi
2

p expð�iωtÞC0ðtÞ ð3Þ
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i
dC0

dt
¼ Ωffiffiffi

2
p expðiωtÞCþðtÞ þ Ωffiffiffi

2
p expð�iωtÞC�ðtÞ ð4Þ

i
dC�
dt

¼ Ωffiffiffi
2

p expðiωtÞC0ðtÞ � ω0C�ðtÞ: ð5Þ

These equations can be solved analytically. For the case of zero detuning (ω ¼ ω0),

where Ω ¼ ΩR, and when the atoms start out spin-polarized (m ¼ þ1):

jCþðtÞj2 ¼ cos 4
ΩRt

2

� �
ð6Þ

jC0ðtÞj2 ¼ 1

2
sin 2 ΩRtð Þ ð7Þ

jC�ðtÞj2 ¼ sin 4 ΩRt

2

� �
: ð8Þ

This result is shown in Fig. 2. It is thus possible to transfer 50% of the atoms to

m ¼ 0, while 100% can be transferred to m ¼ �1.

2.2.2 Results on Three-Level Rabi Oscillations

Both for the experiments on spectroscopy and atom interferometry it is important

to use metastable 4He atoms in them ¼ 0 substate. Figure 2 shows that a π=2 pulse
(t ¼ π=ð2ΩRÞ) is expected to transfer 50% of the atoms in the m ¼ þ1 state to

m ¼ 0. In the experiment we prepared 106 atoms, either slightly above the

Fig. 2 Normalized population of the m ¼ þ1 (blue line, full), m ¼ 0 (black, dotted) and m ¼ �1

(red, dashed) substates according to Eqs. 6, 7 and 8. A π=2 pulse transfers 50% of the atoms to

m ¼ 0, a π pulse transfers all atoms to m ¼ �1
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transition to BEC or primarily in a BEC, in them ¼ þ1 state at an earth-magnetic

field strength of about 0.5 Gauss. An rf pulse was then applied for a varying time

and the population in the three magnetic substates was measured by absorption

imaging after expansion in a magnetic field gradient. In Fig. 3 we show results for

the case of a BEC as this provides the best contrast in absorption imaging 8 ms

after switching off the trap. As it is difficult to normalize the different pictures we

have normalized to the total number of atoms at all measurement times. Poisson

noise in the atom number then introduces an up to 10% error in the normalized

population of the different m states.

Figure 3 clearly shows that Eqs. 6, 7 and 8, with a Rabi frequency ΩR ¼ 2π�
23.348(3) kHz, represent the measurements very well in general. The signal-to-

noise stays the same, but a change in the Rabi frequency is apparent for long Rabi

pulse lengths. This is possibly caused by transient behavior of the rf amplifier

system, but currently not limiting for creating π=2 and π pulses for which we use the
shortest Rabi pulse length available (� 10 and � 20 μs, respectively). A π pulse

transfers all atoms to them ¼ �1 state while for a π=2 pulse we find equal numbers

of atoms in each of the spin-stretched states as expected. However, there is a clear

deficit of atoms in the m ¼ 0 state. Where 50% is expected only about 25% is

observed. This is illustrated in the left part of Fig. 4, which shows an image of the

three magnetic substates after a π=2 pulse on a BEC and 8 ms expansion time. We

attribute this deficit of m ¼ 0 atoms to Penning ionization within the expanding m
¼ 0 cloud. Being strongly dependent on density [15] we tested this by preparing a

thermal cloud with about a factor 10 lower density. Indeed we see (right part of

Fig. 4b) that after the same expansion time now the number of m ¼ 0 atoms

Fig. 3 Relative populations of the m ¼ þ1 (blue triangles), m ¼ 0 (black dots) and m ¼ �1 (red
diamonds) state of He* as a function of pulse length, for atoms starting in them ¼ þ1state at t ¼ 0.

The error bars are largest near a population of 50% and zero at 0 and 100% as a consequence of

normalization
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remaining for imaging is much larger relative to the number of atoms inm ¼ 1 and

m ¼ �1 and of the order of 50%.

Applying a magnetic field gradient after the π=2 pulse pushes the m ¼ �1

state atoms out of the dipole trap, leaving a purem ¼ 0cloud of quantum degenerate
4He*. This can be used for atom interferometry (see Sect. 3), but also provides a

new possibility for spectroscopy in 4He. Although Penning ionization losses do not

allow sufficient time to perform spectroscopy in a Bose - Einstein condensate, we

have observed the 2 3S1 m ¼ 0 – 2 1S0 m ¼ 0 transition in a thermal cloud near

quantum degeneracy. This allows for a Zeeman shift free measurement of the

transition frequency in 4He, especially if future measurements are performed in

an optical lattice where Penning ionization losses are suppressed.

2.3 m ¼ 1 Zeeman Shift Measurements

Although it is in principle best to work withm ¼ 0 atoms, Penning ionization limits

the lifetime of such a cloud. Moreover, for 3He there is nom ¼ 0 state. It is therefore

mandatory to investigate ways to measure the magnetic field strength with suffi-

cient accuracy. In the following subsection we discuss Ramsey spectroscopy as a

means to measure the magnetic strength by observing the Larmor precession after

creation of a three-level superposition state with a π=2 pulse and waiting as long as

possible before introducing the second π=2 pulse. As we work with a magnetic field

B0 of the order of 0.5 G, this causes oscillations in the order of microseconds

(Larmor frequency � 1:5MHz ) and allows an accurate measurement of the

magnetic field strength via ω0 ¼ gJμBB0=ħ.

Fig. 4 Absorption images taken after a π=2 pulse in case of Bose–Einstein condensate (left) and a
thermal cloud (right). The pictures and the integrated column density below it are taken 8 ms after

switching off the dipole trap. This causes the thermal cloud to expand much faster diminishing

Penning ionization losses. The expected relative populations of the three magnetic substates are

thus recovered
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In between the two rf pulses mean-field interactions between the different

Zeeman substates may play a role as these cause shifts of the chemical potential

and therefore also of the transition frequency. These effects and their mitigation

therefore need to be addressed, which is done in Sect. 2.3.2.

2.3.1 Theory of Ramsey Spectroscopy

To generate a Ramsey signal the rf field is switched on for a time τ, after which the

spins precess freely for a time ΔT, and then the rf field is switched on again for a

time τ. To describe this theoretically we need the time evolution operator for free

precessionUfreeðΔTÞ and for an rf pulseURabiðτÞ. The wavefunction after a Ramsey

measurement is then

jψðtþ tseqÞi ¼ URabiðτÞUfreeðΔTÞURabiðτÞjψðtÞi, ð9Þ
where tseq ¼ 2τ þ ΔT. The initial phases for both rf pulses should be the same for

all free evolution times ΔT.
To measure the population of the different magnetic substates with good signal-

to-noise, τ ¼ π=ð2ΩRÞ (a π=2 pulse) is used. Scanning ΔT, oscillations should be

observed with frequency given by the Larmor frequency.

The analytic form of the time evolution operator for the π=2 pulses with zero

detuning have simple forms:

URabi

π

2ΩR

� �
¼

1

2
� iffiffiffi

2
p �1

2

� iffiffiffi
2

p 0 � iffiffiffi
2

p

�1

2
� iffiffiffi

2
p 1

2

0
BBBBBB@

1
CCCCCCA
: ð10Þ

From Eq. 9 an analytical expression for the populations of the different spin

components after a Ramsey measurement with π=2 pulses can be deduced which

is very similar to the case of a single π=2 pulse (with Cþ and C� interchanged, and

ω0 instead of ΩR):

jCþðΔTÞj2 ¼ sin 4 ω0ΔT
2

� �
, ð11Þ

jC0ðΔTÞj2 ¼ 1

2
sin 2 ω0ΔTð Þ, ð12Þ

jC�ðΔTÞj2 ¼ cos 4
ω0ΔT
2

� �
: ð13Þ
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2.3.2 Mean-Field Effects on the Zeeman Shift

In the Ramsey spectroscopy experiment, set up to measure the Zeeman shift, we

have not yet considered the fact that mean-field interactions between the different

magnetic substates have an effect on the phase evolution of the individual states.

We incorporate these effects to the total energy for the individual m states

(expressed as the chemical potential μ for trapped Bose–Einstein condensates),

and they can be directly used as a modification of the free evolution operator Ufree

introduced in the previous section.

In order to fully describe the problem, we use the Gross-Pitaevskii

(GP) description of the three BECs that are present once we apply a π=2 Rabi

pulse. For a state i out of the three states i, j, k (constituting the m ¼ þ1, 0, � 1

states), the wavefunction ψ i is described by the GP equation

� ħ2∇2

2m
þ Vint þ Nigi, ijψ ij2 þ Njgi, jjψ jj2 þ Nkgi,kjψ kj2

� �
ψ i ¼ μiψ i, ð14Þ

where Vint is the internal energy of the state and Ni the atom number in state i. The
interaction parameter gi, j is defined as

gi, j ¼
2πħ2ai, j

M
, ð15Þ

where ai, j is the s-wave scattering length between states i and j. From Fig. 1 of Ref.

[30] we extract scattering lengths if we ignore the imaginary part related to Penning

ionization or degenerate collisions ( 0, 0 ! �1, þ 1 or vice versa): a0,0 � 120

a0, a1,1 ¼ a�1,�1 ¼ a0,1 ¼ a0,�1 � 140 a0, a1,�1 � 60 a0 (with a0 the Bohr radius).
Of these three scattering lengths, only a1,1 is known from experiments to be 142.0

(1) a0 [14, 15]. As the interaction strengths gi, j scale linearly with the scattering

lengths, we find g0,0 � 6
7
g1,1 � 2g1,�1.

In the Thomas-Fermi approximation the kinetic term in the GP equation is

neglected with respect to other energies, and the problem simplifies to the scalar

expression

Vint þ Nigi, ijψ ij2 þ Njgi, jjψ jj2 þ Nkgi,kjψ kj2 ¼ μi: ð16Þ

From ψ i ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
niðrÞ=Ni

p
we deduce

μ1 ¼ V1
int þ g1,1ðn1 þ n0Þ þ n�1g1,�1, ð17Þ

μ0 ¼ V0
int þ g1,1ðn1 þ n�1Þ þ g0,0n0, ð18Þ

μ�1 ¼ V�1
int þ g1,1ðn�1 þ n0Þ þ n1g1,�1: ð19Þ

The internal energies all contain the same Stark shift from the optical dipole trap

(as this is a scalar shift). It is therefore omitted from this calculation. The Zeeman

shift is included as a linear shift. Defining them ¼ 0state as reference energy for the
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Zeeman shift, V0
int ¼ 0 and V�1

int ¼ �ħω0, where ω0 is the Larmor frequency. The

energiesVint would be the only relevant energies in the free evolution operatorUfree

as introduced in the previous section, and now they can be replaced by the full

chemical potentialμ of each state. As long as the timescale of interest is shorter than

the Penning ionization timescale (which leads to atom number loss), the chemical

potentials fully describe the phase evolution of the three components of the Bose–

Einstein condensate.

When applying a perfect π=2pulse,n1 ¼ n�1 ¼ n=4 andn0 ¼ n=2, where n is the
initial density of the BEC. In that case

μ1 ¼ ħω0 þ n

4
ð3g1,1 þ g1,�1Þ, ð20Þ

μ0 ¼
n

2
ðg1,1 þ g0,0Þ, ð21Þ

μ�1 ¼ �ħω0 þ n

4
ð3g1,1 þ g1,�1Þ ð22Þ

and the differential phases become

μ1 � μ�1 ¼ 2ħω0, ð23Þ
μ1 � μ0 ¼ ħω0 þ n

4
ðg1,1 þ g1,�1 � 2g0,0Þ � ħω0 � n

14
g1,1: ð24Þ

To get an order of magnitude estimate of these effects on the chemical potential

of the individual states, we calculate the mean-field energiesEm
mf of them states for a

typical BEC density of 1013 cm�3. We get

E�1
mf ¼

n

4
ð3g1,1 þ g1,�1Þ � h� 2:0 kHz, ð25Þ

E0
mf ¼

n

2
ðg1,1 þ g0,0Þ � h� 2:2 kHz, ð26Þ

which are typically � 0:1% of the Zeeman shift experienced by the states. At first

sight this is problematic when trying to measure the Zeeman shift beyond the kHz

level. However, the mean-field energy drops out as common mode when consider-

ing the phase evolution between the m ¼ þ1 and m ¼ �1 states if the densities are

equal. In terms of sensitivity, we can calculate the resulting frequency shiftΔEmf for

a fractional population difference Δn=n between the two states at the typical

experimental density of 1013 cm�3 :

ΔEmf ¼ Δn
n

� h� 1:3 kHz: ð27Þ

If we can get the populations to be stable within a few percent the shift is< 0:1kHz.
Also, from a practical point of view this method only involves the m ¼ �1 states,

which are much better imaged than the m ¼ 0 state (see Sect. 3).

To summarize, at our typical BEC densities of 1013 cm�3, the mean-field energy

of the individual states is around h� 2 kHz and an order of magnitude larger than
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the accuracy goal of the optical transition frequency measurement. However, when

applying the Ramsey measurement method the mean-field energies of the m ¼ þ1

andm ¼ �1 states result in a common phase evolution and they can cancel to a shift

of � 0:1 kHz if both states are equally populated within 10% of each other using a

π=2 pulse. From the results shown in Fig. 4 this seems doable.

2.3.3 Ramsey Spectroscopy Experimental Results

Extending the experiments to the Ramsey scheme, we applied two π=2 pulses

according to the scheme of Eq. 9. The results are shown in Fig. 5, which shows the

normalized (to the sum of the population of them ¼ þ1 andm ¼ �1 states) number

of m ¼ þ1 atoms after the second π=2 pulse (with statistical error bars as in Fig. 3,

while now�50 ns timing noise in theπ=2pulse delay as well as magnetic field noise

somewhat increase the error at all delay times). We were able to observe up to

80 oscillations after a π=2 pulse preparation of the superposition state. The origin of
the observed decoherence is presently unkown. It cannot be due to Penning

ionization as this does not cause decoherence and also does not occur yet at the

50 μs timescale. A possible source may be experimental rf amplifier noise. On the

other hand, as every shot takes about 15 s we suspect the observed decoherence may

also be due to slow drifts and shot-to-shot variations in the magnetic field strength.

3 Atom Interferometry

Macroscopic separation of atomic wave packets allows stringent tests of basic

quantum mechanics and sensitive sensing of forces when wave packets are split

and combined to form an atom interferometer. For the most sensitive experiments

cold atoms are used, either from a MOT or BEC. We aim to build an atom

interferometer for ultracold helium atoms in the metastable triplet state, optically

trapped close to Bose–Einstein condensation at a temperature of � 0:2 μK.

3.1 Metastable Helium for Atom Interferometry

Cold atom interferometers generally use alkali atoms. The workhorse is Rb but Cs

atoms are also used. Recently first results on Sr have been published [31]. In Table 1

a comparison of some atomic properties of these atoms is presented that shows why

He* is a good candidate for several studies.

Despite the experimental complexity of working with atoms in a metastable

state, He* has several advantages. From the experimental point of view, He* allows

efficient detection of atoms, as a function of time and position, on an MCP detector

[15]. Secondly, the required wavelength for manipulating the atoms and splitting
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the wavepacket, often requiring high laser power, is 1083 nm, a wavelength where

high power fiber amplifiers and narrow band fiber lasers are commercially avail-

able. The required power for generating flat wavefronts over large dimension for

wavepacket splitting is therefore readily available. A very important advantage of

using He* atoms (in the m ¼ 0 state) is the five orders of magnitude lower

sensitivity to stray magnetic fields compared to Rb and Cs (see Table 1). This

small second-order Zeeman shift originates from the absence of hyperfine structure

and, as a consequence, very large energetic distance to nearby other m ¼ 0 states

that mix in at second order. Because of this low sensitivity no elaborate magnetic

Fig. 5 Relative populations of the m ¼ þ1 state of He* as a function of pulse delay between two

π=2 pulses, for atoms starting in the m ¼ þ1 state at t ¼ 0. Below an expanded part for short and

long time delay showing that the oscillations remain visible up to 45 μs. The red line is a fit to the
signal applying Eqs. 11 and 13
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shielding is required, in contrast to the alkalis. A disadvangae of usingm ¼ 0 atoms

is Penning ionization, which implies that low densities have to be used.

Although the low mass will not help in reducing systematic shifts there is still a

large advantage in using low mass atoms that relates to the large recoil velocity.

This allows easy wavepacket separation over macroscopic distances with only a

few photon recoils. To illustrate this we compare the recent large 0.54 m

wavepacket splitting obtained with Rb in the 10 m fountain in Stanford [34]. This

was realized after 1.04 s ballistic flight following 45 consecutive Bragg pulses

providing 90ħk wavepacket splitting. We estimate that we can realize a 1 m

wavepacket splitting after 0.5 s in a fountain of no more than 1.6 m height applying

one 12th order Bragg pulse generated using a 2-W fiber amplifier. An experimental

setup dedicated to atom interferometry was designed in our laboratory to demon-

strate such a large superposition state (see Fig. 6).

We have designed this setup analogous to the setup described in Sect. 2, with a

vertical geometry for the atom interferometer. We will work with evaporatively

cooled atoms, close to or below the temperature for BEC, initially trapped in a

horizontal 1557-nm crossed dipole trap. We then intend to transfer the atoms to a

vertical one-dimensional optical lattice at 1083 nm. Bragg diffraction will both be

used to launch the atoms and for wavepacket splitting to realize an atom interfer-

ometer. Figure 6 shows we intend to detect the different vertical momentum states

on an MCP detector after horizontal displacement by a push beam.

Apart from demonstrating the 1-m wavepacket splitting, with a possible test of

atom neutrality as application [35], we aim for a measurement of the fine structure

constant by measuring the one-photon recoil velocity analogous to the Rb experi-

ment in Paris [36]. He* has additional advantages here as well [37]. The fine

structure constant can be deduced from the relation

Table 1 Atomic data for atoms used in cold atom interferometry

Rb Cs Sr He*

Atomic mass 87 133 88 4

Atomic mass precision (in ppb)a 0.08 0.07 14 0.016

Laser cooling wavelength (nm) 780 852 461 1083

Recoil velocity (m/s) 0.006 0.0035 0.010 0.092

Electronic state 5s 2S1=2 6s 2S1=2 5s21S0 1s2s 3S1

Nuclear spin 3/2 7/2 0 0

Total angular momentum 2 4 0 1

2nd order Zeeman shift [Hz/G2] 288b 214b ?c 0.0023d

a Ref. [32]; b Ref. [33]; c For two-electron atoms no information is, to our knowledge, available.

However, due to the absence of hyperfine structure, we expect the coefficient to be orders

of magnitude smaller than for the alkalis. Note that data on quadratic Zeeman shifts are available

for the optical lattice clock 1S0 –
3P0 transitions, however, these relate to the shift of the upper state;

d Ref. [26]
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α2 ¼ 2R1
c

h

me
¼ 2R1

c

MX

mu

mu

me

h

MX
: ð28Þ

The Rydberg constantR1 is presently known with 0.006 ppb accuracy, the electron

mass in atomic units me=mu with 0.03 ppb accuracy [38] and the atomic masses

MX=mu for X ¼ Rb, Cs and He with resp. 0.08, 0.07 and 0.016 ppb accuracy

[32]. As the most precise measurement of h /M today is for Rb, i.e., 1.3 ppb [36], a

factor of ten improvement in this measurement will already hit the limit set by the

knowledge set by Rb mass (measured in a Penning ion trap). Helium provides more

room at the bottom in challenging the presently most accurate determination of α,
i.e., by applying QED to the measurement of the g-factor of the electron [39]. Com-

paring an improved measurement of the fine structure constant from photon recoil

measurements, almost independent of QED theory, with g-factor results (that

require the most advanced high-order QED calculations [40]), may provide the

most stringent test of QED theory possible in the near future.

Fig. 6 Experimental setup for atom interferometry and measurement of the fine structure con-

stant. Enlarged parts show the designed geometry for the fountain (left) and detection of the atomic

beam (right). For details see text
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3.2 Characterization of the Zeeman Slower Using an ITO
Window

The experimental setup shown in Fig. 6 is presently being built. In an initial

experiment demonstrating slowing in our Zeeman slower, we used a vacuum

window with an indium tin oxide (ITO) coating on the vacuum side. ITO is a

conductive layer, transmitting in our case > 80% of the circularly polarized light

entering the Zeeman slower. ITO is known to release an electron after impact of a

metastable helium atom [41] albeit with an unknown efficiency hampering quan-

titative measurements. As indicated in Fig. 6 we detect the detached electrons on a

channeltron electron multiplier (CEM) detector (with exposed front side at +100

V), mounted 20 cm upstream from the vacuum window just above the 1083-nm

Zeeman slower laser beam. Chopping the atomic beam with a rotating slit in a

chopper wheel, mounted at the entrance of the first part of the Zeeman slower,

allows measurement and optimization of the velocity distribution of the atomic

beam. Results are shown in Fig. 7 demonstrating with high signal-to-noise that one

can detect the He* atomic beam and measure its velocity.

From the time delay between the light peak, caused by XUV photons from the

source, and the time the atoms arrive, the most probable velocity of the atomic

beam is measured to be 1100 m/s, which agrees with earlier measurement in another

setup [41]. The width of the peaks depends on the rotation velocity and the width of

the slit in the chopper wheel. By ramping up the current in the second part of the

t (ms)
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Fig. 7 Channeltron signal showing released electrons from the ITO window in case of a He*

beam that is slowed to various final velocities varying the current in the second part of the Zeeman

slower. The first peak, caused by high energy XUV photons from the He* plasma source, provides

a t¼0. Slowed atoms with a average velocity of 290 m/s appear after 7 ms when switching on only

the first part of the Zeeman slower (ZS1 only), while lower velocities corresponding to later arrival

times appear for increasing currents applied to the second part of the Zeeman slower

Ultracold Metastable Helium: Ramsey Fringes and Atom Interferometry 613



slower, the end velocity is tuned. The slowed atomic beam peaks in Fig. 7 corre-

spond to a velocity of 290, 120, 90 and 60 m/s, in good agreement with calculations

at the applied currents and the �250 MHz detuning of the Zeeman slower beam.

The small peak in between the unslowed and slowed atom peaks in Fig. 6 is caused

by atoms that drop out of the slowing process in the first part of the Zeeman slower.

Due to transverse divergence of the atomic beam, the atomic flux at the ITO

window after slowing to 50 m/s (the capture velocity of a He* MOT) is very

small. To measure the flux and optimize the number of slowed atoms we tweaked

the transversal collimation stage, which makes a quantitative comparison with the

unslowed beam difficult. In the optimization procedure the measured most probable

velocity actually reduces to 900 m/s demonstrating that the collimation stage also

acts as a velocity selector. Because the slowed atoms cover a large area on the ITO

window, the position of the CEM detector directly influences the amount of

electrons that can be detected. Lowering the CEM to face more of the window

drastically changes the amplitude ratios of the slowed and unslowed beams, where a

practical limit was set at the point where it starts to clip the slowing light beam. We

also observe a small reduction in the base line due to saturation of the CEM

detector, which was used in current mode.

The ITO window thus allows for direct detection of the slowed atomic beam in a

way that does not interfere with the rest of the experiment, an advantage made

possible by the high internal energy of the metastable atoms.

4 Conclusions and Future Prospects

We have shown progress toward measuring the transition isotope shift of the 2 3S1–
2 1S0 transition at 1557 nm with an accuracy that may compete with the muonic

helium Lamb shift experiment underway in Switzerland. We demonstrated that we

can efficiently transfer our trapped atoms to the magnetic field insensitive m ¼ 0

state and demonstrated the suitability of m ¼ 0 atoms for both spectroscopy and

atom interferometry. Densities below 1012 cm�3 are needed in order to neglect

Penning ionization losses at time scales < 1 s. In the interferometry experiment this

implies fast expansion of the cloud after transfer to the m ¼ 0 state.

For the spectroscopy experiment we can use both m ¼ 0 and m ¼ 1 atoms. We

can measure the transition in a thermalm ¼ 0 gas close to the BEC transition where

Doppler broadening increases the linewidth by only a factor of two and the lifetime

is sufficiently large while Zeeman shifts are absent. However, to compare and look

for systematic effects we will also use m ¼ 1 atoms in a BEC (a BEC of m ¼ 0

atoms has only a lifetime of� 10ms). Anm ¼ 1BEC shows a long (� 10 s) lifetime

also at high density while the earth magnetic field strength may be measured with

sufficient accuracy. The mean-field shift of� 2 kHz in the magnetic field measure-

ments is a systematic shift which is an order of magnitude larger than the accuracy

goal of 0.1 kHz (and is therefore a systematic effect on the measurement of a

systematic effect). The Ramsey-type measurement as proposed and demonstrated

in this paper provides a way to negate this effect to allow for a 0.1 kHz accurate
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measurement of the absolute optical transition frequency. As we will soon turn to

full operation of the magic wavelength trap [25], the ac Stark shift will no longer be

the dominant systematic effect. It should be noted that for 3He, where a magnetic

field insensitive measurement is impossible, the accuracy of the Zeeman shift

correction will be the limiting factor in the final accuracy. Our proposed Ramsey-

type measurement is currently the most promising way to suppress this systematic

uncertainty. Ultimately we could work with a three-dimensional magic wavelength

lattice with single atoms trapped in the Lamb-Dicke regime at the nodes. This

would provide an ideal geometry to perform the experiment with m ¼ 0 atoms,

without ac Stark, mean-field, recoil and Doppler shifts, and approaching the 8 Hz

natural linewidth.

The large recoil velocity, the extremely small second-order Zeeman shift, and

unique spatial and temporal detection possibilities make metastable helium an

excellent candidate for atom interferometry. For the fine structure constant mea-

surement we showed the high potential to measure the recoil velocity accurately

using Bragg diffraction and atom interference. The high accuracy of the helium

mass promises a QED test at the 0.01 ppb level by comparison of a measured αwith
a value of α calculated from g-factor measurements, if systematic effects can be

controlled well enough.
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Monolayer Graphene as Dissipative Membrane
in an Optical Resonator

Hendrik M. Meyer, Moritz Breyer, and Michael K€ohl

Abstract We experimentally demonstrate coupling of an atomically thin, free-

standing graphene membrane to an optical cavity. By changing the position of the

membrane along the standing-wave field of the cavity, we tailor the dissipative

coupling between the membrane and the cavity, and we show that the dissipative

coupling can outweigh the dispersive coupling. Such a system, for which controlled

dissipation prevails dispersion, will prove useful for novel laser-cooling schemes in

optomechanics. In addition, we have determined the continuous-wave optical

damage threshold of free-standing monolayer graphene of 1:8ð4Þ MW=cm2 at

780 nm.

The coupling between light and matter is a fundamental ingredient for many

applications ranging from highly precise detection of mechanical motion [1, 2] to

quantum information science [3]. Accurate control over the amplitude and phase of

the coupling requires precise localization of the matter relative to the light field.

Such control has been experimentally demonstrated using microscopic, point-like

physical systems such as single atoms [4], trapped ions [5, 6], gold nanoparticles

[7], semiconductor quantum dots [8], NV centers in diamond [9], and carbon

nanotubes [10, 11]. Additionally, macroscopic objects, such as SiN membranes

have been coupled locally to standing-wave light fields [12, 13]. They combine low

absorption and high dispersion with very good handling, and they have been used,

for example, in optomechanical experiments [14] in which the motion-dependent

interaction between the membrane and a light field is studied.

Advances in the fabrication of two-dimensional materials, like graphene [15],

have made it possible to fabricate atomically thin membranes, which combine the

ease of use of macroscopic membranes with the positioning accuracy of a single
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atom. Owing to their low mass and high stiffness, they promise higher vibrational

frequencies [16, 17] than SiN membranes, which is of great interest for future

graphene–based optomechanical applications. Another key difference between

membranes made of graphene and those made of SiN is the nature of the light-

matter coupling. While for SiN membranes the coupling is dispersive, for graphene

membranes it has been predicted to be mostly dissipative since a monolayer of

graphene exhibits a single–pass absorption of A � πα ¼ 2:3% in the optical range

[18]. Hence, a graphene membrane will cause a position-dependent dissipation of

the intra-cavity field, which is wavelength-independent within the visible to near

infrared spectral range. In contrast to standard dispersive optomechanical coupling

[14], a predominantly dissipative coupling between membrane and cavity field

could possibly allow for novel laser cooling of the membrane’s motion along

similar lines as recently discussed for dissipation external to the cavity

[19, 20]. In the past, photothermal coupling has been used to achieve cooling of

mechanical oscillators [21, 22].

Graphene has been embedded into rudimentary optical cavities [23],

optomechanically coupled to superconducting microwave cavities [17, 24, 25],

and to the evanescent field of an optical microsphere resonator [26]; however, in

those cases the spatial structure of the electromagnetic field was not resolved in the

coupling. Here we present an experimental study of a free-standing layer of

graphene inside a Fabry–Perot resonator. We demonstrate that the position of the

membrane with respect to the cavity standing-wave field leads to a strong and

highly controlled modulation of the cavity losses due to dissipation. Furthermore,

we find that the change of the cavity linewidth due to dissipation is three times

larger than the dispersive frequency shift caused by the membrane, which realizes

for the first time a regime dominated by dissipation rather than dispersion.

Our experimental setup is shown in Fig. 1. It is composed of a Fabry–Perot

optical resonator with a free-standing layer of graphene in the “membrane-in-the-

middle” configuration. The position of the graphene with respect to the standing

wave can be experimentally controlled which allows us to influence the dissipation

and hence the cavity loss rate. The latter is reflected by an increased linewidth and a

reduced in-coupling into the cavity when the membrane is moved from a node to an

anti-node of the standing-wave field. In order to achieve a good coupling between

the cavity mode and the graphene layer, the mode waist of the cavity must be much

smaller than the physical size of free-standing graphene flakes, which typically is

on the order of 10 μm.

In order to address the challenge of working with small free-standing samples,

we have designed an optical cavity featuring two integrated lenses to achieve an

experimentally verified TEM00 mode waist of w0 ¼ ð1:2� 0:2Þ μm. The cavity has

a total length of lcav ¼ 32 cm, corresponding to a free spectral range of

νFSR ¼ c=ð2lcavÞ ¼ 470 MHz (see Fig. 1). We perform reflection spectroscopy on

the cavity using light from a single-mode external-cavity diode laser at 780 nm. For

reference, we first measure the finesse of the empty cavity to be

F e ¼ 2π=Le ¼ νFSR=δνe ¼ 83� 9, where δνe ¼ ð5:6� 0:6Þ MHz is the linewidth

of the cavity and Le ¼ ð7:5� 0:8Þ% are the total losses. The major contribution of
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the losses comes from the integrated lenses. The coating has a reflectance of

R ¼ 0.5% per surface leading to round trip losses of 4%. The mirror transmissions

are T1 ¼ 2% and T2 ¼ 0:01%. As calculations suggest that clipping losses can be

neglected, we assume that the additional loss (� 1:5% ) is coming from lens

misalignment. Using better coatings at 780 nm and improved alignment, the finesse

can be improved by about a factor of two. The linewidth of the cavity determines

the electric field decay rate by κe ¼ 2π � δνe=2 ¼ 2π � ð2:8� 0:3Þ MHz. In our

measurements, the length of the cavity was not actively stabilized. Next, we

introduce a free-standing graphene sample into the middle Fabry-Perot resonator.

We use a commercially available sample grown by chemical vapor deposition

(CVD) and transferred onto a transmission electron microscopy (TEM)-grid

[27]. The graphene is mostly a single-layer sample but also a few two-layer flakes

have been detected, see below.

Initially, we position the graphene sample at the node of the standing-wave field

by minimizing the losses (linewidth) of the cavity. When subsequently sweeping

the center frequency of the laser by one free spectral range of the cavity (ΔνL ¼ νFSR
), the relative position between graphene and the standing-wave changes from a

node to an anti-node as depicted in Fig. 2a. Resultingly, the losses of the resonator

are different for the two laser frequencies and allow us to perform a differential

measurement of the cavity losses caused by the graphene layer without the need for

mechanical realignment. An example of such ameasurement is shown in Fig. 2b.We

can also access other locations of the graphene sample relative to the standing wave

by changing the cavity length by δz using a piezo transducer at one of the cavity

mirrors and perform a similar measurement. In Fig. 2c we show the complete

results of how the cavity finesse changes when positioning the graphene sample

at different locations within the standing wave. The results highlight that the

periodic structure of the cavity losses can be clearly resolved. The observed

periodicity of λ stems from moving the cavity mirror rather than the graphene

sample.

We fit our experimental data with a theoretical model which computes the total

cavity dispersion and losses from the dispersion and absorption of each element in

TEM-grid
(7.5µm holes)

graphene 
flake

R=99.9%R=98%

f=1.45mm
Pref

50:50

Pin
780nm 
laser

x
y

mode-waist

Fig. 1 (Color online) An optical Fabry-Perot resonator is loaded with a free-standing monolayer

of graphene. The position of the graphene sample can be fine-tuned in the x-y-plane using a piezo

stage. Light is coupled into the cavity from the low-reflectivity side and the reflection from the

cavity is monitored using a 50:50 beam splitter and a photodiode. The high-reflectivity mirror is

mounted on a piezo transducer in order to adjust the cavity length
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the resonator and then solves for the condition of a stable resonator round trip

[13]. In the model, we have used the reflection and transmission amplitudes for

graphene calculated from the Fresnel formulas for a membrane of thickness dg
¼ 0:345 nm and with a complex index of refraction of ng ¼ 2:71þ 1:41 i

[28]. Together with the empty cavity loss of Le ¼ 8%, which is in agreement

with the data for the graphene at the node, this model fits the data well, as can be
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a Localization of a layer of

graphene with respect to the

cavity standing-wave field.

When the frequency of the

laser is changed by one free

spectral range of the cavity

and the graphene sample is

placed in the middle of the

cavity, the single layer

shifts from a node into an

anti-node of the standing-

wave pattern. b Reflected

power from the cavity while

scanning the laser across

one free spectral range. On

the left resonance graphene

is located at a node, while

on the right resonance it is

located at an anti-node.

c Finesse of the cavity for

different relative positions

of the graphene layer and

the anti-node of the

standing-wave field. The

point at δz=λ ¼ 0 (blue) is
extracted from the data

shown in (b). Here δz is the
mirror position as shown in

Fig. 1. The solid line is
derived from the numerical

model discussed in the

main text
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seen from the solid line in Fig. 2c. For a single layer of graphene, we find that the

decay rate of the cavity electric field increases by Δκ ¼ 2π � ð3:5� 0:4Þ MHz,

which quantifies the dissipative coupling between the graphene flake and the

resonator mode.

On different sections of our graphene sample, we have observed different values

of the absorption. In particular, there are three different discrete values of the

finesse, which we attribute to different number of layers. In order to analyze this

effect, we extend the numerical model to analyze how many layers of graphene

contribute to the absorption. In Fig. 3, the dashed line shows the behavior of the

cavity finesse as a function of the (continuous) thickness of the absorber. The data

points show the measurements and we find that they match the curve equidistantly,

and hence count the numbers of layers. The behavior can also be understood in the

following simplified way: an absorber with a single-pass loss A leads to an average

loss of 2A in the standing-wave cavity. From the cos 2ð2πx=λÞ structure of the

standing-wave field, it follows that the peak loss of a sub-wavelength thick absorber

is 4A. In lowest order, we assume that the single-pass loss is proportional to the

number N of layers and hence the cavity finesse for the graphene sample at the anti-

node behaves as F ¼ 2π=ðLe þ 4N � AÞ. The squares in Fig. 3 display the result of

this estimate using A ¼ 2.3%, which agrees well with the data.

So far, we have demonstrated that positioning of a graphene membrane at

specific positions within the cavity field leads to controlled dissipation. We now

set this into relation to the dispersive shift, which is the change of the resonance

frequency of the cavity caused by the presence of the graphene layer. This is an

important quantity since certain optomechanical laser-cooling schemes require

optical dissipation–dominated coupling rather than dispersive coupling between

membrane and cavity [19, 20]. However, membranes with such optical properties

have not yet been demonstrated experimentally. Considering the change in the

optical path length of the cavity by the graphene membrane, we theoretically

estimate the dispersive frequency shift ΔωD ¼ �2π � νFSR
2dg
λ ReðngÞ � 1

� � ¼
�2π � 0:71 MHz. Hence, we expect the dispersive shift to be smaller than the

total linewidth of our resonator and toward smaller absolute resonance frequency as
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Fig. 3 (Color online)

Cavity finesse versus

number of graphene layers

located at the cavity anti-

node. The dashed line is
obtained from the

simulation with the

parameters obtained in

Fig. 2c. The empty squares
(blue) assume a loss of 4N
�A for N layers
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the optical path length becomes longer when graphene is placed inside the

resonator.

In order to experimentally measure the dispersive shift without the efforts of

homodyne detection, we position the graphene at the anti-node of the cavity field

and apply a laser power above the optical damage threshold of graphene when

resonantly coupled into the resonator. When scanning the laser across the cavity

resonance, the graphene layer gets destroyed when the light couples into the

resonator. This leads to a quick change of the cavity resonance frequency by the

dispersive shift ΔωD ¼ 2π � ΔνD (see Fig. 4). It is important to note that the cavity

response time is about κ�1
e � 50 ns, which is two orders of magnitude smaller than

the separation between the data points and therefore the cavity response is instan-

taneous. In order to quantify the dispersive shift, the data are divided into two parts

representing the loaded and empty cavity (red (diamonds) and blue (triangles) data

in Fig. 4a). These parts can be identified by a strong change in the cavity

in-coupling efficiency. We fit each of the wings with a Lorentzian profile using

the linewidth obtained from the previous measurement and determine the line-

centers of the Lorentzian. With this method, we find a dispersive shift of

ΔωD ¼ �2π � ð1:0� 0:4Þ MHz, in agreement with our expectation.

From the dispersive and the absorptive measurements, it is possible to calculate

the corresponding optomechanical coupling constants, defined as G ¼ dω=dz and
Γdp ¼ dκ=dz, obtained when graphene is placed in the center between node and

anti-node by G≲k � ΔωDj j ¼ 2π � ð8:3� 2:5Þ kHz=nm and Γdp ¼ k � Δκ ¼ 2π�
ð28:3� 3:3Þ kHz=nm, where k ¼ 2π=λ is the wavenumber (see Appendix). From

this, we find a ratio between dissipative and dispersive coupling of

Γdp=G≳Δκ=ΔωD ¼ 3:4� 1:1, ð1Þ
which exceeds previous measurements in other systems [26, 29] by approximately

one order of magnitude. Moreover, it shows the unusual features of the graphene

membrane as compared to standard optomechanical membranes, such as SiN, for

which this ratio typically is in the range of � 10�4. Finally, we can estimate the

single photon coupling rate g0 by assuming a mechanical resonance frequency of

ΩM � 2π � 20 MHz, giving rise to a zero-point motion amplitude of

x0 � 3� 10�13 m and hence g0 ¼ G � x0 ’ 2π � 2 Hz (and, correspondingly, a

factor of three larger for the dissipative rate).

From our measurements, we also deduce the optical cw-damage threshold of

graphene for λ ¼ 780 nm, which is interesting for instance for applications in

nonlinear optics [30] or to interface other nanoscopic system like nanodiamonds

[31]. To this end, we calculate the intensity of the cavity field at the anti-node from

a numerical model [13]. Our data yield a cw-damage threshold of ID ¼ ð1:8� 0:4Þ
MW/cm2, which is the average of ten measurements. This result is comparable to

the optical damage threshold of graphene mounted on silicon substrates where

lattice modifications caused by bond breaking have been observed [32]. We note

that below the damage threshold intensity, no saturation of the graphene absorption

has been observed. This is in contrast to experiments with short (ps) laser pulses,
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where the damage threshold [33] is several orders of magnitude larger than the

saturation intensity [34].

We conclude that a single free-standing monolayer of graphene in a membrane-

in-the-middle configuration is a promising experimental platform for cavity

optomechanics in the dissipation-dominated regime. Along with the good mechan-

ical properties of graphene, which have been verified by evanescent motional

readout [26], theoretically predicted dissipative ground state cooling schemes

(a)

(c)(b)

Fig. 4 (Color online) Measurement of the dispersive shift caused by a single layer of graphene.

a Cavity transmission during the frequency scan of the laser at an intensity higher than the damage

threshold of graphene. Near the peak coupling into the resonator, the graphene is optically

damaged and becomes transparent which leads to a shift of the cavity resonance. Red data points

(diamonds): undamaged graphene; blue data points (triangles): damaged graphene. The dispersive

shiftΔνD is determined from Lorentzian line fits to the wings of the data. The black data points near
to the threshold have not been used for the fit. Also shown are reference scans at low intensity

before (b) and after (c) the dispersive measurement to determine the width and amplitude of the

Lorentzian fits
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[35] might become possible in future experiments provided that the cooling rate

exceeds the heating rate from absorption of laser light.

Acknowledgements This work has been supported by BCGS and the Alexander-von-Humboldt

Stiftung.

Appendix

For optomechanical applications, the coupling constants are of fundamental inter-

est. In general, they can be divided into dispersive coupling G, which is the change

of the cavity resonance frequency Δω with the membrane displacement along the

cavity axis (z-axis) and into dissipative coupling Γdp, which is the equivalent

change of the cavity electric field decay rateΔκ. In general these coupling constants
can be written as [29]:

GðzÞ ¼ ∂ω0ðzÞ
∂z

, ΓdpðzÞ ¼ ∂κðzÞ
∂z

: ð2Þ

Because the electric field along the cavity axis forms a periodic standing-wave,

both of these coupling constants also follow a periodic pattern along the cavity axis.

In Fig. 5 the theoretical values of Δω ¼ ω0 � ω0,e and Δκ ¼ κ � κe are shown,

whereω0,e and κe denote the resonance frequency and the electric field decay rate of
the empty cavity, respectively. Here the same simulation and parameters as given in

the main text have been used. Because the length scale along the cavity axis is set by

the wavelength, the slope and therefore the coupling constants are fully defined by

the amplitudes Δωmax and Δκmax when the membrane is moved from a node into an

anti-node of the standing-wave field (see Fig. 5). In order to calculate the coupling

constants, we fit the simulation using suitable fit-functions defined by

Δω ¼ Δωmax

2
cos 2kzð Þ þ y0,ω ð3Þ

Δκ ¼ Δκmax

2
cos 2kzð Þ þ y0,κ , ð4Þ

where k ¼ 2π=λ is the wavenumber of the intra-cavity field. From this follows:

G ¼ ∂ω0ðzÞ
∂z

¼ ∂Δω
∂z

¼ k � Δωmax sin 2kzð Þ ¼ Gmax sin 2kzð Þ, ð5Þ

and equivalently Γdp ¼ k � Δκmax sin 2kzð Þ ¼ Γdp,max sin 2kzð Þ. Therefore, the abso-
lute values become largest when the membrane is placed in the center between node

and anti-node (z ¼ λ=8), as here the slope of the curves in Fig. 5 is largest. While

each individual coupling constant even approaches zero when the membrane is
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placed close to a node or anti-node of the standing-wave field, the ratio of the

coupling constants is independent of the exact location as

Γdp

G
¼ Δκmax

Δωmax

: ð6Þ

In our experiment, we measured the shift of the resonance frequency of the cavity

when the membrane is removed from an anti-node of the standing-wave field. In

Fig. 5 this corresponds to the theoretical value indicated Δωmax,e. If we use this

value for calculating the coupling constant Gmax using Eq. 5, our simulation

suggests that we overestimate the dispersive coupling by about 20%. Therefore,

generally Γdp=G≳Δκmax=Δωmax,e, which is the value we quote in Eq. (1) of the

main text.
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Cavity Ring-Up Spectroscopy for Dissipative

and Dispersive Sensing in a Whispering

Gallery Mode Resonator

Yong Yang, Ramgopal Madugani, Sho Kasumie, Jonathan M. Ward,

and Sı́le Nic Chormaic

Abstract In whispering gallery mode resonator sensing applications, the conven-

tional way to detect a change in the parameter to be measured is by observing the

steady-state transmission spectrum through the coupling waveguide. Alternatively,

sensing based on cavity ring-up spectroscopy, i.e. CRUS, can be achieved tran-

siently. In this work, we investigate CRUS using coupled mode equations and find

analytical solutions with a large spectral broadening approximation of the input

pulse. The relationships between the frequency detuning, coupling gap and ring-up

peak height are determined and experimentally verified using an ultrahigh Q-factor
silica microsphere. This work shows that distinctive dispersive and dissipative

transient sensing can be realised by simply measuring the peak height of the

CRUS signal, which may improve the data collection rate.

1 Introduction

Whispering gallery mode (WGM) resonators are widely used for a number of

applications, such as frequency comb generation [1, 2], laser stabilization [3–5]

and sensing [6, 7]. The high optical quality factor (Q-factor) and relatively small
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mode volume of whispering gallery resonators (WGRs) render the modes very

sensitive to subtle environmental changes. Until now, WGRs have been used to

measure changes in a number of parameters such as refractive index [8, 9], tem-

perature [10–12], pressure [13, 14] and stress [15, 16]. Aside from parameter

change detection, ultrahighQ resonators have also been used to detect nanoparticles

[17, 18] and single viruses [19, 20]. The mechanism behind ultrahigh sensitivity

sensing in WGRs is based on a reactive (i.e. dispersive) frequency shift of the

whispering gallery modes [19] as a result of perturbations that may be present.

Alternatively, a perturbation may increase the optical linewidth of the WGM by

introducing more dissipation [21, 22], or may change the back-scattering strength

[23] and subsequent mode splitting if modal coupling is present [17, 20]. The

optomechanical properties of WGRs can also be used for force [24] or viscosity

sensing [25].

Currently, in order to retrieve the dispersive, dissipative and mode splitting

information, the transmission spectrum of a WGR through an externally coupled

waveguide, such as a tapered optical fibre, is usually measured. Light from a

tunable laser source is coupled into the tapered fibre and the transmission is

monitored. Low powers are used in order to minimise thermal and nonlinear effects

on the whispering gallery modes. By sweeping the laser frequency, the transmission

spectrum through the fibre can be recorded. Any changes to the frequency, mode

splitting or linewidth are used to monitor perturbations induced by the physical

parameter that is being sensed. During measurements, the transmission spectrum

represents a steady state of the coupled system; therefore, time response of the

sensor [26–28] is related to the lifetime of the resonator which limits the scanning

speed. For a WGR with an optical Q-factor > 2� 107, even when the pumping

laser is shut off immediately, there is still light intensity remaining in the cavity due

to the long lifetime of the high Q cavity. A transient ringing effect [29, 30] is

observable even if the laser is scanned as quickly as 25 MHz/μs [31]. The ringing
spectrum can be used to distinguish between the overcoupled and undercoupled

cases [32]. When the scanning speed is faster than the character speed, as defined in
[28], the steady-state treatment can no longer be used to describe the coupled mode

system. Therefore, by recording lineshape changes in the ringing tail of an observed

transmission spectrum, either by (1) a scanning probe laser or (2) a fixed laser in

resonance with a high Q mode, transient sensing should be possible; this would

allow us to not only transiently detect the existence of a nanoparticle but also

provide information such as speed or size of the particle [28]. A proof-of-principle

experiment based on the ringing phenomenon has recently been reported [33].

Another possible approach is to send light pulses, which are far detuned from a

WGM resonance, through the optical coupler. The retrieved signal on the coupler’s
output shows an oscillatory lineshape similar to that in [28]; this effect is termed

cavity ring-up spectroscopy (CRUS) [27] and the rising edge of the light pulse leads
to transient broadening. Even though the light is far detuned from the WGM, a

fraction can still be coupled into the cavity if the broadening is much larger than the

detuning. The system is not affected by thermal or nonlinear processes which may

arise due to the ultrahigh Q of the mode. The ringing effect occurs within the

lifetime of the WGM and, therefore, can be used for ultrafast sensing. The transient
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capability of CRUS has already been demonstrated by measuring the time response

for thermo-refractive effects, Kerr nonlinearity and optomechanical vibrations [27].

To date, there has been no thorough theoretical investigation of CRUS and

details, such as the influence of the pulse’s rise time on the observed spectra, are

relatively unknown. In this manuscript, we use coupled mode theory to solve the

related differential equations without relying on the steady-state assumption. An

approximate analytical solution is obtained and compared to a precise numerical

transient solution. The theoretical results fit well to experimental data that we

obtained for a silica microsphere resonator. The influences of the pulse rise time,

the coupling condition and the detuning on the ring-up spectrum are given. This

provides a solid foundation for future applications in transient sensing.

2 Coupled Mode Theory

A typical CRUS setup is shown in Fig. 1a. The WGR is coupled evanescently to

a tapered optical fibre through which light from a laser propagates. The light

couples into the resonator and is monitored at the opposite end of the fibre. The

coupling dynamics can be described using coupled mode theory. The amplitude of

the intracavity electromagnetic field, a(t), changes in time according to the follow-

ing [28, 34, 35]

daðtÞ
dt

¼ �jω0aðtÞ � ðκe þ κ0ÞaðtÞ þ
ffiffiffiffiffiffiffi
2κe

p
SinðtÞ, ð1Þ

where j ¼ ffiffiffiffiffiffiffi�1
p

, the resonant frequency of the WGM is ω0, and κe and κ0 represent
the external and intrinsic coupling rates, respectively. The total damping rate of the

cavity is given by κ ¼ κe þ κ0 and τ ¼ 1=κ is the intracavity lifetime. In order to

arrive at the transient response of the WGR, the laser light is pulsed with a temporal

profile, SinðtÞ. The laser frequency,ωL, is far detuned, i.e.ωL � ω0 � κ. The pulsed
input field can be separated into a slowly varying and a fast varying term so that

SinðtÞ ¼ ainðtÞe�jωLt: ð2Þ
Here, the slowly varying part, ainðtÞ, represents the temporal profile of the pulse

and, in the following discussions, it takes the form of a Guassian function where

ainðtÞ ¼
0, t < τ0

αinexp � 4½t� τ0 � tr�2
ln 2 � t2r

 !
, τ0 < t < τ0 þ tr

αin, t > τ0 þ tr

8>><
>>: ð3Þ
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The pulse is illustrated in Fig. 1b. The pulse starts at time τ0 and follows a Gaussian
profile with a rise time, tr � τ. At time t ¼ τ0 þ tr, the total power of the pulse

reaches its maximum, jαinj2, and, for later times, the laser can be treated as a

continuous light source over the lifetime of the cavity mode.

2.1 A Simple Model: Large Spectral Broadening Bandwidth

The temporal profile of SinðtÞ can be obtained from Eqs. 2 and 3 and Fourier

expanded as follows:

Fig. 1 a Schematic of a taper coupled WGR system for transient sensing using CRUS. A pump

laser of frequency ωL, far off resonance with the WGM, ω0, is coupled through the tapered fibre

with a temporal profile, SinðtÞ. The pulse profile is depicted in (b); the laser pulse starts at a time τ0
and rises up to its maximum within a time tr. The mathematical description of the pulse is given in

Eq. 3. c–e Transient frequency of the laser pulse for different time intervals. c t ¼ ½0, τ0� ;
d t ¼ ½τ0, τ0 þ tr� ; e t ¼ ½τ0 þ tr, þ1 ). At the rising edge of the pulse, the laser source is

transiently broadened (d), so a fraction of the pump signal couples to the WGM and contributes

to a beat signal between it and the pump source (e)
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SinðtÞ ¼

0, t < τ0ffiffiffiffiffiffiffi
ln 2

π

r
trαin
4

� Rþ1
�1 e�

ln 2t2rω
2

16 ,

e�j½ðωþωLÞðt�τ0Þ�dω

τ0 < t < τ0 þ tr

αine�jωLt, t > τ0 þ tr

8>>>>>>>>><
>>>>>>>>>:

ð4Þ

It can be seen that, for a time interval t 2 ½τ0, τ0 þ tr�, the rise time of the pulse

induces sideband frequencies even though the laser source is monochromatic. As

the Fourier transform of a Gaussian function is a Gaussian, the laser pulse is

expanded transiently with a bandwidth, B ¼ 1=ðtr ln 2Þ.
In our experiments, the pulse has a rise time ranging from �1 ns to several tens

of ps. The laser frequency broadening bandwidth, B, is of the order of GHz, and, for
a WGM withQ > 107, κ �MHz. AsB � κ, we can assume that only the portion of

the broadened laser source at the resonant frequency,ω0, can be efficiently coupled

to the WGM. As illustrated in Fig. 1c–e, we assume that the laser is far red-detuned

from the resonant frequency, such that ωL � ω0 ¼ Δ � κ. The WGM acts as an

infinitely narrow band pass filter so that we only need to consider the frequency at

ω0, see Fig. 2c. Thus, the input signal can be simplified as:

SinðtÞ 	
ffiffiffiffiffiffiffi
ln 2

π

r
trαin
4

e�
ln 2t2r Δ

2

16 e�jω0t: ð5Þ

Note that, in the above expression, only the last factor is time dependent. The single

frequency pulse as defined by Eq. 5 must satisfy Eq. 1. Thence, we get the dynamics

of the intracavity amplitude for the transient interval at the rise time and for later

times. Equation 1 has a general solution [28]:

aðtÞ ¼ ffiffiffiffiffiffiffi
2κe

p
aine

jω0t�κt τ

1þ jðωL � ω0Þτ þ
Z t

τ0

ejϕðt
0Þ�jω0t

0þκt0dt0
� �

: ð6Þ

The complete dynamics can be separated into two steps. First, at the rise time

interval, the signal is broadened and light of frequencyω0 is coupled into the cavity.

As tr � τ, dissipation during this short time can be ignored and ωL in Eq. 6 can be

substituted by ω0. If we consider the accumulated phase ϕðt0Þ ¼ R t0τ0 ω0ðt0 0 Þdt0 0 ¼
ω0t

0, then the accumulated amplitude at a time t ¼ τ0 þ tr is given by

aðtÞ ¼
ffiffiffiffiffiffiffi
2κe

p
κ

ffiffiffiffiffiffiffi
ln 2

π

r
trαin
4

e�
ln 2t2rΔ

2

16 e�jω0t, τ0 < t < tr: ð7Þ

Next, as already explained, the frequency returns to ωL and is far detuned.

Therefore, for later times, there is no light coupled into the WGM and the system

follows simple decay dynamics with a decay rate, κ, whose initial value is as in

Eq. 7:
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aðtÞ ¼
ffiffiffiffiffiffiffi
2κe

p
κ

ffiffiffiffiffiffiffi
ln 2

π

r
trαin
4

e�
ln 2t2rΔ

2

16 e�jω0t�κt, t > τ0 þ tr: ð8Þ

The output signal, SoutðtÞ, can be calculated using the input–output relationship:

SoutðtÞ ¼ SinðtÞ �
ffiffiffiffiffiffiffi
2κe

p
aðtÞ: ð9Þ

Here, we are interested in the output signal after the pulse reaches its maximum

value. At this point the input signal changes to a continuous state and the broaden-

ing vanishes, yielding SinðtÞ ¼ αine�jωLt. It can be seen from Eqs. 8 and 9 that the

final signal is a superposition of the laser signal at ω0, which is the residue of

intracavity photons leaking out after the rise time, and ωL of the pumping signal.

Therefore, it gives transient transmission, T(t), at a time after the rise up of the pulse

as follows:

Fig. 2 a A typical CRUS signal. The curve in the grey rectangle is the beat signal deduced from

Eq. 10. This is due to the frequency broadening at the rising edge of the input signal. We can treat

the WGM as an ultra-narrow filter; therefore, only the on-resonance, ω ¼ ω0, component in the

broadened pump laser signal can be stored in the WGM as shown in (c). b The CRUS signal when

there is modal coupling with coupling strength, g. The beating is modulated by a cosine envelope

of period ð2gÞ�1
. This is due to the beating between the two normal standing wave modes, with

resonant frequencies of ω1 and ω2, as shown in (d)
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TðtÞ ¼ Sout
Sin

��� ���2 ¼ 1þ κe
κ

ffiffiffiffiffiffiffi
ln 2

π

r
e�

ln 2t2rΔ
2

16 e�κt sin ðΔðt� τ0 � trÞÞ: ð10Þ

A typical calculated waveform is shown in Fig. 2a. There are three values that can

be retrieved from the CRUS signal: peak height, oscillation period, and the decay

rate. From Eq. 10, the oscillation frequency is the detuning, Δ and the decay rate is

the lifetime, τ. Note that this is the loaded Q-factor of the system. The peak height is

more complicated as it is related to both the dissipation rate and the detuning. This

will be discussed in more detail later.

2.2 Transient Response During the Rising Edge

From the above discussion, we assume that the phase accumulation during the rise

time can be ignored. This is not valid when considering a large value for the

detuning. As shown in Eq. 10, the frequency of the obtained transient signal is

determined by the detuning of the laser source from the resonant frequency. At

large detuning, one period of oscillation is almost as long as the rise time; hence, the

phase accumulated during the rise time can influence the output signal. This distorts

the first few periods of the beat signal. To calculate this, we should use the full form

of Eq. 7 at the rise time.

The output signal, SoutðtÞ, can be determined from Eq. 9, with the input

amplitude defined in Eq. 3. Therefore, a beating frequency equalling Δ ¼ ωL �
ω0 can be achieved during the rise time :

TðtÞ 	 1þ
ffiffiffiffiffiffiffi
ln 2

π

r
κe
2κ

e�κðt�τ0Þ sin ðΔðt� τ0ÞÞ
" #

e
� 4ðt�τ0�trÞ2

ln 2�t2r : ð11Þ

The signal which arrives at the detector can be separated into two components. The

first part has the same form as that in Eq. 3, i.e. the rising part of the retrieved signal

maintains a Gaussian profile and the rise time is unchanged. The second part comes

from the contribution of the intracavity amplitude and takes the form of a trigono-

metric function with a period 2π=Δ. Since this component only occurs for a time

interval, tr, if Δ is small it follows that sin ðΔðt� τ0ÞÞ 	 0 and the rising edge

waveform will not be disturbed.

2.3 The Mode Mixing Case

In practice, multiple WGM resonances may fall within the transient spectral

broadening bandwidth. In the following, the case in which two modes mix will be

investigated. There are two different types of mode mixing that we consider. The
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first situation is that where two modes exist quite close to each other in the

spectrum. In the following discussion, we assume that both modes lie within the

transiently broadened spectrum bandwidth, B, while satisfying the narrow band

pass filter approximation made in Sect. 2.1. Defining the two modes as ω1 and ω2,

with a separation between them of δ, the coupled mode equations for each mode are

given by

dai
dt

¼ �jωiaiðtÞ � ðκ0, i þ κe, iÞaiðtÞ þ
ffiffiffiffiffiffiffi
2κe

p
ain, iðtÞe�jωi t, ð12Þ

where i ¼ 1, 2 and represents the two modes. Since there is no spectral overlap of

the two modes, the mode equations are decoupled and can be solved separately.

This yields the same expressions as in Eq. 8 and each mode beats with SinðtÞ
separately. The total beat signal, TbðtÞ, is

TbðtÞ ¼
X
i¼1, 2

Ti, bðtÞ ¼
X
i¼1, 2

κe, i
κi

ffiffiffiffiffiffiffi
ln 2

π

r
e�

ln 2t2rΔ
2
i

16 e�κit sin ðΔitÞ: ð13Þ

TbðtÞ is a linear combination of the two individual beat signals. The amplitudes of

the signals with different frequencies are determined from the detunings, Δi, of the

resonances relative to the laser source. If δ is large, then one of the beat signals will
be much larger than the other since Tb, i follows the Gaussian relationship with the

detuning. In this case, the weaker signal can be ignored. In contrast, if the two

modes are close to each other so that δ � Δi, then, for simplicity, we set Δ1 	 Δ2

¼ Δ and the coupling rates are approximately equal. From Eq. 13, the total beat

signal, TbðtÞ, is (TðtÞ ¼ 1þ TbðtÞ):

TbðtÞ 	 κe
κ

ffiffiffiffiffiffiffi
ln 2

π

r
e�

ln 2t2rΔ
2

16 e�κtð1þ cos ðδtÞÞ sin ðΔtÞ: ð14Þ

The other possible case to consider is that where the two modes are coupled. This is

often the case in travelling wave resonators, such as WGRs. Degenerate modes in

the resonator represent clockwise and counter clockwise propagation. Due to

scattering along the propagation path, the two modes can indirectly couple to

each other; this effect is called modal coupling and leads to normal mode splitting

[36, 37]. Here, we define a modal coupling strength, g, and the coupled mode

equations for the two modes are given byacw andaccw representing the two opposing
propagation directions. The two coupled mode equations can be written as

dacw
dt

¼ �jω0acwðtÞ � ðκ0 þ κeÞacwðtÞ � jgaccwðtÞ þ
ffiffiffiffiffiffiffi
2κe

p
SinðtÞ;

daccw
dt

¼ �jω0accwðtÞ � ðκ0 þ κeÞaccwðtÞ � jgacwðtÞ:
ð15Þ
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The two modes should have the same values of κ0, κe and detuning. By letting

A1ðtÞ ¼ acwðtÞ þ accwðtÞ and A2ðtÞ ¼ acwðtÞ � accwðtÞ, these two equations can be

transformed into two uncoupled equations [37]:

dA1ðtÞ
dt

¼ �jðω0 þ gÞA1ðtÞ � ðκ0 þ κeÞA1ðtÞ þ
ffiffiffiffiffiffiffi
2κe

p
SinðtÞ

dBðtÞ
dt

¼ �jðω0 � gÞA2ðtÞ � ðκ0 þ κeÞA2ðtÞ þ
ffiffiffiffiffiffiffi
2κe

p
SinðtÞ

ð16Þ

Here, the original two travelling modes generate two equivalent standing wave

modes with frequency shifts, 
g, as illustrated in Fig. 2d. Usually, the modal

coupling strength is in the MHz range for silica WGRs, i.e. the frequencies of the

two standing waves are quite close to each other. SinceB � 2g, we can assume that

the two modes have the same transient components at the rising edge time, as in the

previous case. Also, in the actual experiments, we measure the light transmitted

through the tapered fibre, so that TðtÞ ¼ jð1� ffiffiffiffiffiffiffi
2κe

p
acwðtÞÞ=SinðtÞj2, where

acw ¼ 1=2ðA1ðtÞ þ A2ðtÞÞ. TbðtÞ is a beat signal between the initial signals with

frequencies Δ and Δ
 g and has the following form

TbðtÞ 	 κe
κ

ffiffiffiffiffiffiffi
ln 2

π

r
e�

ln 2t2rΔ
2

16 e�κt sin ðΔtÞ 1þ 1

2
cos ð2gtÞ

� �
: ð17Þ

From the above equation, when there is mode splitting due to intrinsic scattering,

the transient signal has a cosine form of frequency Δ and is modulated by a slowly

oscillating envelope with a frequency of 2g. This yields a similar waveform to that

obtained in the uncoupled modes’ case. Comparing Eqs. 17 to 14, we see that there

is a factor of 1/2 difference. When modal coupling is present, the two modes

interfere with each other, whereas for the uncoupled case, the beating of the two

modes has no coherent property.

2.4 Numerical Method

For a more precise simulation of the transient system, we should solve the coupled

mode equations numerically. Equation 1 can be transformed into a rotating frame of

reference, with an angular frequency ωL such that

daðtÞ
dt

¼ �jΔaðtÞ � κaðtÞ þ
ffiffiffiffiffiffiffi
2κe

p
ainðtÞ: ð18Þ

The input–output relationship for the rotating frame is aoutðtÞ ¼ ainðtÞ �
ffiffiffiffiffiffiffi
2κe

p
aðtÞ.

For simplicity, we rescale the time by tr in the following discussion and we assume

that the WGR is critically coupled to the external coupler, unless we explicitly

mention otherwise. First, let us assume that the lifetime of a WGM is about 250 ns.

Three different responses under various detunings are plotted in Fig. 3a, ranging
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from Δ ¼ 5κ to Δ ¼ 35κ. The oscillation period follows the detuning, so that a

larger detuning yields a higher oscillation frequency, which represents the beating

between the laser and WGM frequencies, as discussed in Sect. 2(A). However, the

peak height reduces when the detuning increases. In Fig. 3b we plot the peak height
as a function of detuning. The data points can be fitted quite well with a Gaussian

function and this confirms the presence of the Gaussian term in Eq. 10. If the

detuning, Δ, is fixed while the ratio κe=κ is changed, according to Eq. 10, the peak

height should be proportional to this ratio. From the numerical simulations, this

linear relationship is confirmed and depicted in Fig. 3c. Varying tr and τ should not

affect the peak height, as shown in both Eq. 10 and the numerical simulations.

However, tr determines the bandwidth of the transient broadening; therefore, it

controls the peak height relationship to detuning, as illustrated in Fig. 3d. Significant

bandwidth shrinkage is visible only if the rise time increases by more than a factor

of 10. This verifies the behaviour we assumed in Sect. 2. In essence, it is the

broadening from the rise time of a detuned pulse that allows light to couple into

the WGM and leads to the subsequent beat signal.

In most cases, we find that the analytical method gives the same result as the

numerical method, see Fig. 4a. Here, the lifetime of the WGM is chosen to be

(a) (b)

(c)
(d)

Fig. 3 a The normalised transient response of a pulse detuned to the high Q WGM. The legend

shows the detuning (normalised to κ ) for different curves. b The peak heights of the transient

signals for different detunings in (a). c The peak heights at different coupling conditions κe=κ.
d Peak heights as a function of detuning for certain coupling conditions with different pulse rise-up

times, tr
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τ ¼ 100 ns with a rise time of tr ¼ 1 ns. In this case,B � κ is well satisfied and both
methods yield the same results. However, when the lifetime decreases to τ ¼ 10 ns,

the analytical result yields a peak height less than the more accurate numerical

method (see Fig. 4b). In this case, B � κ and the assumption of narrow filtering by

the WGM for obtaining Eq. 10 is not justified. The broader linewidth of the WGM

should permit more photons to enter into the cavity at the transient broadening time

(shown as the shaded area in Fig. 2c), so that, at a later time, more light can beat

with the transmitted pulse.

3 Experiment

In order to confirm the above theory, we performed an experiment using an

ultrahigh Q silica microsphere. The experimental setup is depicted in Fig. 5. A

30 μW, 1550 nm laser was initially modulated using an intensity modulator with an

EOM (Thorlabs model LN63S-FC, with rise-up time 50 ps). For this purpose, a

pulse generator providing a pulse with a rise time of 5 ns, a width of 500 ns and a

delay about 100 ns was used. The modulated light was coupled to the microsphere’s
WGM using a fibre taper. The transmission through the fibre was detected with a

fast photodetector (Newport model 818-BB-35F) with a typical rise time of 500 ps.

(a)

(b)

Fig. 4 Transient response

of a WGR with a pulsed

input signal. Red curve
analytical result using

Eqs. 10 and 11. Black dots
numerical results by solving

Eq. 18 directly. Two

different cases were

considered. a

τ ¼ 200tr,Δ ¼ 10κ; b
τ ¼ 10tr,Δ ¼ 2κ. Both
cases satisfy the under

coupling condition
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The signal was retrieved on a digital storage oscilloscope (DSO) and recorded at a

sampling rate of >1 GS/s. The microsphere had a diameter of 80 μm and the fibre

waist was �1.2 μm. We chose a high Q silica microsphere with a lifetime of

�500 ns. To study the detuning effects on the CRUS, the microsphere and the

fibre taper were aligned to be in contact coupling; therefore, the coupling condition

κe=κ is fixed. The detuning of the laser with respect to the whispering gallery mode

was changed so that its frequency approaches that of the WGM in finite steps. The

results were normalised to get the peak heights and are plotted in Fig. 6a.

Fig. 5 Experimental setup used for cavity ring-up spectroscopy. A 1550-nm laser is intensity

modulated and coupled to the microsphere cavity and the transmitted light pulses are detected

using a fast detector, with the signals recorded on a fast digital storage oscilloscope (DSO)

(a)

(b)

Fig. 6 a The peak height measured at different laser detunings simulating a dispersive shift of the

microsphere (black dots). The red curve is the theoretical results calculated from the measured

parameters. b The transmission spectrum of the microsphere which has an ultrahigh Q WGM
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To match with the theoretical framework, we made a separate measurement of

the transmission spectrum of the WGM being probed, as illustrated in Fig. 6b. From

the transmission efficiency of the mode (80%), and assuming that the system is in

the undercoupled regime, it can be deduced that κe=κ ¼ 0:3. The FWHM of the

mode is 1.5 MHz using Lorentz fitting to the dip in Fig. 6b. In fact, thermal

broadening was present even at a low pump laser power of 30 μW; therefore, κ is

over estimated. In practice, it is found that τ 	 750 ns yields a good fit to the

experimental data. By the means mentioned in Sect. 2, the theoretical peak height

relationship to the frequency detuning is plotted as the red curve in Fig. 6a. The

trend of the peak height to the detuning follows a Gaussian profile.

We also evaluated the peak height with different coupling gaps by varying the

gap using a closed-loop, piezo nanopositioner (Smaract SLC1730s-416). The

relative position of the taper from the microsphere was determined using a

nanopositioner controller (Smaract MCS-3D). The experimental results for differ-

ent coupling gaps were fitted with the theory to determine κe=κ (see Fig. 7a–e).

Since κe � κ0, we assume that κe=κ ¼ κe=κ0. Here, κ0 is a constant, while κe satisfies
a near exponential curve to the coupling gap [34], as shown in the inset of

Fig. 7f. The corresponding peak height for different coupling conditions plotted

in Fig. 7f shows a near-linear relationship.

From Fig. 7a–e, the coupling gap is increased and the period of the CRUS

becomes larger. The taper introduces a dispersive red shift to the microsphere’s
resonance [38]. In our experiments, the laser is blue-detuned relative to the reso-

nance and fixed; the larger the distance between the WGR and the taper, the less the

dispersion introduced; thus, the cavity mode shifts relative to the laser thereby

decreasing the beat frequency. In Eq. 10, the peak height should be related to both

the coupling condition and the detuning. However, sinceΔ appears in the Gaussian

term (and assuming that it is large), slightly changing its value will not influence the

peak height significantly (see Fig. 3b). In the experiment, we deliberately chose an

initial large detuning; therefore, the peak height is still linear with κe=κ despite the
dispersive disturbances. When the system is strongly overcoupled, the results

deviate from the linear relationship, as seen when κe=κ > 0:65. In the supplemen-

tary material of Ref. [38], it was shown that the dispersive shift rate increases

exponentially when moving to a strongly overcoupled regime. This means that the

dispersive influence of the taper will induce a very large frequency shift for the

cavity mode and the changes in the Gaussian term in Eq. 10 cannot be neglected. As

a consequence, the peak height does not vary linearly with κe=κ.

4 Discussion

Similar to the work in [28], the deduced formula of CRUS in this manuscript shows

that it also provides redundant information if the cavity’s intrinsic Q factor is

known; hence, it could be very useful for transient sensing. Instead of doing a

time-consuming fast Fourier transform (FFT) of the transient response signal [27],
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one need only record the maximum of the transient signal to retrieve the informa-

tion for sensing, assuming that one can measure all the other parameters, such as

κe, κ0 and tr, from the steady-state transmission spectrum. This significantly reduces

the complexity of the data processing and decreases the burden for data acquisition.

In this sense, the acquisition speed can be further improved. For sensing based on

reactive/dispersive interactions [19], sensitivity can be optimised by choosing the

(a)

(b)

(c)

(d)

(e)

(f)

Fig. 7 a–e The experimental cavity ring-up signals from a silica microsphere resonator. Black
dots Experimental data; Red curves numerical simulations with a given rise time, tr ¼ 5 ns. The

fitting parameters are given in each case. f The peak heights defined as the maxima for plots a–e

satisfy a linear relationship to κe=κ. The outlier in the plot is due to a large dispersive shift which

breaks the linear relationship. The inset shows the external coupling coefficient as an exponential

function of the coupling gap
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correct laser detuning. From Fig. 3b, the peak height has a Gaussian relationship to

the detuning. In order to obtain the highest sensitivity, the pump laser frequency

should be chosen so that it is closer to the WGM resonance. For example, in Fig. 3b,

when Δ � 10κ the sensitivity is dH=dΔ � 0:01=κ (where H is the peak height).

Also, from Fig. 3d, when tr is longer, the Gaussian profile is steeper; this also

improves the sensitivity.

For dissipative sensing [21], measuring the peak height for a fixed detuning will

also yield valid results. As predicted by theory, the peak height changes linearly

with κe=κ. If the system experiences an intrinsic dissipation change due to envi-

ronmental conditions, the peak height should maintain an inverse relationship to

intrinsic dissipation under a certain coupling condition, which is the gap between

the taper and the microsphere in our case (in more complicated situations, the

coupling is not only determined by the gap but also the dissipation of the surround-

ing environment [22]). In a more complicated scenario, where both dispersion and

dissipation exist, a measurement of the peak height may still be sufficient. In the

experiment mentioned in the previous section, it was shown that, for large detuning,

the peak height always satisfies a linear relationship to κe=κ; therefore, it provides a
dissipative sensing method immune to any changes to the laser detuning. By having

different laser detuning configurations, contributions from dispersive and dissipa-

tive interactions can be well categorised. For instance, using a WDM technique,

two lasers with independent configurations can be used for simultaneous dispersion

and dissipation sensing.

5 Conclusion

In summary, the dynamical mechanisms behind CRUS were investigated by solv-

ing the coupled mode equations for a transient response to a Gaussian input pulse.

The detailed relationship of the CRUS to laser detuning, coupling coefficient and

rise time was determined using approximate analytical solutions. This is further

verified by experimental measurements using an ultrahigh Q silica microsphere.

Using this method, dispersive and dissipative sensing can be performed separately

in the transient domain.

6 Personal Recollections: Sı́le Nic Chormaic

I had the pleasure of working in the Laser Spectroscopy Division of the MPQ

during a very exciting time, from 1999 to 2000, when the mode-locked femtosec-

ond laser frequency comb was being developed and used for precision spectros-

copy. Though I was working on a different experiment, the energy in the laboratory
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at the time was contagious; the weekly group meetings and the Schloss Ringberg

workshop ensured that we all felt part of this exciting project. I am not sure how

many of us fully realised the impact that this early work would have on the field of

precision spectroscopy over the following decades. Ted’s insight and vision drove

this work forward. I am extremely grateful for the exceptional opportunities he gave

to me and for introducing me to Rote Gr€utze. Happy 75th birthday!
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18. S.K. Özdemir, J. Zhu, X. Yang, B. Peng, H. Yilmaz, L. He, F. Monifi, S.H. Huang, G.L. Long,

L. Yang, Highly sensitive detection of nanoparticles with a self-referenced and self-

heterodyned whispering-gallery Raman microlaser. Proc. Natl. Acad. Sci. 111, E3836–

E3844 (2014)

19. F. Vollmer, S. Arnold, D. Keng, Single virus detection from the reactive shift of a whispering-

gallery mode. Proc. Natl. Acad. Sci. USA 105, 20701–20704 (2008)

20. L. He, S.K. Ozdemir, J. Zhu, W. Kim, L. Yang, Detecting single viruses and nanoparticles

using whispering gallery microlasers. Nat. Nanotechnol. 6, 428–432 (2011)

21. Y. Hu, L. Shao, S. Arnold, Y.-C. Liu, C.-Y. Ma, Y.-F. Xiao, Mode broadening induced by

nanoparticles in an optical whispering-gallery microcavity. Phys. Rev. A 90, 043847 (2014)

22. B.-Q. Shen, X.-C. Yu, Y. Zhi, L. Wang, D. Kim, Q. Gong, Y.-F. Xiao, Detection of single

nanoparticles using the dissipative interaction in a high-Q microcavity. Phys. Rev. Appl. 5,

024011 (2016)

23. J. Knittel, J.D. Swaim, D.L. McAuslan, G.A. Brawley, W.P. Bowen, Back-scatter based

whispering gallery mode sensing. Sci. Rep. 3, 2974 (2013)

24. E. Gavartin, P. Verlot, T.J. Kippenberg, A hybrid on-chip optomechanical transducer for

ultrasensitive force measurements. Nat. Nanotechnol. 7, 509–514 (2012)

25. G. Bahl, K.H. Kim, W. Lee, J. Liu, X. Fan, T. Carmon, Brillouin cavity optomechanics with

microfluidic devices. Nat. Commun. 4, 1994 (2013)

26. L. Stern, I. Goykhman, B. Desiatov, U. Levy, Frequency locked micro disk resonator for real

time and precise monitoring of refractive index. Opt. Lett. 37, 1313–1315 (2012)

27. S. Rosenblum, Y. Lovsky, L. Arazi, F. Vollmer, B. Dayan, Cavity ring-up spectroscopy for

ultrafast sensing with optical microresonators. Nat. Commun. 6, 6788 (2015)
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Sensitivity and Resolution in Frequency Comb

Spectroscopy of Buffer Gas Cooled Polyatomic

Molecules

P. Bryan Changala , Ben Spaun, David Patterson, John M. Doyle,

and Jun Ye

Abstract We discuss the use of cavity-enhanced direct frequency comb spec-

troscopy in the mid-infrared region with buffer gas cooling of polyatomic

molecules for high-precision rovibrational absorption spectroscopy. A frequency

comb coupled to an optical enhancement cavity allows us to collect high-

resolution, broad-bandwidth infrared spectra of translationally and rotationally

cold (10–20 K) gas-phase molecules with high absorption sensitivity and fast

acquisition times. The design and performance of the combined apparatus are

discussed in detail. Recorded rovibrational spectra in the CH stretching region

of several organic molecules, including vinyl bromide (CH2CHBr), adamantane

(C10H16), and diamantane (C14H20) demonstrate the resolution and sensitivity of

this technique, as well as the intrinsic challenges faced in extending the frontier

of high-resolution spectroscopy to large complex molecules.

1 Introduction

The development of the optical frequency comb has dramatically changed the field

of precision metrology and spectroscopy [1, 2]. While the use of combs as fre-

quency references is now ubiquitous, they can also be directly employed for optical

spectroscopy using techniques known as direct frequency comb spectroscopy [3]. By

coupling frequency combs to high-finesse optical cavities, cavity-enhanced direct

frequency comb spectroscopy (CE-DFCS) combines broad spectral bandwidth,

high spectral resolution, and high detection sensitivity [4, 5].
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The extension of CE-DFCS to the mid-infrared spectral region has provided a

powerful new tool for rovibrational molecular spectroscopy, with recent demonstra-

tions of trace gas detection [6] and time-resolved spectroscopy of transient radi-

cals [7]. However, up to now mid-infrared CE-DFCS studies have been limited to

small, simple molecules in order to avoid spectral congestion. Consequently, such

studies have not taken full advantage of the high spectral resolution afforded by the

narrow linewidth of individual comb modes. One primary challenge to studying

more complex molecules is that those with more than �ten atoms have intractably

congested absorption spectra at room temperature, precluding high-resolution stud-

ies. We have recently addressed this issue by combining mid-infrared CE-DFCS

with buffer gas cooling of complex polyatomic molecules [8]. By cooling mole-

cules’ translational and rotational temperatures to 10�20 K, rovibrational spectra

are drastically simplified, exhibiting narrow Doppler linewidths, reduced spectral

congestion, and enhanced absorption cross sections. In contrast to supersonic

expansion jets [9, 10], buffer gas cooling [11–14] provides a continuous source of

coldmolecules with slow laboratory frame velocities and long interaction times. The

modest gas throughput obviates the need for significant pumping infrastructure. This

method has permitted the measurement of the first rotationally resolved absorption

spectra in the CH stretching region (�3μm) of several large organic molecules, with

all the benefits of sensitivity and fast acquisition times provided by CE-DFCS.

In this article, we provide a detailed description of the design and performance of

our buffer gas cooling frequency comb spectrometer. Selected spectroscopic stud-

ies are discussed that illustrate both the capabilities of this technique, as well as

more general prospects for high-resolution rovibrational spectroscopy of complex

polyatomic molecules. We report spectra in the CH stretching region of vinyl

bromide, CH2CHBr, where we readily resolve small isotope splittings and nuclear

hyperfine structure. Accurate relative transition intensities are shown to be mea-

sured over broad spectral bandwidths. We also discuss the spectra of two large

molecules: adamantane, C 10 H 16, and diamantane, C 14 H 20, the simplest two

diamonoid molecules, as an example of the onset of intramolecular vibrational

redistribution (IVR) [15]. While the spectrum of adamantane displays well-

resolved rotational structure at internal energies of �3000 cm�1, intrinsic spectral

congestion caused by IVR renders that of diamantane essentially continuous. This

observation has important implications for high-resolution spectroscopy of mole-

cules of this size or larger at the internal energies probed here.

2 Apparatus and Methods

2.1 Frequency Comb Light Source

The mid-infrared frequency comb is generated in a tunable optical parametric

oscillator (OPO) synchronously pumped by a 1 μ m ytterbium (Yb) fiber

comb [16]. The 1 μm pump comb has a repetition rate frep � 136:6 MHz and a
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maximum output power of 10 W. The OPO is based on a fan-out MgO-doped

periodically poled lithium niobate (PPLN) crystal within a cavity that is singly

resonant at the signal wavelength. By tuning the quasi-phase-matching period of the

fan-out PPLN crystal, idler output is generated with a center wavelength from 2.8 to

4.8 μm, a maximum average power of 1.5 W, and a simultaneous bandwidth up to

0.3 μm. The experiments reported here use idler light from 3.0 to 3.3 μm with an

average power ranging from 100 to 300 mW.

The optical frequency of each comb mode is determined by νn ¼ fceo þ nfrep,

where n is the integer comb mode number of order 105–106. Stabilization of the

optical frequency requires locking both the carrier-envelope offset frequency fceo
and the repetition rate frep of the idler comb. We lock frep by picking off a small

portion of the 1 μm ytterbium fiber comb and measuring its repetition rate directly

on a fast photodiode. The seventh harmonic of the repetition rate 7frep � 956 MHz

is mixed with a stable 1 GHz Wenzel quartz oscillator, slowly slaved to a 10 MHz

cesium (Cs) clock. The resulting beat note is used to generate a phase error signal

with respect to the RF output of a direct digital synthesizer (DDS), which is phase

locked to the same RF oscillator. This error signal is then used to feed back

simultaneously on a fast piezo (PZT)-actuated cavity mirror and a slower PZT

fiber stretcher in the fiber laser oscillator.

The fceo frequency of the mid-IR idler comb is measured by performing an

optical beat note between the 1 μm pump light ( p) and the parasitic sum frequency

of the pump and idler (pþ i) generated by the OPO crystal. A 150- to 200-mW

portion of the pump light is picked off and coupled into a 15-cm-long piece of

highly nonlinear supercontinuum fiber to broaden it to �780 nm in order to be

spectrally overlapped with the pþ i light. The output of the supercontinuum fiber

and the pþ i light are then spatially and temporally overlapped onto a single

photodiode to measure the p� ðpþ iÞ optical beat note, which is equal to fceo of

the idler comb. This RF is used to generate a phase error signal with another DDS

set to the desired fceo value. The error signal is fed back onto PZT-actuated mirrors

in the OPO cavity.

2.2 Buffer Gas Cooled Molecule Source and Enhancement
Cavity

Cryogenic cooling is achieved with a liquid-helium cryostat refrigerator placed

within a vacuum dewar chamber. Figure 1a shows a schematic of the apparatus. A

(6 cm)3 aluminum cell is anchored to the 4 K stage of the refrigerator and reaches

wall temperatures of 5�10 K, depending on residual blackbody and molecule flow

heat loads. The cold cell is surrounded by a 35 K copper shield to reduce radiative

blackbody heating. A small continuous flow (�10 sccm) of helium buffer gas is

pre-cooled to 4 K before entering the cold cell, where it builds up a steady-state

density of � 1014 cm�3. Helium that escapes the cell is cryopumped by charcoal
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sorbs attached to the 4 K stage. The sorbs have sufficient capacity to pump helium

for several hours before requiring a warm-up to allow for helium desorption.

Warm gas-phase molecules enter the cold cell through a �1-cm aperture in the

cell wall. After many helium-molecule and helium-cell collisions, the molecular

translational and rotational degrees of freedom are brought into quasi-thermal

equilibrium with the cold cell wall. Measured rotational and translational temper-

atures are typically 10�20 K. For volatile molecules with sufficient vapor pressure

at room temperature, a flow of 1�10 sccm is introduced into the cell via a one-

quarter-inch stainless steel tube that terminates 1�2 cm in front of the outer surface

of the cell wall. For nonvolatile molecules, a small copper oven (2 cm � 2 cm �
4 cm) is used to heat samples to produce sufficiently high vapor pressures. The

oven, with an inner cavity of �3 cm3, is located in vacuo just outside the 35 K

radiation shield, with a small tube outlet passing through the shield to guide

molecules into the cold cell (see inset of Fig. 1a). The inner diameter (2 mm) and

length (3 cm) of the outlet determine the output conductance of the oven and

therefore what vapor pressure is necessary for sufficient molecule output flow.

The output conductance is high enough to require only modest oven temperatures

(100�200 ∘ C), but small enough to allow sufficient oven pressure buildup to

provide stable vaporization and prevent boiling. A small glass window permits

visual monitoring of the interior of the oven while in use. The oven is resistively

heated by two embedded cartridge heaters and temperature monitored by a

thermocouple.

A “molecule shutter” consisting of a thin aluminum paddle is placed between the

molecule tube or oven outlet and the cold cell aperture in order to quickly turn on or

off the molecule flow into the cold cell. The shutter is rotated into and out of the

molecule flow with a small DC electric motor mounted to the 35 K shield. Short

current pulses switch the shutter with an open/close time of 1 ms and a delay of

10 ms.

In order to increase the effective interaction length of the comb light and the

molecular absorbers, an enhancement cavity consisting of two parallel mirrors with

high reflectivity (HR) coatings surrounds the cold cell. Four one-inch-thick stain-

less steel rods, girdling the cryostat dewar, fix the gross cavity length. The cavity

mirrors are mechanically isolated from the dewar by a system of edge-welded

bellows that form the vacuum connection between the cavity mirrors and the

dewar. The position and alignment of each mirror are adjusted macroscopically

by a set of fine precision screws. One of the cavity mirrors is fitted with a tube piezo

for fine length adjustment and feedback control. The HR mirrors have a broadband

coating covering 3.1�3.5 μm and a maximum finesse of F � 6000. We typically

achieve on-resonance cavity transmission efficiency of a few percent over a simul-

taneous transmission bandwidth of �100 nm, limited by the HR mirror dispersion.

Recent developments in mid-infrared mirror coatings [17] show that both the cavity

finesse and transmission efficiency can be significantly improved, which provides

direct benefits to the sensitivity of CE-DFCS.
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2.3 Cavity–Comb Coupling and Spectral Readout Schemes

We have implemented two different methods for coupling the infrared frequency

comb to the enhancement cavity and for reading out the transmitted comb light

spectrum. The first of these uses a Pound–Drever–Hall (PDH) lock to match the

cavity free spectral range (FSR) to the comb frep, while the spectrum of the

continuous comb transmission is measured with a fast-scanning Fourier transform

spectrometer (FTS) [6, 18, 19]. The second approach uses a swept cavity coupling

scheme and a virtually imaged phased array (VIPA) spectrometer for read-

out [5, 20]. These approaches have different advantages in resolution and sensitiv-

ity, and depending on the conditions of the experiment one may be preferable over

the other. The remainder of this section describes each method in detail and

compares their performance.

2.3.1 PDH Cavity Lock and FTS Readout

A PDH lock permits the cavity and comb to be resonantly coupled continuously,

resulting in the highest cavity transmission duty cycle. Phase modulation sidebands

are generated by dithering the fiber laser oscillator cavity length at 760 kHz, which

corresponds to a resonance in the fiber oscillator mirror piezo. Light reflected from

the cold cell enhancement cavity is picked off with a magnesium fluoride flat,

dispersed with a reflection grating, passed through a slit, and incident on a photo-

diode. The grating and slit allow only a �10-nm portion of the comb light to reach

the photodiode. The photodiode signal is then demodulated at the 760 kHz dither

frequency to generate a PDH error signal. This error signal is used to servo the

enhancement cavity length via the tube piezo to ensure the cavity FSR matches the

comb frep. The PDH error signal is used to feed back in parallel on the fiber laser

oscillator piezo at fast timescales, which helps to extend the effective servo

bandwidth beyond the response of the enhancement cavity tube piezo (�1 kHz).

Due to dispersion in the cavity, its optical resonance frequencies have a DC offset

f 0,cav (0 � f 0,cav < FSR), analogous to the comb fceo frequency. We obtain the

widest PDH lock transmission bandwidth by setting fceo ¼ f 0,cav. However, we

typically detune fceo from f 0,cav by up to a fewMHz, which we observe decreases the

cavity transmission intensity noise, albeit at the cost of reduced transmission

bandwidth.

The transmitted comb light is routed to a home-built fast-scanning FTS [19]. An

example of the center burst of a comb interferogram is illustrated in Fig. 1a. Each

arm of the interferometer is double passed on a translating corner-cube retroreflec-

tor. This geometry multiplies the physical scanning range of the FTS delay stage

(0.7 m) by a factor of four, to yield interferograms with a net optical path length

difference of ‘ ¼ 2:8 m. The corresponding spectrometer linewidth is

ΔνFTS ¼ c=‘ ¼ 110MHz. For a traditional white light source, this would determine

the fundamental resolution limit of the FTS. However, the situation can be very
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different with an optical frequency comb: If adjacent comb modes are individually

resolved by the spectrometer, then the effective resolution is determined by the

linewidth of the comb mode (typically �50 kHz), instead of that of the spectrom-

eter [21]. This condition is met if the spectrometer resolution is narrower than the

comb mode spacing. As our repetition rate frep ¼ 136:6 MHz is only slightly larger

than ΔνFTS, we set the length of the enhancement cavity such that the cavity

FSR ¼ 2frep. This has the effect of filtering out every other comb mode, as illus-

trated in the right half of Fig. 1b, resulting in a transmitted comb mode spacing of

2frep ¼ 273 MHz, which is readily resolved by the FTS.

Because the cavity FSR is not an integer multiple ofΔνFTS, the transmitted comb

mode frequencies and the center frequencies of the Fourier transform spectrum

walk off with respect to one another. In order to measure the spectrum at the actual

comb mode frequencies, we resample the complex-valued frequency spectrum via

convolution with the known instrument lineshape function (a sinc function). In this

manner, we can efficiently locate the center frequency and intensity of each comb

mode. The absolute frequency calibration of the spectrum is performed by measur-

ing known transition frequencies of calibrant molecules, typically CH 4, which

provide a � 30 MHz absolute accuracy. The relative frequency accuracy is

5�10 MHz, limited by the frep scan step size (see below).

The filtered comb mode spacing of 273 MHz is much larger than the typical

Doppler linewidths of the cold molecules (Δνmol � 20� 60MHz). Therefore, for a

given cavity FSR, a single FTS acquisition will only measure a fraction of the

molecular absorption transitions. In order to fill in the gaps, multiple spectra are

acquired at slightly different comb frep values (and corresponding cavity FSRs),

spaced apart by Δfrep. The shift in the optical frequency of each comb mode is

Δνn ¼ nΔfrep, wheren � 105 � 106 is the comb mode number. We typically choose

Δfrep such that nΔfrep < Δνmol=5. FTS acquisitions at each value of Δfrep are then
interleaved together to form a single high-resolution spectrum. To obtain an

absorption spectrum, we separately normalize out the slowly varying transmission

spectrum for each FTS acquisition. This baseline is obtained by simply applying a

low-pass filter to the measured FTS spectrum. In the absence of severe spectral

congestion, molecular absorption features, with 20�60 MHz Doppler-limited

linewidths, can be clearly distinguished from broader fluctuations across the

comb spectrum. Etalons and shot-to-shot fluctuations in the measured comb spec-

trum, which are typically observed with characteristic widths of 2�300 GHz, are

completely removed by this normalization process. A single interferogram can be

collected and processed in 5�10 s. An entire frep -stepped spectrum, with four

averages per frep value, requires 30 min of scanning time. Because of the massively

multiplexed nature of the frequency comb, this represents an orders-of-magnitude

improvement in “spectral velocity” relative to state-of-the-art single frequency cw

laser spectroscopy [10].

The fundamental limit to the absorption sensitivity is set by the photon shot

noise. For the comb powers used here, this limit is about 10�4 Hz�1=2 fractional
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absorption for a single spectral element of the Fourier transform spectrum, which is

well below our measured noise floor. In the PDH/FTS configuration, our dominant

noise is intensity fluctuations of cavity-transmitted comb light, caused mostly by

the unfavorable frequency-to-amplitude noise conversion by the cavity. An

autobalanced detector circuit that measures both output arms of the FTS interferom-

eter reduces the common mode intensity noise by up to 20 dB at the interferogram

carrier frequency (100�200 kHz). However, residual intensity noise remains the

largest noise source, resulting in an absorption sensitivity limit of 4:4� 10�8 cm�1

Hz�1=2 for a single comb mode. The typical bandwidth of the FTS spectra contains

3300 resolved comb lines, corresponding to 7:6� 10�10 cm�1 Hz�1=2 per spectral

element (PSE). This is roughly an order of magnitude worse than previous trace

detection experiments using mid-infrared CE-DFCS, which reported a sensitivity of

6:9� 10�11 cm�1 Hz�1=2 PSE [6]. This discrepancy is accounted for by our

narrower cavity linewidth and transmission bandwidth, as well as increased cavity

length noise. We note that while the enhancement cavity is �60 cm long, we only

make use of 6 cm (the length of the cold cell) where molecules are present.

Consequently, we suffer from a narrow cavity linewidth and therefore increased

frequency-to-amplitude noise conversion, without the compensation in sensitivity

provided by a longer path length.

2.3.2 Swept Cavity Lock and VIPA Readout

Given that the PDH/FTS absorption sensitivity is limited by cavity transmission

noise, an amplitude noise immune cavity locking scheme can potentially provide

significant sensitivity improvements. Such a scheme is realized by the swept cavity

lock method [5]. Here, the enhancement cavity length is scanned by applying a

10 kHz modulation signal to the cavity tube piezo. As the cavity length is swept, it

passes through resonance with the incident comb light, permitting a transient

buildup and transmission of power over the entire comb bandwidth. A regular

sequence of transmission bursts, occurring at twice the sweep frequency, exits the

cavity as the cavity length is scanned back and forth. The relative time spacing

between sequential transmission bursts is determined by the offset between the

resonant cavity length and the mean value of the cavity length scan range. A small

fraction of the transmitted cavity light is measured by a photodiode, and this signal

is demodulated at the sweep frequency via a lock-in amplifier, generating an error

signal that is fed back onto the cavity length tube piezo. The feedback loop only

requires that the resonant cavity length remains near the middle of the tube piezo

scan range. Therefore, this locking scheme only requires a �1 kHz servo loop

bandwidth with no feedback on the fiber comb.

Unfortunately, the pulsed nature of the swept cavity transmission is incompat-

ible with the FTS readout. The interferogram is digitized at a sampling rate of

8 MHz, which is significantly higher than the maximum cavity length sweep

frequency. Consequently, there is no way to synchronize the FTS sampling with

the intermittent cavity transmission. As an alternative to the FTS, we use a
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dispersive mid-IR VIPA spectrometer [20]. In brief, the spectrometer consists of an

HR-coated parallel plate etalon, which disperses the comb light strongly in the

vertical direction, resulting in spatially resolved comb modes, followed by a

reflective grating, which separates out FSRs of the etalon in the horizontal direction.

The two-dimensional pattern of comb light is then imaged onto a liquid N2 cooled

InSb array detector. We integrate the detector pixel counts for 2 ms per frame,

corresponding to collecting light from 40 swept cavity transmission bursts.

The VIPA etalon has a resolution of 600 MHz. Therefore, the 2:1 frep-to-FSR

cavity filtering used with the FTS is insufficient for comb mode-resolved spectra.

Instead, we increase the enhancement cavity length to perform filtering with an 8:5

frep-to-FSR ratio, as illustrated in the left of Fig. 1b. The cavity-transmitted comb

lines are spaced in this configuration by 8frep � 1093 MHz, which can be well

resolved by the VIPA spectrometer. A raw camera image displaying an array of

individually resolved comb modes is shown in Fig. 1. Due to the Lorentzian

lineshape of the VIPA etalon, the relatively wide tails of the imaged comb modes

partially overlap with neighboring modes, resulting in spectral “crosstalk.” After

processing the image to extract the absorption spectrum, this crosstalk appears as

artificial absorption lines spaced from the real lines by exactly the comb mode

spacing (8frep). When optimally aligned, the amplitude of these features is approx-

imately 3% relative to the real feature. We also apply an active correction filter to

further reduce spectral crosstalk. This is performed by subtracting from the spec-

trum the expected crosstalk contributions from absorption features stronger than a

given threshold. To do this, one must know the relative size of crosstalk peaks to the

real peak, which is separately measured using a sparsely absorbing calibrant

molecule such as methane. This active correction filter further reduces spectral

crosstalk to 0.5%. In the absence of very strong absorption features, these artifacts

are below our noise floor and do not obstruct the interpretation of our spectra.

The VIPA spectrometer camera frame rate (max. 435 Hz) permits rapid readout

of successive spectra, enabling us to perform fast differential absorption measure-

ments to further reduce the absorption noise baseline. Using the molecule shutter

described above, we block molecules from entering the cold cell and acquire a

reference light spectrum with the VIPA spectrometer. Then the molecule shutter is

opened, permitting absorbers to enter the cold cell and another spectrum is

acquired. The fractional absorption spectrum is computed from the relative change

in the comb mode intensities. Given the diffusion time in the cell (�10 ms), we

perform this differential measurement in 40 ms periods (50% molecules on, 50%

molecules off). The reduction of the light intensity noise as a function of the

switching time is illustrated in Fig 2a. At the switching times comparable to the

camera frame rate, the noise curve begins to plateau, indicating that the camera

background noise limit has been reached. At this limit, we achieve an absorption

sensitivity �ten times smaller than the previous PDH/FTS limit. This represents a

20-fold improvement in the cavity transmission noise floor, but the swept cavity

lock introduces a factor of 1/2 to the enhancement cavity’s effective path

length [5]. An example of the baseline noise reduction in actual spectra is shown

in Fig 2b.
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As with the PDH/FTS scheme, the comb frep and cavity FSR must be scanned to

cover the spectral range between transmitted comb modes. One disadvantage of the

poorer VIPA spectrometer resolution is that the 8:5 cavity filtering requires a 4�
longer scanning range than the 2:1 filtering. However, because of the improved

sensitivity of the swept cavity lock/VIPA spectrometer, and because the camera

frame acquisition time is much shorter than the FTS scanning time, we average for

less time per frep value, resulting in a similar total acquisition time of 30 min. Also,

the rapid differential absorption measurements allowed by this spectrometer

remove etalons from the computed absorption spectrum. Laser amplitude fluctua-

tions produce small, broad variations across the baseline of the absorption spec-

trum. We remove these variations by separately fitting the baseline of each acquired

spectrum.
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3 Spectroscopy of Polyatomic Molecules

3.1 Vinyl Bromide

The 3 μm region of the absorption spectrum of vinyl bromide, CH 2CHBr, is

dominated by the CH stretching fundamentals. All three CH stretching modes are

IR active, and all three are readily observed in the spectrum spanning the region

3020�3120 cm�1. As a demonstration of both the resolution and accurate intensi-

ties provided by the spectrometer, we discuss in detail only the spectrum of the ν3
fundamental, which has the lowest frequency of the three CH stretches. An over-

view of the ν3 band is shown in Fig. 3a. This mode is assigned as the in-phase

stretching vibration of the two hydrogens on the CH2 end of the molecule [22, 23].

Vinyl bromide is a relatively rigid, near-prolate top [24–26]. The otherwise

straightforward appearance of its spectrum is, however, complicated by the bro-

mine atom, which occurs as two main isotopes, 79Br and 81Br. Each has approx-

imately 50% natural abundance, and thus, there are two equally strong vibrational

bands superimposed in the spectrum, resulting in increased congestion and line

density. Additionally, both bromine isotopes have a nuclear spin of I ¼ 3=2 and a

relatively large nuclear electric quadrupole moment. As a result, hyperfine structure

in the spectrum is observable, especially in the low J transitions. An example of
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Fig. 3 Vinyl bromide ν3 band. a Overview of the ν3 spectrum acquired with the PDH/FTS

technique. b Hyperfine splittings of the R(0) transition. The measured spectrum is shown in black,

with a vertical offset. The simulated spectra of CH2CH
79 Br (blue) and CH2CH

81 Br (green)
are shown below. The three hyperfine components correspond to transitions from a common

F
0 0 ¼ 3=2 lower state to upper states with F0 ¼ 1=2, 5=2, and 3=2, in order of increasing transition

frequency. c Measured and simulated spectra of the R(9) transitions. The multiple transitions

belong to different K sub-bands and parity components with K ¼ 0–4
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these hyperfine splittings for the R(0) transition of each isotopologue is shown in

Fig. 3b.

With the aid of known ground-state combination differences measured by

rotational microwave spectroscopy [26], we assigned several hundred rovibrational

transitions involving rotational levels up to J � 18. Using the PGOPHER pro-

gram [27], we performed a fit to an effective rotational Hamiltonian for each

isotopologue. The results of these fits are summarized in Table 1. The average fit

error of 6 MHz is consistent with our relative line center measurement uncertainty.

Moreover, as shown in Fig. 3c, the simulated relative transition intensities agree

very well with the experimental spectrum, and we observe no perturbations to the

measured transitions.

The hyperfine splittings, observed most clearly in the R(0) and P(1) transitions of
each isotopologue, indicate that the nuclear quadrupole coupling constants do not

change significantly between the vibrational ground and excited states. This is

consistent with the expectation that this CH stretching mode does not include

relative motion between the bromine atom and the carbon atom it forms a bond

with. The electric field gradient at the bromine nucleus is therefore relatively

unaffected by excitation in ν3.
All three CH stretching modes, being in-plane motions, can in principle have a

transition dipole projection along both the a and b principal axes. However, we

have not yet identified any b-type transitions, readily discerned by theirΔKa ¼ odd

Table 1 Vinyl bromide effective Hamiltonian fits for the ν3 band of CH2CH
79Br and CH2CH

81Br

Parameter

79Br 81Br

v ¼ 0 ν3 v ¼ 0 ν3
ν0 0 3027.4152 (10) 0 3027.4041 (10)

A 1.810093 1.804461 (7) 1.809641 1.804053 (9)

B 0.1388471 0.1387183 (4) 0.1380359 0.1379096 (5)

C 0.1288373 0.1286733 (5) 0.1281362 0.1279755 (5)

ΔJ �107 0.534 0.520 (12) 0.528 0.553 (13)

ΔJK �105 �0.10216 �0.1188 (29) �0.10146 �0.1018 (47)

ΔK �104 0.4223 0.1624 (40) 0.4206 0.2835 (51)

δJ �108 0.57 [0.57] 0.57 [0.57]

δK �106 0.3922 [0.3922] 0.3841 [0.3841]

χaa 470.98 469.55 (237) 393.58 394.13 (237)

χbb�cc 37.04 31.59 (733) 30.86 22.68 (716)

jχabj 246.14 [246.14] 204.17 [204.17]

RMS error �104 2.20 2.24

The standard Watson A-reduced quartic Hamiltonian (Ir representation) was used to fit the

measured transition frequencies. All values are given in cm�1, except for χaa, χbb�cc, and jχabj,
which are given in MHz. All ground-state (v ¼ 0) constants are taken from Ref. [24], again except

for χaa, χbb�cc, and jχabj, which are taken from Ref. [26]. Values in [] brackets are held fixed during

the fit. 1σ uncertainties are specified in parentheses; for ν0 values, the uncertainty corresponds to

the estimated absolute frequency accuracy of our calibration procedure
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selection rule, in the ν3 spectrum. We estimate the ratio of the transition dipole

components to be jμb=μaj2 < 0:1, i.e., that the ν3 transition dipole is aligned closely
along the a axis. A simple model would be to assume that the vibrational transition

dipole is approximately the vector sum of the oscillating dipoles of each local CH

stretch. If both of the CH2 stretches contribute equally to the ν3 normal mode, then

the transition dipole would be approximately parallel to the C¼C double bond,

which has a non-negligible projection along the b axis. Instead, the measured

spectrum suggests that the ν3 mode contains a larger contribution from the CH

stretch trans to the C�Br bond and a lesser contribution from the CH stretch cis to
the C�Br bond.

In summary, the frequency and intensity information contained in our CE-DFCS

spectrum provides complementary insights into how the electronic properties of

vinyl bromide are changed upon excitation in the ν3 normal mode. The measured

nuclear hyperfine structure indicates the C�Br bond is unaffected by this vibration,

while the relative strengths of rovibrational transitions illustrate that the electric

charge distribution oscillates nearly parallel to the a axis.

3.2 Large Hydrocarbons: Adamantane and Diamantane

Extending the domain of high-resolution infrared spectroscopy to large molecules

is only possible if individual rovibrational transitions can be well resolved in a

given vibrational band. Several factors determine the degree of spectral congestion.

These can be classified as either extrinsic effects (those that depend on the exper-

imental conditions) or intrinsic effects (those determined by inherent molecular

properties, such as rotational line spacing and IVR).

The low translational and rotational temperatures afforded by buffer gas cooling

significantly reduce spectral congestion caused by extrinsic effects, namely by

reducing the Doppler broadened linewidth and the rotational partition function.

At the conditions of our experiment, the linewidth decreases with temperature as

T1=2 and the rotational partition function as T3=2. At 15 K, this yields improvements

by factors of 4.5 and 90, respectively, relative to room temperature. Not only does

this significantly reduce spectral congestion, but also offers an orders-of-magnitude

increase in peak absorption cross sections.

We have exploited these benefits to measure the first rotationally resolved

absorption spectra in the CH stretching region of adamantane, C10 H16, a large

hydrocarbon that serves as the basic building block of “diamonoids,” carbon cage

molecules with the structure of the diamond lattice. Spectra from our recent initial

report [8] are shown in Fig. 4a. Instead of single R(J) or P(J ) rotational transitions,
as expected from a rigid spherical top, the rotational transitions are split into dense

clusters of lines by non-spherical centrifugal distortion effects allowed by the lower

tetrahedral symmetry of the molecule. The detailed patterns observed in the spec-

trum report on subtle aspects of the rovibrational structure. Due to the spectroscopic
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selection rules of tetrahedral tops, transition combination differences cannot be

obtained from the infrared active fundamentals [28], complicating the analysis. We

thus forego further discussion of fitting transition frequencies of adamantane here.

The obvious question is: How large can one go? While the answer depends on

detailed properties of an individual molecule in addition to just its size, a natural
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Fig. 4 Mid-infrared spectra of diamonoids. a A portion of the CH stretching manifold of

adamantane. This spectrum was recorded with the PDH/FTS scheme. Inset shows resolved

rotational fine structure. b The absorption spectrum of diamantane in the CH stretching region,

acquired with the swept cavity/VIPA technique. At our experimental conditions, the spectrum is

essentially continuous, with no well-resolved rotational structure. Inset shows the rare appearance
of narrow features above the continuous background (inset spectrum has been high-pass filtered

for visual clarity). The width of these features is consistent with the expected Doppler broadened

linewidth, and the spacing between them is approximately equal to 2B
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comparison to adamantane is diamantane, C14H20, the next largest member of the

diamonoid family. Using an ab initio equilibrium geometry [29], we estimate

diamantane’s rotational constants to be A ¼ 0:0423 cm�1 and B ¼ C ¼ 0:0258
cm�1. In the absence of anharmonic or rovibrational perturbations, rigid symmetric

top simulations using these rotational constants display dense, yet rotationally

resolved, mid-infrared vibrational bands. The measured absorption spectrum of

diamantane in the CH stretch region is shown in Fig 4b. While measured at the same

experimental conditions as that of adamantane, the spectrum of diamantane shows

no clearly resolved structure and is essentially continuous. A limited number of

narrow features appearing above the background absorption indicate that the

Doppler linewidth is as narrow as expected (20 MHz at 20 K). These features are

spaced by approximately 0.05 cm�1 � 2B and mostly likely correspond to sequen-

tial R(J) transitions of a rotational branch. Furthermore, the widths of the rotational

contours suggest a rotational temperature in the range 10�30 K. These observations

indicate that the buffer gas cooling of this molecule is just as efficient as for

adamantane.

We therefore attribute the failure to observe well-resolved rotational fine struc-

ture as an indication of intrinsic congestion caused by IVR. An important parameter

in determining the severity of IVR is the vibrational density of states at the internal

energy of the excited vibrational state. As illustrated in Fig. 5, the total density of

vibrational states near 3000 cm�1 is roughly an order of magnitude larger for

diamantane versus adamantane. This is apparently enough to move diamantane

over the congestion threshold, with the spectroscopic bright state character of the

CH stretching fundamental distributed over many densely spaced eigenstates, all of

which contribute to the continuous absorption spectrum.

The caged structure of diamantane leads to a relatively rigid nuclear framework.

A general molecule of this size or larger will typically be less rigid and have lower

vibrational frequencies, resulting in significantly higher vibrational state densities

at a given internal energy. While a few remarkable exceptions exist, like the

highly symmetric dodecahedrane, C20H20 [31], our expectation is that in general
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high-resolution rovibrational spectroscopy of large molecules will have to be

conducted at longer wavelengths, probing molecules at lower internal energies.

Such approaches with cw laser spectroscopy have found success [10, 32]. Recent

and ongoing development of frequency comb technology beyond 5 μm [33–37] will

enable direct frequency comb spectroscopy in these wavelength regions.

4 Conclusions

We have used cavity-enhanced direct frequency comb spectroscopy of buffer gas

cooled molecules to obtain the first high-resolution rovibrational spectra of several

large complex molecules in the CH stretch region, providing new and detailed

insights into their molecular structure. High-resolution spectroscopy in the 3 μm
region is ultimately limited by intrinsic spectral congestion in the largest molecules

studied here. We are currently developing new frequency comb systems in the

longer IR wavelength regions, and we plan to use these to investigate even larger

systems, such as C60. Another promising future direction is the study of reactive

species in the cryogenic buffer gas cell environment. Our high-sensitivity, broad-

band absorption technique presents the possibility of studying chemical kinetics at

low thermal energies over long interrogation times via time-resolved frequency

comb spectroscopy [7]. Such measurements would have direct and significant

relevance to our understanding of atmospheric and interstellar chemistry.

Acknowledgements We dedicate this paper to Ted Hänsch, who has pioneered the field of laser
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Laser Phase Spectroscopy in Closed-Loop

Multilevel Schemes

Ennio Arimondo

Abstract Atomic/molecular systems with closed-loop configurations have singu-

lar features associated with the creation of multiple interconnected coherences. The

resonant condition is determined by the full-loop detuning and the full-loop phase

of the laser excitation. The main theoretical features and experimental tests

published so far are reviewed. Perspectives of laser spectroscopy based on closed

loops are discussed.

1 Introduction

High-resolution laser spectroscopy makes use of the narrow bandwidth of lasers in

order to measure with high-precision some atomic/molecular transitions. The basic

idea is the selective modifications of the atomic/molecular population of the energy

levels resonant with the laser. The resolution is associated with the well-defined

frequency of the exciting laser radiation, as demonstrated in a pioneer experiment

on sodium atoms by Hänsch et al. [1], and later extensively applied to all kind of

systems, see for instance textbooks as [2]. Laser sources are characterized by their

electric/magnetic field amplitude, frequency and phase. The spectroscopy tools

presented above are based on the proper use of frequency and amplitude of the

laser radiation to modify populations. Instead the laser phase, either for a single-

frequency excitation or the phase difference in a dual-frequency excitation, does

not play a role. In effect for a long time the laser phase was not a variable under

easily accessible experimental control. This case was modified with the develop-

ment of the frequency combs, where the phase of laser components with an

arbitrary frequency difference can be precisely controlled, as presented in [3, 4].
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Populations are not the only observables for a system interacting with light

radiation. Atomic/molecular coherences are associated with coherent superpositions

of the states. For a two-level system irradiated by laser radiation, the coherence

oscillates at the laser frequency, usually in the optical range. Hertzian coherences are

associated with superpositions of eigenstates whose frequency separation is lower

than optical one, in the Hertz range where the namewas coined. Pioneer experiments

[5–7] in the creation of MHz Hertzian atomic coherences were based on classical

light sources modulated at those frequencies and acquiring a phase relation between

the light frequency components. Within three-level systems in the Λ or V configura-

tion of Fig. 1, a Hertzian coherence is resonantly created when the modulation

frequency matches the frequency separation between the lower or upper levels.

For the Λ configuration such resonant excitation was rediscovered under a dual-

frequency laser excitation with its frequency separation matching the hyperfine

ground states of sodium atoms [8, 9]. This process was denoted as coherent popu-

lation trapping (CPT), because that laser excitation combined with the spontaneous

emission prepares the initially absorbing system in a not-absorbing (dark) coherent

superposition. The quantum-interference effects in laser-driven three-level systems

were already pointed out by Hänsch and Toschek [10] in 1970. The important

connection between CPT and electromagnetic-induced transparency (EIT) was

discussed by Fleischhauer et al. [11]. Within the above dual-frequency excitation

schemes, the phase difference between the sources does not play a role determining

only the phase of the atomic coherent superposition.

The present work reviews different spectroscopic schemes where the phase of

three or more lasers plays a key role. All these schemes are based on multilevel

closed-loop atomic/molecular configurations, i.e. configurations with three or more

levels excited by several laser sources, whose number is at least equal to the level

number. Several theoretical papers treated this topic, while only few experimental

investigations were reported so far. Because frequency combs are becoming acces-

sible to a large number of laboratories, this work targets to stimulate the experi-

mentalist’s interest into the processes relying on the multiple laser phase control.
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Fig. 1 Closed-loop three-level systems driven by three electromagnetic fields with Ω1,Ω2,Ω3

Rabi frequency. In a, b and c, triangle-Λ, -V and -cascade configurations, respectively. The laser-

driven dipole allowed transitions denoted by continuous lines and by dashed lines the microwave-

driven magnetic-dipole transition or laser-driven two-photon transition
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Laser phase plays an important role for the optical nonlinear generation. In fact

at a given time the laser electric field phase depends on the spatial position, with a

spatial periodicity determined by the laser wavelength. When several laser fields

interact with an atomic/molecular system, their relative phase changes along the

positions of the atoms/molecules. This spatial phase change leads to the phase-

matching condition [2]. The attention of the present work is not centred on the light

propagation, but instead on the laser spectroscopy of a single atom/ion. Therefore,

the theoretical investigations of laser propagation for closed-loop systems will not

be considered. Nevertheless it should be pointed out that in a recent investigation

[12] phase-resonant closed-loop optical transitions and phase-matching propaga-

tion were combined within a novel phase-by-phase control mechanism.

Phase spectroscopy (not on closed-loop systems!) is already an established

technique where a phase shift produced by a laser-system interaction is measured

either within a the sum-frequency generation process [13] or on the reemitted field

[14]. That phase shift was determined in an interferometric set-up using a reference

laser beam. No requirement on the relative phases of the exciting laser beams

applies to these investigations. In addition Ref. [14] measured the wavefunction

phase associated with a discrete autoionized state, i.e. a state interacting with a

near-resonant continuum, originally pointed out by Fano [15]. This autoionized

state phase issue is closely related to the discrete state phases determining the

interference in the considered closed-loop spectroscopy.

Section 2 examines the basic properties of three-level systems within a triangle

configuration and of four-level systems within double-Λ or diamond configurations

driven by three lasers and four lasers, respectively. Only the main theoretical

features are presented in order to introduce the key experimental results. Section 3

describes experimental investigations where the closed-loop characteristics were

verified. The concluding Section presents the perspective of closed-loop phase-

sensitive spectroscopy.

2 Three- and Four-Level Theoretical Features

2.1 Three-Level Loop

The three-level systems of Fig. 1, generally denoted as triangle, in either Λ, V or

cascade configuration, are the simplest schemes where the closed-loop phase plays

a role. In effect the closed-loop interference was discussed for the first time within

the triangle-Λ system in connection with the Λ-scheme CPT [16]. The jai ! jbi and
jci ! jbi transitions (continuous lines) are electric-dipole allowed optical transi-

tions. The jai and jci states have the same parity, and the jai ! jci dashed line

transition of Fig. 1 may be driven by either a magnetic-dipole transition or a

two-photon electric-dipole transition. This triangle configuration has received a

large attention, see for instance [17–24] and references therein. This configuration,
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as all closed-loop configurations, is characterized by multiple interferences into the

final states. In fact by switching off any one of the three exciting lasers, we recover a

three-level system driven by two lasers only and experiencing an interference into

the intermediate state excited by both lasers, leading to the CPT and EIT phenom-

ena [11]. The additional laser closing the triangle introduces additional interfer-

ences and leads to a more complex response.

The triangle Hamiltonian is written as

H ¼ H0 þ Hint, ð1Þ
where the self-energy H0 is given by

H0 ¼ ħω0
bjbihbj þ ħω0

c jcihcj: ð2Þ
Here, ħω0

l , ðl ¼ a, b, cÞ corresponds to the energy of the jli state referenced to the

ω0
a ¼ 0 ground state value. For single-frequency monochromatic lasers at frequen-

cies ωiði ¼ 1, 3Þ, the Hint interaction Hamiltonian is written as

Hint ¼ �ħ
Ω1

2
e�iω1tjbihaj � ħ

Ω2

2
e�iω2tjcihbj

�ħ
Ω3e

�iΦT

2
e�iω3tjcihaj þ H:c:

ð3Þ

For the case of multiple-frequency lasers, other driving terms should be added. The

atomic interaction with each electromagnetic field is described by the associated

Rabi frequenciesΩi, except for the two-photon driving case where an effective Rabi

frequency should be introduced. That frequency is determined by either dipole or

magnetic moment as

Ωi ¼ � d � Ei

ħ
¼ � dl,mjEij

ħ
, ð4Þ

whereEi, ði ¼ 1, 3Þ is the electric (or magnetic) field amplitude,d the electric-dipole
moment (or the magnetic one depending on the level scheme). dl,m represents the

modulus of the dipole moment matrix element between states jli and jmi driven by

theωi laser. The electric field and dipole moment components are calculated within

a Cartesian basis, or within a tensorial one in the case of circularly polarized light.

Notice the � sign imposed by the sign of the Clebsch–Gordan coefficients in

calculating the matrix element [2]. We assume Ωi ði ¼ 1� 3Þ to be real and

associate a phaseΦT to the ω3 field, i.e. its Rabi frequency isΩ3e
�iΦT . As shown in

[16, 19] within the closed loop a single phase is the free parameter determining the

process physics. That phase can be associated with any Rabi frequency, and in fact

ΦT represents the phase difference over the whole closed loop.

We introduce several frequency detunings with δ1 ¼ ω1 � ωb, δ2 ¼ ω2�
ðωc � ωbÞ, δ3 ¼ ω3 � ωc, and finally a triangle-loop detuning ΔT defined by
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ΔT ¼ ω3 � ω2 � ω1 ¼ δ3 � δ2 � δ1: ð5Þ
The triangle closed-loop system is characterized by the ΔT and ΦT parameters.

1. As presented within the “Appendix”, the ΔT detuning leads to two different

regimes imposed by ΔT ¼ 0 and ΔT 6¼ 0, respectively. For the first case the

rotating-wave approximation produces the standard result of time-independent

populations and of coherences oscillating at the frequency of the driving nearly

resonant laser. The atomic susceptibility oscillates at the laser driving frequency.

Instead for ΔT 6¼ 0 all the density matrix elements (population and coherences)

contain their ΔT ¼ 0 temporal dependences and in addition sidebands at all nΔT

frequencies, with n an integer. Therefore, we write the solution for each i, j
element of the σ rotating frame density matrix (defined by Eq. 11 in the

“Appendix”) as

σi, j ¼
X1
n¼�1

σ n
i, je

inΔT t ð6Þ

The atomic response becomes very complex, and the sideband generation has

been investigated only in few cases [21, 23].

2. The important ΦT parameter produces different behaviours depending on its

value. Buckle et al. [16] demonstrated that for specific ΦT values the Hilbert

space for the three-level system Hamiltonian of Eq. 1 can be separated into a

two-level closed system and into a dark state. Later Rangelov et al. [25]

demonstrated how a properly chosen Hilbert-space transformation breaks the

closed loop and reduces the system to a single chain, and how under certain

conditions on the interaction parameters the chain is broken into the two-state

system and the dark state. These results are not valid in presence of the density

matrix damping mechanisms; nevertheless, they are very useful for analysing the

system response for Rabi frequencies larger than the damping rates. As an

example of the ΦT dependence for the triangle-Λ system, Fig. 2 shows the

excited state occupation as a periodic function of theΦT phase (continuous line).

Instead for an open Λ loop, the excited state population denoted by the dashed

line of Fig. 2 is constant vs ΦT . The closed-loop interferences enhance or

decrease the excited state occupation. For sin ðΦTÞ ¼ 0 the coupling between

the dark state and the remaining states is null and the system is prepared into the

triangle dark state with the open-loop occupation. An evaluation of the ΔΦT

sensitivity around the sin ðΦTÞ ¼ 0 points was defined in [17] as the distance of

the phase values producing one-half dark state occupation. For the particular

case of jΩ1j ¼ jΩ2j ¼ jΩ3j ¼ Ω the sensitivity results

ΔΦT ¼ 2arcsin

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
γ2b

2γ2g þ 12Ω2

s
, ð7Þ
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γg being the ground states damping rate within the triangle- Λ scheme. This

sensitivity defines the required control in the laser phase or vice versa the accuracy

in the determination of an atomic phase.

2.2 Four-Level System

The closed-loop four-level (FL) systems are based the double-Λ (DL) and diamond

configurations of Fig. 3. Several theory treatments have examined the first config-

uration [26–29] including storing of a pair of light pulses in [30]. On the contrary

the unique diamond study is in [31]. For both double-Λ and diamond configurations,

the transitions are dipole allowed. The main difference between DL and diamond is

on the spontaneous emission decays of jai, jbi, jci. The laser Rabi frequencies Ωi,

phases ϕi and δi detunings, numbered ði ¼ 1, 4Þ, are defined as for the triangle

system. The overall ΔFL detuning and overall ΦFL phase of the four-level loop are

defined as

ΔFL ¼ δ1 þ δ3 � δ2 � δ4,

ΦFL ¼ ϕ1 þ ϕ3 � ϕ2 � ϕ4:
ð8Þ

TheΔFL andΦFL role is equivalent to that discussed for the triangle configuration

[16]. Time-independent solutions are obtained for ΔFL ¼ 0. For ΔFL 6¼ 0 Fourier

sidebands for all density matrix elements are obtained following the Fourier

expansion of Eq. 6. The system solution is periodic with the ΦFL phase, and results

equivalent to those of Fig. 2 are obtained, except for differences listed below.

0.6
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43210
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Fig. 2 The continuous line shows the jci excited state occupation of the triangle-Λ system vs the

ΦT laser phase. Parameters Ω1 ¼ Ω2 ¼ 0:5, Ω3 ¼ 0:1, γg ¼ 0:001, assuming γc ¼ 1. Relaxation

rates are defined in “Appendix”. The dashed line shows the excited state population for theΩ3 ¼ 0

case, i.e. a not-closed system. The population oscillations have a 30% visibility
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For the double-Λ an interference of the excited state occupation takes place at all

values of the Rabi frequencies. This system has received a large attention because

of the existence of a total dark state under the following conditions:

Ω1

Ω2

¼ Ω3

Ω4

,

ΦFL ¼ n2π,
ð9Þ

the second one is valid when all Rabi frequencies have the same phase. Then, the

atomic occupation is limited to the jai and jbi ground states, and their ratio is

proportional to Ω2=Ω1. For the case of all Rabi frequencies equal and also equal

damping rates from jciand jdi states, the occupations of these states are proportional
to ð1� cos ðΦFLÞÞ=2.

For the diamond configuration investigated in Ref. [31] the dependence on the

ΦFL parameter is different. The interference of the excitation amplitudes starting

from the jci ground state and reaching the double-excited jdi state takes place only
for saturation of the lower optical transitions. In the case of saturation with Rabi

frequencies larger than all damping rates, the jdi state occupation depends on the

phase as ð1þ cos ðΦFLÞÞ=2. Therefore, for ΦFL ¼ n2π the interference leads to a

maximum occupation and forΦFL ¼ ð2nþ 1Þπ to a zero occupation, a result shifted
by π in respect of the triangle and double-Λ schemes.

3 Closed-Loop Experiments

3.1 Triangle

The first triangle closed-loop experimental investigation was reported in Ref. [32]

within theΛ configuration of Fig. 1a and was based on a Raman process transferring

population from jai ! jbi. The experiment was performed of sodium atoms

Ω3

Ω2Ω1

Ω2

(a) (b)

Ω4

Ω1

Ω3 Ω4

|a> |b>

|c>

|a>
|b>

|c>

|d>
|d>Fig. 3 Closed-loop FL

systems driven by four

lasers with Rabi frequencies

Ωi, ði ¼ 1� 4Þ. In a and

b double-Λ and diamond

configurations, respectively
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making use of the optical transition to the first excited state, with the jai, jbi states
corresponding to the F ¼ 2 and F ¼ 1 ground hyperfine states. The loop was closed

applying a microwave radiation resonant with the hyperfine F ¼ 1 ! F ¼ 2 tran-

sition. The ΦT phase dependence was tested by measuring the Raman transfer

efficiency for 0 and π=2 phase values, obtaining different values, similar to the

Fig. 2 prediction for the excited state occupation.

A similar and more complete investigation was performed in Ref. [33] within an

EIT configuration always based on a triangle-Λ scheme in rubidium with energy

levels equivalent to the sodium ones of Ref. [32]. As typical of EIT the authors

measured the transmission of a weak optical probe laser in the presence of a strong

optical laser and different microwave parameters of the jai ! jci driving. The

transmission was measured as function of the ΦT phase, and the plot of Fig. 2 was

totally verified. The experiment analysis took into account the sign of Clebsch–

Gordan coefficients in calculating the dipole moments, i.e. the Rabi frequencies.

Notice that a negative Rabi frequency corresponds to a ΦT ¼ π phase within the

overall phase loop.

The periodic ΦT phase dependence above was tested in Ref. [34] on the same

rubidium triangle-Λ system by monitoring the optical absorption from one lower

state to a fourth level, not belonging to the triangle scheme.

3.2 Double-Λ

This four-level configuration has played an important role for the generation of

photon pairs, correlated photon states, and entangled imaging for quantum com-

munication with atomic ensembles [35–38]. However, in all those experiments the

photon generation process automatically controls the loop phase.

The preparation of the total dark state was investigated in experiments by

Windholz group [39–41] based on sodium optical transitions close to the triangle

one reported above. The jai, jbi ground states of Fig. 3 correspond to the F ¼ 1 and

F ¼ 2 hyperfine ground states, and the jci and jdi states correspond to the first and

second excited states. The phase of one laser beam was modified either by changing

the optical path or by inserting an electro-optics modulator. The ΦFL periodic

modulation of the excited state occupation was verified. The excited state occupa-

tions were monitored in the presence of ΔFL detunings different from zero, with

values around 10 Hz. An occupation modulation was observed corresponding to the

first component of the Fourier expansion in Eq. 6. The authors applied a different,

but equivalent, interpretation: the population temporal variation is produced by the

ΔFLt temporal phase modulation associated with the evolving t observation time.

The authors measured how the modulation amplitude was modified by the laser

intensities, in agreement with the contribution of different multiphoton processes

discussed for the triangle configuration by [20] and mentioned within the

“Appendix”.
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In an investigation based on the equivalent Rb double-Λ system in Ref. [42], a

phase-controlled light switching was observed.

3.3 Diamond

The experimental investigations of the four-level diamond configuration, mainly

triggered by success with the double-Λ experiments, were concentrated on the

rubidium atom, the excitation starting from one hyperfine level of the 5S1=2 ground

state, via the 5P1=2 and 5P3=2 intermediate states and reaching as final state either the

6S1=2 state or the 5D1=2 one, using a different wavelength for each upper transition.

This configuration allowed the generation of photon pairs [43], but once again the

photon generation process controlled the loop phase. A clear test of the ΦFL phase

dependence was performed in the experiment of Ref. [44] based on a frequency

comb excitation. All the comb components contribute to the excitation process,

with interference between their transition amplitudes. However, within the broad-

band comb spectrum the components nearly resonant with a given optical transition

produce the largest contributions to the excitation process. The ΦFL dependence of

this comb investigation was performed by applying a selective phase shift of the

frequency comb components resonant with the left half-part of the Fig. 3b diamond,

i.e. the jci ! jbi and jbi ! jdi transitions. The experiment verified the ΦFL phase

periodic dependence. Because a phase shift was simultaneously applied to two

transition of the closed-loop, the phase dependence periodicity was two times larger

than that reported in Fig. 2. A phase offset was also detected and associated with the

near-resonant excitation of additional intermediate hyperfine levels with different

dipole moments and detunings. The visibility of the phase oscillations was mea-

sured, but a comparison with theoretical predictions was not performed.

4 Conclusions and Perspectives

Several theoretical treatments examined the different issues related to the phase-

sensitive closed-loop spectroscopy. Few experiments tested the main features of the

closed systems, observing (1) the optical sidebands created for a closed-loop

detuning different from zero, and (2) the periodic dependence of the atomic

response on the overall phase. The additional theoretically predicted features may

lead to a larger spectrum of spectroscopic applications.

The bichromatic excitation on a three-level open system leads to quantum

control, as subluminal or superluminal light propagation [11]. In connection with

this target, the theoretical analysis of [19] demonstrated that trichromatic excitation

on a triangle system leads to a greater flexibility in sub/super-luminal light gener-

ation, with a commutation between the two regimes produced by changingΦT . This
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result was obtained for the ΔT ¼ 0 case. The refractive index modification leading

sub/super-luminal light was not explored for ΔT 6¼ 0, and this case may lead to a

more efficient control of light propagation. It should be noted that owing to Fourier

expansion of the density matrix elements the atomic response will generate trans-

mitted light sidebands at the ΔT frequency. Their presence could modify the

temporal shape of the laser pulse and also the sub/superluminal pulse speed. It

may be important to explore how the ΔT choice will preserve the slow/fast light

propagation in combination with a limited deformation of the laser pulse. Given the

narrow frequency bandwidth reached today within the dark state preparation in

several systems,ΔT sidebands in the ten MHz range should be a good choice for the

required compromise between light speed and pulse deformation. In order to plan

for an experimental investigation, precise simulations should be performed. In

addition also the four-level systems should be explored on the topic of slow/fast

light generation.

As a different exploration direction, the requirement on the closed-loopΦ phase

may be used to explore the properties of the atomic/molecular states composing the

level configuration. The Φ phase is determined by the driving laser phase, but also

by the phases associated with the Rabi frequencies. From the definition of Eq. 4 the

Rabi frequency is a real number, except for the � sign, the minus sign

corresponding to a π phase shift. In fact the authors of Ref. [33, 44] verified the

π phase shift presence on the measured periodic excitation. Any level mixing

produced by configuration interaction, off-diagonal fine and hyperfine couplings

leads to a modification of the Rabi frequency amplitude or� sign without adding an

extra phase corresponding to a complex Rabi frequency. Instead a wavefunction

phase appears into the evolution of a discrete autoionized state, i.e. a state

interacting with a near-resonant continuum [14, 15]. That phase appears also into

the Rabi frequency for a transition between the autoionized state and any discrete

state. If that state belongs to a closed-loop system, an experimental investigation for

the loop phase will provide a direct measurement of the discrete–continuum

coupling, with an accuracy similar to the one in Eq. 7.

Control of the relative phase between the carrier wave and the pulse envelope is

a critical issue for stabilizing mode-locked femtosecond laser systems. Such

carrier-envelope phase stabilization was recently realized through (1) interference

in the fluorescence light of a ZnO crystal excited by the carrier and its second-

harmonic [45], (2) quantum-interference semiconductor current sensitive to the

relative phase between two coherent laser pulse trains [46] and (3) phase-sensitive

photoelectron emission from a metal surface [47] following a proposition in

[48]. The closed-loop spectroscopy could represent an alternative tool for the

same target of phase control. Additional loop-phase spectroscopy applications

can be found in similar solid state system.
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revolution of the atomic spectroscopy. We met for the first time at the Carberry Tower (Scotland)

in July 1969 for the Summer School on Quantum Optics organized by the Scottish Universities,

both of us looking for post-docs opportunity, finally Ted in USA and myself in England. Ten years

674 E. Arimondo



later at Stanford, I was fascinated by Ted playing with a toy train along the hall of the Varian

Physics building and setting up for a simple wavemeter. An Alexander von Humboldt Award

generated my long visit to Munich in 2002 with a special admittance to Ted personal laboratory in

Schelling Stra β e.The author acknowledges the collaboration with Hema Ramachandran that

stimulated the interest into closed-loop systems, and Thomas Udem for discussion on the phase

determination.

Appendix: Triangle Density Matrix Equations and Solution

We write the ρ density matrix equations including the decay rates depending on the

level configuration. For the case of triangle-Λ configuration the only nonzero decay

elements are γg the ground state rate equilibrating the jai and jci populations, and γb
the jbi state decay rate into jai and jci ground states, for simplicity with equal

branching ratios. Applying the rotating-wave approximation, the Hamiltonian of

Eq. 1 leads to the following equations for populations and coherences:

_ρaa ¼ γg ρcc � ρaað Þ þ γb
2
ρbb

� i
Ω3

2
e�iω3tρab þ i

Ω1

2
e�i ω1t�Φð Þρac þ H:c:

� �
,

_ρbb ¼ �γbρbb þ i
Ω3

2
e�iω3tρab � i

Ω2

2
e�iω2tρbc þ H:c:

� �
,

_ρcc ¼ γg ρaa � ρccð Þ þ γb
2
ρbb

þ i
Ω2

2
e�iω2tρbc þ i

Ω1

2
e�iðω1t�ΦÞρac þ H:c:

� �
,

_ρab ¼ � γb þ γg
2

� iωb

� �
ρab þ i

Ω1

2
eiω1tðρbb � ρaaÞ

þi
Ω3

2
eiðω3t�ΦTÞρcb � i

Ω2

2
e�iω2tρac,

_ρbc ¼ � γb þ γg
2

� i ωc � ωbð Þ
� �

ρbc þ i
Ω2

2
eiω2tðρcc � ρbbÞ

þi
Ω3

2
e�iðω3t�ΦTÞρac � i

Ω1

2
e�iω1tρba,

_ρac ¼ � γg � iωc

� �
ρca þ i

Ω3

2
eiðω3t�ΦTÞðρcc � ρaaÞ

þi
Ω1

2
eiω1tρbc � i

Ω3

2
eiðω3t�ΦTÞρab:

ð10Þ

Introducing the standard transformation to a rotating frame [16]

ρba ¼ σbae�iω1t, ρcb ¼ σcbe�iω2t,

ρca ¼ σcae�iðω3t�ΦTÞ, ρii ¼ σii,
ð11Þ

with ði ¼ a, b, cÞ, we obtain a new set of equations
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_σaa ¼ γgðσcc � σaaÞ þ γb
2
σbb � i

Ω1

2
σab � σbað Þ � i

Ω3

2
σac � σcað Þ,

_σbb ¼ �γbσbb þ i
Ω1

2
σab � σbað Þ � i

Ω2

2
σbc � σcbð Þ,

_σcc ¼ γgðσaa � σccÞ þ γb
2
σbb þ i

Ω2

2
σbc � σcbð Þ þ i

Ω3

2
σac � σcað Þ,

_σab ¼ �ðγb þ γg
2

þ iδ1Þσab þ i
Ω1

2
ðσbb � σaaÞ

þi
Ω3

2
eiΔT te�iΦTσcb � i

Ω2

2
eiΔT te�iΦTσac,

_σbc ¼ � γb þ γg
2

þ iδ2

� �
σbc þ i

Ω2

2
ðσcc � σbbÞ

þi
Ω1

2
eiΔT te�iΦTσac � i

Ω3

2
eiΔT te�iΦTσba,

_σac ¼ � γg þ iδ3
� �

σac þ i
Ω3

2
ðσcc � σaaÞ

þi
Ω1

2
e�iΔT teiΦTσbc � i

Ω2

2
e�iΔT teiΦTσab:

ð12Þ

These equations become time-independent only in the case of ΔT ¼ 0, leading to

time-independent populations ρii and to ρij coherences with oscillations at the

corresponding laser driving frequency given by Eq. 11.

ForΔT 6¼ 0 the time-dependent density matrix equations were solved in Ref. [20]

through a series expansion in terms of the Rabi frequencies, where the connection

between Rabi frequency power dependence and the high-order multiphoton pro-

cesses was pointed out.

Within the approach of Eq. 6, each density matrix element is expanded into a

Fourier expansion with all the harmonics of the ΔT angular frequency. The Fourier

harmonics are proportional to the Rabi frequencies, higher-order terms containing

higher powers of the Rabi frequencies, and therefore produced by high-order

multiphoton processes. The Fourier components satisfy recurrent equations that

can be solved through a continued fraction solution as in refs. [23, 49]. The triangle

configuration with a 9� 9 density matrix leads to a continued fraction of matrices

with the same order. Instead the four-level system is solved on the basis of 16� 16

continued fraction matrices.
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22. J. Korociński, Phys. Scr. T 160, 014022 (2014)
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Precision Measurements and Test of Molecular

Theory in Highly Excited Vibrational States

of H2 (v ¼ 11)

T. Madhu Trivikram, M.L. Niu, P. Wcisło, W. Ubachs, and E.J. Salumbides

Abstract Accurate EF1Σþ
g � X1Σþ

g transition energies in molecular hydrogen

were determined for transitions originating from levels with highly excited vibra-

tional quantum number, v ¼ 11, in the ground electronic state. Doppler-free

two-photon spectroscopy was applied on vibrationally excited H∗
2 , produced via

the photodissociation of H2S, yielding transition frequencies with accuracies of

45 MHz or 0.0015 cm�1. An important improvement is the enhanced detection

efficiency by resonant excitation to autoionizing 7pπ electronic Rydberg states,

resulting in narrow transitions due to reduced ac-Stark effects. Using known EF
level energies, the level energies of X(v ¼ 11, J ¼ 1, 3–5) states are derived with

accuracies of typically 0.002 cm�1. These experimental values are in excellent

agreement with and are more accurate than the results obtained from the most

advanced ab initio molecular theory calculations including relativistic and QED

contributions.
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1 Introduction

The advance of precision laser spectroscopy of atomic and molecular systems has,

over the past decades, been closely connected to the development of experimental

techniques such as tunable laser technology [1], saturation spectroscopy [2],

two-photon Doppler-free spectroscopy [3], cavity-locking techniques [4], and ulti-

mately, the invention of the frequency comb laser [5], developments to which Prof.

Theodor Hänsch has greatly contributed. These inventions are being exploited to

further investigate at ever-increasing precision the benchmark atomic system—the

hydrogen atom, resulting in the advance of spectroscopic accuracy in atomic

hydrogen measurements by more than seven orders of magnitude since the inven-

tion of the laser [6]. The spectroscopy of the 1S–2S transition in atomic hydrogen,

at 4� 10�15 relative accuracy [7], provides a stringent test of fundamental physical

theories, in particular quantum electrodynamics (QED). Currently, the theoretical

comparison with precision measurements on atomic hydrogen is limited by uncer-

tainties in the proton charge radius rp. The finding that the rp-value obtained from

muonic hydrogen spectroscopy is in disagreement by some 7� σ [8] is now

commonly referred to as the proton-size puzzle.
Molecular hydrogen, both the neutral and ionic varieties, is benchmark systems

in molecular physics, in analogy to its atomic counterpart. Present developments in

the ab initio theory of the two-electron neutral H2 molecule and the one-electron

ionic Hþ
2 molecule, as well as the respective isotopologues have advanced in

accuracy approaching that of its atomic counterpart despite the increased complex-

ity. The most accurate level energies of the entire set of rotational and vibrational

states in the ground electronic state of H2 were calculated by Komasa et al. [9]. An

important breakthrough in these theoretical studies was the inclusion of higher-

order relativistic and QED contributions, along with a systematic assessment of the

uncertainties in the calculation. Recently, further improved calculations of the

adiabatic [10] as well as non-adiabatic [11] corrections have been performed,

marking the steady progress in this field.

In the same spirit as in atomic hydrogen spectroscopy, the high-resolution

experimental investigations in molecular hydrogen are aimed toward confronting

the most accurate ab initio molecular theory. For the Hþ
2 and HD+ ions, extensive

efforts by Korobov and co-workers over the years, have recently led to the theo-

retical determination of ground electronic state level energies at 0.1 ppb accuracies

[12]. The latter accuracy enables the extraction of the proton/electron mass ratio,

mp=me, when combined with the recent HD+ spectroscopy using a laser-cooled ion

trap [13]. These are currently at lower precision than other methods but prospects

exist that competitive values can be derived from molecular spectroscopy. Simi-

larly Karr et al. [14] recently discussed the possibility of determining R1 using Hþ
2

(or HD+) transitions as an alternative to atomic hydrogen spectroscopy. Even for the

neutral system of molecular hydrogen, the determination of rp from spectroscopy is

projected to be achievable, from the ongoing efforts in both calculation [15] and
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experiments [16]. Molecular spectroscopy might thus be posed to contribute toward

the resolution of the proton-size puzzle.

In contrast to atomic structure, the added molecular complexity due to the

vibrational and rotational nuclear degrees of freedom could constitute an important

feature, with a multitude of transitions (in the ground electronic state) that can be

conscripted toward the confrontation of theory and experiments. From both exper-

imental and theoretical perspectives, this multiplicity allows for consistency checks

and assessment of systematic effects. In recent years, we have tested the most

accurate H2 quantum chemical calculations using various transitions, for example,

the dissociation limit D0 or binding energy of the ground electronic state [17]; the

rotational sequence in the vibrational ground state [18]; and the determination of

the ground tone frequency ðv ¼ 0 ! 1Þ [19]. The comparisons exhibit excellent

agreement thus far and have in turn been interpreted to provide constraints of new

physics, such as fifth forces [20] or extra dimensions [21].

Recently, we reported a precision measurement on highly excited vibrational

states in H2 [22]. The experimental investigation of such highly excited vibrational

states probes the region where the calculations of Komasa et al. [9] are the least

accurate, specifically in the v ¼ 6–12 range. The production of excited H∗
2 offers a

unique possibility on populating the high-lying vibrational states that would other-

wise be practically inaccessible in thermal equilibrium (corresponding temperature

of T �47,000 K for v ¼ 11).

Here, we present measurements of level energies of v ¼ 11 rovibrational

quantum states that extend the spectroscopy in Ref. [22] and that implement

improvements, leading to a narrowing of the resonances. This is achieved by the

use of a resonant ionization step to molecular Rydberg states, thereby enhancing the

detection efficiency significantly. The enhancement allows for the use of a

low-intensity spectroscopy laser minimizing the effect of ac-Stark-induced broad-

ening and shifting of lines. The ac-Stark effect is identified as the major source of

systematic uncertainty in the measurements, and a detailed treatment of the line

shape models used to describe the asymmetric Stark-broadened profiles is also

included in this contribution.

2 Experiment

The production of excited H∗
2 from the photodissociation of hydrogen sulfide was

first demonstrated by Steadman and Baer [23], who observed that the nascent H∗
2

molecules were populated at predominantly high vibrational quanta in the

two-photon dissociation of H2S at UV wavelengths. That study used a single

powerful laser for dissociation, for subsequent H2 spectroscopy, and to induce

dissociative ionization for signal detection. Niu et al. [22] utilized up to three

separate laser sources to address the production, probe, and detection steps in a

better controlled fashion. The present study, targeting H2 (v ¼ 11) levels, is
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performed using the same experimental setup as in Ref. [22], depicted schemati-

cally in Fig. 1. The photolysis laser at 293 nm, generated from the second harmonic

of the output of a commercial pulsed dye laser (PDL) with rhodamine B dye, serves

in the production of H∗
2 by photolyzing H2S. The narrowband spectroscopy laser

radiation at around 300–304 nm is generated by frequency upconversion of the

output of a continuous-wave (cw)-seeded pulsed dye amplifier system (PDA)

running on rhodamine 640 dye. The ionization laser source at 302–305 nm, from

the frequency-doubled output of another PDL (also with rhodamine 640 dye), is

used to resonantly excite from the EF to autoionizing Rydberg states to eventually

form Hþ
2 ions. This 2þ 10 resonance-enhanced multiphoton ionization (REMPI)

scheme results in much improved sensitivities compared to our previous study [22].

Fig. 1 Schematic of experimental setup indicating the three main radiation sources: the photolysis
laser at 293 nm for H∗

2 production from H2S dissociation; the probe laser from a narrowband dye

amplifier (PDA) for the EF–X spectroscopy transition; and the ionization laser for resonant Hþ
2 ion

production, subsequently detected as signal. Doppler-free two-photon excitation is facilitated by

the Sagnac interferometric alignment of the counter-propagating probe beams. Absolute frequency

calibration is performed with respect to I2 hyperfine reference lines, aided by the relative frequency

markers from the transmission fringes of a length-stabilized Fabry–Pérot etalon. The frequency

offset between the cw-seed and PDA pulse output, induced by chirp effects in the dye amplifier, is

measured and corrected for post-measurement. cw Continuous wave, PDL pulsed dye laser, 2ω
frequency-doubling stage, TOF time-of-flight region, MCP multichannel plates, PMT
photomultiplier tube
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The H2S molecular beam, produced by a pulsed solenoid valve in a source

vacuum chamber, passes through a skimmer toward a differentially pumped inter-

action chamber, where it intersects the laser beams perpendicularly. The probe or

spectroscopy laser beam is split into two equidistant paths and subsequently steered

in a counter-propagating orientation, making use of a Sagnac interferometer align-

ment for near-perfect cancelation of the residual first-order Doppler

shifts [24]. Moreover, the probe laser beams pass through respective lenses, of

f ¼ 50-cm focal length, to focus and enhance the probe intensity at the interaction

volume. Finally, the ionization beam is aligned in almost co-linear fashion with the

other laser beams to ensure maximum spatial overlap. To avoid ac-Stark shifts

during the spectroscopic interrogation, induced by the photolysis laser (�6-mJ

typical pulse energy; �10-ns pulse duration), a 15-ns delay between the photolysis

and probe pulses is established with a delay line. For a similar reason, the ionization

pulse (�1-mJ typical pulse energy; �10-ns pulse duration) is also delayed by 30 ns

with respect to the probe pulse. The 1-mJ ionization pulse energy is sufficient for

saturating the ionization step.

The ions produced in the interaction volume are accelerated by ion lenses,

further propagating through a field-free time-of-flight (TOF) mass separation region

before impinging on a multichannel plate (MCP) detection system. Scintillations in

a phosphor screen behind the MCP are monitored by a photomultiplier tube (PMT)

and a camera, culminating in the recording of the mass-resolved signals. In the

non-resonant ionization step as in Ref. [22], predominantly H+ ions were produced

and were thus used as the signal channel for the EF–X excitation. In contrast, the

resonant ionization scheme employed here predominantly produces Hþ
2 ions. In

addition to the enhancement of sensitivity, the Hþ
2 channel offers another important

advantage as it is a background-free channel, whereas the H+ channel includes

significant contributions from H2S, as well as SH, dissociative ionization products.

To avoid dc-Stark effects on the transition frequencies, the acceleration voltages of

the ion lens system are pulsed and time-delayed with respect to the probe laser

excitation.

Niu et al. [22] confirmed the observation of H2 two-photon transitions in various

EF–X (v0, v00 ¼ 10� 12) bands, first identified by Steadman and Baer [23], but only

for transitions to the outer F-well of the EF electronic potential in H2. Franck–

Condon factor (FCF) calculations, to assess the transition strengths of the

photolysis-prepared levels of Xðv00Þ to levels in the combined inner (E) and outer

(F) wells of the EF double well potential, were performed by Fantz and Wünderlich
[25, 26]. While Niu et al. [22] performed precision measurements probing the

Xðv00 ¼ 12Þ levels, presently Xðv00 ¼ 11Þ levels are probed. Note that for the excited
state two different numberings of vibrational levels exist: one counting the levels in

the combined EF well and the other counting the levels in the E and F wells

separately. Then EFðv0 ¼ 5Þ corresponds to Fðv0 ¼ 3Þ, while EFðv0 ¼ 1Þ corre-

sponds to Fðv0 ¼ 0Þ. In the following, we will refer to the vibrational assignments

using the F-well notation. The FCF for the F–X (3, 2) band, used in Ref. [22],
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amounts to 0.047 [26] and that of the presently used F–X (0, 11) band amounts to

0.17, making the latter band’s transitions three times stronger.

2.1 Resonant Ionization

The non-resonant ionization step was the major limitation in [22], since this

prohibited the spectroscopy to be carried out at sufficiently low probe laser inten-

sities. Due to ac-Stark effects, the lines were broadened to more than 1 GHz, while

the expected instrumental linewidth is less than 200 MHz. Moreover, at higher

probe intensities asymmetric line profiles are observed, reducing the accuracy of the

line position determination and ultimately limiting the ac-Stark extrapolation to the

unperturbed line position.

While signal improvement was observed when employing a detection laser in

the range between 202 and 206 nm in Ref. [22], the enhancement was limited since

no sharp resonances were found, indicating excitation to some continuum. For the

present study, a thorough search for resonances from the F state was undertaken.

The npπ and npσ Rydberg series, with principal quantum number n ¼ 5–7, were

identified as potential candidates based on the FCFs for the outer F-well, as can be

inferred from Fig. 2. The search was based on reported FCFs for theD1Πu � F1Σþ
g

(v0, 1) bands [26]. It was further assumed that the FCFs for the npπ 1Πu � F1Σþ
g

electronic systems are comparable to that of 3pπD1Πu � F1Σþ
g , since the potential

energy curves for the npπ 1Πu Rydberg states are similar as they all converge to the

Hþ
2 ionic potential. Note the particular characteristic of the n¼ 5–7 np 1Πu Rydberg

states, which dissociate to a ground state atom and another with a principal quantum

number H(n � 1), i.e., 5pπ ! H(1s) + H(4f ); 6pπ ! H(1s) + H(5f ); 7pπ ! H

(1s) + H(6d) [27–29]. The electron configuration changes as a function of the

internuclear distance R, e.g., the low vibrational levels of the 5p 1Πu follow a

diabatic potential that extrapolates to the n¼ 5 limit, and not the n¼ 4 dissociation

limit at R ! 1.

Thenpπ 1ΠuRydberg states decay via three competing channels: by fluorescence

to lower n electronic configurations; by predissociation, where the nascent H atom

is further photoionized to yield H+ ions; and lastly, by autoionization to yield Hþ
2

ions [30]. Recent analysis of one-photon absorption measurements using XUV

synchrotron radiation in the range of 74–81 nm demonstrated that autoionization

completely dominates over the other two competing channels in the case of

n > 5 [31]. Using the n ¼ 5–7 level energies of the Rydberg levels reported in

[27–29], the detection laser was scanned in the vicinity of the expected transition

energies, where it turned out that transitions to 7pπ, v ¼ 5, resulted in sufficient Hþ
2

signal enhancement. The maximum FCF overlap for the D1Πu � F1Σþ
g system is

0.34 for the (8, 0) band, while the correspondingD� F (5, 0) band only has an FCF

of 0.022 [26]. Although the (8, 0) band with better FCF could be used, the ionization

step is already saturated using the weaker (5, 0) band. Autoionization resonances

684 T.M. Trivikram et al.



are shown in Fig. 3 and assigned to R(3) and P(4) lines in the7pπ 1Πu � F 1Σþ
g (5, 0)

bands, whose widths are in good agreement with the synchrotron data [27]. The

neighboring resonances of the R(3) line in Fig. 3 are not yet assigned, but this is not
relevant to the F–X investigation presented here. Appropriate 7pπ � F transitions

are used for the ionization of particular F–X two-photon Q(J ) transitions.

Fig. 2 Potential energy diagram showing the relevant H2 electronic states in the 2þ 10 REMPI

study. Two-photon Doppler-free spectroscopy is applied on the F–X (0, 11) band. Resonant

excitation to the 7pπ state by the detection laser follows the spectroscopic excitation, leading to

subsequent autoionization yielding enhanced Hþ
2 ion signal. The 6pπ potential converging to H

(n ¼ 5) in between the 5pπ and 7pπ is not shown to reduce congestion
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2.2 Frequency Calibration

A representative high-resolution spectrum of theF 1Σþ
g –X

1Σþ
g (0, 11)Q(5) transition

taken at low probe intensity is displayed in Fig. 4. Simultaneously with the H2

spectroscopy, the transmission fringes of the PDA cw-seed radiation through a

Fabry–Pérot interferometer were also recorded to serve as relative frequency

markers, with the free spectral range of FSR ¼ 148.96(1) MHz. The etalon is

temperature-stabilized, and its length is actively locked to a frequency-stabilized

HeNe laser. The absolute frequency calibration is obtained from the I2 hyperfine-

resolved saturation spectra using part of the cw-seed radiation. For the Q(5) line in
Fig. 4, the I2 B� Xð11, 2ÞPð94Þ transition is used, where the line position of the

hyperfine feature marked with an * is 16,482.833 12(1) cm�1 [32, 33]. The accuracy

of the frequency calibration for the narrow H2 transitions is estimated to be 1 MHz

in the fundamental or 4 MHz (1:3� 10�4 cm�1) in the transition frequency, after

accounting for a factor of 4 for the harmonic upconversion and two-photon

excitation.

For sufficiently strong transitions probed at the lowest laser intensities,

linewidths as narrow as 150 MHz were obtained. This approaches the Fourier-

transform limited instrumental bandwidth of 110 MHz, for the 8-ns pulsewidths at

the fundamental, approximated to be Gaussian, that also includes a factor two to

account for the frequency upconversion. The narrow linewidth obtained demon-

strates that despite the photodissociation process imparting considerable kinetic

energy on the produced H∗
2 , additional Doppler broadening is not observed.

32685 32690 32695 32700 32705 32710

32920 32925 32930 32935 32940 32945

R(3)

P(4)

7p  - F (5,0)

energy (cm-1)

Fig. 3 Autoionizing R(3) and P(4) resonances of the 7pπ 1Πu � F 1Σþ
g (5, 0) band which are

crucial in enhancing the Hþ
2 signal strength of the F–X spectroscopy
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Although not unexpected due to the Doppler-free experimental scheme

implemented, this strengthens the claim that residual Doppler shifts are negligible.

Since the frequency calibration is performed using the cw-seed, while the

spectroscopy is performed using the PDA output pulses, any cw–pulse frequency

offset needs to be measured and corrected for [34]. A typical recording of the chirp-

induced frequency offset for a fixed PDA wavelength is shown in Fig. 5. While the

measurements can be done online for each pulse, this comes at the expense of a

slower data acquisition speed and was only implemented for a few recordings in

order to assess any systematic effects. A flat profile of the cw–pulse offset, when the

wavelength was tuned over the measurement range accessed in this study, justifies

this offline correction. Typical cw–pulse frequency offset values were measured to

be �8.7(1.2) MHz in the fundamental, which translates to �35(5) MHz [0.0012

(2) cm�1] in the transition frequency.

2.3 Uncertainty Estimates

The sources of uncertainties and the respective contributions are shown in Table 1.

The contributions of each source are summed in quadrature in order to obtain the

65931.25 65931.30 65931.35 65931.40 65931.45

16482.813 16482.825 16482.838 16482.850 16482.863

two-photon energy (cm-1)

     Q(5)
F-X (0,11)200 MHz

fundamental (cm-1)

*

Fig. 4 Recording of the F 1Σþ
g � X 1Σþ

g (0, 11) Q(5) transition is shown at a probe laser intensity

of 280 MW/cm2 and detection in the Hþ
2 signal channel. The transmission markers of a length-

stabilized Fabry–Pérot etalon (FSR ¼ 148.96 MHz) are used in the relative frequency calibration,

while the hyperfine feature marked with * of the I2 B� Xð11, 2ÞPð94Þ transition serves as an

absolute frequency reference (* at 16,482.83312 cm�1). Note that the spectroscopy wave number

is the second harmonic of the fundamental, and there is an additional factor of 2 for the two-photon
process
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final uncertainty for each transition. Data sets from which separate ac-Stark extrap-

olations to zero power were performed on different days and were verified to

exhibit consistency within the statistical uncertainty of 0.0014 cm�1. Note that

the estimates shown in Table 1 are only for the low probe intensity measurements

used to obtain the highest resolutions. The uncertainties of the present investigation

constitute more than a factor of two improvements over our previous study in

[22]. The dominant source of systematic uncertainty is the ac-Stark shift and is

discussed in more detail in the following section.
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Fig. 5 Chirp-induced cw–pulse frequency offset of the fundamental radiation for a fixed PDA

wavelength. The solid line indicates the average, and the dashed lines indicate the standard

deviation

Table 1 Uncertainty

contributions in units of 10�3

cm�1

Source Correction Uncertainty

Line fitting – 0.5

ac-Starka – 1.0

Frequency calibration – 0.3

cw–pulse offset �1.2 0.2

Residual Doppler 0 <0.1

dc-Stark 0 <0.1

Total 1.5
aCorrection depends on transition
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3 ac-Stark Shift and Broadening

In the perturbative regime, the leading-order energy level shift ΔEn of a state jni
induced by a linearly polarized optical field with an amplitude E0 and frequency ν
can be described as

ΔEn ¼ 1

2

X
m

nj~μ � ~E0 jm
D E

mj~μ � ~E0 jn
D E

En � Em � hν

8<
:

þ
nj~μ � ~E0 jm
D E

mj~μ � ~E0 jn
D E

En � Em þ hν

9=
;,

ð1Þ

where ⟨njμjmi is the transition dipole moment matrix element between states n and

m, with an energyEm for the latter [35]. ThusΔEn has a quadratic dependence on the

field or a linear dependence on intensity for this frequency-dependent ac-Stark level

shift. In a simple case, when there is one near-resonant coupling to state m whose

contribution dominates ΔEn, the sign of the detuning with respect to transition

frequency νmn ¼ jEn � Emj=h determines the direction of the light shifts with

intensity. [Note the sign difference in the denominators of the two terms in

Eq. (1).] When the probing radiation is blue-detuned, i.e., ν > νmn, the two levels

jni and jmi shift toward each other, while for red-detuning, ν < νmn, the levels repel
each other. In the case when all accessible states are far off resonant, both terms in

Eq. (1) contribute for each statem, and numerousm-states need to be included in the
calculations to explain the magnitude and sign of ΔEn. The energy shifts of the

upper (ΔEu) and lower (ΔEl) levels in turn translate into an ac-Stark shift,

hδS ¼ αI, ð2Þ
where α is the ac-Stark coefficient. The measured transition energy is

hν ¼ hν0 þ αI, where ν0 ¼ jEu � Elj=h is the unperturbed (zero-field) transition

frequency. The ac-Stark coefficient α depends on the coupling strengths of the jui
and jli levels to the dipole-accessible jmi states, as well as the magnitude and sign of

the detuning. We note that in a so-called magic wavelength configuration, the

frequency ν is selected so that the level shifts of the upper and lower states cancel

out, leading to ac-Stark free transition frequencies [36].

The first experimental study of ac-Stark effects in molecules associated with

REMPI processes was performed by Otis and Johnson [37] on NO. The broad ac-

Stark-induced features in NO were later explained in the extensive models by Huo

et al. [38]. An investigation of ac-Stark effects on two-photon transitions in CO was

performed by Girard et al. [39]. For molecular hydrogen, various studies have been

performed on the two-photon excitation in the EF–X system over the years [19, 40–

43]. In the following, we present our evaluation of the ac-Stark effect in F–X (0, 11)

transitions where we first discuss line shape effects. This is followed by a discussion
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on the ac-Stark coefficients extracted from the analysis and comparisons with

previous determinations on the EF–X system.

3.1 Line Shape Model

The line profiles of the F–X (0, 11) Q(3) transition, recorded at different probe laser
intensities, are displayed in Fig. 6. The ac-Stark broadening and asymmetry is

readily apparent at higher intensities, and only at low intensities can the profile be

fitted by a simple Gaussian line shape. Note that the shift in peak position at the

highest probe intensity amounts to several linewidths of the lowest intensity

recording.

The asymmetry at high intensities is highly problematic with regard to the

extraction of the line positions. In our previous study [22], a skewed Gaussian

function g( f ) was used to fit the spectra,

gð f Þ ¼ A

ΓG

exp
�ð f � f cÞ2

2Γ2
G

 !
� 1þ erf ξ

f � f cffiffiffi
2

p
ΓG

� �� �
, ð3Þ

where f c is the Gaussian peak position in the absence of asymmetry, ΓG is the

linewidth, A is an amplitude scaling parameter and ξ is the asymmetry parameter.

The center f c of the error function, erfð f Þ, is arbitrarily chosen to coincide with the

66250.50 66250.55 66250.60 66250.65 66250.70

9.40 GW/cm2

2.80 GW/cm2

1.10 GW/cm2

0.28 GW/cm2

energy (cm-1)

Q(3)
F-X (0,11)

Fig. 6 Line profiles of the F� X ð0, 11ÞQð3Þ transition recorded at different probe laser

intensities. The vertical lines above each profile denote the peak position used in the subsequent

extrapolation
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Gaussian center. For sufficiently high intensities, a satisfactory fit is only possible if

a linear background B( f ) is added, and thus a revised fitting function,

g0ð f Þ ¼ gð f Þ þ Bðf Þ, is used. This phenomenological fit function resulted in better

fits than symmetric Lorentzian, Gaussian or Voigt profiles. However, since it does

not include any consideration of the underlying physics, the interpretation of the

extracted f c and ξ parameters, as well as the background B( f ), is not straightfor-
ward. The energy position of the skewed profile maximum, instead of f c, is used as

the ac-Stark-shifted frequency in the subsequent extrapolations.

The ambiguity in the attribution of the ac-Stark-shifted transition frequency

from the skewed Gaussian fitting prompted us to pursue a model that takes into

account the physical origins of the asymmetry. A more physically motivated

asymmetric line shape function was derived by Li et al. [44] for the analysis of

multiphoton resonances in the NOA 2Σþ � X 2Π ð0, 0Þband. Their closed-form line

shape model accounted for effects of the spatial and temporal distributions of the

light intensity. Here, we reproduce their line shape as a function of δL ¼ ν� ν0, the
laser frequency shifts from the zero-field line position

Sðδ0,Γ, δLÞ ¼ κ

Zδ0
0

dδ0
K ln

δ0
δ0

� �� �
δ0

G Γ, δ0 � δLð Þ, ð4Þ

where δ0 is the maximum ac-Stark shift induced at the peak intensity I0. K contains

the dependence on the temporal profile, as well as the transverse (Gaussian beam

profile) and longitudinal intensity (focused) distribution, parameterized in [44] as

KðxÞ ¼ 0:6366=xþ 2:087ex=2
�
�e�x=2 1:087þ 0:90xþ 0:45x2 þ 0:3x3ð Þ��1

:
ð5Þ

G is a Gaussian distribution with full width at half maximum (FWHM) Γ,

G Γ, δ0 � δLð Þ ¼ 1ffiffiffi
π

p 2
ffiffiffiffiffiffiffi
ln 2

p

Γ

�exp � 2
ffiffiffiffiffi
ln 2

p
Γ

	 
2
ðδ0 � δLÞ2

� �
,

ð6Þ

that approximates all other sources of line broadening, such as the spectral width of

the laser. The parameter κ ¼ 1:189 is a normalization factor which ensures that

Z1
�1

Sðδ0,Γ, δLÞdδL ¼ 1 ð7Þ

for any Γ and δ0. It appears that the spatial and temporal intensity distribution was

also treated in the investigations of Huo et al. [38] and Girard et al. [39], but the

expressions were not explicitly given. When comparing different probe intensity
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recordings, the normalized profile given by Eq. (4) should be multiplied by a factor

that scales with light intensity as� I20, with the exact form given in Ref. [44]. Note

that the error function in the skewed Gaussian model of Eq. (3) effectively captures

the result of the integration in Eq. (4). However, the physical interpretation of the f c
and ξ parameters from the skewed Gaussian model is ambiguous, while the

background, B( f ), is an ad hoc addition.

Li et al. [44] presented intuitive explanations of qualitative behavior of the line

profile at two extreme cases: (1) of a perfectly collimated probe beam and (2) of a

conically focused beam. In case (1) the laser intensity is spatially homogeneous, so

that the temporal intensity distribution is the dominant effect. Almost all contribu-

tion to the resonant excitation comes from the peak of the pulse, causing the line

peak position to be shifted by almost δ0. In case (2) the strongly inhomogeneous

spatial intensity plays the dominant role, and molecules located at the focus, having

the highest Stark shift δ0, have a smaller contribution relative to those from the

entire interaction volume. The majority of the excited molecules come from a

region of low intensities outside the focus; therefore, the integrated line profile is

only slightly shifted from the field-free resonance. Our experimental conditions lie

in between these two cases, where a loose focus is implemented and a molecular

beam that overlaps within a few Rayleigh ranges of the laser beam is employed.

The asymmetric line profiles can be fitted very well using the line shape model

expressed in Eq. (4) with appropriate experimental parameters. For a recording at a

particular intensity I0, the maximum ac-Stark shift from the zero-field resonance,δ0,
is obtained from the fit. The line shape asymmetry, in particular the skew handed-

ness, is consistent with the direction of the light shift observed at different inten-

sities, validating the expected behavior from Eq. (4). In Fig. 7, fits using the

physical line shape model and skewed Gaussian profile are shown for the Q
(3) transition recorded at �9.4 GW/cm2. The linear background B( f ) (dashed

line) was necessary for a satisfactory fit with the skewed Gaussian, while no

additional background functions were used for the line shape model. The extracted

line positions are indicated in Fig. 7 by vertical lines above the profiles, where the

difference in the line positions of the two fit functions amounts to about 0.006 cm�1.

For reference, the f c position obtained by using Eq. (3) is also indicated by a dotted
line, although this is not used further in the analysis. That the phenomenological

skewed Gaussian model does not yield a reliable value for f c, is what motivated us

to adopt a physically based line shape model for the asymmetric profiles.

Spectra are recorded at a fixed intensity setting, where each datapoint in a

particular laser frequency scan is averaged ten times. The probe laser power is set

by adjusting the waveplate before the second-harmonic generation stage, so that the

beam focusing condition is not altered. The average laser power (and intensity)

varies by about�10% as monitored by a photodetector. To complete an ac-Stark set

for a certain transition, several intensity values are used with the maximum value

that is about ten times the minimum intensity value. Several complete ac-Stark sets

are measured for each transition on different days to check for consistency and

reproducibility.
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A comparison of the F–X (0, 11) Q(3) line positions extracted from the skewed

Gaussian and from the line shape model based on Li et al. [44] is shown in Fig. 8.

The line positions show different trends that separate into low-intensity, with

symmetric line profiles, and high-intensity subsets, with asymmetric ones. The

line profile models are in agreement at low intensities as expected, but show a

discrepancy at higher intensities as explained above (see Fig. 7). The extrapolated

zero-intensity positions for the low-intensity measurements converge to within

0.0001 cm�1 for both line profile models.

When using only the high-intensity data to extrapolate the zero-intensity fre-

quency, a shift of�0.02 cm�1 with respect to the low-intensity subset is found. The

latter difference is a concern when only high-intensity data are available as in

Ref. [22] for the F–X (3, 12) band. The ac-Stark coefficients, however, are an order

of magnitude lower for the F–X (3, 12) band compared with the present (0, 11)

band; thus, any systematic offset is still expected to be within the uncertainty

estimates in that study [22]. It is comforting to note that a second-order polynomial

fit, also shown in Fig. 8 as dash-dotted curve, results in an extrapolated zero-field

frequency that is within 0.0002 cm�1 of the low-intensity linear fits.

The ac-Stark shifts of the different F–X (0, 11) transitions exhibit a nonlinear

dependence on intensity, contrary to the expected behavior in Eq. (2). A correlation
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Fig. 7 F� X ð0, 11ÞQð3Þ transition taken at high probe intensity (9.4 GW/cm2) fitted with a

skewed Gaussian (red solid line), with the fitted linear background indicated by the black dashed
line. The fitted curve for line shape model is plotted as the blue solid line, which includes the

effects of spatial and temporal intensity distribution. The red vertical line above the profile

indicates the line position for the skewed Gaussian fit, while the blue vertical line indicates

position shifted by δ0 obtained from the line shape model. For comparison, the f c parameter

obtained from skewed Gaussian fitting is also indicated (dotted red line)
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is also observed between the nonlinearity and the ac-Stark coefficient α, where the
onset of nonlinearity occurs at a higher intensity for transitions with smaller α. The
nonlinearity may indicate close proximity to a near-resonant state, which may

signal the breakdown of the perturbative approximation in Eq. (1). Possibly, this

requires contributions beyond the second-order correction [39] that lead to a higher-

power dependence on intensity. A similar behavior was observed by Liao and

Bjorkholm [45] in their study of the ac-Stark effect in the two-photon excitation

of sodium. In that investigation, they observed the nonlinear dependence of the

ac-Stark shift at some probe detuning that is sufficiently close to resonance with an

intermediate state.

3.2 ac-Stark Coefficients

The ac-Stark coefficient α, as defined in Eq. (2), was obtained by Hannemann et al.

[43] for the H2 EF1Σþ
g � X1Σþ

g (0, 0) band, where they reported +13(7) and +6

(4) MHz per MW/cm2, respectively, for the Q(0) and Q(1) lines. Investigations on
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Fig. 8 Extracted line positions of theF� X ð0, 11ÞQð3Þ transition from measurements at different

probe laser intensities. Squares (blue) are obtained from fits using the line shape model of Eq. (4),

while circles (red) are obtained from Gaussian fits. The solid circles (red) are symmetric profiles

fitted with a simple Gaussian, while unfilled circles are fitted with skewed Gaussian profiles. The

solid lines are linear fits to low-intensity data points, while the dashed lines are a linear fit using the
high-intensity points only. The dash-dotted line is a second-order polynomial fit for the whole

intensity range using the data points obtained from the line shape model (squares)
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the E–X (0, 1) band in Ref. [19], and more extensively in Ref. [46], also resulted in

positive ac-Stark coefficients for Q(J ¼ 0–3) transitions that are about an order of

magnitude lower than for the E–X (0, 0) band. Eyler and coworkers [42] found that

the ac-Stark slopes vary considerably, typically at a few tens ofMHz per (MW/cm2),

for different transitions in the H2 E–X system. The Rhodes group in Chicago has

performed a number of excitation studies with high-power lasers on the EF–X
system in hydrogen, where they also investigated optical Stark shifts (e.g., [40]).

Following excitation ofmolecular hydrogen by 193-nm radiation, intense stimulated

emission on both the Lyman and Werner bands is observed. Using excitation

intensities of�600 GW/cm2, they obtained shifts in the order of 2 MHz per MW/cm
2 for the EF–X (2, 0) band. While the work of Vrakking et al. [41] was primarily on

the detection sensitivity of REMPI on the H2 EF–X system, they also obtained

ac-Stark coefficients of �15 MHz per MW/cm2 similar to the value found in

Ref. [43]. Vrakking et al. [41] also made reference to a private communication

with Hessler on the ac-Stark effect (shift) amounting to 3–6 MHz per MW/cm2,

presumably obtained in the study by Glab and Hessler [47].

The ac-Stark coefficients α obtained in this study for the F–X (0, 11) transitions

are plotted in Fig. 9. The error bars in the figure comprise two contributions, with

the larger one dominated by the accuracy in the absolute determination of the probe

intensity. The difficulties include estimating the effective laser beam cross sections

in the interaction volume that should take into account the overlap of the

counterpropagating probe beams and also the overlap of the photodissociation
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Fig. 9 ac-Stark coefficients plotted against the upper J0 -quantum number for the different

transitions of the F� X ð0, 11Þ band (blue circles). The α-values of the F� X ð3, 12Þ transitions
(black squares) from Ref. [34] are also plotted and displaced for clarity. The datapoint indicated by

a filled circle is obtained from the F–X (0, 11) O(3) transition, while the filled (black) square is

from the F–X (3, 12) S(1) transition
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and ionization beams. The smaller error bars are obtained from fits using relative

intensities, shown here to emphasize that the differences in α-coefficients are

significant. Also included in Fig. 9 are the Stark coefficients for F–X (3, 12)

obtained in [34] that differ by about an order of magnitude with respect to the

values obtained for F–X (0, 11). The sign of the F–X α-coefficients is mostly

negative for both bands except for the F–X (0, 11) Q(5) line.
The different signs in the ac-Stark coefficients, which are positive for the E–X

transitions and mostly negative for the F–X transitions, seem to be a feature of the

ac-Stark effect in H2. For the E–X (0, 0) transitions probed at around 202 nm and E–
X (0, 1) transitions probed at around 210 nm, all intermediate states are far off

resonant with respect to transitions from the E or X levels. Using Eq. (1), the

ac-Stark shift is estimated based on the approximation of Rhodes and

coworkers [48, 49] for the E–X (2, 0) band. In those studies, they assumed that

the intermediate states are predominantly the Rydberg series at principal quantum

number n > 2, clustered at an average energy of Em ¼ 14:7 eV. The present

estimates of ac-Stark shifts via Eq. (1), using the probe frequency and intensity in

Ref. [43], are in agreement with within an order of magnitude of the E–X (0, 0)

observations. A similar estimate for E–X (0, 1) transitions is also within an order-of-

magnitude agreement of the measurements in [19, 46]. The blue-detuned probe in

the aforementioned E–X transitions explains the observed light shift direction as

expected from Eq. (1).

In F–X excitation from X, v¼ 11 and v¼ 12, the fundamental probe wavelengths

are around 300 nm. Rydberg np levels can be close to resonance at the probe

wavelengths, a fact that we have exploited in the resonant ionization (using an

additional laser source) for the REMPI detection. This could explain the difference

in sign of α between the E–X and F–X transitions. Furthermore, Fig. 9 displays a

trend of the F–X (0, 11) transitions, where a small negative coefficient is observed

for Q(1), increasing in magnitude at Q(3), decreasing in magnitude again, and

eventually becoming positive at Q(5). Interestingly, the F–X (0, 11) O(3) transition
displays a relatively large α with respect to that of the Q(1) transition, despite

having the same upper F level J0 ¼ 1. The Q(1) and O(3) fundamental probe

energies differ only by some 250 cm�1, but this results in significant change in α.
These phenomena hint toward a scenario where some near-resonant levels are

accessed, so that the summation (and cancelation) of the contributions in Eq. (1)

depend more sensitively on the detunings of the probe laser frequency with respect

to νmn. The variation in α-magnitudes as well as the change from negative to

positive sign could be explained by a change from red to blue detuning when

traversing across a dominant near-resonance intermediate level. The latter behavior

was expected in the NO investigation of Huo et al. [38], where the α-coefficients for
individual M sublevels varied from �4.1 to 53 MHz per MW/cm2. The order-of-

magnitude difference between α-values of the F–X (0, 11) and (3, 12) transitions

may be due to less-favorable FCF overlaps of the near-resonant intermediate levels

for the latter band. This is correlated with the similar value of the F–X (3, 12) Q
(3) and S(1) transition, displaying a different trend to that of the Q(1) and O(3) α-
coefficients in the F–X (0, 11) band. The nonlinear intensity dependence of the
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transitions discussed in the previous subsection may be consistently explained by

the same argument on the importance of near-resonant intermediate levels. For a

quantitative explanation of the F–X ac-Stark shift, a more extensive theoretical

study is necessary to account for the dense intermediate Rydberg levels involved

that should also include considerations of FCF overlaps and dipole coupling

strengths at the appropriate internuclear distance.

4 Results and Discussion

The resulting two-photon transition energies for theF 1Σþ
g � X 1Σþ

g (0, 11) lines are

listed in Table 2. The results presented are principally based on high-resolution

measurements using transitions with symmetric linewidths narrower than 1 GHz.

This ensures that the ac-Stark shift extrapolation can be considered robust and

reliable as discussed above.

Combination differences between appropriate transition pairs allow for the

confirmation of transition assignments as well as consistency checks of the mea-

surements, where most of the systematic uncertainty contributions cancel. The Q
(1) and O(3) transitions share a common upper EF level, and the energy difference

of 248.7329(21) cm�1 gives the ground state splittingX, v00 ¼ 11, J00 ¼ 1 ! 3. This

can be compared to the theoretical splitting derived from Komasa et al. [9] of

248.731(7) cm�1. In analogous fashion, the Q(3) and O(3) share the same lower

X level, which enables the extraction of the EF, v0 ¼ 1, J0 ¼ 1 ! 3 energy splitting

of 61.1194(21) cm�1. This is in good agreement with the derived experimental

splitting of 61.1191(10) cm�1 from Bailly et al. [50].

To extract the ground electronic X 1Σþ
g , v ¼ 11, J level energies, from the EF–X

transition energy measurements, we use the level energy values of the Fðv0 ¼ 0Þ
states determined by Bailly et al. [50]. The derived experimental level energies are

listed in Table 3, where the uncertainty is limited by the present F–X determination

Table 2 Measured

two-photon transition

energies of F–X (0, 11) band

Line Experiment

Q(1) 66,438.2920(15)

Q(3) 66,250.6874(15)

Q(4) 66,105.8695(15)

Q(5) 65,931.3315(15)

O(3) 66,189.5591(15)

All values in cm�1

Table 3 Experimental and

theoretical level energies of

the X 1Σþ
g , v ¼ 11, J levels

J Experiment Theory Exp–theo

1 32,937.7554(16) 32,937.7494(53) 0.0060(55)

3 33,186.4791(16) 33,186.4802(52) �0.0011(54)

4 33,380.1025(33) 33,380.1019(52) 0.0006(62)

5 33,615.5371(18) 33,615.5293(51) 0.0078(54)
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except for the J ¼ 4. The calculated values obtained by Komasa et al. [9] are also

listed in Table 3. The experimental and theoretical values are in good agreement,

except for J¼ 5 that deviate by1:5� σ. The combined uncertainty of the difference

is dominated by the theoretical uncertainty. However, improvements in the calcu-

lations of the non-relativistic energies, limited by the accuracy of fundamental

constants mp=me and R1, have recently been reported [15], and improved calcu-

lations of QED corrections up to the mα6-order are anticipated.
As has been pointed out previously in Ref. [22], the uncertainties in the calcu-

lations [9] are five times worse for the v ¼ 8–11 in comparison with the v ¼ 0 level

energies. Along with the previous measurements on the X, v ¼ 12 levels in

Ref. [22], the measurements presented here probe the highest uncertainty region

of the most advanced first-principle quantum chemical calculations.

5 Conclusion

H2 transition energies ofF
1Σþ

g ðv0 ¼ 0Þ � X 1Σþ
g ðv00 ¼ 11Þ rovibrational states were

determined at 0.0015 cm�1 absolute accuracies. Enhanced detection efficiency was

achieved by resonant excitation to autoionizing 7pπ electronic Rydberg states,

permitting excitation with low probe laser intensity that led to much narrower

transitions due to reduced ac-Stark effects. The asymmetric line broadening,

induced by the ac-Stark effect, at high probe intensities was found to be well

explained by taking into account the spatial and temporal intensity beam profile

of the probe laser. The extracted ac-Stark coefficients for the different transitions

F–X, as well as previously determined E–X transitions, are consistent with qualita-

tive expectations. However, a quantitative explanation awaits detailed calculations

of the ac-Stark effect that account for molecular structure, i.e., including a proper

treatment of relevant intermediate states.

Using the F level energies obtained by Bailly et al. [50], the level energies of X
(v ¼ 11, J ¼ 1, 3–5) states are derived with accuracies better than 0.002 cm�1

except for J ¼ 3, limited by F level energy accuracy. The derived experimental

values are in excellent agreement with, thereby confirming, the results obtained

from the most advanced and accurate molecular theory calculations. The experi-

mental binding energies reported here are about thrice more accurate than the

present theoretical values and may provide further stimulus toward advancements

in the already impressive state-of-the-art ab initio calculations.
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5. R. Holzwarth, T. Udem, T.W. Hänsch, J.C. Knight, W.J. Wadsworth, P.S.J. Russell, Phys.

Rev. Lett. 85, 2264 (2000)
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Ranging with Frequency-Shifted Feedback

Lasers: From μm-Range Accuracy to

MHz-Range Measurement Rate

J.I. Kim, V.V. Ogurtsov, G. Bonnet, L.P. Yatsenko , and K. Bergmann

Abstract We report results on ranging based on frequency-shifted feedback (FSF)

lasers with two different implementations: (1) An Ytterbium-fiber system for

measurements in an industrial environment with accuracy of the order of 1 μm,

achievable over a distance of the order of meters with potential to reach an accuracy

of better than 100 nm; (2) A semiconductor laser system for a high rate of

measurements with an accuracy of 2 mm @ 1 MHz or 75 μm @ 1 kHz and a

limit of the accuracy of�10μm. In both implementations, the distances information

is derived from a frequency measurement. The method is therefore insensitive to

detrimental influence of ambient light. For the Ytterbium-fiber system, a key

feature is the injection of a single-frequency laser, phase modulated at variable

frequency Ω, into the FSF-laser cavity. The frequency Ωmax at which the detector

signal is maximal yields the distance. The semiconductor FSF-laser system operates

without external injection seeding. In this case, the key feature is frequency
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counting that allows convenient choice of either accuracy or speed of measure-

ments simply by changing the duration of the interval during which the frequency is

measured by counting.

1 Introduction

Following up on earlier work in theory [1, 2] and experiment [3, 4], we report new

results using the concept of ranging based on a frequency-shifted feedback laser

(FSF laser). Central to these concepts is the use of a frequency comb. Therefore, our

work appears fitting for this volume honoring T. Hänsch at the occasion of his 75th

birthday. However, the frequency comb used in our work is created by a cavity-

internal acousto-optic frequency shifter (AOFS) and thus differs from the type of

optical comb for which T. Hänsch received the Nobel Prize [5]. Our work is

directed toward the development of systems which are suitable for industrial

applications, i.e., which are accurate, robust, and economic.

In Sect. 2, we present work based on a fiber-laser system aiming at high accuracy

of the measurement over distances of the order of meter. An accuracy δz � 1 μm is

documented ( δz=z � 10�6 ), with an expected limit of the achievable accuracy

<100 nm (δz=z < 10�7).

In Sect. 5, we present work based on a semiconductor laser aiming at a high rate

of measurements. We document the potential to achieve a measurement rate up to

1 MHz with mm accuracy. At a lower measurement rate, the accuracy of measure-

ments with that system approaches 10 μm.

1.1 The FSF-Laser Concept

The history of work on lasers with cavity-internal frequency shift goes back many

decades, at least to the early 1970, when a Stanford group [6] later including also

T. Hänsch [7] showed that insertion of an AOFS into the laser cavity allowed fast

wavelength tuning. That work led to the development of a new type of

modelocking: Kowalski et. al. [8] showed that robust modelocking occurs when

the AOFS frequency shift equals the free-spectral range of the cavity. This was

demonstrated first in a passive cavity [8] and later with an active cavity [9, 10]. The

group at Golden [11, 12] was also the first to start characterizing the optical output

spectrum of a FSF laser.

The latter work triggered similar experimental and theoretical efforts in Kai-

serslautern [13–16] and later in Sendai [17, 18]. In parallel, the group of T. Hänsch

continued to further develop the scheme as a means for tuning laser wavelength

[19] or bandwidth control [20]. Aspects of the nonlinear dynamics of a FSF laser

were analyzed via simulation studies in [21–23] or in experiments [24]. More recent

work looking at the properties of FSF lasers can be found, e.g., for fiber lasers doped

with Erbium [25, 26] or Thulium [27], or for semiconductor lasers in [28, 29].
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A comprehensive general theory of the FSF-laser operation was first presented in

[30] followed by work with special emphasis on the coherence properties of the

optical output [31]. Further detailed analysis of FSF-laser properties and some new

applications was presented by the Grenoble group [32–38].

1.2 Other Applications of FSF Lasers

Although our present work treats ranging based on FSF lasers, we briefly mention a

few other applications of such lasers. Early work using specific properties of the

FSF laser concerned the mechanical action of light on atoms, such as slowing and

cooling of atoms in a beam [39] following up on a proposal by [40] or light-induced

drift separation of Rb isotopes [41]. Further applications include accurate

frequency-interval measurements [42]; efficient optical pumping of atoms

[43, 44]; efficient excitation of atoms in the higher atmosphere for preparation of

a guide star [45–47]; observation of dark resonances in optical excitation of atoms

[48]; realization of a FSF laser with high [49] or ultrahigh and variable [50] pulse

rate; control of pulse duration [51] or new schemes for frequency stabilization [52];

rapid tuning of frequency [53]; and generation of a frequency comb for specific

tasks in underwater sensing [54].

1.3 Laser-Based Distance Measurements

Numerous methods for laser-based distance measurement are known. Several of

them are implemented in commercial devices. Here, we only mention a few reviews

that cover many of the well-known techniques at various levels of detail [55–

59]. An interesting line of more recent development is based on Hänsch-type

frequency combs, often with sub-mm accuracy, some of them developed for

applications over very long distances in space (e.g., [60–67]). One common feature

of most of the techniques discussed in those reviews is the need to accurately

measure, in one way or another, intensities returned from the object. Ambient light

reaching the detector may therefore be detrimental to the achievement of high

sensitivity or accuracy. To conclude this brief overview of past work, we mention

early work [68] suggesting ranging based on interferometry with phase-modulated

light. Because this approach relies on quantitative measurement of light intensity-

modulation amplitude, it has not found widespread application for ranging.
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1.4 Ranging Based on FSF Lasers

An early application of a FSF laser for distance measurement was reported by the

Sendai group [69] using a Nd:YAG laser followed by later work [70, 71] including

the application to the monitoring of bridge movements over 100 m range distances

[72]. A powerful modification of the FSF-ranging scheme was introduced by the

Kaiserslautern group through theoretical work [1] followed by experimental dem-

onstrations using lasers with an Ytterbium-doped fiber [3, 73] or Erbium-doped

fiber [4] as gain medium. The theoretical frame of that work is discussed in some

detail in Sect. 3. Further contributions to the scheme came from [74] and in

particular from the Grenoble group [36]. Applications using a variety of gain

media, e.g., Titanium-Sapphire [75] and distributed feedback systems [76, 77]

have also been reported.

A significant feature that sets FSF laser-based ranging technique apart from

more traditional methods is the fact that the distance of an object is deduced from a

frequency measurement.

2 The Fiber-Laser System: Overview

2.1 The Ytterbium System

The characteristic elements of the FSF laser used for this experiment are shown in

Fig. 1. The essential components are a broadband gain medium (here a Yb3þ-doped
optical fiber), an intra-cavity acousto-optic frequency shifting element (AOFS), a

pump laser (diode laser), and an output port. The AOFS is inserted into the ring via

fiber pigtails adjusted such that only the frequency-shifted first diffraction order of

the AOFS is allowed to continue circulating in the ring cavity. A specific and

crucial feature of this setup is a single-frequency CW laser, the radiation of which is

injected into the ring cavity after passing through an electro-optical phase

modulator [80].

The radiation reflected from the reference surface and the time-delayed comb

scattered from the object are superimposed on the detector leading to a multi-

component signal, see Eqs. (8) and (9) below. The follow-up electronics looks at the

amplitude of the ac-component of the signal at frequency Ω. The modulation

frequency Ω0 at which this signal is maximal yields—according to Eq. (13)

below—directly the distance to the object. Thus, a measurement proceeds by tuning

the modulation frequency Ω over a suitable frequency range. During the scan, the

frequency Ω0 is determined.

Ranging with an accuracy of the order of 1 μm requires a broad optical spectrum

which can be realized by, e.g., a fiber-laser system as used in this experiment.Yb3þ-
doped optical fibers have a large gain bandwidth due to strongly broadened laser

transitions in glasses. Ytterbium ions Yb3þ have a simple electronic level structure,
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with only one excited state manifold (2F5=2) which can be exited from the ground-

state manifold (2F7=2) with near-infrared radiation. The level scheme has a quasi-

three-level character. Compared to the semiconductor gain medium (see Sect. 5) Yb
3þ -doped fiber gain has a much larger saturation intensity and longer upper-state

lifetime (typically of the order of 1–2 ms).

All components are spliced together leaving no adjustable elements. Figure 1

shows also the schematics of the Michelson arrangement implemented for detecting

the ranging signal. An extra mirror for the reference path may not be needed if the

reflection from the end facet of the fiber, which delivers the radiation to the object,

serves as reference beam.

2.2 Comparison with FMCW-Ladar

At first glance, the FSF-laser ranging concept appears similar to the frequency-

modulated scheme for laser detection and ranging (FMCW-Ladar, see e.g., [58, 78,

79]), a technique which allows measuring a beat frequency resulting from single-

frequency laser radiation, the frequency of which is linearly changed in time with a

chirp rate γc periodically repeated in a saw-tooth pattern. That radiation is sent via a
beam splitter to a reference surface and the object before being recombined at the

detector. Any difference zobj in path length to the reference mirror and the object

results in a beat frequency Ωbeat from which zobj is deduced according to

pump diode

AOFS

single frequency
seed laser

gain
medium

RF filter

photodetector

object

mirror

output

electro-optical
phase modulator

signal S1

Fig. 1 On the left side, the schematics of the FSF ring laser are shown, with a Ytterbium-doped

fiber as gain medium, an acousto-optic frequency-shifter AOFS, a pump diode, and a single-

frequency (�1 MHz bandwidth) seed laser injected into the fiber ring after passing an electro-

optical phase modulator. The laser output is launched into the ranging setup, shown at the right
side, with reference mirror, object, beam splitter (BS), photodetector, RF-filter, and evaluation

electronics. The central frequency of the RF-filter coincides with the variable frequency ΩðtÞ of
phase modulation
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zobj ¼ c

2

Ωbeat

γc
: ð1Þ

Obviously for high accuracy a large Ωbeat and thus a large γc (a steep chirp) is

wanted. Furthermore, high accuracy requires a strictly linear variation of frequency

with time.

However, the physics underlying the generation of a ranging signal by a FSF

laser differs from the physics of FMCW-Ladar, see Sect. 3.

3 Theoretical Background

3.1 The FSF-Laser Field

Following [30], the output field E(t) of the FSF laser, seeded by laser radiation of

amplitude E0, frequency ωs and phase φsðtÞ, is a sum of many discrete components

EðtÞ ¼
X1
n¼0

Enexp½�iðωs þ nΔÞt� iΦn � iφsðt� nτÞ�, ð2Þ

because the seed laser is strong enough to dominate over any seeding by sponta-

neous emission within the gain medium. The frequency of component n is shifted

from ωs by nΔ where Δ is the AOFS-induced frequency shift per round trip. The

phase of this component is given by the phase φs of the seed laser taken at the time

t0 ¼ t� nτ (which is the time when the radiation relevant for this component

entered the cavity), augmented by the additional phase shift Φn due to the

propagation within the cavity,

Φn ¼ �nτ½ωs þ ðnþ 1ÞΔ=2�, ð3Þ
where τ is the cavity round-trip of the FSF laser. Saturated gain from the amplifying

medium and loss from any spectral filter that may act in the cavity alter the original

seed amplitude E0 to the values En. The distribution of amplitudes En of the discrete

spectral components is well described [30] by a Gaussian

En ¼ E0exp �ðn� nmaxÞ2
n2W

" #
, ð4Þ

centered at the component nmax where the intensity reaches its maximum. The

parameter Δnmax is the shift of the maximum of the optical spectrum of the FSF

laser from the frequency of the seed laser. The parameter nW is the width of the

Gaussian distribution of amplitudes En. Accordingly, the width of the optical

spectrum is determined by the distribution of intensities / jEnj2 and is equal to

ΔnW=
ffiffiffi
2

p
. Typically we have nmax � nW and 103 < nW < 104.
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The phase of the seed laser is periodically changed by an electro-optical mod-

ulator (EOM) according to

φsðtÞ ¼ β sin ðΩtþ ϑÞ, ð5Þ
whereΩ is the modulation frequency, β the modulation index, and ϑ an (irrelevant)

initial phase. The frequencyΩ of this phase modulation is a crucial parameter in the

experiment.

3.2 The Structure of the Ranging Signal

The fields returned from the reference surface and from the object are combined at

the detector. The signal delivered by the detector depends on t,Ω and T, where T is

the delay of the time of arrival of radiation coming from the reference surface and

from the object. The signal is evaluated from

Sðt;Ω,TÞ ¼ Eðt;ΩÞ þ Eðt� T;ΩÞj j2
D E

, ð6Þ

where h imeans averaging over a period long compared to the optical cycleω�1
s but

short compared with the modulation cycle Ω�1.

The signal Sðt;Ω,TÞ is a superposition of many harmonics of the modulation

frequency [1]

Sðt;Ω, TÞ ¼
X
l

SlðΩ,TÞexpðilΩtÞ: ð7Þ

We use an electronic filter to restrict detection of the signal at the modulation

frequency Ω yielding S1ðΩ, TÞ. Using Eqs. (2), (3), (5), and (7), we obtain

S1ðΩ, TÞ ¼ J1ðXÞ
X
n

jEnj2 P�
n � Pþ

n

� �
ð8Þ

with

Pð�Þ
n ¼ expf�i½nðΩτ � TΔÞ � ψ �g: ð9Þ

Here, J1ðXÞ is a Bessel function and X ¼ 2β sin ðΩT=2Þ. The phase

ψ ¼ ωsT � ðΩT þ πÞ=2þ θ ð10Þ
does not depend on n. The term nΩτ originates from the propagation within the FSF

cavity and nTΔ results from the accumulated AOFS-induced shift of the optical

frequency of the nth component of the field, Eq. (2).
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In the experiment, the signal jS1ðΩ, TÞj is measured as a function ofΩ. For each

n, we have two contributions to S1ðΩ, TÞ with amplitude according to Eq. (4). The

phase factors Pð�Þ
n , Eq. (9), depend on n, the system parameters τ and Δ and the

variables Ω and T. As n increases from n ¼ 1 to n > nmax (nmax � 104), the phases

nðΩτ � TΔÞ � ψ ofPð�Þ
n will go, for givenΩ and T, through very many cycles of 2π ,

and thus, their contribution to jS1ðΩ,TÞj will be small unless we have either Ωτ
�TΔ ¼ 2πm or Ωτ þ TΔ ¼ 2πk with integer m and k. In that case, the phases of

either the first term, associated withP�
n , or the second term, associated withPþ

n , will

be equal to 2πmn� ψ or 2πkn� ψ , respectively, meaning that P�
n or Pþ

n is in effect

independent of n.
Assuming T > 0 (as in our experiment), we realize that for the modulation

frequency Ω ¼ Ωþ
q given by

Ωþ
q ¼ γcT þ qΔFSR; q ¼ �M0, �M0 þ 1, . . . ð11Þ

the terms of Eq. (8) associated with Pþ
n tend to sum up to a very small value, if not

zero. However, the coefficients P�
n are independent of n and the sum reaches a

possibly large absolute value Smax. In Eq. (11) γc ¼ Δ=τ is the chirp rate in the

moving comb model of FSF laser [30, 81], ΔFSR¼2π/τ, andM0 is the integer part of

TΔ=2π. Similarly, for the modulation frequency Ω ¼ Ω�
p given by

Ω�
p ¼ �γcT þ pΔFSR; p ¼ M0 þ 1,M0 þ 2, . . . ð12Þ

the terms of Eq. (8) associated with P�
n tend to sum up to a very small value. In this

case, the coefficients Pþ
n are independent of n and the absolute value of the sum

reaches the same large value Smax.

The electronics for the data analysis tracks the detector signal jS1ðΩ,TÞj, for a
given T ¼ 2zobj=c. Here, zobj ¼ 0 marks the location of the end of the fiber, where

the reference laser beam and the beam sent to the object are separated. In the present

experiment, this is the end facet of the optical fiber which launches the laser beam

toward the object. The modulation frequency Ωmax at which jS1ðΩ,TÞj reaches its
maximum is recorded. For a short distance T < 2π=Δ (meaning M0 ¼ 0), as is

typical for our experiment, the first two frequency Ωmax are Ωþ
0 ¼ γcT and

Ω�
1 ¼ �γcT þ ΔFSR. We can use both of these frequencies to find the distance

zobj. In the present experiment, we use the resonance at Ωþ
0 ¼ γcT and find the

distance zobj from

zobj ¼ c

2

Ωþ
0

γc
: ð13Þ

When the measurement aims at an accuracy of 1 μm the order q or p will usually be
known. When this is not the case, the ambiguity can be resolved experimentally, see

Sect. 5.

In case of a smooth dependence of the amplitudes En on n, the function S1ðΩ,TÞ,
Eq. (8), represents the Fourier transform of the optical spectrum of the FSF laser.
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For a Gaussian optical spectrum, Eq. (4), the variation of the jS1ðΩ,TÞjwith δΩ ¼ Ω
�Ωmax is also Gaussian:

jS1ðΩ,TÞj ¼ Smaxexp � δΩ2

δΩ2
0

� �� �
, ð14Þ

where

δΩ0 ¼ 2
ffiffiffi
2

p

nWτ
: ð15Þ

The method is not sensitive to detrimental influence of ambient light or to a variation

of the intensity of the light returned from the object, as long as jS1ðΩ,TÞj is large
enough to reliably determine Ωmax.

Furthermore, the accuracyδzof a measurement is determined by the widthδΩ0 of

jS1ðΩ,TÞj. The accuracy δΩmax of a measurement ofΩmax is δΩmax ¼ EδΩ0 where E
is determined by the electronic recording system and laser noise. In our experiment,

we typically have 10�3 < E < 10�2. According to Eqs. (4), (13), and (15), the

uncertainty of Ωmax leads to uncertainty δz of distance

δz ¼ E
2c

Γopt

, ð16Þ

where Γopt ¼ nwΔ=
ffiffiffi
2

p
is the width of the optical spectrum of the FSF laser. Thus,

the attainable accuracy of the distance measurements is given exclusively by the

width of the optical spectrum and does not depend on distance. Furthermore,

because the signal S1ðΩ,TÞ is caused by beating the radiation which propagates

along the reference path (Iref ) and the path to the object (Iobj ), its amplitude is

/ ffiffiffiffiffiffiffiffiffiffiffiffiffi
IrefIobj

p
and thus varies with zobj as 1=zobj rather than as 1=z2obj.

4 Experiment

4.1 The Fiber FSF Laser

The all-fiber Yb3þ-doped FSF ring laser (schematically shown in Fig. 1) with a free-

spectral range ΔFSR ¼ 113:6 MHz (τ ¼ 8:8 ns) is a compact transportable system

similar to the one used in refs. [3, 4] and [73]. The gain medium of the laser is a

40-cm-long Yb3þ -doped active fiber pumped by a diode laser (λ ¼ 976 nm, P
¼ 300 mW) which is coupled into the ring via a wavelength division multiplexer

(WDM). The intra-cavity fiber-pigtail acousto-optic frequency shifter increases the

frequency of the radiation circulating in the cavity by 200 MHz per round trip,

leading to a “chirp rate” of γc ¼ Δ=τ ¼ 2:3 � 1016 Hz/s. The single-frequency seed

laser is a diode laser in Littmann-Metcalf configuration [82, 83]. The voltage

driving the EOM phase modulator is generated by a digital synthesizer.
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Figure 2 shows a typical spectrum of the FSF-laser radiation with its central

wavelength near λc ¼ 1041 nm and width of 5 nm. Experiments are typically done

with an output power ofP ¼ 10mW. Fiber couplers are used to inject the seed laser

into the cavity and to couple radiation out of the cavity. All fiber components are

connected by fusion splices.

4.2 The Detection System

The modulation frequency ΩðtÞ is linearly scanned across an interval ΔΩ which

includes the resonance frequency according to Eq. (11) or Eq. (12). Typically,ΔΩ is

set to cover a range of changes of zobj less than 2 mm. The FSF-laser radiation is sent

via fibers through a circulator before being launched toward the object. The

reference beam is either generated by the reflection of the end facet of the fiber,

see Fig. 3, or in a Michelson interferometer setup, see Fig. 1.

Fig. 2 Spectrum of the FSF-laser radiation recorded with low resolution. The comb structure is

not resolved. The seed-laser wavelength is marked. The AOFS shift is to higher frequencies

Fig. 3 Details of the interferometer setup. The circulator directs the radiation from the FSF laser

via a fiber to the object. The light reflected from the end facet of the fiber serves as the reference

beam. The reflected beams are directed by the circulator to the detector
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The returning radiation is coupled into the same fiber, reaches the circulator

again and is directed by it to the fast InGaAs photodetector of area 0.2 mm2 with

fixed gain, a bandwidth of 150 MHz, and a sensitivity range of 800–1700 nm. The

detector signal passes an electronically controlled bandpass filter with a high

transmission in the vicinity of the modulation frequency Ω before being sent to

the evaluation electronics which records the modulation frequency Ωmax at which

the signal jS1ðΩ, TÞj reaches its maximum. An automatic level-control assures that

the evaluation electronics processes a signal of about the same magnitude, within

limits independent of the intensity of the light returned from the object.

4.3 Results

4.3.1 Accuracy

The data shown in Fig. 4 are taken with the FSF-laser radiation launched toward the

object via a telescope (Fig. 4a) which expands the beam diameter to 8 mm before it

is focused to a 15 μm spot onto the surface. For testing the accuracy of the system,

the object and the focusing lens are both mounted on a platform which is moved to

from FSF laser

telescope

lens

object

1 m

to circulator
and detector

(a)

(b)

Fig. 4 Accuracy of the FSF laser-based measurement. a Optical setup. The object and the

focusing lens are jointly mounted on a platform. The position of the platform is varied under the

control of a linear encoder with better than 100 nm accuracy. b Deviation δz of the result provided
by the linear encoder and by the FSF laser-based measurement, while the position of the platform

is changed over a range of Δzmax ¼ 1:6 mm. The position Δz ¼ 0 corresponds to zobj ¼ 1002, 139

mm, known from the frequency measurement to an accuracy of 1 μm

Ranging with Frequency-Shifted Feedback Lasers: From μm-Range Accuracy to. . . 711



change the distance zobj. Thus, the size of the laser spot on the object does not

change when zobj is varied. The variation of the position zobj of the platform, and thus

the position of the object, is independently monitored with a Heidenhain linear

encoder with an accuracy of better than 100 nm. An Abbe error may arise from an

angular deviation θ of the direction along which the platform motion is measured

from the direction of propagation and the laser beam. Therefore, the angle θ was

kept below 0.1∘. In this case, the Abbe error does not exceed 10 nm.

The accuracy of the laser-ranging result is documented in Fig. 4b with the object

placed at zobj � 1m (the exact reading from the frequency measurement forΔz ¼ 0

is zobj ¼ 1002, 129 mm accurate to 1 μm) and moved in steps of 10 μm over the

distanceΔz ¼ 1:6mm, while the variation of the position is measured through both

the FSF-laser system and the linear decoder. Figure 4b shows the deviation δz of
these two readings. Each point is an average over one hundred measurements, each

of 2 ms duration. The deviation δz of the results of the laser measurement from the

result of the linear encoder is δz 	 0:8 μm (δz=z < 10�6). The apparently periodic

deviation from δz ¼ 0 by no more than 0.6 μm is caused by diffraction on the

focusing lens which can shift Ωmax from the value given by Eq. (11). An analysis

[Yatsenko and Bergmann, to be published] shows that under uncontrolled condi-

tions (non-ideal focusing, titled object, non-Gaussian FSF-laser spectrum), this

deviation may reach the order of μm.

Further characterization of the system is documented in Fig. 5. Here, the

distribution of results from 103 sweeps of Ω across the bandwidth ΔΩ is shown

for a fixed distance zobj ¼ 1002, 756 mm. The distribution is characterized by a

standard deviation ofσ ¼ 1:1 μm.We emphasize that the width of the distribution is

independent on the distance zobj to the object. The accuracy of a single measure-

ment, taken during a 2-ms sweep ofΩ, is 3σ � 3 μm. If time is available for, e.g., a

thousand measurements (in a total of a few seconds), the maximum of the distri-

bution, like the one shown in Fig. 5, can easily be determined to less than 10% of its

width corresponding to an uncertainty of 100 nm or less. The accuracy of the

measurements is determined by the width of the resonance (see Eq. (16)). Like most

Fig. 5 Distribution of the

result of 103 FSF laser-based

measurements taken at a

fixed position near

Δz ¼ 627 μm, see Fig. 4. A

Gaussian fit leads for this

distribution to the standard

deviation of σ ¼ 1:1 μm
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other absolute ranging methods, the FSF-laser ranging technique determines the

optical path length between the laser and the object. Therefore, for larger distances,

the variation of the refractive index along the path during the measurement could be

important. Due to air turbulence, variation of the temperature profile, etc., the air

refractive index will deviate from the value ðnair � 1Þ108 ¼ 27, 403:6
[84]. According to [67], the relative uncertainty of the distance can be estimated

to be about δzobj=zobj ¼ 2
 10�8. For our experimental conditions, the influence of

the uncertainty of nair needs to be considered only for zobj > 5 m.

4.3.2 Ambiguity

Like in any modulation-based ranging system, FSF-ranging exhibits ambiguity

regarding the results. A measured distance is known only modulo the addition of

a multiple of the unambiguity range, which—for our Ytterbium system—is of the

order of 1 m. The latter range is determined exclusively by the size of the AOFS

frequency shift. However, being interested in micron-range accuracy, the prior

uncertainty is usually much less than the ambiguity range. Should that not be the

case, the procedure discussed in Sect. 5.2 is applicable.

4.3.3 Scanning Object Surfaces

A series of experiments was conducted to demonstrate the high quality of surface

topography recording. In this case, the focusing lens, shown in Fig. 4a, is not

attached to the table. The scanning of the object in the x� y-plane is done with

stepper motors in increments of 10μm. The variation of the position is monitored by

linear encoders of the type mentioned above. The coordinate z is measured through

the FSF-laser ranging method. The surface topography is reconstructed from the

measured coordinates (x, y, z).
Figure 6 shows a step of 110 μm in an otherwise flat blackened metal surface

positioned at a distance of zobj ’ 1 m. The surface normal is not oriented exactly

parallel to the direction of the incident laser beam axis. The average amplitude of

the wiggles marking the boundary between colors is consistent with the accuracy of

the order of 1 μm, as documented in Figs. 4 and 5.

Figure 7 shows the surface topography of the letter “E” of a Euro 2-cent coin (see

Fig. 8) also taken from a distance of zobj ’ 1m. Figure 8 shows the same letter “E”,

now using the full information content of the data set (see Fig. 7), after rendering,

together with a photograph of the coin. The high potential of our approach may be

best appreciated by comparison with [85], which shows the topography of an US

1-cent coin recorded with a 4
 4 array of detectors, using a time-domain fre-

quency-modulated continuous wave ranging scheme.

Ranging with Frequency-Shifted Feedback Lasers: From μm-Range Accuracy to. . . 713



Fig. 6 False color representation of the topography of a flat black unpolished metal surface with a

110 μm step, taken from a distance of 1 m. The surface normal was not exactly parallel to the axis

of the laser beam. The step size in the x- and y-direction was 10 μm. The diameter of the laser spot

on the surface was 15 μm

Fig. 7 False color representation of the surface topography of a segment from a Euro 2-cent coin

taken from a distance of 1 m. The experimental conditions are the same as for Fig. 6
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5 The Semiconductor-Laser System

Many applications are anticipated (e.g., documentation of objects of meter-size or

larger) where speed of measurement, rather than the highest possible accuracy is

important. The minimum duration Δtmin of a measurement of the kind described in

the previous section for a fiber-laser system is set by the width of the RF resonance.

Recalling (see Eq. (4)) that nW ¼ ffiffiffi
2

p
Γopt=Δ, we find from Eq. (15) with

Δtmin ¼ 1=δΩ0

Δtmin ¼ Γopt

2Δ
τ: ð17Þ

Thus, for high-speed measurements, it is preferable to work with a smaller optical

bandwidth, a large Δ and in particular a short cavity. The lower limit for the length

of the cavity is given by the size of the AOFS and the dimensions of the gain

medium. When a semiconductor gain medium is used, the size of the cavity can be

much smaller compared to a system based on a doped fiber. In fact, we have τ ¼ 0:8
ns (ΔFSR ¼ 1:3 GHz) for the system discussed below.

However, some properties of a semiconductor gain medium differ distinctly

from those of doped fibers. For instance, the upper-state lifetime in a semiconductor

system is orders of magnitudes shorter than in a fiber system and the rate of

spontaneous emission is accordingly larger. It is therefore difficult, if not impossi-

ble, to control the emission spectrum of the FSF laser toward yielding a single-

frequency comb by injecting a narrow band laser as successfully done for the fiber

system. As a consequence, we do not expect for a semiconductor gain medium the

optical spectrum of the FSF laser to consist of a well-defined frequency comb with

isolated frequency components separated by Δ. Rather, each photon spontaneously

emitted into a cavity mode will be amplified in successive round trips and create a

comb with frequency components separated by Δ. Because the spontaneous emis-

sion processes occur throughout the spectral profile, the superposition of all the

frequency combs started by individual emission processes will lead to a continuum

spectrum with no immediately obvious comb structure.

Fig. 8 The right frame
shows the region of a Euro

2-cent coin (see left frame)
near the letter E as recorded

by FSF-laser ranging at a

distance of 1 m after

rendering, based on the

same set of data used for

Fig. 7
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5.1 Theoretical Background

Without external seed laser, the output of the FSF laser is dominated by spontane-

ous emission processes within the gain medium. These processes are uncorrelated

and intrinsically incoherent. However, the fourth-order correlation-function analy-

sis [31], which allows the evaluation of the RF spectrum of the output intensity of a

Michelson interferometer, shows that this spectrum comprises a set of doublets,

whose frequencies are given by Eqs. (11) and (12). This structure in the RF

spectrum of a Michelson interferometer output results from the correlation of

interference terms of individual components of a cyclostationary stochastic process

[31]. The spectrum carries information about the path length difference of the

interferometer arms (the distance to be measured) and was used in early work for

ranging [69]. Of interest is the frequency for which the spectral density of the

fluctuation reaches a maximum. This approach is similar to the one described for

the fiber system in Sect. 2 but is less accurate because the origin of the resonance is

noise [30].

Another option, used here, for accessing the information about distance is the

direct frequency counting of the quasi-monochromatic output of the RF filter. This

approach requires the isolation of only a single resonance in the RF spectrum of the

interferometer output (see. Sect. 5.2). This approach allows a convenient choice of

either speed or precision of the measurement by simply choosing an appropriate

duration of the gate during which the frequency is determined by counting oscilla-

tion periods.

The interferometer output intensity filtered near one of the frequencies given by

Eq. (11) or Eq. (12) is the quasi-monochromatic signal

IðtÞ ¼ δIðtÞ cos ½Ωmaxtþ ϕðtÞ�: ð18Þ
Here, δIðtÞ and ϕðtÞ are slow random function of time with autocorrelation time

1=δΩ0 where δΩ0 is the RF resonance width given by Eq. (15). Theoretical analysis

[Yatsenko and Bergmann, to be published] shows that the mean value

δI0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
⟨δI2ðtÞi

p
of the amplitude of the oscillating part of the interferometer output

depends on the width Γopt of the optical spectrum of the FSF laser and is given by

δI0 ¼ 2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffið1� RÞRp jrjð2πÞ

1=4ffiffiffiffiffiffiffiffiffiffi
Γoptτ

p I0: ð19Þ

Here, R is the ratio of the power sent to the reference mirror and the object surface,

the coefficient r describes the efficiency of the collection system efficiency, I0 is the
mean output intensity of the FSF laser. The amplitude δI0 can be quite large

especially for the semiconductor gain medium used for our experiment in combi-

nation with a short cavity length. For example, forR ¼ 1=2, r ¼ 1 (which is the case

for a highly reflecting surface), Γopt ¼ 200 GHz, τ ¼ 1 ns, we have δI0 ’ 0:045I0
which can be conveniently recorded and evaluated.
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However, the noise origin of the oscillatory signal leads to a challenge in the

practical implementation of the scheme. Figure 9 shows a simulated realization of

the process, Eq. (18), for a Gaussian spectrum with width Γ ¼ 0:1Ωmax and an

experimental trace of the oscillating component of the linear-cavity FSF-laser

output described in Sect. 5.3. The fluctuation of the amplitude does not prevent

the frequency counting except when the signal amplitude is close to zero, as occurs

at random times. The short period, during which the amplitude falls below a

threshold needed for the counting, must be excluded by electronic means to obtain

the highest possible accuracy.
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Fig. 9 a A simulated realization of the noise process, Eq. (18), for a Gaussian spectrum of width

Γ ¼ 0:1Ωmax. b Experimental trace of the oscillating component of the linear-cavity FSF-laser

output (see Sect. 5.3)
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5.2 Elimination of Ambiguity

Interferometric measurements determine the distance only to within an integer

multiple of an unambiguity distance zua [4]. Procedures which allow resolving the

ambiguity of the detector reading are well known. The measures required in our

case needs a discussion of the RF spectrum of the detector signal.

Because any fluctuation of the laser intensity is likely to experience some

recurrence after one round trip of the radiation in the cavity, the RF spectrum of

the output of the FSF laser may show a set of spectral components which are

separated in frequency by the free-spectral range ΔFSR of the cavity. Such compo-

nents separated by ΔFSR are schematically shown as long thick vertical lines in

Fig. 10.

When the distance of the object, and thus γcT, increases the spectral components

shown as short vertical dashed lines in Fig. 10 decrease in frequency, while the

frequency of the other components shown as short vertical solid lines in Fig. 10

increase. Each one of these components carries the information about γcT. The
structure shown in Fig. 10 is repeated within neighboring frequency intervals of

bandwidth ΔFSR. The following discussion deals only with one of the spectral

regions, for instance, with the one including the RF components in the range

0 < Ω=ΔFRS < 1. Electronic filters assure that spectral components outside this

spectral range are not detected. In the case shown, it happens that Ωþ
q�1 < Ω�

p .

However, depending on the value of γcT, we could also have Ωþ
q�1 > Ω�

p . The

frequencies of these two components are symmetric about the middle of the given

spectral range. For frequency counting to successfully determine T (and thus the

distance zobj), only one single spectral component is allowed in the spectral range in

which the detector plus subsequent electronics has nonzero sensitivity. In order to

avoid low-frequency noise, it is best to use an electronic filter which restricts

detection to the higher-frequency part of width ΔFSR=2, shown in Fig. 10 as

shaded area.

Fig. 10 RF spectrum recorded by the detector. The frequency range to be selected for detection

and frequency counting is marked by the trapezoidal shaded area. The arrows attached to the short
dashed or solid lines indicate the direction of change of their frequency when zobj and thus γcT
increase
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We will now discuss the straight forward procedure for (i) the determination of

the order p or q, resolving the ambiguity issue and (ii) how to deal with the situation

when γT � MΔFSR=2 (M is an integer number), i.e., when the spectral components

Ωþ
q�1 or Ω

�
p fall near the edge of the sensitive range set by the electronic filter. The

latter (problematic) situation is easily overcome by installing a second reference

path. The light returned from this additional reference surface is superimposed with

a fraction of the light returned from the object on a second detector. The length of

the second reference path is adjusted such that the spectral components are shifted

by about an odd integer of ΔFSR=2. With this arrangement, there is always one

detector for which the relevant spectral feature is not close the edge of the filtered

bandwidth.

The determination of the order p or q is easily done by repeating a given

measurement with a slightly different AOFS frequency Δ. From Eq. (11) and

recalling that γc ¼ Δ=τ , we determine the variation δΩ� ofΩ� when the frequency

shift Δ is changed by δΔ and arrive for Ωþ at

q ¼ Ωþ

ΔFSR

1þ Δ
Ωþ

δΩþ

δΔ

	 

, ð20Þ

and accordingly forΩ� and the order p, starting from Eq. (12). BecauseΔ andΔFSR

are known, measuring Ω� and δΩ�=δΔ will lead to the value of the wanted order.

Experiments have confirmed that a variation of δΔ=Δ 	 10�3 suffices to reliably

determine the order p or q. The sign of δΩ�=δΔ will reveal whether we detect a

component of type Ωþ or Ω�.
We conclude this discussion by determining the unambiguity range zua for our

experimental conditions. As discussed above, the determination of zobj is unambig-

uous when Ω ¼ γcT 	 ΔFSR=2, what leads with T ¼ 2zobj=c to

zua ¼ c

4Δ
: ð21Þ

We also note an alternative approach for resolving the ambiguity issue used in [36],

an approach which is specific to the FSF-laser system developed for that work.

Because that laser radiation involves pulses, the distance is measured in a first step

sufficiently accurate by the time-of-flight method to determine the integer number

p or q.

5.3 Experiments

The experimental setup is shown in Fig. 11. The semiconductor gain chip

(COVEGA TFP780A) working at 780 nm has one tilted facet with antireflection

coating and one normal facet coated for high reflection. This gain medium and the
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AOFS withΔAOFS ¼ 80MHz frequency shift are placed in a short linear cavity with

free-spectral range ΔFSR ¼ 1:3 GHz.

The cavity is closed via the frequency-shifted first diffraction order of the AOFS.

Thus, the net frequency-shift per round trip isΔ ¼ 2ΔAOFS ¼ 160MHz, leading to a

“chirp rate” of γc ¼ 2:1 � 1017 Hz/s. Typically, the undiffracted beam of the latter

with a power of a few mW is used for the measurements. A 50:50 beam-splitter

cube (BS) sends this beam to both, the reference surface and the object, some 8 cm

away. The light, returning from these two surfaces, is recombined at the same BS

and sent to the detector. The frequency of the oscillating component of the detector

output is measured by frequency counting (Tektronix FCA3003).

Figure 12 shows a spectrum of the linear-cavity semiconductor FSF-laser radi-

ation with its central wavelength near λc ¼ 772:6 nm and an overall width of 0.4

nm. The residual reflection on the output facet of the gain chip leads to the mode

Fig. 11 Schematics of the linear-cavity FSF-laser setup, with a gain chip, a collimating lens, an

acousto-optic frequency shifter (AOFS) and an interferometer with 50:50 beam splitter (BS), a

reference mirror, the object and the detector. An optical isolator prevents feedback into the laser.

For recording the data shown in Figs. 13 and 14, the cavity mirror was replaced by a diffraction

grating and the zero-order reflection of that grating used as output beam

Fig. 12 Optical spectrum of the linear-cavity semiconductor FSF-laser radiation
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structure as shown in Fig. 12, with the separation Δchip of the peaks given by the

dimension of the gain chip. The individual spectral components of width	 0:08nm
are mutually incoherent. Therefore, the bandwidth which determines the accuracy

in a ranging experiment is relatively small.

Experiments are typically done with an output power ofP ¼ 10mW. Because of

the low output power and small effective bandwidth of the optical spectrum, the

data shown below serve as proof of principle rather than as convincing documen-

tation of the full potential of this approach. For practical ranging application, power

amplification is needed, e.g., by a tapered amplifier. Amplification does not modify

the essential spectral properties of the radiation emitted by the FSF laser. Further-

more, suitable modification of the gain chips is likely to lead to a larger coherence

bandwidth and thus to a higher accuracy of ranging results.

5.4 Results

The beat frequency, Ωbeat, is measured over a range of about 30 mm as shown in

Fig. 13a. The variation of the accuracy of the measurement for the fixed distance of

Δz ¼ 83 mm with the gate time during which the frequency is measured by

counting oscillation periods is shown in Figs. 13b and 14. Each entry is based on

103 individual runs. Figure 13b shows the mean frequency and 1σ -width of the

distribution of recorded frequencies, while Fig. 14 shows the data of 13b converted

to the 1σ-width of the related distribution of readings for the distance.

An important observation from Fig. 13b is the fact that the mean value of the

frequency measurement (for fixed distance), does not change when the gate time is

varied over nearly six orders of magnitude. The data shown in Fig. 14 confirm the

typical trade-off between accuracy and data collection time. When the gate time is

1 μs (allowing a measurement rate of the order of 1 MHz) the uncertainty of a

measurement is 2 mm. That uncertainty shrinks to about 75 μm when the gate time

is 1 ms (allowing a measurement rate of the order of 1 kHz). The accuracy continues

to improve with further increase of the gate duration and approaches the level of

σ ¼ 10 μm. The influence of systematic errors becomes relevant for gate times

longer than 100 ms.

6 Summary and Outlook

We have presented results based on powerful modifications of schemes for ranging

using FSF-laser radiation, characterized through (i) the implementation of a novel

scheme with injection of phase-modulated single-mode radiation into the cavity for

accurate (order of μm) measurements or (ii) by using frequency counting for fast

measurements (order of MHz rate). For (i) we used doped fibers as gain medium
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exploiting the large gain bandwidth of the laser transitions leading to the large

bandwidth (about 5 nm) of the generated frequency comb with smooth envelope.

Such a laser is robust and compact and thus suitable for operation in an industrial

environment. For (ii) we used a semiconductor gain medium with the high linear

gain and saturation power. Such a FSF laser can be realized with a short cavity

providing short round-trip time (	 1 ns) necessary for high-speed ranging.

Equations (1) and (13) reveal a striking similarity of the FMCW-ladar technique

with the FSF-approach. Although the physics behind the signal generation is

distinctly different, it is in both cases a parameter γc which maps “distance” onto

“frequency”. In FMCW-ladar, γc characterizes the chirp of the radiation with a

periodic, saw-tooth like, change of the frequency. For precision of the measure-

ments, γc must be constant, meaning that efforts are needed to assure that the chirp is

strictly linear across the entire bandwidth which is covered. In FSF-ranging, γc is
typically (much) larger, meaning that a given distance zobj is mapped onto a (much)

larger frequency. Furthermore, because in FSF-ranging γc is given by well-

controlled parameters (the frequency shift Δ induced by the an acousto-optic

frequency shifter and the cavity round-trip time τ), it is straight forward to keep it

constant to very high precision. Finally, because the seeding (either by the injected
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Fig. 13 a The variation of the center frequency of the beat signals as a function of the distanceΔz.
This variation is consistent with the “chirp rate” γc ¼ 2:1 � 1017 Hz/s, given by the AOFS frequency
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frequency measurements (taken at the distance marked by the circle in frame (a)) with gate time

during which oscillation periods are counted. It is a most important feature that the mean of the

measurement does not change when the gate time is varied over nearly six orders of magnitude
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radiation or by spontaneous emission within the gain medium) occurs continuously

followed by frequency shift across the gain profile, the radiation is truly continuous.

An obvious next step is to go beyond the current arrangement with circular focus

and a single detector and use, for even higher speed of scanning surfaces of objects,

a cylindrical focus and a linear array of detectors or even a planar array of detectors

when the entire surface of the object surface is illuminated by the FSF radiation.
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5. T.W. Hänsch, Nobel lecture: passion for precision. Rev. Mod. Phys. 78, 1297–1309 (2006)

6. W. Streifer, J.R. Whinnery, Analysis of a dye laser using the acousto-optic filter. Appl. Phys.

Lett. 17, 335–337 (1970)

7. D.J. Taylor, S.E. Harris, S.T.K. Nieh, T.W. Hänsch, Electronic tuning of a dye laser using the
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Absorption Spectroscopy of Xenon

and Ethylene–Noble Gas Mixtures at High

Pressure: Towards Bose–Einstein

Condensation of Vacuum Ultraviolet Photons

Christian Wahl, Rudolf Brausemann, Julian Schmitt, Frank Vewinger,

Stavros Christopoulos, and Martin Weitz

Abstract Bose–Einstein condensation is a phenomenon well known for material

particles as cold atomic gases, and this concept has in recent years been extended to

photons confined in microscopic optical cavities. Essential for the operation of such

a photon condensate is a thermalization mechanism that conserves the average

particle number, as in the visible spectral regime can be realized by subsequent

absorption re-emission processes in dye molecules. Here we report on the status of

an experimental effort aiming at the extension of the concept of Bose–Einstein

condensation of photons towards the vacuum ultraviolet spectral regime, with gases

at high-pressure conditions serving as a thermalization medium for the photon gas.

We have recorded absorption spectra of xenon gas at up to 30 bar gas pressure of the

5p6 –5p56s transition with a wavelength close to 147 nm. Moreover, spectra of

ethylene noble gas mixtures between 158 and 180 nm wavelength are reported.

1 Introduction

For now approaching 50 years, Theodor Hänsch has revolutionized spectroscopy by

the use of lasers. One of the authors (M.W.) had the opportunity to carry out both his

doctorate and his habilitation degree work in Theodor Hänsch’s laboratory at the

Max-Planck-Institute of Quantum Optics near Munich. It is a pleasure to devote this

article to Theodor Hänsch on the occasion of his 75th birthday.

For bosonic particles with a nonvanishing rest mass Bose–Einstein condensation

to a macroscopically occupied ground state minimizes the free energy when cooled

to very low temperature given a sufficient particle density [1–4]. In distinct contrast,
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Bose–Einstein condensation usually does not occur for photons [5]. For the perhaps

most widely discussed photon gas, blackbody radiation [6, 7], photons disappear in

the system walls when cooled to low temperature instead of exhibiting condensa-

tion to the ground mode. This is what is expressed by the common statement of the

chemical potential vanishing for the photon case. Early theory work has proposed

photon Bose–Einstein condensation in Compton scattering of X-rays [8], and Chiao

et al. proposed a photon fluid in a nonlinear cavity [9, 10]. More recently, Bose–

Einstein condensation of exciton–polaritons, which are mixed states of matter and

light in the strongly coupled regime, has been observed experimentally in several

groups [11–13]. Collisions of the material part of the polaritons here drive the

system into or near thermal equilibrium.

Our group has in 2010 observed Bose–Einstein condensation of photons in a

dye-solution-filled microcavity [14–16], a result confirmed more recently by

Marelic and Nyman [17]. A cavity with very small mirror spacing here imprints a

low-frequency cut-off for photons in the visible spectral range, yielding a range of

allowed photon frequencies well above the thermal energy in frequency units. The

confinement results in the photon gas becoming two-dimensional, with the longi-

tudinal modal quantum number being frozen.

Thermalization of the cavity photons is achieved by repeated absorption

re-emission processes by the dye molecules, equilibrating the photon gas to the

rovibrational temperature of the dye, which is at room temperature. The dye

molecules here fulfil the Kennard–Stepanov relation, a thermodynamic

Boltzmann-type frequency scaling between absorption and emission spectra well

known to apply for systems with both upper and lower electronic states

rovibrational manifolds in thermal equilibrium [18–20], as here achieved from

frequent collisions with solvent molecules in the dye solution. When the thermal-

ization of the photon gas is faster than photon loss through, e.g. the cavity mirrors,

photons condense into the macroscopically occupied mode at the position of the

low-frequency cut-off on top of a spectrally broad thermal photon cloud. The

opposite limit of photons leaving the cavity before they have a chance to thermal-

ize, corresponds to the usual laser case [21, 22].

In contrast to a usual laser in a photon Bose–Einstein condensation set-up, no

inverted active medium is required to generate coherent optical emission, and

spontaneous emission is retrapped [14]. This makes the system particular attractive

for ultraviolet or vacuum ultraviolet coherent optical sources, a spectral regime at

which inversion, and correspondingly laser operation, is hard to achieve. We are

aware of ongoing other work aiming at high optical frequency coherent emission

using quantum interference effects, forming “lasers without inversion” [23, 24]. A

possible suitable medium for photon thermalization in the vacuum ultraviolet

regime could be high-pressure noble gas samples, which exhibit electronic transi-

tions starting from the electronic ground state in this spectral regime, or both

mixtures between atoms or molecules and noble gases. Alkali–noble gas collisions

are long known to be extremely elastic [25, 26], and for the case of rubidium-argon

gas mixtures at a few 100 bar of argon pressure the applicability of the thermody-

namic Kennard–Stepanov scaling between absorption and emission has been val-

idated for the visible rubidium D-lines [27]. The latter results can be well described
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by a simple model that assumes equilibrium between external degrees of freedom

and the internal structure of alkali–noble gas quasi-molecules in the electronic

ground and excited state manifolds, as due to the frequent collisions in the dense

buffer gas system. For the case of xenon noble gas, vacuum ultraviolet absorption

spectra have in earlier work been carried out up to 20 bar pressure [28]. For simple

molecules, a large collection of both absorption and partly also emission data exists

in the vacuum ultraviolet spectral regime, but mostly only for pure samples or at

moderate buffer gas pressures [29–31].

As a first step towards a photon condensate in the vacuum ultraviolet spectral

regime, we have started experiments to test for the applicability of the Kennard–

Stepanov relation of gas samples, to provide a spectroscopic test of possible photon

gas thermalization. Using the emission of a VUV deuterium lamp, we have

recorded absorption spectra of xenon gas in the 142–160 nm wavelength range

for up to 30 bar of pressure. Moreover, spectra of ethylene molecules have been

recorded in the 155–180 nm wavelength range for up to 130 bar of argon buffer gas

pressure.

A further motivation for the here described work stems from the possibility to

carry out collisional redistribution laser cooling of the dense gas samples. In earlier

work of our group, collisional laser cooling has been carried out with rubidium

gases subject to near 200 bar argon buffer gas pressure, where frequent rubidium–

argon collisions shift the alkali atomic transition into resonance with a far-red-

detuned laser beam, while spontaneous decay occurs near the unperturbed reso-

nance frequency [32, 33]. The reaching of a sufficient alkali vapour pressure near

1 mbar here requires for a preheating of the sample cells, while gases that are

gaseous at room temperatures, as ethylene, CO2 or pure noble gases, could allow for

redistribution laser cooling starting from room temperature conditions. The elec-

tronic transitions of such gases frequently are in the ultraviolet or vacuum ultravi-

olet spectral regime, as investigated in the here described work.

In the following, Sect. 2 describes the used experimental set-up, and Sect. 3

gives obtained spectroscopic data for the case of xenon gas. Further, in Sect. 4 we

present results obtained with molecular ethylene gas both for the case without and

with noble gas buffer gas. Finally, Sect. 5 gives conclusions.

2 Experimental Set-Up

A schematic of the used experimental apparatus for VUV absorption measurements

is shown in Fig. 1a. The optical set-up including the high-pressure cell containing

the investigated gas sample is placed in a vacuum chamber evacuated to 5 � 10�5

mbar. As a light source for the spectroscopy set-up we use a 200 W deuterium lamp

(model: Heraeus D200VUV), whose optical emission spans the spectral range from

120 to 400 nm. Its emission is not uniform within this spectral range, but rather

exhibits variations by two orders of magnitude, see Fig. 1b. Therefore, a two

monochromator set-up is used, which allows for a large dynamic range of the

spectroscopy signal. At first, a home-built grating monochromator (see Fig. 1a)
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provides initial wavelength selection of the source, which besides the enhancement

of the possible dynamic range of the spectroscopy set-up also suppresses transitions

in the gas sample driven by radiation with wavelength outside of the detection

window. The home-built monochromator is equipped with a grating with

1200 groves/mm with a blaze angle optimized for 200 nm radiation. The concave

grating focuses the emission to a first exit slit of 400 μm width. The width of

spectral selection of this first monochromator is 2.2 nm. The spectrally filtered

radiation is split into a reference and a measurement beam. The latter is focused into

a high-pressure cell containing the sample and then directed onto a commercial

grating spectrometer (model: McPherson 234/302) consisting of a 10-μm-wide

entrance slit and a concave grating with 2400 lines/mm, which images the entrance

slit onto an open nose VUV sensitive CCD camera. The spectral resolution of the

commercial spectrometer is 0.05 nm. The reference beam is guided around the

sample cell and by means of a motorized mirror can be, alternatively to the
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Fig. 1 a Schematic representation of the experimental set-up. Light emitted from the deuterium

lamp is spectrally filtered by the first monochromator and send through a high-pressure cell

containing the gas to be analysed. A fraction of the light passes around the cell and is used to

monitor the source output. A flip mirror is used to guide light from one of the two paths into the

detection spectrometer. All optical elements in this set-up are coated with aluminium and a

protective magnesium difluoride (MgF2) layer. b Deuterium source spectral intensity between

140 and 185 nm
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measurement beam, sent onto the commercial spectrometer. This allows for a

normalization of the detected spectrum. This was done for each data point individ-

ually since we found the intensity of the detected signal to fluctuate over time by

nearly 30% on a 30-min timescale, an issue that is most likely due to polarization

variations of the source which lead to intensity changes by the used optical

elements, e.g. from a polarization dependent reflectivity of the used mirrors.

The samples investigated in this work include high-purity ethylene, argon,

helium, and xenon gases. High gas pressures, above 40 bar, are measured using a

200 bar gauge with a 1 bar resolution. Intermediate pressures in the range between

150 mbar and 40 bar are determined using a digital gauge with a 10 mbar resolution.

For pressures below 150 mbar, a fine needle gauge is utilized, giving a resolution of

0.05 mbar. The pressure cell is constructed to house pressures of up to 200 bar. To

ensure a largely contamination free environment, the high-pressure cell is repeat-

edly flushed with argon and evacuated to 10�5 mbar. Before each absorption

measurement, a reference is taken to ensure that no residual absorption is observed.

In order to seal the cell MgF2 step windows of different step lengths are used, which

further allow to vary the absorption length in the cell.

To measure broadband absorption spectra both monochromators are first

coupled, set to the same wavelength and subsequently scanned over the whole

region of interest. Since the width of the spectral selection of the first monochro-

mator is 2.2 nm, wavelength steps of 1 nm are performed while measuring the

absorption and lamp output for each wavelength setting. The resulting signals are

then, after being corrected for the current power of the deuterium lamp, used to

create a spectrum spanning the region of interest. Broadband absorption spectra are

then determined from the Lambert–Beer law.

3 Xenon VUV Absorption Measurements

To begin with, we have recorded xenon absorption spectra around the transition

from the 5p6 ground state to the 5p56s electronically excited state near 147 nm. At

the used high xenon gas pressures frequent collisions between atoms occur and the

quasi-molecular character in a regime beyond the impact limit determines the line

shapes. Figure 2 shows calculated potential curves for the binary xenon system

including the relevant levels. The lines in Fig. 3 show experimentally observed

absorption data for various xenon pressures in the range of 0.1–30 bar. We observe

significant pressure broadening, with the red wing being strongly enhanced with

respect to the blue wing. This is well understood from the potential curves shown in

Fig. 2, with the ground state for not to small internuclear distances being mostly flat

and the excited state decreasing in energy. As the average internuclear distance

decreases with increasing pressure lower photon energies are sufficient to excite the

transition, leading to an enhanced pressure broadening of the red wing with respect

to that of the blue wing. Above a pressure of 0.4 bar, the absorption coefficient at

the line centre cannot be resolved due to the here very high optical density.
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Correspondingly, we also cannot determine the linewidth for the high-pressure

data, but already at the quoted pressure value of 0.4 bar the linewidth exceeds the

thermal energy kBT in wavelength units of 0.5 nm at room temperature for a

wavelength of 147 nm. Our results are in good agreement with earlier measure-

ments by Borovich et al. [28], see the exemplary data points for a pressure of 5 bar

in Fig. 3.
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The spontaneous emission of the xenon system at pressures above 50 mbar,

where the collision rate is sufficient that excimer molecules form faster than

spontaneous decay, is known to be dominated by the second continuum around

172 nm, see the corresponding potential curve of Fig. 2. Though a linear extrapo-

lation of our presented data with pressure does not indicate a significant overlap

with emission at the second continuum at pressures below values reachable with our

cell (200 bar), upon reaching of the critical pressure of 58.4 bar in the xenon system

a highly nonlinear increase in the density with pressure does occur, which will

strongly influence the spectra. This has been indicated in earlier narrowband optical

measurements [36]. We are currently working on corresponding broadband mea-

surements in this regime.

4 Absorption Spectroscopy of Ethylene

An alternative promising approach for a thermalization medium for a photon Bose–

Einstein condensate in the VUV spectral regime are simple molecules in high-

pressure noble buffer gas environments. Ethylene molecules show electronic tran-

sitions in the relevant wavelength range, and the low-pressure regime (below

0.3 mbar) of pure ethylene has previously been studied [29–31]. To begin with,

we have investigated corresponding spectra of pure ethylene up to 20 mbar pressure

in the wavelength range between 158 and 180 nm, see Fig. 4a. The absorption

coefficient scales proportionally with increasing ethylene concentration as expected

from Beer’s law, while no evident pressure-broadening effect can be observed.

Earlier experiments are in very good agreement with the present work, presenting

comparatively negligible discrepancies (on the order of 0.1 nm) in the observed

peak positions. Figure 4b gives corresponding ethylene spectra both without (bot-

tom) and with argon buffer gas, for buffer gas pressures of up to 130 bar. The

ethylene molecular partial pressure here was 1 mbar. One observes that the addition

of the buffer gas broadens the individual resonances, while the overall spectral

structure is not significantly modified. Additionally, we observe for the three visible

doublets with minima at 165.6, 168.4, and 173.5 nm, respectively, that the long

wavelength peak is dominant at low buffer gas pressures compared to the short

wavelength peak, which is inverted at high buffer gas pressures. When using helium

instead of argon as a buffer gas no significant modification of the spectra is

observed, see the exemplary curve in Fig. 4b.

To quantify the pressure broadening by the buffer gas we focus on the spectral

peak near 174.1 nm. As we cannot unambiguously determine the width of this line

due to the many nearby resonances and the asymmetry of the line shapes, we

instead use a normalized doublet visibility V ¼ ðκmax � κminÞ=ðκmax þ κminÞ,
where κmax and κmin denote the absorption coefficients on resonance and at the

minimum between the resonances of the doublet structure at 172.8 and 174.1 nm,

respectively, to quantify the pressure broadening, see also Fig. 4b. The variation of

the doublet visibility for both argon and helium buffer gas with pressure is shown in
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Fig. 5a. The data show that the loss of doublet visibility with pressure and

correspondingly also the pressure broadening is somewhat larger for the case of

helium than for argon buffer gas. Figure 5b shows the pressure-induced shift Δλ of
the 174.1 nm resonance for both of the buffer gases, which has been obtained from a

fit to the data of the resonance line. We observe a pressure shift of similar
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magnitude, but of opposite sign for the two noble gases. Similar effects have been

reported in earlier works for other systems when using different noble gas

perturbers and were attributed to the differing collisional kinetics of the gas

mixtures [37, 38]. Here we find that for pressures of up to 60 bar the shift is linear

to good approximation, with a slope of 0.1 nm per 50 bar, while for higher pressures

a saturation of the shift is observed. At 130 bar argon buffer gas pressure, the

observed pressure shift is 0.18 nm, corresponding to 0:29kBT in wavelength units at

room temperature for a wavelength of 174 nm. This shift is roughly a factor of eight

smaller than the pressure broadening responsible for the above-discussed reduction

in the visibility of the doublet spaced by 1.4 nm.

5 Conclusions and Outlook

To conclude, we have presented absorption spectra of both xenon gas and binary

mixtures of ethylene with noble gases at high pressure. Our measurements show a

broadening of resonances of order of the thermal energy kBT. For the case of the

ethylene data, both the data with and without noble buffer gas can provide valuable

input for future calculations of molecular potentials.

In the future, we plan to test for the thermodynamic Kennard–Stepanov scaling

of the dense gas samples, for which additionally fluorescence spectra at the

corresponding parameters are required. Besides the here presented xenon system,

the lighter noble gases offer even shorter wavelength closed electronic transitions,

as candidate systems for photon condensates in the deeper ultraviolet spectral

regime. Provided that the Kennard–Stepanov relation in the dense system holds,

this implies a high quantum efficiency of the involved transitions [39]. Besides

photon Bose–Einstein condensation, this would make the system also a promising

candidate for collisional redistribution laser cooling starting from room

temperature [32].
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Extraction of Enhanced, Ultrashort Laser Pulses

from a Passive 10-MHz Stack-and-Dump Cavity

Sven Breitkopf , Stefano Wunderlich, Tino Eidam, Evgeny Shestaev,

Simon Holzberger, Thomas Gottschall, Henning Carstens,

Andreas T€unnermann, Ioachim Pupeza, and Jens Limpert

Abstract Periodic dumping of ultrashort laser pulses from a passive multi-MHz

repetition-rate enhancement cavity is a promising route towards multi-kHz repeti-

tion-rate pulses with Joule-level energies at an unparalleled average power. Here,

we demonstrate this so-called stack-and-dump scheme with a 30-m-long cavity.

Using an acousto-optic modulator, we extract pulses of 0.16 mJ at 30-kHz repeti-

tion rate, corresponding to 65 stacked input pulses, representing an improvement in

three orders of magnitude over previously extracted pulse energies. The ten times

This article is part of the topical collection “Enlightening the World with the Laser” - Honoring
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longer cavity affords three essential benefits over former approaches. First, the time

between subsequent pulses is increased to 100 ns, relaxing the requirements on the

switch. Second, it allows for the stacking of strongly stretched pulses (here from

800 fs to 1.5 ns), thus mitigating nonlinear effects in the cavity optics. Third, the

choice of a long cavity offers increased design flexibility with regard to thermal

robustness, which will be crucial for future power scaling. The herein presented

results constitute a necessary step towards stack-and-dump systems providing

access to unprecedented laser parameter regimes.

1 Introduction

A number of visionary applications like laser wake-field acceleration of elementary

particles [1] or space debris removal [2] ask for a dramatically improved perfor-

mance of femtosecond laser systems with high repetition rates [3]. In particular,

Joule-level pulse energies at average powers in the multi-kilowatt regime with

diffraction-limited beam quality are required. This combination of parameters

greatly exceeds the capabilities of today’s laser systems, and the scalability of the

average and of the pulse peak power of single-aperture amplifier solutions does not

suffice these demands [4–7]. Current limitations which need to be overcome are
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mainly caused by thermal or nonlinear effects in the amplifier media [8, 9]. Recently,

multi-aperture spatial combining approaches have emerged as one possibility to

circumvent these limitations [10, 11]. Additionally, temporal combining techniques

aimed at artificially extending the stretched pulse duration and, thus, overcoming

pulse peak power limitations have been successfully demonstrated. Among those,

the most straightforward approach is the so-called divided-pulse amplification

(DPA) [12]. Here, in order to reduce the peak power-related limitations, each

pulse is split into several temporally separated replicas before the final amplifica-

tion stage and recombined afterwards. Alternatively, the creation of temporal

replicas can be avoided, if a pulse train with a much higher repetition rate is

amplified and subsequently temporally combined to achieve the repetition rate

demanded by the application. Here, the general idea is to increase the pulse peak

power at the cost of a reduced repetition rate by temporally stacking successive

pulses after their amplification. One implementation of this approach, which we

refer to as stack and dump (SND), is to superpose amplified pulses in an enhance-

ment cavity (EC) and periodically extract them using a fast and efficient switch

[13, 14].

Passive ECs have been subject to intensive research and development for several

decades [15–17]. They are employed for a multitude of intracavity optical conver-

sion processes such as high-harmonic generation [18, 19] or inverse Compton

scattering [20]. Due to the energy enhancement in such a cavity, average powers

in the MW range [21] and multi-GW peak power levels [22] are achievable within

the cavity at multi-MHz repetition rates. In 2002 and 2003, the extraction of pulses

from such an enhancement cavity was proposed [23] and demonstrated at around

80-MHz with nJ-level, picosecond pulses by the Ye and Hänsch groups [24, 25]. In

2004, slightly stretched femtosecond pulses were first enhanced and then extracted

from a 100-MHz cavity [26]. Recently, concepts making use of the vast potential of

ECs as stacking devices for stretched ultrashort pulses were published [13, 27].

In this paper, we demonstrate the SND scheme in a 30-m-long EC,

corresponding to a length increase of a factor of 10 over the state of the art. Towards

tapping the full potential of ECs as stacking devices for ultrashort pulses, this

constitutes a crucial design criterion relaxing the thermal stress in the switch and

in the cavity optics [28] and allowing for longer times between successive pulses.

The EC supported a steady-state power enhancement factor exceeding 200 and was

seeded with a 10-MHz repetition-rate train of 3-μJ pulses. The cavity enabled the

enhancement of strongly stretched pulses (�1.5 ns). A systematic investigation of

different dumping rates was performed with an intracavity acousto-optic modulator

(AOM). Pulses with the accumulated energy of up to 65 input pulses, i.e. 0.2 mJ,

were extracted at 30 kHz. These pulses were recompressed to the initial duration of

800 fs, demonstrating the feasibility of SND with strongly stretched pulses and

energies surpassing previous results by three orders of magnitude. These results,

even if not stating new laser parameter records on their own, constitute the first

milestone towards a power-scalable device and, thus, are a necessary step towards

the first stack-and-dump system providing truly unprecedented laser parameters.

Peak power-related and thermal limitations of this technique are discussed.
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2 Cavity Set-Up and Steady-State Enhancement

In a first experiment, the steady-state behaviour of the EC without the AOM was

investigated. The 30-m-long ring cavity (Fig. 1) was seeded with an average power

of Pin ¼ 30 W at 10-MHz repetition rate. Hence, the energy of the incoming pulses

was Ein¼ 3 μJ. The pulses, spectrally centred around λ¼ 1038 nm were stretched to

�1.5-ns duration (measured at the �5-dB level of the maximum pulse intensity). A

telescope was used to match the spatial mode of the incoming beam to the TEM00

mode of the EC, providing a measured overlap of U ¼ 80% (which includes the

spatial and the spectral overlap).

This set-up allowed for an energy enhancement factor

V ¼ Ecirc=Ein, ð1Þ
of 213, where Ecirc is the energy of the pulse circulating in the EC. During steady-

state operation, the intracavity average power was measured to be 6.4 kW,

corresponding to an energy of the circulating pulses of 0.64 mJ. The round-trip

losses L within the cavity were estimated to be 0.22%.

The power enhancement was mainly limited by the reflectivity of the input-

coupling (IC) mirror R ¼ 99%, which did not fulfil the impedance matching

condition (R ¼ 1 � L ) corresponding to optimum steady-state enhancement.

However, this IC was purposely chosen to allow for a comparison to the non-

steady-state experiment, in which a higher reflectivity would have been disadvan-

tageous due to the additional losses induced by the switching device. The calculated

caustic and the measured steady-state beam profile are shown in Fig. 2.

Fig. 1 Schematic of the EC. The 30-m-long EC consists of one input-coupling mirror

(1, R ¼ 99%) and 15 highly reflective (HR) mirrors (2–16). Two of the HR mirrors are curved

(4, 12) in order to form a stable resonator (see Fig. 2a). The mirrors 8 and 9, which are plane for the

steady-state experiment, are replaced by curved ones once the AOM is inserted for the non-steady-

state experiment (see Fig. 2a). The beams transmitted through mirrors 7 and 11 are sent to

diagnostics such as a camera (Cam) and photodiodes (PD). The photodiode behind the grating is

used for the Pound–Drever–Hall stabilization scheme [29]
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3 Non-steady-State Operation: Pulse Extraction

For the dumping of pulses from the EC, an AOM was employed because of its

simple implementation and fast switching times. The commercially available AOM

(MQ80-A0.7-L1030.1064 from AA Opto-Electronic) used here offered an active

aperture with a diameter of 0.7 mm and had a thickness of 23.5 mm. The rise time of

the acoustic waves in this AOM is 110 ns/mm and depends on the diameter of the

beam d. Using a TTL trigger signal with the experimentally optimized duration of

�50 ns, single-pulse extraction was enabled. The facets were antireflection coated

for wavelengths between 1030 and 1060 nm. The AOM introduced additional

transmission losses of about 0.6% and hence increased the overall round-trip losses

L to 0.9% and the achieved steady-state enhancement to about 90. The cavity

caustic was modified with respect to the steady-state experiment (see Fig. 2) in

order to achieve an appropriate spot size in the AOM. The plane cavity mirrors

8 and 9 were replaced by concave mirrors with R8,9 ¼ 1000 mm to obtain a focus

with a 1/e2-diameter of d ¼ 0.3 mm within the AOM, leading to negligible clipping

losses while still providing a diffraction efficiency ηdiff of around 72%. Hence, the

circulating pulse could only be partially extracted and the energy enhancement of

the extracted pulses compared to the input pulses (short: extracted enhancement)

can be defined as

Vextr ¼ ηdiff � V: ð2Þ
The energy that remains in the cavity after the extraction (see Fig. 3) changes the

subsequent build-up cycle. After adjusting the mode-matching telescope, the beam

overlapUwas similar to the steady-state case. Dumping via the AOMwas triggered

synchronously to the laser repetition frequency after an integer number of pulses,

employing a gate function just wide enough for a single pulse. The intracavity and

output signals are shown exemplarily in Fig. 3 for 100 stacked pulses.

The switching rate (the repetition rate of the extracted pulses) can be calculated

as

Fig. 2 a Cavity caustic for the steady-state experiment (red) and the non-steady-state experiment

(blue). The positions of the curved mirrors 4, 12 and 8, 9 (only for the non-steady-state experiment)

are indicated by vertical lines. b Transmitted beam profile of the intracavity beam at an enhance-

ment factor of 213
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f switch ¼ f rep=N, ð3Þ

were N represents the number of stacked pulses. As mentioned before, 28% of the

enhanced pulse energy remained inside the cavity at the end of each build-up cycle,

affecting the subsequent build-up. However, after a certain number of round trips an

equilibrium is reached and the extracted enhancement after a large number of build-

up cycles can therefore be described analytically with the following equation

(derived similarly to [30]):

Vextr ¼ ηdiff
ð1� RÞ ffiffiffiffiffiffi

AR
p N � 1

� �2

ffiffiffiffiffiffi

AR
p � 1
� �2

1� ffiffiffiffiffiffi

AR
p N ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� ηdiff
ph i2

, ð4Þ

where A ¼ 1 � L is the round-trip attenuation. This equation was used for the

simulations of the cavity behaviour. The power at the output port of the AOM was

measured for different switching rates and used to determine the cavity efficiency

η ¼ ηstack � ηdiff ¼ Pout=Pin, ð5Þ
which describes how much of the input average power is conserved during the

increase in the pulse energy of a laser system via stack and dump. The energy of the

extracted pulses can be derived as

Eout ¼ Pout=f switch: ð6Þ
The extracted enhancement can therefore also be written as

Vextr ¼ ηdiff � V ¼ Eout=Ein: ð7Þ
Figure 4 shows a plot of the measured extracted enhancement and cavity

efficiency over the number of stacked pulses and the switching rate, compared to

theoretical predictions. In agreement with the theory, a smaller number of stacked

Fig. 3 Exemplary measurement of the entire pulse build-up within the EC using an AOM with

72% diffraction efficiency and a switching rate of 100 kHz (100 stacked pulses)

746 S. Breitkopf et al.



pulses lead to a smaller extracted enhancement at a given input coupler reflectivity.

The measured efficiency shows a clear maximum for 100 stacked pulses, reaching

34%. When the number of stacked pulses is increased, a saturation of the enhance-

ment sets in and the efficiency therefore drops continuously.

The efficiency as well as the extracted enhancement can be further optimized by

adapting the input coupler reflectivity R for each switching rate as discussed in

[13]. For a given input coupler reflectivity, the optimum working point in terms of

the switching rate depends on whether the highest pulse energy or the highest

efficiency is desired. The small deviations of the measured values from the ones

predicted by theory (Fig. 4) are caused by variations in the alignment, slightly

changing the overlap between the incoming beam and the cavity mode. It is

noteworthy that the stabilization of the oscillator to the cavity was barely affected

by the dumping process. Only at the highest investigated switching rates, the partial

dumping occasionally leads to a collapse of the lock.

A switching rate of 30 kHz offered the highest extracted enhancement (�65),

corresponding to an output pulse energy of 197 μJ. Figure 5 shows the photodiode

signal of the intracavity pulses and the output of the system during this measure-

ment. The dumped 30-kHz pulses were recompressed using a grating compressor

with an efficiency of �80% resulting in an energy of 0.16 mJ.

Figure 6 depicts a measurement of the autocorrelation and of the spectrum of the

pulses. Additionally, a reference autocorrelation (Fig. 6a) was acquired in a single

cavity-pass set-up without any input-coupling mirror and hence without any

enhancement. Using the measured output spectrum and the spectral phase, the

duration of the enhanced pulses was estimated to be around 800 fs. This is only

slightly longer than the input pulses, which is also confirmed by the almost identical

spectrum of the input and of the extracted pulses (see Fig. 6b).

In order to estimate the limitations induced by the nonlinear phase associated

with self-phase-modulation (SPM) in the AOM, the pulse build-up in the cavity was

numerically simulated step by step under consideration of this effect. At a certain

threshold, the reduced overlap of the electric field of the intracavity pulse with the

Fig. 4 Extracted enhancement and cavity efficiency for various switching rates along with the

theoretical predictions calculated from Eq. 4
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seeding pulse will lead to a drop in the stacked pulse energy and therefore in the

extracted energy. The simulation was carried out for different switching rates, using

the input spectrum (Fig. 6b), a length of the AOM of 23.5 mm, a spot diameter in

the AOM of 0.4 mm (as required in a 10-MHz cavity), a stretched pulse duration of

1.5 ns and a diffraction efficiency of the AOM of 72%. As shown in Fig. 7, for the

experimental setting presented here (Ein ¼ 3 μJ, black dotted line), the occurrence

of SPM in the AOM was already starting to limit the extracted pulse energy. For

3 μJ of input energy and between 100 and 1000 stacked pulses, the possible

extracted enhancement was slightly reduced compared to the SPM-free case. Due

to the larger number of round trips and hence a greater acquired nonlinear phase, the

effect becomes more critical when N is increased.

The spot size in the AOM is crucial for the peak intensity, but on the other hand it

is determined by the required switching time for a given cavity length. To achieve

an efficient enhancement at an increased input energy, using an AOM as a

switching device, it is hence necessary to extend the cavity length. This measure

Fig. 5 Photodiode signals of the intracavity pulse (red) and of the output pulse (blue) for a

switching rate of 30 kHz, revealing the extraction of a single pulse. A fraction of the pulse remains

in the cavity due to the limited diffraction efficiency of the AOM

Fig. 6 aAutocorrelation traces (AC) of a diffracted pulse in the single-pass set-up (zeroth order of

the AOM blocked) and of an extracted pulse during cavity operation. In the latter case, the shape is

slightly different and the AC duration increased from 1.00 to 1.08 ps. The duration of the extracted

pulse was estimated to be around 800 fs. b Spectrum of the signal before the EC (blue) and of the

extracted pulse (red), both clearly showing the hard-cut of the stretcher at 1036 nm
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offers the additional benefit that for a certain desired switching rate (i.e. output

repetition rate) the required number of stacked pulses is lower for longer cavities

(see Eq. 3) which decreases the magnitude of the acquired nonlinear phase due to

lower average round trips of the pulses. Naturally a sweet spot has to be found in the

trade-off between a high enhancement and a minimized nonlinear phase.

4 Conclusion and Outlook

The experiments presented here constitute a first demonstration that pulse stacking

of stretched fs pulses in a 10-MHz cavity is a promising route towards increasing

the pulse peak power of high-average-power ultrafast laser systems. An extracted

enhancement of 65, delivering pulse energies of 0.16 mJ at 30 kHz with a pulse

duration of 800 fs, demonstrates a significant improvement over previous results

[24–27]. To achieve this progress, it was necessary to lengthen the cavity in order to

allow for a longer switching time with the additional benefit of a cavity mode that is

less sensitive to thermal effects [28]. Other temporal pulse combining techniques,

like divided-pulse amplification [31, 32], are limited in the number of combined

pulses due to an increasing complexity. Stack and dump currently constitutes the

most promising way for the superposition of a large number of pulses.

In the next experimental step, the AR-coated AOM will be exchanged for a

Brewster-cut AOM and a state-of-the-art seed system [33] will be used to deliver up

to 1 mJ at 2-MHz repetition rate with a spectrum enabling pulse durations below

300 fs. Our simulations under consideration of SPM-related effects in the AOM

show that at the corresponding cavity length of 150 m an extracted enhancement of

around 50 should be feasible by stacking 100 pulses. Together with a good

management of the thermal lenses [34] that may occur in the cavity, these modi-

fications will enable the extraction of 50-mJ pulses at 20-kHz repetition rate with a

cavity efficiency of 50%, conserving 1 kW average power. Finally, a purely

Fig. 7 Relative decrease in the extracted enhancement due to the nonlinear phase acquired via

SPM in the AOM. Simulated for the pulse build-up in a 10-MHz cavity for the smallest and largest

number of stacked pulses as a function of the input pulse energy (diameter in AOM of 0.4 mm,

stretched pulse durations of 1.5 ns)
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reflective switch [13, 14] overcoming AOM-related limitations is highly desirable

to further increase the performance and efficiency of the system to Joule-class pulse

energy and multi-kW average powers.
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External Cavity Diode Laser Setup with Two

Interference Filters

Alexander Martin, Patrick Baus , and Gerhard Birkl

Abstract We present an external cavity diode laser setup using two identical,

commercially available interference filters operated in the blue wavelength range

around 450 nm. The combination of the two filters decreases the transmission

width, while increasing the edge steepness without a significant reduction in peak

transmittance. Due to the broad spectral transmission of these interference filters

compared to the internal mode spacing of blue laser diodes, an additional locking

scheme, based on Hänsch–Couillaud locking to a cavity, has been added to improve

the stability. The laser is stabilized to a line in the tellurium spectrum via saturation

spectroscopy, and single-frequency operation for a duration of two days is demon-

strated by monitoring the error signal of the lock and the piezo drive compensating

the length change of the external resonator due to air pressure variations. Addition-

ally, transmission curves of the filters and the spectra of a sample of diodes are

given.

1 Introduction

Modern optical spectroscopy as well as the manipulation of the internal and

external degrees of freedom of atoms and molecules (neutral and charged) requires

stable laser sources in a wide range of wavelengths. External cavity diode lasers

(ECDLs) are an excellent choice in many cases [1] and are specifically used

because of their low cost and the broad wavelength availability, which covers

almost the entire spectrum from the near-infrared to near-ultraviolet. The first

compact ECDL setup for single-frequency operation using a grating for the external

cavity was described by Ted Hänsch in 1995 [2] and has remained an important

configuration ever since. Twenty years later, ECDLs with the external feedback
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realized by a narrow-bandwidth interference filter and a semitransparent mirror [3]

improved the stability against external perturbations. In recent years, the develop-

ment of blue laser diodes based on gallium nitride and indium gallium nitride [4]

extended the range of ECDLs to shorter wavelength. Nevertheless, due to the

specific characteristics of these laser diodes, stable single-frequency operation in

the blue wavelengths region remains a challenge.

In this work, we present an ECDL setup for stable single-frequency operation in

the wavelength range around 450 nm (Fig. 1). We combine the design of an

interference filter-based ECDL [3] in the specific realization of Ref. [5], adding a

Fig. 1 (Top) schematic setup of the external cavity diode laser (dashed box) with two interference
filters and the additional elements for polarization-stabilization of the cavity length. The two filters

are mounted on a rotation stage for easy wavelength tuning. The external resonator has a total

geometrical length of 59 mm from laser diode LD to mirror M. (bottom) photograph of the laser

setup
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second filter and the intra-cavity stabilization technique presented by Führer et al.
[6, 7]. The latter is based on the polarization-dependent locking scheme introduced

by Hänsch and Couillaud [8] for locking lasers to an external cavity. We use a

PL-450B indium gallium nitride (InGaN) laser diode manufactured by OSRAM [9]

as active element. This single transverse mode diode has an optical output power of

up to 80 mW in free-running mode. The high availability in volume and the low

price make it an interesting candidate for ECDL developments. On the other hand,

the spectral characteristics are less favorable for single-frequency operation than for

more expensive diode variants as used in grating stabilized ECDLs in the blue so far

[10, 11].

In the next sections, we first discuss the realization of the ECDL setup. Then, we

will present the characterization of a set of free-running PL-450B laser diodes and

the interference filter used. This is followed by the characterization of the complete

diode laser and by the demonstration of the long-term stability of the laser locked to

a molecular reference.

2 Laser Setup

The laser setup depicted in Fig. 1 is a variation of the design of Ref. [3] in the form

introduced in Ref. [5]. The light from the laser diode (LD) is collimated by a lens

(L1) with 3.1 mm focal length. The external resonator consists of a silver coated

mirror (M ) (reflectivity RM ¼ 99% ) and lens L2 ð f ¼ 18:4mmÞ in a cateye

configuration. The resonator has a total length of 59 mm. For adjustment of the

resonator length, the mirror is glued to a piezoelectric ring actuator with a length

change coefficient of approximately 100 nm/V. For outcoupling of the laser light,

we use a polarization-dependent beam splitter cube (BS) combined with a quarter

wave plate (QWP1). The BS has a transmission of Tp � 90% (10%) for p-polarized

(s-polarized) light. Depending on the rotation angle of QWP1, the back-reflectivity

of the combination of BS, QWP1, and M can be varied between Tp � RM � Ts � 9%
and Tp � RM � Tp � 80%. The laser diode must therefore be mounted with its

polarization axis in the p-plane of BS. Two band-pass filters (F1 and F2) provide

the wavelength selection. We use interference filters (Semrock Laser-Line LL01-

458) with a center wavelength of 457.9 nm and a measured full width at half

maximum (FWHM) of 1.6 nm at normal incidence. The filters are mounted on a

rotary stage for easy tuning of the transmission wavelength. If required, a nonzero

relative angle (θ1 6¼ θ2) allows the modification of the effective spectral transmis-

sion characteristics.

The central element for improved long-term stability of this laser setup is the

additional intra-cavity lock based on the Hänsch–Couillaud locking scheme [8]

using the fact that a mismatch between the internal modes of the laser diode gain

medium and the external resonator modes changes the state of polarization of the

light in the external resonator. Following the implementation of Führer et al. [6], the
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second output beam produced by the beam splitter BS is used for generation of the

respective error signal: The ratio between p- and s-polarization in the external

resonator is measured by subtracting the photodiode signals after the extra-cavity

polarizing beam splitter (PBS) as shown in Fig. 1. With QWP2 and a half-wave

plate (HWP), the signal-to-noise ratio of the error signal can be maximized. A

proportional-integral (PI) controller locks the internal to the external resonator

modes by regulating the laser current.

3 Experimental Results

3.1 Laser Diode and Filter

According to the datasheet [9], the center wavelengths of the PL-450B laser diodes

spread over a range of 20 nm. We measured the emission spectra of twelve diodes

from different lots and retailers with an optical spectrum analyzer (OSA). It has a

wavelength accuracy of 0.05 nm and a resolution of 0.01 nm. The lasing spectra of a

representative subset of seven diodes are shown in Fig. 2a. All spectra were

measured with 60 mA current without an external resonator. The central lasing

wavelengths cover a range of about 8 nm between 445.15 and 452.95 nm with a

mean value of 447.66 nm. The measurement also revealed an internal mode

separation of 0.05 nm corresponding to 80 GHz. Figure 2b shows the spectrum of

a diode below the laser threshold. The spontaneous emission profile has a FWHM

of 1.82 nm, which is much smaller than the 20 nm width of typical infrared diodes.

In addition, the wavelength shift with temperature of 0.06 nm/K for InGaN [4] is

about five times smaller than for InGaAs. This requires the preselection of a diode

for the targeted wavelength.

The spectral transmission of the interference filter (Semrock Laser-Line LL01-

458) was also measured with the OSA using a blue LED as broadband light source.

Figure 3a depicts the spectral filter transmission for different angles of incidence.

As expected, the transmission peak shifts to shorter wavelengths with increasing

angle. The maximum transmittance decreases from above 95% at 0∘ to below 80%

at 35∘. At normal incidence, the filter has a flattop profile, but at incidence angles of

θ � 20∘ the profile is nearly Gaussian.

The FWHM of the transmission stays below 1.8 nm for incident angles θ < 25∘.

As shown in Fig. 3b, this width is larger than the full emission spectrum of the laser

diode and corresponds to the combined spectral width of more than 30 internal

cavity modes. These are significantly more modes than in the ECDL setup of Ref.

[5] in the infrared. Their setup uses an interference filter and laser diode combina-

tion, in which only five internal cavity modes fit into the transmission band of the

filter. In that case, utilizing the edges of the gain profile of the diode allowed for a

stabilization of the laser wavelength. The smaller mode spacing and the fact that the
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edges of the filters are not as steep as in the infrared contribute significantly to the

difficulty of achieving stable single-frequency operation of blue diode lasers. At

our targeted wavelength of operation of 452.756 nm, the filter (θ � 20∘ ) has a

FWHM ¼ 1.64 nm, an edge steepness of 1.01 nm (10–90% value), and a peak

transmittance of�98%. To improve the filter performance, we mounted two filter in

series. This decreased the FWHM to 1.23 nm and improved the edge steepness to

0.80 nm without a significant loss in transmittance. Under small angles of incidence

(θ < 20∘), a slight variation of the relative angle between the two filters (θ1 6¼ θ2)
changes the flattop profile of the filter combination to a more Gaussian shape. This

reduces the flattop contribution and decreases the FWHM. At higher incident angles

( θ � 20∘ ), the transmission characteristics is already Gaussian. In this case, a
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Fig. 2 a Normalized spectra of different free-running laser diodes at 60 mA. For a better

overview, only 7 from the 12 measured diode spectra are shown. b Spectrum of a laser diode

below laser threshold. The FWHM of 1.82 nm is significantly smaller than the one of infrared laser

diodes
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nonzero relative angle between the filters leads to a smaller total transmittance

without further improvement in comparison with two parallel filters, as shown in

Fig. 3b. For this reason, we have chosen to align the two filters in parallel.

3.2 ECDL Characterization

For the determining of the optimum feedback of the external resonator of the

ECDL, the intra-cavity beam splitter (BS) was replaced by a polarization beam
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Fig. 3 a Spectral transmission of the interference filter for incidence angles between 0∘ and 35∘ in

steps of 5∘. The peak wavelength decreases with increasing angle, and the filter profile changes

from a flattop to a Gaussian profile. b Comparison of the emission spectrum of a free-running laser

diode (red) with filter transmission curves: (green) measured transmission of one interference filter

at 20∘, (dotted blue) calculated transmission of two parallel filters at 20∘ in series, and (yellow) two
filters in series at �23∘ with a slight relative tilt (θ1 6¼ θ2)
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splitter (PBS) resulting in an effective cavity mirror with adjustable reflectivity and

constant polarization: By rotating QWP1, the overall reflectivity of the combination

of PBS, QWP1, and mirror M could be changed. Above 45% reflectivity, the laser

showed increasing instability. The best stability could be achieved between 10 and

20% reflectivity, depending on the targeted internal laser mode. A maximum output

power of 17 mW could be reached at a wavelength of 454 nm. Since this config-

uration does not allow for the implementation of the intra-cavity polarization lock,

all further measurements were performed with the ECDL in the original setup

described above with beam splitter BS. To receive a complete picture, we also

tested the ECDL setup from Baillard et al. [3] with one filter and a 15% back

reflecting mirror used for feedback and outcoupling. Here, an output power of up to

22 mW was achieved, but single-frequency operation was limited to a duration of

one hour typically.

To further characterize the setup, the wavelength and the output power of the

double-filter ECDL (θ � 20∘) were measured as a function of the diode injection

current (see Fig. 4). The wavelength was measured with a commercial wavemeter

and the optical output power with a calibrated photodiode. With increasing current,

the wavelength and the output power increase. The laser diode current was changed

in steps of 21 μA. Data were only recorded when the wavemeter confirmed single-

mode operation of the laser. Below 38 mA and above 86 mA, no stable operation

was achieved. Following the internal modes (indicated by linear fits with specific

colors), the output power rises linearly with the applied current, with different

slopes for different modes. More than 10 mW of output power could be achieved at
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Fig. 4 Output power and wavelength characteristics of the two-filter ECDL. The wavelength

jumps in discrete steps of 0.05 nm between the internal cavity modes of the laser diode. A specific

mode shows a shift of 2.59(4) pm/mA. The slope of the corresponding output power is dependent

on the specific internal mode. This correspondence is indicated by three pairs of linear fits with

matching line style and color (solid cyan, dashed magenta, dash-dotted yellow) for power and
wavelength
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86 mW injection current. The spatial profile of the output mode resembles an

elliptical Gaussian TEM00 mode with a 2.5:1 ratio of the spatial widths. We achieve

a coupling efficiency of about 60% of the output mode into a single-mode optical

fiber. The slope of the wavelength shift for all laser modes is similar at about

2.59(4) pm/ mA.

With rising current, additional jumps in the wavelength of 0.05 nm toward

longer wavelengths occur. The step size agrees with the internal mode spacing of

the laser diode. Due to the broad filter transmission compared to the internal mode

spacing, the wavelength can be tuned over a wide range of 0.8 nm without changing

the angle θ of the filters. The stability is highest at high currents: Here, the laser

medium favors emission at longer wavelengths, whereas the edge of the filters

suppresses internal modes with too large wavelengths. The measurement also

shows a current range of several tens of μA for stable operation at a given laser

mode before the next mode hop occurs. Because of this small range, we use a digital

current driver which allows us to vary the current in steps of 2 μA.
Due to the broad transmission spectrum of the utilized interference filters

compared to the laser diode mode spacing, the frequency stability of the ECDL is

strongly dependent on the external cavity configuration. With the original setup of

Ref. [3] and one filter, single-frequency operation could be sustained for up to 1 h.

Switching to the two-filter configuration described in Sect. 2 without intra-cavity

locking applied, extended the duration of single-frequency operation to several

hours. The laser remained sensitive to small disturbances. These can lead to a

misalignment between internal and external resonator, which causes mode jumps.

A significant improvement in the long-term stability could be achieved by adding

the intra-cavity polarization locking scheme described above. For a characteriza-

tion of the long-term stability, the laser was frequency-stabilized via Doppler-free

saturation spectroscopy to 130Te2 which has a dense line spectrum in the blue

wavelength region [12]. The stabilization on a Lamb-dip of tellurium uses a second

lock-in servo loop, which generates the derivative of the Lamb-dip via a 40-kHz

modulation of the laser current. This modulation is faster than the feedback

bandwidths of both lock-in servo loops. Figure 5a shows a scan of the dispersion

signal of the targeted tellurium Lamb-dip at 452.756 nm which is an unlabeled line

about halfway between the lines labeled 521 ð22085:9292 cm�1Þ and 522

ð22087:6258 cm�1Þ in Ref. [12]. With a second PI controller, this signal is fed to

the piezo of the ECDL cavity and to the laser diode current.

For a long-term measurement of the frequency stability, the tellurium lock error

signal and the piezo voltage for stabilizing the ECDL cavity length were recorded in

5-s intervals. For each interval, the signals were averaged over 100 samples to

reduce the noise. In order to determine the influence of the laboratory conditions,

room temperature, ambient air pressure, and humidity were recorded every five

minutes. Figure 5b, c shows a respective measurement over duration of two days.

The laser stays locked over the full duration and thus demonstrates excellent long-

term stability. The piezo voltage shows a strong correlation with air pressure,

superimposed by a small negative piezo voltage drift, starting after the first half

of the measurement time. The room temperature of 21:5 ∘Cwas stable to better than
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Fig. 5 aMeasured Doppler-free dispersion spectrum of an absorption line of molecular tellurium

at 452.756 nm. b Long-term stability of the laser recorded over a period of two days. The laser is
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0.5 K and the relative humidity stayed between 40 and 50%. The absolute variation

of the piezo voltage does not exceed 1 V which corresponds to an upper bound for

the change of the cavity length of 100 nm. Figure 5c confirms that the laser stayed in

lock during the full measurement time. The in-loop deviation of the error signal is

symmetric around the setpoint of 0 V with a mean excursion of only a few mV. An

out-of-lock event would show a large discontinuous jump of several tens of mV.

4 Conclusion

We built and characterized an external cavity diode laser setup with two inexpen-

sive, commercially available interference filters giving an optical output power of

more than 10 mW at about 450 nm. The use of two filters instead of one for

wavelength selection in the external resonator increased the edge steepness and

thus enhanced the stability of single-frequency operation significantly. In addition,

the configuration of the external resonator with a beam splitter cube, a quarter wave

plate, and a highly reflective mirror allowed for fine-adjustment of the back-

reflectivity and for the implementation of an intra-cavity locking scheme for

matching the diode laser modes to the ECDL modes. This scheme increased the

duration of stable single-frequency operation from a few hours to more than

two days. This could be demonstrated by stabilizing the laser to a tellurium

absorption line at 452.756 nm.

To further optimize the stability of the ECDL, the length of the external

resonator can be decreased, reducing the effects of air pressure and temperature

variations. If a higher output power is needed, the measured optimal feedback

condition can be implemented by building an ECDL with two filters and a reflec-

tivity optimized semitransparent output mirror in cateye configuration with less

intra-cavity losses. The intra-cavity locking scheme still can be applied. For a

reflectivity between 10 and 20%, an output power above 20 mW is achievable.
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Bose–Einstein Condensates in an Optical

Cavity with Sub-recoil Bandwidth

J. Klinder, H. Keßler, Ch. Georges, J. Vargas, and A. Hemmerich

Abstract This article provides a brief synopsis of our recent work on the interac-

tion of Bose–Einstein condensates with the light field inside an optical cavity

exhibiting a bandwidth on the order of the recoil frequency. Three different

coupling scenarios are discussed giving rise to different physical phenomena at

the borderline between the fields of quantum optics and many-body physics. This

includes sub-recoil opto-mechanical cooling, cavity-controlled matter wave

superradiance and the emergence of a superradiant superfluid or a superradiant

Mott insulating many-body phase in a self-organized intra-cavity optical lattice

with retarded infinite range interactions.

1 Introduction

Experimental progress in coupling single atoms to single-mode electromagnetic

radiation in a cavity has prepared the ground for the field of cavity quantum

electrodynamics during the 1980s and 1990s [1, 2]. The focus has since changed

toward macroscopic objects, e.g., submicron mechanical oscillators like cantilevers

or membranes [3, 4], superconducting qubits [5], quantum dots [6], or droplets of

quantum degenerate atomic gases [7], as in the work described in this article. The

fragile nature of ultracold quantum ensembles limits one to dispersive light–matter

interactions excluding near-resonant excitations followed by spontaneous emission.

Hence, the cavity should be pumped by radiation, which is far detuned from any

atomic resonance, such that Rayleigh scattering prevails. The first experiments,

exploring this regime with optical cavities and laser-cooled thermal atomic samples

[8–12] or Bose–Einstein condensates (BECs) [13], have used ring geometries. The

use of extreme values of the cavity finesse exceeding several 105 constrains

scattering of photons to the modes resonant with the cavity, owing to the Purcell
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effect [14, 15]. At the same time, this allows one to access the most interesting

regime of strong cooperative coupling, when the atom sample acts to shift the

cavity transmission resonance by more than its linewidth, and hence, the back-

action of the atoms on the intra-cavity light field is significant [10, 12, 16–20].

In addition, an important aspect of the work discussed here is the combination of

a high finesse with a large cavity length, yielding the regime of sub-recoil resolu-

tion, for which the cavity linewidth is comparable to or smaller than the single-

photon recoil frequency, which corresponds to the kinetic energy transferred to a

resting atom by backscattering of a single photon. This circumstance has two

important consequences. On a single atom level, a photon scattering blockade

scenario arises: A first single-photon scattering process drives an atom out of

resonance for a subsequent second cavity-assisted scattering process. On a many-

body level, the time scale for the evolution of the matter degrees of freedom, i.e.,

the recoil time, is comparable to the time scale for the evolution of the cavity field,

i.e., the photon life time in the cavity. For short cavities with MHz bandwidth (for

example, as in Refs. [17–20]), the cavity light field can be adiabatically eliminated

such that its net effect on the atoms is described in terms of an instantaneous long-

range interaction, while for long cavities, as considered here, the induced long-

range interaction has a finite propagation time.

The perhaps most elementary atom–cavity configuration is a BEC interacting

with a single longitudinal mode of a standing wave resonator, which is coupled by

an external pump field using one of the three elementary coupling geometries

depicted in Fig. 1: (a) The pump field arises from a laser beam axially coupled to

the cavity through one of its mirrors; (b) the pump field is due to a laser beam

irradiating the BEC perpendicularly with respect to the cavity axis, and (c) the

pump field has a standing wave geometry resulting from a retro-reflected laser beam

intersecting the BEC perpendicularly with respect to the cavity axis. These cou-

pling geometries give rise to surprisingly different physics. Case (a) is characterized

by optical bistability, persistent oscillations and superradiant backscattering insta-

bilities, case (b) leads to matter wave superradiance, and case (c) opens a new arena

a b c

Fig. 1 Alternative coupling geometries for the pump light at frequency ωp. The BEC and the

cavity mode are not drawn to scale. a Axial coupling, b transverse traveling wave coupling,

c transverse standing wave coupling
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to investigate physics related to the Dicke model [21, 22] and the famous Dicke–

Hepp–Lieb superradiant phase transition [23, 24]. In this brief review, a number of

characteristic examples of the physics emerging for the three couplings schemes are

revisited. Our synopsis of several studies that spread over a number of original

articles is complemented by various unpublished results.

2 BEC Preparation and Cavity Setup

A cigar-shaped BEC with Thomas–Fermi radii (3.1, 3.3, 26.8) μm andN � 10587Rb

-atoms, prepared in the upper hyperfine component of the ground state jF ¼ 2,

mF ¼ 2i, is confined by 3-cm-sized solenoids arranged to provide a magnetic trap

with a nonzero bias field with trap frequencies ω=2π ¼ ð215:6� 202:2� 25:2Þ Hz
[25, 26]. Two oppositely mounted mirrors form a standing wave high finesse cavity

integrated into the coil setup with the cavity axis along the direction of gravity. For

the best possible mode match between the atomic ensemble and the cavity mode,

the weekly confining z-axis of the magnetic trap is aligned with the cavity axis. The

cavity has a free spectral rangeΔνFSR ¼ 3GHz, a finesseF ¼ 3:44� 105, a Purcell

factorηc ¼ 44 [14] and a field decay rateκ ¼ 2π � 4:45kHz. The BEC is exposed to

pump fields arranged as shown in Fig. 1) operating at the wavelength λ ¼ 803 nm,

i.e., at large detuning to the negative side of the principle fluorescence lines of

rubidium at 780 and 795 nm. For a uniform atomic sample and left circularly

polarized light at 803 nm, the cavity resonance frequency is dispersively shifted

with respect to the case of an empty cavity by an amount δ� ¼ 1
2
Na Δ� with an

experimentally determined light shift per photon Δ� � �2π � 0:36 Hz. With

Na ¼ 5� 104 atoms δ� ¼ �2π � 9 kHz, which amounts to �2 κ, i.e., the cavity

operates in the regime of strong cooperative coupling. For σþ-light
Δþ � �2π � 0:16 Hz.

3 Axial Coupling

The unique feature of the cavity in the present work is its field decay rate κ on the

order of the recoil frequency ωrec � ħk2=2m (where k � 2π=λ and m ¼ atomic

mass). As a consequence, cavity-assisted backscattering can only occur in a narrow

resonance window such that only very few motional states are dynamically

coupled. This is sketched in Fig. 2 for the simplified case when the possible

formation of an intra-cavity optical lattice is neglected, and hence, the atoms are

considered as freely moving rather than populating Bloch states. For an atom in the

zero-momentum state j0i [see (a)], backscattering of a photon requires that the atom
receives 2 ħk momentum and hence a kinetic energy of 4 ħωrec. Because of the

narrow cavity linewidth [indicated by the blue bar in (a)], this process only becomes

possible, if the frequency of the pump photon ωp is detuned to the blue side of the
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cavity resonance ωc by 4ωrec. After the photon emitted into the cavity has left, a

second backscattering process involving the same atom is not supported by the

cavity. Hence, backscattering irreversibly populates the momentum states j � 2 ħki.
Similarly, if initially atoms in the j � 2 ħki states are prepared, upon offering

photons detuned to the red side of the cavity resonance by 4 ħωrec these atoms are

transferred back to the zero-momentum state [see (b)]. In (c) it is indicated how by

applying a suitable sequence of light pulses, with frequencies approaching the

cavity resonance from the red side, it should be possible to cool thermal atoms to

less than the recoil temperature, in analogy to conventional Raman cooling, albeit at

largely increased atomic densities and without the need of spontaneous photons,

such that even quantum degeneracy could be reached [27].

3.1 Recoil Selective Cavity-Assisted Scattering

In Ref. [28], the elementary processes, sketched in Fig. 2a, b, are experimentally

studied. Examples are shown in Fig. 3. In (a) and (b), after preparation of the BEC

in the zero-momentum state j0i, a (heating) pump pulse of 200-μs duration is

applied with positive effective detuning δeff=κ ¼ 4 (with δeff � ωp � ωc � δ�). The
power transmitted through the cavity (blue trace) recorded in (a), which monitors

the intra-cavity lattice depth, shows oscillatory dynamics. Via backscattering by the

atoms, pump photons at frequency ωp are converted into photons resonant with the

cavity, which yields a beat in the transmitted light at the difference frequency. After

few cycles, most of the atoms are transferred to an excited motional state composed

of the momentum states j � 2 ħki, which can be seen in (b), where the momentum

distribution at the end of the pulse is recorded. This is accomplished by mapping the

population of the nth band onto the nth Brillouin zone. In the experiment, the lattice

a b c

Fig. 2 Basic backscattering processes. The momentum states accessible by backscattering

(at multiples of 2ħk ) are indicated by disks (orange if initially populated, white if initially

unpopulated). a Heating process: The blue detuned (ωp > ωc) pump photons (solid blue arrows)
are resonantly backscattered into the empty cavity (dashed gray arrows). The light blue horizontal
bar represents the cavity linewidth. b Cooling process: Red detuned (ωp < ωc ) pump photons

(solid red arrows) are resonantly backscattered into the cavity mode by atoms initially prepared at

�2ħk. c Succession of cooling pulses with decreasing negative detuning ωp � ωc
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is switched off with moderate speed determined by κ and, after a 25-ms ballistic

flight, the atomic density distribution is recorded. The plot in (b) shows that after the

excitation pulse, both momenta �2 ħk are equally populated, while the zero-

momentum class is entirely depleted. The grayish background arises because

atoms in the different momentum states ( 0, � 2 ħk ) elastically scatter into a

continuum of scattering states. While these atoms (up to 60%) remain in the cavity

and contribute to the atom–cavity coupling, their dynamics is not captured by a

dual-mode description. Note that no atoms with momenta �2n ħk with n > 1 are

observed, which shows that excitations into higher bands by multiple backscatter-

ing are in fact suppressed due to the sub-recoil energy resolution of the cavity. In

(c) and (d) about 40 μs after termination of the blue detuned excitation pulse

discussed in (a) and (b), a red detuned (cooling) pulse of the same duration is

applied (δeff=κ ¼ �3:1), which transfers the atoms back to zero momentum. A

detailed study of the axial coupling scenario in Ref. [29] further investigates the

a

b d

c

Fig. 3 Resonant momentum transfer. a Intra-cavity power for a 200-μs-long heating pulse with

positive detuning δeff=κ ¼ 4. b Population of momentum classes produced by the pulse in a. c,

d correspond to a, b, however, after an additional 200-μs-long cooling pulse with negative

detuning δeff=κ ¼ �3:1. The light blue bar indicates a 40-μs-long period with the pump beam

blocked
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superradiant dissipative character of the processes shown in Fig. 3 and discusses the

occurrence of limit cycle dynamics and the observation of dispersive optical

bistability in cavity transmission spectra.

3.2 Opto-Mechanical Bloch Oscillations

A useful application of the axial coupling scenario is the in-situ monitoring of

Bloch oscillations [30, 31]. In optical lattices with their perfect periodic structure,

Bloch oscillations can be used as a quantum mechanical force sensor, for example,

for precise measurements of the gravitational acceleration. However, the destruc-

tive character of the measurement process in previous experimental implemen-

tations typically poses notable limitations for the precision of such measurements

[32–34]. In Ref. [35], we have explored a nonlinear opto-mechanical scenario

consisting of a Bose–Einstein condensate (BEC) performing Bloch oscillations in

the intra-cavity lattice formed in an optical cavity strongly coupled to the atoms.

We show that back-action of the oscillating atoms on the cavity mode leads to a

concomitant oscillation of the intra-cavity lattice depth, which can be

non-destructively monitored in the light leaking out of the cavity. Hence, with a

single atomic sample, the Bloch oscillation dynamics can be mapped out, while in

the case of Bloch oscillations in a conventional optical lattice, each data point

requires the preparation of a new atomic cloud. According to theoretical works [36–

40], the frequency of our coupled system agrees with the Bloch frequency in a

conventional lattice with the same lattice constant. Hence, the use of a cavity-based

monitor should help to improve the precision of Bloch oscillation measurements for

metrological purposes.

The mechanism leading to an oscillation at the Bloch frequency in the cavity

transmission is as follows: In a simplified picture of Bloch oscillation dynamics, the

atomic wave packet may be approximated by a Bloch function with a quasi-

momentum qðtÞ ¼ q0 þ d�1ΩB t linearly increasing in time, which therefore peri-

odically crosses through the first Brillouin zone (FBZ). Here, ΩB � Fd=ħ is the

Bloch frequency exclusively depending on the size of the force F and the lattice

constant d. The associated atomic density oscillates between a nearly constant

shape for q values near to the center of the FBZ and a grating commensurate with

the intra-cavity light intensity for q values near the edge of the FBZ. As a

consequence, the resulting atom–cavity coupling strength oscillates with the fre-

quency ΩB. This leads to an oscillating shift of the cavity resonance frequency

and hence to a periodic change of the in-coupled light intensity, which gives rise

to a phase and amplitude modulation of the transmitted light intensity at the

frequency ΩB.

An example of a typical data set, taken from Ref. [35], is shown in Fig. 4 with the

details deferred to the figure caption. In this implementation, the number of

observable Bloch cycles is limited by an extensive binary collision rate that leads

to decoherence and heating. This can be avoided in experiments optimized for a
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precise determination of the Bloch frequency by adjusting zero scattering length

exploiting a Feshbach resonance [37, 41] or by using atoms with a naturally small

scattering length like strontium [32].

4 Transverse Traveling Wave Coupling

4.1 Matter Wave Superradiance

In this section, we discuss a study of the collective nature of Rayleigh scattering by

a BEC, when the scattered photons are guided by a high finesse cavity combining a

Purcell factor far above unity with extreme energy resolution beyond the single-

photon recoil energy [42]. A schematic of the setup is sketched in Fig. 5a. This

scenario extends a previous experimental study at MIT of Rayleigh scattering from

a BEC in free space [43]. In the MIT work, an elongated BEC was irradiated by a

monochromatic off-resonant pump laser beam perpendicularly with respect to its

long axis. Above a critical pump intensity, the emission of superradiant light pulses

along the long axis of the BEC was observed, while the atoms were collectively

a b

Fig. 4 a Sketch (not drawn to scale) of a BEC placed inside a standing wave cavity, which is

axially pumped at frequency ωp. A magnetic force is applied along the cavity axis. b Typical data

set: The blue thick line shows the intra-cavity intensity [parameterized in terms of the associated

(negative) intra-cavity light shift], observed during ca. 600 μs by the photodetector in a for the

same BEC in a single experimental run. The red disks (connected by solid red straight line
segments for eye guiding) show the positions of the density maxima of the atomic cloud versus

the holding time in the lattices. The green triangles show the corresponding center of mass of the

atomic cloud. The green solid lines show a calculation for δc ¼ �5:8 κ. Each data point requires
preparation of a new BEC. For the section of the time axis highlighted by a reddish background,
images of the BECs after ballistic expansion are shown associated with the data points
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scattered into a fan of discrete free-space momentum states. If the BEC is enclosed

by a recoil-resolving cavity as in our recent study in Ref. [42], the scattering of

atoms into higher momentum states can be precisely controlled via adjustment of

the cavity resonance frequency. Via control of the available scattering channels,

complex spatially periodic matter states can be synthesized, which preserve the full

coherence of the initial condensate. With appropriate pulse sequences, the entire

atomic sample can be collectively accelerated or decelerated by multiples of two

recoil momenta.

As a consequence of the sub-recoil bandwidth, similarly as in the case of axial

coupling, only a few selected motional states are coupled. This is sketched in

Fig. 5b for the simplified case when the transient formation of an intra-cavity

optical lattice and the external trap are neglected, and hence, the atoms are

considered as freely moving. Scattering of a pump photon by a BEC atom into

the cavity corresponds to a transition from the ð0, 0Þ ħk to the ð1, � 1Þ ħk -
momentum states. Energy conservation requires ωp � ωscat ¼ 2ωrec with ωp and

ωscat denoting the pump frequency and the frequency of the scattered photon,

respectively. The scattering process is best supported by the cavity, ifωscat coincides

with the effective cavity resonance frequencyωc, eff � ωc � δ�with δ� according to

Sec. 2 and ωc denoting the resonance frequency of the empty cavity, i.e., the

effective detuning δeff � ωp � ωc, eff should satisfy δeff ¼ 2ωrec. The same detuning

allows to resonantly scatter a second photon bringing the atom to the ð2, 0Þ ħk state.
Further scattering, which would transfer the entire atomic sample via the ð3, � 1Þ
ħk states to the ð4, 0Þ ħk state, is not supported by the cavity unless δeff is modified to

account for the significantly larger energy costs of 6 recoil energies per atom. Due

to the back-action of the scattered photons on the atomic sample, the scattering

mechanism is expected to acquire collective character leading to the emission of a

superradiant light pulse along the cavity axis: If the initial sample, a BEC in the

ð0, 0Þ ħk state, was perfectly homogeneous, scattering would be prevented by

destructive interference from contributions from different locations within the

BEC. Hence, quantum or thermal fluctuations are required to start the scattering

process. Once a few photons are scattered into the cavity, the light field building

up inside the cavity oscillating at frequency ωp � 2ωrec interferes with the

pump wave with frequency ωp. The result is a moving optical potential and a

commensurate moving density grating formed by the atoms transferred into the

⁄�

Fig. 5 (continued) indicate the kinetic energy in units of the recoil energy. The colored numbers
on the arrows indicate the kinetic energy transfer associated with the respective scattering process.
c The intra-cavity photon numberNp is recorded for variable fixed values of δeff , while εp is linearly
increased from 0 to 3 in 2 ms. d Mean field calculation of the intra-cavity photon number for the

pump strength ramp applied in c. e The blue solid trace shows the intensity leaking out of the

cavity, while the pump strength is ramped from zero to 3Erec in 2 ms (as indicated by the red
dashed trace) with negative detuning δeff=2π ¼ �12 kHz. The insets numbered 1–6 show (single

shot) momentum spectra taken at times marked by the black arrows. The green dashed-dotted line
indicates the noise floor of the light detection
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ð1, � 1Þħk -momentum states. This grating acts as a Bragg grating, which

enhances the scattering efficiency such that the optical standing wave and the

corresponding matter grating grow in an exponential process reaching maximal

values, when most atoms populate ð1, � 1Þħk. Their further transfer to ð2, 0Þħk
suppresses superradiance again, since in this state, no density grating along the

cavity axis can be formed. Hence, scattering terminates and the atoms remain in

the state ð2, 0Þħk with no photons in the cavity.

Figure 5c, d shows a measurement (c) and a calculation (d) of the instability

boundary in the plane spanned by the effective pump detuning δeff and the pump

strength εp. In both plots, the pump strength is ramped up from zero to 3ωrec in 2 ms

for different settings of δeff , and the intra-cavity intensity, is plotted according to the
specified color code. The observed and calculated instability boundaries depend on

the duration of the εp-ramp, since the system is unstable in the entire (εp, δeff)-plane,
as a linearization of the dynamical equations around the solution of zero intra-

cavity intensity and no condensate depletion shows [42]. As expected from Fig. 5b,

the most efficient scattering (i.e., scattering for minimal pump strength) arises at

about 7 kHz corresponding to δeff � 2ωrec, when the 2ωrec-process is resonant. In

(e) a horizontal section through (c) is analyzed in more detail with momentum

spectra recorded at several instances of time. It is seen that a rapid sudden transfer

of the BEC to the ð2, 0Þħk momentum state is observed with a superradiant light

pulse emitted into the cavity.

4.2 Superradiant Atom Accelerator

The cavity-assisted steering of the scattering channels may be used for controlled

acceleration of a BEC. In order to successively transfer the BEC through the

momentum states ð2n, 0Þ ħk from n ¼ 0 to n ¼ 5 (see Fig. 6a), a series of five

pump pulses were applied with frequencies adjusted to successively tune the

scattering by atoms populating the ð2n, 0Þ ħk momentum state to resonance. The

variation of the pump detuning is recorded as the green solid line in Fig. 6b. The

blue solid line shows the superradiant pulses emitted into the cavity enabling the

momentum transfer. In Fig. 6c, a series of momentum spectra demonstrate that the

entire BEC is in fact accelerated. The total momentum after five scattering pulses,

each transferring 2 ħkmomentum, turns out to be less that 10 ħk, because the atoms

are also decelerated by climbing up the harmonic trap potential.

5 Transverse Standing Wave Coupling

If the traveling pump wave in Fig. 5a is replaced by a standing wave, surprisingly

different physics is encountered. At negative pump detuning δeff , beyond a critical

pump strength, a stationary self-organized intra-cavity optical lattice can build
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up. The momentum and energy budget for this process is illustrated in Fig. 7a. Since

we operate at negative detuning with respect to the relevant atomic resonances (the

case of normal dispersion), the intra-cavity lattice comes with a negative light shift,

such that scattering of a pump photon negatively detuned (red arrow in Fig. 7a) with

respect to the cavity resonance allows one to reach a bound state in the intra-cavity

lattice (indicated by a green bar in the lower detail). The associated self-

organization phase transition has been predicted and experimentally demonstrated

for thermal atomic samples in Refs. [44, 45], respectively. Later, a similar transition

was demonstrated using a BEC [46] and it was emphasized that close to the

transition boundary, the system can be approximated by the driven open Dicke

model [46–49]. For positive pump detuning (blue arrow in Fig. 7a), bound states in

an intra-cavity lattice cannot be reached and hence a stationary intra-cavity lattice is

not formed in this regime. Rather, for arbitrarily small pump strength, the system is

excited to free-space momentum states in a cascade of pulsed superradiant scatter-

ing events, similarly as for any value of δeff in the case of a traveling wave pump,

considered in the previous section.

5.1 Superradiant Self-organization Transition

The self-organization transition at negative δeff may be understood according to

Fig. 7b, c. For small pump intensity (b), the atoms are merely trapped in the

pancake-like high-intensity regions of the quasi 1D pump lattice along the y-axis,
which should lead to a momentum spectrum showing, aside from the dominating

zero-momentum condensate peak, further higher-order contributions at multiples of

py ¼ �2 ħk [as sketched in the lower detail of (b)]. Along the cavity axis (z-axis), a
nearly homogeneous density distribution prevails such that, for every atom ready to

scatter a photon into the cavity, a second atom can be found, which would scatter

with opposite phase, such that destructive interference prevents scattering alto-

gether. As a consequence, no intra-cavity light field arises. This phase is henceforth

addressed as subradiant, superfluid (SubSF). Above a critical strength of the pump

field, initiated by quantum or thermal fluctuations, an exponential instability occurs

and a 2D light field is formed by interference of the pump field and the intra-cavity

field, which are both linearly polarized along the x-axis. This is illustrated in

Fig. 7c. In the relevant case of normal dispersion, if jδeff j � κ, the intra-cavity

field is created in phase with the pump field at the positions of all contributing

scatterers. Two distinct position offsets of the resulting optical potential and the

associated density grating are possible (separated by λ=2 along the z-axis). Which of

them is actually realized depends on the geometry of the initial density fluctuation.

The density grating acts as a Bragg grating, thus giving rise to superradiant

scattering and hence a rapid increase of the optical potential, which in turn yields

increasing contrast of the density grating. The emergence of this self-organized

lattice is indicated by additional Bragg resonances in the momentum spectrum at
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multiples of ðpx, pyÞ ¼ ð�ħk, � ħkÞ. Once the optical lattice is formed, the atomic

density grating is commensurate with the optical trapping potential, i.e., every

available lattice site carries the same average population. For this reason, it appears

misleading to call this phase a supersolid or a density wave although its position

offset arises via spontaneous breaking of an initial Z2 symmetry. Henceforth, it is

denoted as superradiant, superfluid phase (SupSF).

5.2 Validity of Dicke Model and Cavity Bandwidth

Close to the critical pump strength, the self-organization phase transition simulates

the second-order phase transition expected to occur in the driven open Dicke model

[46–49]. This applies in the regime where it is justified to assume a two-mode

scenario for the motional states of the atomic matter, i.e., the BEC mode j0, 0i and
the superposition 1

4

P
ν,μ2f�1,1gjνħk, μħki. In atom–cavity systems with a large

cavity bandwidth, the momentum states j � ħk, � ħki are coupled to a multitude

of higher-order motional states such that a description in terms of the Dicke

Hamiltonian is only justified in the limit of vanishing condensate depletion, i.e.,

very close to the self-organization phase transition boundary. In case of a narrow

cavity bandwidth, due to the scattering blockade effect, the coupling to higher-order

momentum states is significantly decreased (but not completely eliminated), and

hence, the regime of validity of the Dicke picture is extended. Furthermore, due to

the comparable time scales for the evolution of the matter and light degrees of

freedom, the system is easily driven away from equilibrium. Hence, the observation

of the equilibrium phase transition requires an extremely slow tuning of the pump

strength across the critical value in order to remain adiabatic.

5.3 Stability Analysis and Phase Diagram

As is discussed in more detail in Ref. [50], a stability analysis for the SubSF phase,

characterized by zero BEC depletion and vanishing intra-cavity field, reveals the

different nature of the physical scenarios arising for positive and negative δeff .
Linearization of the mean field equations of the system in the SubSF phase and

analysis of the eigenvalues of the stability matrix lets one determine the rate for an

exponential instability of this phase. The instability exponent, which is the rate for

exponential departure from the SubSF phase is plotted in Fig. 8a versus the

effective detuning δeff and the depth of the pump lattice εp. For negative δeff ,
below the critical threshold indicated by the dashed red line, the SubSF phase is a

stable solution. Beyond the threshold, this solution is exponentially unstable with

an exponent parameterized by a color code in units of κ. Note the interesting fact

that when δeff approaches zero, the SubSF phase remains stable for arbitrarily strong
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pumping. The reason is as follows: When jδeff j becomes smaller than κ, the relative
phase between the intra-cavity field and the pump field approachesπ=2as jδeff j ! 0.

This suppresses the interference between both fields, i.e., their intensities simply

add. As a result, the unit cell develops a second minimum, which approaches equal

depth for δeff ! 0. The associated density grating, now composed of atoms trapped

in both classes of minima, no longer supports Bragg scattering of pump photons

into the cavity, and hence, the intra-cavity field and the density grating collapse. In

Fig. 8b, a vertical section through (a) at δeff=2π ¼ �20 kHz is shown. In addition to

the instability exponent (red traces), also the excitation energies are plotted (blue

traces). The plot shows that the lowest excitation (of the 2Erec -mode) undergoes

softening when the critical pump strength is approached. An expansion of the

vicinity of the critical pump strength shows that there is a small interval of εp,
where this mode has acquired zero frequency, while the SubSF phase yet remains

stable. In contrast, in the case of positive δeff , the SubSF phase is everywhere

a

b c

Fig. 8 a Instability exponent plotted versus the effective detuning δeff and the depth of the pump

lattice εp. b, c show sections through a for δeff=2π ¼ �20 kHZ. In addition to the instability

exponent (red traces), also the excitation energies are plotted (blue traces)
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unstable. This is emphasized by the positive red trace in Fig. 8c showing a vertical

section through (a) for δeff=2π ¼ 20 kHz.

In Fig. 9 the stability diagram of Fig. 8, repeated in (a), is compared to

observations for the same section of the ðδeff , εp )-plane in (b). In (b) the intra-

cavity lattice depth (parameterized by the indicated color scheme) is recorded while

ramping up εp in 10 ms from zero to 26Erec for different settings of δeff . In the half-
plane of negative δeff a stationary intra-cavity lattice is observed above a critical

value of εp, slightly larger than the predicted second-order equilibrium phase

boundary indicated by the dashed red line in (a). A momentum spectrum recorded

at the position indicated by the white cross shows distinct Bragg peaks as expected

for a coherent stationary 2D optical square lattice. In the positive δeff half-plane, no
stationary lattice arises. Rather, when the contour of the instability exponent

indicated by the red dashed line in (a) is crossed, a short intense spike of light is

emitted into the cavity, and the system becomes irreversibly excited. This is

exemplified by the momentum spectrum recorded at the position indicated by the

black cross, which shows a nearly complete depletion of the condensate peak. The

emission of superradiant light pulses observed for positive δeff reflects the same

physics of matter wave superradiance found to occur at any value of δeff in the case
of traveling wave coupling, discussed in Sec. 4.

a b

Fig. 9 The stability diagram of Fig. 8 is repeated in a and compared to an observation of the intra-

cavity lattice depth in b. Insets show momentum spectra recorded at the positions indicated by a

white and a black cross, respectively
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5.4 Quench Across Phase Boundary, Hysteresis

A more complete picture of the physics encountered for negative δeff is provided
in Fig. 10, where the transition through the phase boundary is studied for

δeff ¼ �2π � 17:5 kHz in more detail. In (a) εp is ramped up from 0 to 4 in

1.5 ms and back to 0 again in 1.5 ms. The solid blue and red lines show the observed

intra-cavity intensity for the increasing and decreasing sections of the ramp,

respectively. Note that this quantity measures the depth of the intra-cavity lattice

emerging in the SupSF phase and hence corresponds to the square of the order

parameter for the Dicke phase transition. A significant hysteresis is observed. For

increasing εp, a sudden jump of the intra-cavity intensity arises on a time scale

corresponding to the cavity decay rate. On the way back, the intra-cavity intensity is

smoothly tuned to zero. In the center row of the figure [below (a) and (b)], a series

of consecutively numbered momentum spectra are shown, recorded at different

instances of time during the εp-ramp, indicated by the correspondingly numbered

arrows in (a). As the intra-cavity intensity assumes finite values, a coherent optical

lattice is formed (arrow 2), as is seen from the occurrence of higher-order Bragg

peaks. As the lattice depth grows (arrows 3 and 4), tunneling amplitudes decrease,

and the relatively increased collisional interaction acts to reduce particle number

fluctuations resulting in a partial loss of coherence. When ramping back to small

values of εp, the BEC is recovered with no notable atom loss and only few

low-energy Bogoliubov excitations (arrow 5).

In Fig. 10b a mean field calculation is shown for a homogeneous, infinite system

without collisional interaction, which shows the same signatures as observed in

(a) including dynamical details as the oscillation of the red trace around εp � 2:5
and the overshooting of the blue trace around εp � 3:5. The observed hysteresis

appears fundamentally different from that known to occur in conventional bistable

systems, where discontinuities arise for both critical values, where the system

becomes unstable. We do not find a discontinuity at the lower critical value εp, 1
in Fig. 10a, b; however, the system always follows the blue curve, when this point is

passed with increasing εp, irrespective of the duration τQ of the applied εp-ramp. For

increasing cavity bandwidths, our mean field calculations predict that the area

enclosed by the hysteresis decreases and finally is obscured by increasing opto-

mechanical oscillations at the phase boundary.

5.5 Power Law Behavior

The dependence of the threshold values εp, 1 and εp, 2 for the dynamical transitions in

Fig. 10a, b upon the quench time τQ is studied in (c)–(e). These quantities are

determined as those values of εp, where the intra-cavity intensity assumes 5% of its

maximal value reached for εp ¼ 4. In (c) the values of Δεp,μðτQÞ � εp,μðτQÞ � εp,μ
ðτQ ¼ 1Þ ( μ 2 f1, 2g ), calculated from curves as that shown in (b), are
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Fig. 10 a For fixed δeff ¼ �2π � 17:5 kHz the intra-cavity intensity is plotted with the pump

strength ramped from 0 to 4Erec in 1.5 ms (blue line) and back (red line). Below a, a series of

consecutively numbered momentum spectra are shown (1–5), recorded at increasing times during

the εp-ramp, indicated by the correspondingly numbered arrows in a. b A mean field calculation

according to a for a homogeneous, infinite system without collisional interaction. In c mean field

calculations of εp, 1 (lower graph, red dots) and εp, 2 (upper graph, blue dots) are shown. The solid
lines show power laws with exponents n1 ¼ �0:57 and n2 ¼ �0:85 in the lower and upper graph,
respectively. The measured dependence of the critical values εp,μ, μ 2 f1, 2g upon the quench time

τQ is shown for μ ¼ 2 in d and for μ ¼ 1 in e. The solid lines repeat the power laws found in the

mean field calculations in c. The error bars reflect the standard deviations for 10 measurements
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plotted versus τQ. As shown by the solid lines, the τQ -dependences follow

power laws Δεp,μðτQÞ / τQnμ with n1 ¼ �0:57 and n2 ¼ �0:85. The phase offset

of the sharp resonances occurring periodically at a frequency Ω ¼ 0:682ωrec in

the upper graph depends on the specific choice of a small initial excitation,

necessary to drive the system out of the SubSF phase, which is provided by

quantum and thermal fluctuations in the experiment. The exponents n1, n2 turn

out independent of the exact initial conditions (for details see Ref. [50]). In (d) and

(e) we plot the experimentally observed values of Δεp,μðτQÞ with μ ¼ 2 and μ ¼ 1,

respectively. The solid lines repeat the power laws found in the calculations in

(c) with n2 ¼ �0:85 in (d) and n1 ¼ �0:57 in (e). While in (d) the data nicely agree

with the power law behavior, in (e) this is only the case for the first half of the plot.

At later times, the data points assume an exponential rather than a power law decay,

which is in accordance with the observation that for long ramp times at the end of

the descending ramp, notable particle loss sets in.

5.6 Kibble–Zurek Picture

The fact that the observed intra-cavity intensity is a direct measure of the order

parameter together with the observations of power law behavior of Δεp,μðτQÞ
suggests an interpretation within the universal model introduced by Kibble and

Zurek [51–53], which applies for second-order phase transitions in isolated

many-body systems. According to this model, a quench between two phases is

approximated by a succession of an adiabatic approach toward and a departure

from the equilibrium critical point εp,c conjoined by a diabatic passage through

the critical point, where the dynamics is completely frozen (c.f. Fig. 11). The time

tðεpÞ elapsing during the εp ramp after passing εp,c may be parameterized as

tðεpÞ ¼ εp�εp,c
εp,2�εp,1

τQ with the quench time τQ. Furthermore, a power law dependence

for the relaxation time is assumed, i.e., τμðεpÞ / jεp � εp,cj�zμνμ with μ 2 f1, 2g if

εp < εp,c and εp > εp,c, respectively. The identification of Δεp,μ with the lower and

upper bounds of the diabatic region around εp,c (i.e., jtðεp,μÞj ¼ τμðεp,μÞ) then leads

Fig. 11 Kibble–Zurek

scenario: tðεpÞ denotes the
time elapsed during

ramping from εp,c to εp and
τμðεpÞ, μ 2 f1, 2gdenote the
relaxation times of the

system
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to the prediction that zμνμ ¼ �ð1þ 1
nμ
Þ, i.e., in our system: z1ν1 ¼ 0:75, z2ν2 ¼ 0:18

(for details, see the supplement of Ref. [50]). A physical understanding of these

values would require a comprehensive extension of the concept of universality to

the case of driven open systems [54], which is a topic of intensive ongoing research.

5.7 Crossover Between Standing Wave and Traveling Wave
Coupling

The striking difference of the physics observed for transverse traveling wave and

transverse standing wave coupling gives rise to the question, how these two regimes

are connected. Experimentally, it is easy to gradually decrease the intensity in the

retro-reflected pump wave in Fig. 1c, such that the two coupling scenarios are

smoothly transferred into one another. In Fig. 12, this crossover is illustrated by

showing the phase diagram, recorded similarly as in Fig. 9b, for different fractions

of the retro-reflected intensity ζ ¼ 1, 0:25, 0:15, 0. The plots clearly show how the

Fig. 12 Plots analogous to Fig. 9b, however, with the intensity of the retro-reflected pump wave

(cf. Fig. 1c) reduced to a fraction ζ. The vertical dashed red lines emphasize δeff ¼ 0. The curved
dashed red lines emphasize the instability boundary for matter wave superradiance
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SupSF phase pulls back toward larger values of εp and increasingly negative values
of δeff as ζ approaches zero, while the regime of matter wave superradiance

progressively extends into the half-lane of negative detuning.

5.8 Superradiant Mott Insulator

Theoretical work [55, 56] has suggested that the SupSF phase discussed above

should have a Mott insulating counterpart, if contact interaction dominates tunnel-

ing, similarly as found in conventional optical lattices simulating the bosonic

Hubbard model [57]. To enter this regime, tight confinement is required along all

spatial directions. In this subsection, we consider the setup of Fig. 1c extended by

an additional standing wave oriented perpendicularly with respect to the drawing

plan in Fig. 1c (i.e., parallel to the x-axis), which has been studied in Ref. [58]. An

even further extended scenario with a second external lattice along the cavity axis

(z-axis in Fig. 1c) has been reported in Ref. [59]. The polarization of the additional

light field applied in Ref. [58] points along the cavity axis (z-axis) such that it

cannot give rise to light scattering into the cavity and hence its only effect is to

provide an additional periodic potential. The depth of the resulting lattice is

adjusted to 14Erec such that tunneling is suppressed along the x-axis. As a

consequence, in addition to the SupSF phase entered upon tuning the pump strength

above a critical value, a further increase of the pump strength above a second

critical value leads to a sudden complete loss of coherence in time-of-flight spectra,

indicating the emergence of a self-organized superradiant Mott insulating phase

(SupMI). By successively traversing the phase boundary in both directions, it is

found that coherence is restored as the SupSF phase is reentered. This shows that

the loss of coherence observed in the SupMI region cannot be attributed to

irreversible heating.

By tuning δeff and εp we drive the system along the three trajectories ABCD,

DCD and EFE that intersect the SubSF, SupSF and SubMI phases in different

regions of the (δeff , εp)-plane, connecting locations labeled by the capital letters A–F
in Fig. 13a. Along these trajectories, in addition to the intra-cavity photon number,

momentum spectra are recorded. Evaluating the widths of the Bragg resonances in

these spectra, we obtain information on the degree of phase coherence of the sample

along the trajectory. The exemplary case of the path ABCD, which is traversed in

12 ms, is detailed in Fig. 13b. The upper panel shows how δeff and εp are changed
versus time, thus successively passing the points “A–D.” In the lower panel, the

intra-cavity photon number Np (red disks) and the width (FWHM) W of the

observed zero-momentum Bragg resonance (blue diamonds) with regard to the z-
direction are plotted. A reference momentum spectrum for εp ¼ 0 is shown in

Fig. 13c, labeled “1.” Due to technical reasons detailed in Ref. [58], as the pump

strength is raised to 5Erec without a notable intra-cavity photon number yet arising,

W slightly decreases. We thus have chosen “B” as the reference point forW, setting
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WðBÞ ¼ 1. Shortly past point “B,” the transition into the SupSF phase is observed

indicated by the sudden increase of the intra-cavity photon number. The width of

the zero-momentum Bragg peak practically maintains its reference value of unity,

which indicates complete coherence, until point “β” is reached. This is supported by
the two exemplary momentum spectra shown for this section in Fig. 13c, labeled

“2” and “3.” These spectra show increasing population of higher-order Bragg

peaks. In “2” the ð�2, 0Þ ħk Bragg peaks become visible, which result from the 5

Erec deep pump lattice. The intra-cavity contribution to the overall lattice potential

is yet negligible. In “3” the visibility of the ð�1, � 1Þ ħk peaks results from the

a
b

c

Fig. 13 a The intra-cavity photon number is plotted versus δeff and εp. The SubSF–SupSF phase

boundary is highlighted by a thick dashed–dotted black line. Six locations in the phase diagram are

highlighted by capital letters A–F. Three trajectories ABCD, DCD and EFE are indicated along

which the degree of coherence of the atomic sample is observed. The black squares labeled by

Greek letters α, β, γ show the observed boundary between the SupSF and the SupMI phase. b The

upper panel quantifies the tuning of δeff (black squares) and εp (green disks) along the path ABCD
in a. In the lower panel, the intra-cavity photon numberNp (red disks) and the width (FWHM)W of

the observed zero-momentum Bragg resonance (blue diamonds) with regard to the z-direction are

plotted. The red and blue solid lines are linear fits including the data points highlighted by black
margins. The red dashed line corresponds to the white delimited data points. The SubSF–SupSF

and the SupSF–SupMI phase boundaries are defined by the intersections of the red and blue lines
with the ðNp ¼ 0Þ- and ðW ¼ 1Þ-lines, respectively. In c momentum spectra (in the (ky, kz)-plane)

are shown recorded at the locations on the path ABCD indicated by the black arrows in b
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presence of a notable intra-cavity photon number of 5:6� 103, which yields an

overall lattice potential with a well depth of 5.8 Erec with respect to the plane

spanned by the cavity and the pump wave. Only when the point “β” is passed, which
corresponds to an intra-cavity photon number 8:2� 103 and 8.0 Erec well depth, a

sudden more than tenfold increase ofW is encountered. At this point, a kink in the

dependence of Np upon δeff appears, indicating an increase of the superradiant

scattering efficiency due to reduced particle number fluctuations [60]. At point “C”

coherence is completely lost as is also directly seen in the momentum spectrum “4”

in Fig. 13c. In the subsequent sectionCD the pump strength is reduced again to zero

and W is observed to decrease again, finally reaching nearly the value initially

prepared at point “A.” The significant recovery of coherence indicates that its loss

at large lattice depths is not a consequence of excessive heating, but rather indicates

the emergence of the SupMI state. The particle numberNa at point “D” is reduced to

60% of the initial number at point “A.” As is detailed in Ref. [58] we attribute this to

three-body loss associated with the large peak density in the initial BEC. Without

the additional external lattice, the observed particle loss is only on the 1%

level [58].

6 Conclusion

Quantum gases subjected to high finesse optical cavities provide a rich experimen-

tal platform to explore phenomena at the boundary between many-body physics and

quantum optics. Atom–cavity setups are particularly suited to study driven open

systems far from equilibrium. Here, we have discussed examples such as recoil-

resolved cavity-assisted scattering, opto-mechanical Bloch oscillations, cavity-

controlled matter wave superradiance, the emergence of a superradiant superfluid

and a superradiant Mott insulating many-body phase in a self-organized intra-cavity

optical lattice with retarded infinite range interactions. The present article takes a

very limited perspective, exclusively focussing on recent studies in Hamburg.

Readers with an interest in a broader viewpoint may wish to consider a more

extended review article, e.g., Ref. [7]. However, the field of atom–cavity physics

is still rapidly growing such that a complete overview of the present state of the art

requires to consult the original literature.
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Ted’s Stanford Days

David H. McIntyre and Allister I. Ferguson

1 Stanford Arrival

In 1969 one of the first ever summer schools in Quantum Optics was held at the

historic Carberry Towers [1], just outside Edinburgh. This was one of a long line of

Scottish Universities Summer Schools in Physics that have attracted leading phys-

icists and promising students over many generations. A newly graduated Theo

Hänsch was a student at the summer school and lectures were given by such

luminaries as Roy Glauber, Dan Walls, Nicolaas Bloembergen [2] and George

Series. Seminars were given by Alfred Kastler, Art Schawlow and Leonard Mandel.

Art Schawlow’s lecture on “Lasers-Present and Future” inspired the young Hänsch

who was “immediately captivated by his warmth, his keen mind, and his contagious
sense of humour.” Ted was seeking to broaden his experience and he persuaded Art
to take him on as a NATO postdoctoral fellow and in March 1970 Ted left Germany

for Stanford University. Over the next 16 years Ted entered one of the most

innovative phases of his career and built one of the most successful scientific

partnerships of the twentieth century with his friend and colleague, Art Schawlow.

On his way to Stanford Ted stopped off to visit Bell Labs at Holmdel where he

saw the nitrogen laser pumped dye laser developed by Chuck Shank. This laser

operated at 100 Hz and looked almost continuous. Ted was fascinated by the

possibilities that this could open up for spectroscopy. Ted realised that if could

make the linewidth of this laser sufficiently narrow he could perform Doppler-free

saturation spectroscopy. When he got to Stanford he persuaded Art to purchase an

AVCO nitrogen laser and proceeded to make his own dye laser. The laser that Ted
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had seen in Bell Labs was tuned by a diffraction grating but the linewidth was still

quite broad. Ted argued that by increasing the number of lines illuminated on the

grating he could improve the resolution of the grating and thereby reduce the

linewidth of the laser. Ted introduced a pocket telescope into the laser cavity to

broaden the illumination of the grating and immediately achieved a much narrower

linewidth. Thus was born the Hänsch dye laser shown in Fig. 1 [3]. This new tool

permitted the observation of the spectra of atoms of many different types, including

sodium and hydrogen, for the first time and essentially led to a revolution in

spectroscopy. Once the news of the Hänsch design of dye laser became public it

was emulated and employed by researchers across the globe. Indeed this laser and

the spectroscopic techniques that it enabled had such an impact that Art and Ted

were named “California Scientists of the Year” in 1973.

Ted’s experience in developing the dye laser taught him some lessons that have

persisted throughout his distinguished career. Firstly, a new tool will open up a

myriad of new possibilities and secondly that “a simple and imperfect proof-of-
principle experiment can sometimes find much wider resonance than a complex
experiment of intimidating perfection.”

Together Art and Ted pioneered a range of spectroscopic techniques that enabled

the spectra of atoms and molecules to be investigated with unprecedented resolu-

tion by eliminating the blurring effects of Doppler broadening. This permitted tests

of atomic theory, particularly in the hydrogen atom, and the measurement of

fundamental constants leading to Art being awarded the Nobel Prize in Physics in

1981. Their seminal paper on cooling of gases by laser radiation underpinned a

revolution in laser cooling of atoms that led to the subsequent award of several

Nobel Prizes in Physics in later years. Ted’s work on the use of mode-locked lasers

to perform high resolution spectroscopy and precision measurement heralded the

use of laser generated spectral combs for optical frequency metrology and led to

him being awarded the Nobel Prize in Physics in 2005 together with John Hall.

Ted’s work at Stanford was characterised by experiments that could be done

with a single student or a student and a visitor or postdoctoral fellow. This permitted

Fig. 1 Hänsch dye laser.

This simple laser

revolutionized the

techniques of laser

spectroscopy. The telescope

in the resonator increased

the number of lines

illuminated on the grating

and produced a very narrow

linewidth. The addition of a

low finesse etalon permitted

single frequency tunable

laser operation making this

the workhorse for new

spectroscopic techniques
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great agility and a “let’s do it” attitude. This was the perfect environment for Ted’s
insight and imagination to flourish and gave rise to many new spectroscopic

techniques, new types of lasers, new stabilisation techniques and many scientific

insights. It also led to a large number of students graduating who have gone on

themselves to make very significant contributions to the field. Figure 2 shows Ted

in his Stanford office in 1978.

The atmosphere created by Ted and Art was one of great excitement and of a

great deal of fun. They shared a joint passion for the emerging microcomputer

devices that were being developed in the Bay Area. Ted was a regular attendee at

the Stanford Homebrew Computer Club where Bill Gates would sell early versions

of his BASIC program on rolls of punched paper tape. Steve Jobs took Ted’s classes
in electricity and magnetism before going on to found Apple Corporation. Ted even

formed a company that he called Menlo Systems Inc. in order to get more attention

at personal computer shows. Exhibitors were less interested in talking to a professor

from Stanford than they were talking to the CEO of a Bay Area start-up even though

the start-up consisted only of some business cards.

2 Saturated Absorption Spectroscopy

In the early 1970s Hänsch [4, 5] and Borde [6] independently developed the new

high-resolution technique of saturated absorption spectroscopy. In traditional

absorption spectroscopy of a gaseous sample, the thermal motion of the atoms

causes varying Doppler shifts that broaden the observed spectral line. Saturated

absorption spectroscopy uses the nonlinear response of an atom to resonant laser

Fig. 2 Ted Hänsch in his office at Stanford in 1978
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light as a tool to access the small group of atoms in a sample that do not have a first-

order Doppler shift. In the typical experimental realization, two counter-

propagating laser beams overlap within a gas cell, as shown in Fig. 3(a). The

beam splitter is used to create a strong “pump” beam and a weaker “probe”

beam. The transmission of the probe beam is monitored with a photodetector as

the laser frequency is scanned over the desired optical resonance transition. Moving

atoms absorb laser light that is Doppler shifted from the resonance frequency ω0 for

an atom at rest. An atom with velocity~vobserves a laser beam with wave vector~k to

have a frequency ω ¼ ω0 � ~k�~v. The opposite directions of the pump and probe

beams result in opposite Doppler shifts, so that each beam is absorbed by classes of

atoms with different velocities and hence creates a hole in the ground state velocity

distribution, as shown in Fig. 3(b). As the laser frequency is scanned across the

resonance, the probe beam experiences absorption with the traditional Doppler

profile except near the center of the Doppler profile where the pump beam has

greatly depleted the number of atoms, causing a decrease in the absorption of the

probe beam as shown in Fig. 3(c). This Doppler-free signal is created by only those

atoms with nearly zero velocity component along the direction defined by the laser

beams. In the ideal case, this saturated absorption dip has a linewidth approaching

the natural linewidth of the resonance.

In 1971, Ted and graduate student Marc Levenson used saturated absorption

spectroscopy to observe the hyperfine structure of a molecular iodine line that was

within the narrow tunable range of a krypton ion laser [5]. They observed spectral

components with linewidths of about 10 MHz, representing a resolution exceeding

108. The advent of tunable dye lasers allowed this technique to be applied to any

visible transition. In the same year, Ted and Issa Shahin used a pulsed tunable dye

(a)

(c)(b)

Fig. 3 (a) The experiment uses counter-propagating pump and probe beams that, (b) burn holes in

the velocity distribution and (c) yield a Doppler-free signal when the beams interact with atoms

near zero velocity
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laser to observe Doppler-free spectra of the atomic sodium D transitions at 589 nm

[7]. They recorded spectra with linewidths of 40 MHz, twice the 20 MHz natural

linewidth. The difference was attributed to the laser linewidth and to residual

Doppler broadening caused by the finite crossing angle of the pump and probe

beams. This experiment opened the door to the wide spread use of this powerful

technique, which Ted noted at the end of Ref. [7]: “Moreover it is demonstrated
with the experiment described here that it is now possible, by using narrow-band
tunable dye lasers, to apply the powerful techniques of laser saturation spectros-
copy in principle to any atomic or molecular transition even between highly excited
states throughout the visible spectrum.”

Given these new powerful tools, Art Schawlow suggested that Ted apply

saturated absorption spectroscopy to the Balmer-α line of Hydrogen at 656 nm.

The key role of the Balmer spectrum in the history of atomic physics made this idea

very attractive to Ted, who often referred to hydrogen as the “Rosetta stone that
allowed us to decipher the laws of quantum mechanics.” In 1972, Ted and Issa

Shahin measured Doppler-free spectra of Hydrogen that revealed fine-structure

features that had previously been hidden by the large Dopper broadening of the

light hydrogen atom [8]. Their high-resolution spectra (300 MHz linewidths) also

demonstrated the first optical observation of the Lamb shift. This experiment was

the beginning of Ted’s long passion for precision. At the end of Ref. [8], Ted was

already foreseeing the importance of high-resolution laser spectroscopy of hydro-

gen in measurements of the Rydberg constant, H, D, and T isotope shifts, and QED

corrections.

3 Hydrogen Energy Levels

Ted’s desire to study the hydrogen atom stems from its pivotal role in the devel-

opment of both quantum mechanics and the theory of quantum electrodynamics.

The visible spectrum of the hydrogen atom was first described quantitatively in

1885 by Balmer, who was able to account for the positions of the spectral lines with

a simple formula

1

λ
¼ R

1

n21
� 1

n22

� �

where λ is the wavelength of a line, R is a constant, n1 ¼ 2, and n2 takes on the

integer values 3, 4, 5, etc. This series of spectral lines has since come to be called

the Balmer series. A more general version of this empirical formula was deduced

independently in 1889 by Rydberg, whose formula accounted for the spectra of

many elements and included Balmer’s hydrogen formula as a special case. The

constant R is now called the Rydberg constant and can be determined by measuring

the wavelength of a spectral line of hydrogen. Some of the key spectral lines are

shown in the energy level diagram in Fig. 4.
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The empirical formula of Balmer inspired Bohr to derive the quantum theory of

the atom in 1912. Bohr showed that the energy states in the hydrogen atom could be

expressed as

En ¼ � 1

n2
mee

4

2h2

� �
:

Bohr thus provided a theoretical prediction for the value of the Rydberg constant,

R ¼ mee
4

4πh3c

that was in excellent agreement with the experimental value determined previously

by Rydberg. Corrections to Bohr’s energy levels caused by special relativistic

effects and the spin of the electron were incorporated in Dirac’s relativistic formu-

lation of quantum mechanics in 1928. These fine structure corrections were better

able to explain experimental observations, but there remained some lingering

discrepancies that were not resolved until after World War II.

In 1947, Lamb and Retherford found that the hydrogen 2S1/2 and 2P1/2 levels

were not degenerate, as Dirac theory suggested, but were separated by approxi-

mately 1000 MHz. The need to explain this “Lamb shift” was instrumental in the

development of the theory of quantum electrodynamics (QED), which now stands

as one of the most successful theories in physics.

2P3/2
2P1/2

2S1/2
{

{ 1S1/2

Fig. 4 Hydrogen energy

levels. This shows the

coincidence between the

wavelengths of the Balmer

β at 486 nm and two-photon

excitation of the 1S to 2S
transition at 243 nm

achieved by frequency

doubling a tunable laser at

486 nm

796 D.H. McIntyre and A.I. Ferguson



In 1974, Ted and his group realized their first measurement of the Rydberg

constant [9]. They recorded Doppler-free saturated absorption spectra of the

Balmer-α lines of hydrogen and deuterium using a pulsed dye laser. To measure

absolute wavelengths, they used a Fabry–Perot interferometer that was calibrated

with a He–Ne laser that was stabilized to iodine reference lines. This first Doppler-

free Rydberg measurement had a precision of four parts in 109 and was ten times

more precise than previous measurements.

4 Polarization Spectroscopy

In 1976, Ted and his graduate student Carl Wieman demonstrated the new tech-

nique of polarization spectroscopy, which is similar to Doppler-free saturated

absorption spectroscopy but has improved signal-to-noise ratio [10]. This technique

relies on the fact that small changes in laser polarization are more easily detected

than small changes in intensity. Hence, the standard saturated absorption experi-

ment is changed to have the probe beam pass through two nearly crossed polarizers

with the gas sample placed between the polarizers. The probe beam detector

measures negligible signal unless the gas sample causes the probe beam polariza-

tion to be changed. If the pump beam is circularly polarized, then it produces

different levels of saturation in different Zeeman sublevels of the absorbing gas.

The linearly polarized probe beam may be considered as a superposition of left- and

right-circularly polarized beams, which then probe the differently saturated Zeeman

levels of the gas. As in standard saturated absorption spectroscopy, this effect is

only present when the pump and probe beams both interact with the same group of

atoms at near zero velocity, ensuring a Doppler-free signal. The measured probe

signal includes effects from both the saturated absorption and the saturated disper-

sion of the gas, i.e. both the real and imaginary components of the atomic response.

The relative weights depend on the small crossing angle of the polarizers. At

non-zero angles, the signal is larger than at zero angle because the unmodified

probe field acts a local oscillator to magnify the effect of the field modified by the

pump beam.

In 1978, Ted’s group used polarization spectroscopy to measure the Rydberg

constant again, with several improvements [11]. They improved the instrument

resolution by utilizing a continuous-wave (cw) dye laser with a narrower linewidth

than the previous pulsed lasers (1 MHz vs. 30 MHz). They used the 2S-3P transition

rather than the 2P-3D transition to take advantage of the metastability of the 2S
state and hence improved the atomic resolution from 110 to 29 MHz. They were

able to use the weaker 2S-3P transition because of the better signal-to-noise ratio of

polarization spectroscopy. They achieved a three-fold improvement of the Rydberg

precision compared to the 1974 measurement. In both the 1974 and 1978 papers,

Ted alluded to much better resolution in the future through use of the narrow

two-photon 1S-2S transition, whose linewidth is limited only by the 1/7-sec lifetime

of the 2S state.
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5 Two-Photon Spectroscopy

Two-photon spectroscopy was first proposed in 1970 by Vasilenko, Chebotaev, and

Shishaev [12, 13]. Two-photon spectroscopy is attractive for several reasons.

(1) The sum energy of the two photons adds up to the total energy separation of

the two atomic states, so one can use visible light to access energy states that might

normally require ultraviolet light (as indicated in Fig. 4 for the case of hydrogen).

(2) It allows access to states of the same parity as the ground state, which often

means narrower transition linewidths. (3) By arranging for the two photons to come

from opposite directions, the Doppler shifts of the two photons cancel to give a

Doppler-free signal. Moreover, this Doppler cancellation occurs for all atoms in the

sample, not just for the zero-velocity atoms as in saturation spectroscopy. Using all

the atoms is important because the probability for a two-photon transition is

typically much less than for a one-photon transition.

The first two-photon experiment at Stanford occurred in 1974, when Ted and his

group observed Doppler-free signals from the sodium 3s-4d transition [14]. The

sodium signal was quite strong because the two-photon transition probability is

enhanced by the near resonance of the strongly allowed single-photon Na 3s-3p
resonance line. In hydrogen however, there are no energy levels near the half-way

point of the 1S-2S transition and so the transition is very weak. But the very narrow
natural linewidth (1 Hz) makes this transition very attractive to study. In 1975 Ted’s
group used 243-nm light generated by frequency doubling of a 486-nm pulsed dye

laser to observe the 1S-2S two-photon transition in hydrogen [15, 16], beginning a

series of experiments that continues to this day. The 486-nm light is nearly

coincident with the hydrogen Balmer-β transition from the n ¼ 2 states to the

n ¼ 4 states. The coincidence would be exact if not for Dirac fine-structure and

QED corrections to the Bohr energy levels so a comparison of the 486-nm laser

frequencies required to excite the 1S-2S and Balmer-β transitions determines the

QED corrections. This experiment thus provided the first measurement of the Lamb

shift in the hydrogen 1S state.

The Stanford 1S-2S experiment in hydrogen underwent a series of improvements

until Ted’s departure for Munich in 1986. In 1980 Carl Weiman and Ted used a cw

dye laser at 486 nm to perform the Balmer-β polarization spectroscopy and to seed

the pulsed dye laser amplifier for second harmonic generation of 243-nm light

[17]. In 1986 Ted’s group added an atomic beam to the experiment to avoid

pressure shifts and also made an absolute frequency measurement by comparing

the 486-nm light with calibrated molecular tellurium reference lines [18, 19]. In the

early 1980s Ted’s group expended considerable effort to develop a cw source of the

243-nm light needed for the two-photon excitation [20, 21]. This culminated in the

first cw-excitation of the hydrogen 1S-2S transition and a Rydberg constant mea-

surement with a precision of seven parts in 1010 [22–24].
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6 Laser Spectroscopy with Multiple Pulses

While working to improve the resolution of the Stanford hydrogen 1S-2S experi-

ment, Ted came across an idea that laid the ground work for his later frequency

comb work in Germany. The challenge of frequency doubling 486-nm light to

produce the 243-nm ultraviolet light to excite the 1S-2S transition in hydrogen led

Ted to the notion of using a sequence of light pulses to enhance the resolution,

analogous to the Ramsey separated fields approach but in this case the fields were

separated in time. Ted and his students Rich Teets and Jim Eckstein initially used a

pulsed dye laser in a passive cavity to produce the train of coherent pulses needed

for the technique [25]. This technique showed promise but was clearly not going to

be the technique of choice for really high resolution. In a paper by Baklanov and

Chebotayev the use of a train of pulses from a mode-locked laser to access the 1S-
2S transition was proposed [26]. The idea is illustrated in Fig. 5. A mode-locked

laser producing a train of pulses equally spaced in time appears as a comb of modes

spaced by the repetition rate of the laser in the frequency domain. In a two-photon

Doppler-free configuration with counter-propagating laser pulses if one imagines

the nth mode being in two-photon resonance then the n + m and the n � m modes

will also be in resonance thereby ensuring that all the modes contribute to the

two-photon signal.

This idea was tested using a synchronously-pumped dye laser operating around

580 nm and a two-photon resonance in sodium [27]. For the first time it was

experimentally demonstrated that pulses which individually were broadband

could contribute to a high resolution Doppler-free two-photon spectrum. In this

sense the continuously mode-locked pulse train could be considered as a large

number of single mode lasers all equally spaced and locked in phase such as to

constructively interfere to produce an ultrashort pulse once per cavity round trip.

This simple notion led to the idea that the pulse train itself could be used to calibrate

the spectrum and relate the optical frequency to a multiple of the repetition rate. The

big challenge in using this technique for absolute calibration of the optical fre-

quency was the phase slips relative to the pulse envelope caused by dispersion in the

cavity. This was explained in the appendix to Ted’s student Jim Eckstein’s thesis

Fig. 5 Two-photon

spectrum with a mode-

locked laser. The laser

excitation is a comb of

equally spaced modes and

so when resonance is

achieved between a pair of

counter-propagating modes

the other modes also

contribute to the resonance
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[28]. The solution to this challenge took several decades and advances in the mode-

locking of lasers and nonlinear optics of fibers.

Ted later returned to the use of mode-locked lasers to calibrate optical frequen-

cies and to relate radio frequencies to optical frequencies when he returned to

Germany and was able to devote many more resources to the problem. The ultimate

solution required the development of the Kerr lens mode-locked Ti:sapphire laser

and photonic crystal fibers. These developments, at last, permitted the measurement

and control of the offset frequency and ultimately led to the award of the Nobel

Prize to Ted and John Hall in 2005. These fascinating developments leading up to

the measurement of absolute optical frequencies are well documented and are

especially well described in the Nobel lectures of 2005.

7 Laser Cooling

The spectroscopic techniques that Ted developed were Doppler-free to first order,

but second-order Doppler effects and transit time broadening were still present. As

a possible solution to this problem, Ted and Art Schawlow proposed a method in

1975 to use laser light to cool an ensemble of atoms in a gas [29]. The method relies

on the cycle of absorption and emission shown in Fig. 6. The three steps illustrated

are: (1) A resonant laser beam is incident on an atom in the ground state of the

two-level system. (2) The atom absorbs a photon, which promotes the electron to

the excited state and causes the atom to recoil in the direction of the incident laser

with momentum change Δp¼ hk. (3) The excited atom decays back down to the

ground state via spontaneous emission of another photon. The spontaneous photon

is emitted in a random direction, so the recoil kicks due to the spontaneously

emitted photons average to zero over many absorption–emission cycles and the

average momentum change per complete absorption emission cycle is

hΔpicycle¼ hk, due only to the momenta of the absorbed photons. Once the atom

returns to the ground state, it is ready to absorb another photon and begin the cycle

anew. This radiation force is directed along the incident laser beam. To achieve

Fig. 6 Laser cooling cycle.

Repeated absorption and

emission events of resonant

photons allow for slowing

and cooling of atoms
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cooling of the atoms, the force must be velocity dependent and have components

along all directions. The Doppler shift provides the velocity dependence and six

laser beams aligned along both directions of the three Cartesian axes ensure that all

directions are impacted. The laser frequency must be tuned below the resonance

line so that the laser beam that opposes an atom’s motion is Doppler shifted closer

to resonance to enhance the radiation force while the laser beam that follows an

atom’s motion is Doppler shifted farther from resonance to decrease its radiation

force. While Ted and Art did propose that this method would be useful in their quest

to improve the resolution of the hydrogen 1S-2S transition, they fortunately left this
field for others to explore. This configuration was later dubbed optical

molasses [30].

8 Stanford Departure

In the mid-1980s Ted agonised for several years over whether to remain at Stanford

or to be lured back to Germany. In March 1986, almost exactly 16 years after first

arriving at Stanford, Ted was lured back to Germany to take up the position of

Professor of Experimental Physics at Ludwig-Maximilians University in Munich

and Director of the Max Planck Institute for Quantum Optics, which had recently

moved into a new building in Garching. The move to Germany allowed Ted to build

larger groups, he was able to run laboratories in central Munich and at Garching,

and he could take on longer term challenging research projects.

Ted’s time at Stanford also exposed him to “the liberating climate of entrepre-
neurship that was omnipresent in the heart of Silicon Valley.” Together with former

students Ronald Holzwarth and Michael Mei, Ted formed Menlo Systems GmBH

to develop the commercial potential for frequency comb synthesizer and frequency

comb metrology thereby bringing Silicon Valley thinking to Germany and permit-

ting a much wider group of researchers to have access to the world of precision

optical frequency measurement.

Ted’s Stanford days were characterized by fun, excitement, innovation and

discovery, something that he has continued to enjoy throughout his long career

and something that he has brought to all of us who have had the pleasure of working

with him and being influenced by him.
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21. B. Couillaud, L.A. Bloomfield, T.W. Hänsch, Generation of continuous-wave radiation near

243 nm by sum-frequency mixing in an external ring cavity. Opt. Lett. 8, 259–261 (1983)

22. C.J. Foot, B. Couillaud, R.G. Beausoleil, T.W. Hänsch, Continuous-wave 2-photon spectros-
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Continuous-wave measurement of the 1S-Lamb shift in atomic-hydrogen. Phys. Rev. A 35,

4878–4881 (1987)

24. D.H. McIntyre, R.G. Beausoleil, C.J. Foot, E.A. Hildum, B. Couillaud, T.W. Hänsch,
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From Laser Cooling to the Superfluid Mott

Insulator

Tilman Esslinger

His arguably most succinct paper Ted Hänsch wrote together with Art Schawlow,

proposing laser cooling of an atomic gas on a mere two pages of Optics Commu-
nications [1]. Once asked why he did not further pursue their idea of laser cooling at
Stanford, he gave two reasons. First, he was not so keen on building a complicated

ultra-high vacuum apparatus. Second, and perhaps more importantly, he had heard

of Chebotayev’s proposal for two-photon spectroscopy, which he thought would be
a much more effective approach to circumvent the Doppler shift in laser spectros-

copy. Fortunately for many researchers in the field of cold atoms who had learned

their profession in Ted’s laboratories in Munich and Garching, he eventually

decided to give the field of laser cooling a second chance. This decision was

characteristic for his style of running a large research group since coming back to

Germany. He supports his PhD students and postdocs in following their own ideas

and initiatives, even if the topics have fairly little to do with laser spectroscopy.

1 Laser Cooling and Diode Lasers

The first laser-cooling set-up in Ted Hänsch’s lab was designed by Andreas

Hemmerich, one of his first PhD students in Garching, and by David H. McIntyre,

who stayed on as a postdoc when Ted returned to Germany in 1986. Their

experiment was based on an atomic rubidium beam traversing a region where it

interacted with laser light of different configurations, to be finally detected in a

hot-wire detector [2]. Rubidium was chosen as its transitions are readily accessible

with laser diodes used in CD players, which were cheaply available. Already the
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second round of experiments with this apparatus introduced rather innovative and

influential elements. A two-dimensional standing laser wave with time–phase

control was added perpendicular to the atomic beam axis [3]. Further downstream,

the atoms deflected by the light potential then passed through a resonant sheet of

light and their fluorescence was imaged in real-time using an intensified CCD

camera [4], my diploma project.

These first laser-cooling activities had started in Ted’s labs at the Max-Planck

Institute for Quantum Optics in Garching, but soon more lab space became avail-

able on the second and third floor of a building owned by the Ludwig-Maximilian

University in the center of Munich’s Schwabing borough. There, at Schellingstrasse
4, several cooling and trapping experiments were designed and set-up by Ted’s
team. The initially used cumbersome technology of stabilizing a diode laser to an

external optical cavity [2] was abandoned. Instead, a simple, robust and elegantly

designed grating-stabilized diode laser in Littrow configuration [5] was employed

(see Fig. 1), which helped accelerating progress. It was Ted himself who designed

and demonstrated the first prototypes of grating-stabilized diode lasers in his

famous, well-equipped and carpeted optics lab on the third floor of Schellingstrasse

4. Mastering this diode-laser technology at an early stage was crucial for the success

of all subsequent cold-atom experiments in Munich. Refined designs would later

become Toptica’s DL100 laser. It should not remain unmentioned that his carpeted

lab is his private lab and it is where Ted cooks up his many ideas, plays with the

latest gadgets and also produced a by now rather well-known whimsical movie

showing a variety of Paul Traps [6]. The traps operated in air and the particles were

charged powdery spores.

Fig. 1 Schematics of the

mechanical setup of the

grating-stabilized diode

laser system [5]
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2 Magneto-Optical Traps

In one of Ted’s other labs, Andreas Hemmerich—by then a postdoc—created one

of the early vapor-cell magneto-optical traps. An amazingly simple vacuum-

chamber design sporting anti-reflection-coated high-quality glass windows was

destined for housing the first generation of two- and three-dimensional optical

lattices [7]. In these pioneering experiments, the lattices were operated close to

the atomic resonance, providing first insights into the quantized motion of atoms in

the band structure of such artificial crystals [8]. Ted immediately realized the huge

potential of this field; Fig. 2 shows a list of his ideas, as of 1993 [courtesy of

Wilhelm Zwerger]. A truly memorable lattice experiment was performed by

Matthias Weidemüller. He aligned a blue laser beam such that it would undergo

Bragg reflection on the sparsely populated optical lattice [9]. The reflected beam

could be seen with the naked eye.

The second activity was magnetic trapping of neutral atoms, partly motivated by

potential applications for spectroscopy. Leonardo Ricci, a PhD student working

with postdoc Claus Zimmermann, built a magnetic trap for lithium atoms using

permanent magnets. This was followed by seminal experiments using magnetic

microtraps for lithium atoms, featuring super-steep potentials [10]. The experiment

was made possible by the heroic effort of Vladan Vuletic, who managed to operate

a Ti:Saphire laser at 671 nm, necessary to excite lithium atoms.

The third experiment—part of my PhD project—used a magneto-optical trap as

a source for creating a slow atomic beam. Combining the trap with a spatially

resolving fluorescence detector, we studied velocity-selective dark states and

pioneered sub-recoil laser cooling in rubidium, reaching temperatures as low as

100 nanokelvin [11]. The heydays of laser cooling came to an end, but the

experimental set-up with differentially pumped vacuum chambers would turn out

to be a perfect starting point for what was to come. In laser cooling, the mysteries

were solved, the limits known and the differences between various schemes were on

the level of producing different polarization patterns with the laser fields. In

hindsight, one should have of course combined the magnetic trapping and laser-

cooling know-how to go a step further towards the unknown territory of quantum

gases. Yet the goal of a dense atomic gas was probably too far away from our

mindset, formed by spectroscopy and the beauty of laser-cooling mechanisms.

In June 1995 at the International Conference on Laser Spectroscopy, organized

by Massimo Inguscio on the beautiful island of Capri in Italy, a new age for atomic

physics started. During the Sunday-evening welcome reception rumors were

spreading that Eric Cornell had seen strange features in the absorption images of

evaporatively cooled clouds of rubidium atoms: rings around the expanded cloud,

as well as bimodal and anisotropic velocity distributions. Probably aware of the

historic moment, Ted, sitting in the audience, had his brand new little video camera

ready to record when Eric Cornell started his talk with the slide “Evidence for

Bose–Einstein condensation”.
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Fig. 2 A list of possible experiments for two-dimensional and three-dimensional optical lattices,

proposed by Ted in 1993 [courtesy of Wilhelm Zwerger]
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Fig. 2 (continued)
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Back in Munich we all looked very carefully at the recorded video of Eric’s talk
and were wondering about the mysterious aluminum foil which was scattered

around the TOP-trap experiment. Probably the picture was taken soon after a

bake out of the vacuum apparatus. A few weeks later, Ted supported my plan to

convert the set-up for slow atomic rubidium beams into a Bose–Einstein–conden-

sation (BEC) experiment. A year later, when the double magneto-optical trap was

running, I went to his office and asked whether we could hire a PhD student to join

the project. Ted picked up a folder, which happened to lie on his desk, and said that

in a week’s time an applicant who had done his Diploma thesis with Dieter

Meschede and was now working with Mark Kasevich would come and visit.

Immanuel Bloch joined the new experiment in September 1997 to do his PhD.

We did not quite make it to producing the first Bose–Einstein condensate outside

the US, but the second—Gerhard Rempe’s team, then at the University of Con-

stance, was a bit faster. Our experiment featured a simple magnetic trap and μ-metal

shield [12], so we could still make our mark with the continuous-wave atom laser

[13] (see Fig. 3) and the direct measurement of off-diagonal long-range order [14].

Ted generously let me talk at Varenna Summer School on BEC at Lake Como in

1998, where I had a very inspirational conversation with Eric Cornell on how to

design future BEC experiments. This resulted in two similar, but distinctly differ-

ent, concepts for magnetic-transport experiments, using either overlapping coils or

a moving pair of coils. Markus Greiner, who had already joined us for an internship

to produce phase-contrast images of our Bose–Einstein condensates, worked out

how to use overlapping magnetic coils for magnetic transport [15] and set up this

second-generation BEC experiment during his Diploma (Masters) project. It was

designed for the use of both rubidium isotopes [16] and optical lattices [17].

In the summer of 2001, we obtained our first results of the superfluid-to-Mott-

insulator transition. When we presented our first momentum pictures (see Fig. 4) to

Ted, he commented with a cheeky smile on his face: “Oh, I’ve got many research

proposals on my desk that have the long-term goal of what you have done just

now”. The Mott insulator was a new beast and turned out to be rather robust.

Fig. 3 The absorption

image of an atom-laser

beam continuously

extracted from a Bose–

Einstein condensate [13]
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It could not easily be destroyed; only when we tilted the lattice rather vigorously by

applying a magnetic-field gradient, we managed to excite the system and measure

the gap spectrum [18]. In Schellingstrasse 4, we benefitted a lot from Wilhelm

Zwerger being dean of the Physics department in the same building, two floors

up. After his administrative duties he would often pass by and help us understand

the physics of Bose–Einstein condensates and Hubbard models.

Ted created a unique research-oriented yet playful atmosphere in Schellingstrasse 4.

And he was, and still is, always keen to play with the latest gadgets. I will always

remember the day when I entered Ted’s carpeted private optics labs to show him

some of our latest data. He was sat on the floor next to John Hall, who had come for a

visit, both playing with a magnetic levitron that John had brought with him from

Boulder as a present. Unfortunately phones with built-on cameras were not ubiqui-

tous back then and I could not take a picture of this scene of the two future Nobel

laureates.

Ted Hänsch gave us the freedom to spread out into many new directions. Failed

attempts would usually remain uncommented. He would always welcome a good

science discussion, in particular on Sundays, when his office door was usually ajar,

which we interpreted as a sign that he has time for a discussion. When we were

cooking up something new in the labs, there was from time to time a very gentle

knock on the lab door and you could be sure that it was Ted. He was curious, but at

the same time he did not want to disturb that one activity he values the most: Doing

science.

Fig. 4 Quantum phase transition from a superfluid to a Mott insulator and back. The images show

the presence and absence of matter-wave interference pattern [18]
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narrow linewidth semiconductor laser for high resolution spectroscopy. Opt. Commun. 75,

118–122 (1990)

3. A. Hemmerich, D. Schropp, T. Esslinger, T. Hänsch, Elastic scattering of rubidium atoms by
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atomic lattice bound by light. Phys. Rev. Lett. 75, 4583–4586 (1995)
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