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“Enlightening the World with the
Laser”—Honoring T. W. Hinsch'

As guest editors of the T. W. Hinsch special issue of Applied Physics B, we are
delighted to introduce you to a series of articles authored in honor of Professor
Theodor W. “Ted” Hénsch, by colleagues, co-workers and (former) students of his.
The occasion is Ted’s 75th birthday, but the issue celebrates some 50 years of
cutting-edge research that he performed first at the University of Heidelberg in the
late 1960s, then at Stanford University, and since 1986 at the Max Planck Institute
of Quantum Optics in Garching and the Ludwig-Maximilian University of Munich.
Applied Physics B is a natural venue for such a Festschrift, given that Ted is serving
on its Editorial Board since 1983.

How Ted Hénsch has influenced the way we think about lasers, and how we use
them, is truly remarkable. His 75th birthday marks a great occasion to pause and
reflect on his achievements. Ted Hénsch’s passion is precision measurements and
the study of the hydrogen atom. Yet, even if the Nobel Prize came for the ingenious
frequency comb, “precision” and “hydrogen” do not quite cover his approach to
physics. More generally, Ted keeps teaching us how we can use laser light,
sometimes for rather playful applications, sometimes for fundamental break-
throughs—and from time to time also for commercial devices. His unique way of
doing physics, however, goes much further. In addition to leading the way with
groundbreaking research on topics from precision laser spectroscopy to ultracold
quantum gases, Ted has motivated an entire generation of physicists to pursue
related goals. He has generated a lasting impact in several communities, not least
thanks to the large number of alumni from his research group who have gone on to
develop careers of their own, inspired by Ted’s example.

The esteem in which Ted is held by colleagues, collaborators and friends from
around the world is reflected in the large number of excellent articles in this volume.
We are grateful to the many authors who contributed such interesting papers. As

"This article is part of the topical collection “Enlightening the World with the Laser” - Honoring
T. W. Hinsch guest edited by Tilman Esslinger, Nathalie Picqué, and Thomas Udem.
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you browse this issue, you will find papers by outstanding scientists who are
working in the broad, interdisciplinary field of atomic, molecular and optical
physics. Most contributions highlight the influence of Ted’s scientific activities,
current and past. Exciting new findings regarding precision spectroscopy of atoms
and molecules are reported, alongside intriguing contributions in the areas of opto-
mechanics, ultracold atomic and molecular quantum gases and matter-wave optics,
as well as works on the development and application of novel laser sources,
including frequency combs. Other articles provide insightful perspectives and
reviews dedicated to various aspects of quantum and optical sciences.

We hope you will join us in celebrating Ted’s achievements and enjoy this
collection of papers.

Congratulations on your 75th birthday, Ted! We look forward to many more
ideas on how to explore the world with laser light.

Swiss Federal Institute of Technology Tilman Esslinger
Switzerland

Max Planck Institute of Quantum Optics Nathalie Picqué
Germany

Max Planck Institute of Quantum Optics Thomas Udem
Germany

Zurich and Garching
October 19, 2016
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Unexpectedly Large Difference of the Electron
Density at the Nucleus in the 4p 2P1/2,3/2
Fine-Structure Doublet of Ca™

C. Shi, F. Gebert, C. Gorges, S. Kaufmann, W. Nortershauser, B.K. Sahoo,
A. Surzhykov, V.A. Yerokhin, J.C. Berengut, F. Wolf, J.C. Heip,
and P.O. Schmidt

Abstract We measured the isotope shift in the 2S; 2= ’p, /2 (D2) transition in
singly ionized calcium ions using photon recoil spectroscopy. The high accuracy of
the technique enables us to compare the difference between the isotope shifts of this
transition to the previously measured isotopic shifts of the ’s, 52— ’p, /2 (D1) line.
This so-called splitting isotope shift is extracted and exhibits a clear signature of
field shift contributions. From the data, we were able to extract the small difference
of the field shift coefficient and mass shifts between the two transitions with high
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accuracy. This J-dependence is of relativistic origin and can be used to benchmark
atomic structure calculations. As a first step, we use several ab initio atomic
structure calculation methods to provide more accurate values for the field shift
constants and their ratio. Remarkably, the high-accuracy value for the ratio of the
field shift constants extracted from the experimental data is larger than all available
theoretical predictions.

1 Introduction

The study of isotopic shifts in atomic systems has a long history [1], and a profound
understanding of the isotope shift and theoretical calculations of the atomic prop-
erties is important in many applications. These reach from the extraction of nuclear
properties from atomic spectra to applications in astronomy and fundamental
physics. The spectrum of atoms and ions encodes information that provides a key
to the ground-state properties of nuclei [2, 3], small parity-violating effects caused
by the weak interaction [4], for unitarity tests of the Cabibbo—Kobayashi-Maskawa
(CKM) matrix [5], or for probing the Higgs coupling between electrons and
quarks [6].

Light appearing on earth from stars at large distances is red-shifted and can
provide information about the spectra of atoms in ancient times and whether there
have been changes, for example, from a variation of the fine-structure constant a.
However, isotopic composition can also contribute to the observed shifts since the
isotopes have different resonance frequencies, but this so-called isotope shift is
usually not resolved [7-9]. In this respect, isotope shift calculations became
recently an important topic with the goal to either determine the influence of the
isotopic abundance of the observed species on the analysis for a change in a [7, 10]
or to provide information of the isotopic composition in the ancient times of the
universe. Calcium is an element of considerable interest for many of the cases
mentioned above. For example, the isotope shift information in the 3d >D; — 4p 2
P; infrared triplet [11] led to the discovery of an anomalous isotopic composition in
mercury-manganese (HgMn) stars, in which the isotopic Ca ratio in the stellar
atmosphere is dominated by *Ca [12, 13]. Isotope shifts in other calcium transitions
have been studied, e.g., to extract nuclear charge radii along the long chain of
isotopes [14—17] or to perform ultra-trace analysis using isotope selective reso-
nance ionization [18]. Moreover, the calcium ion is a workhorse in the field of
quantum-optical applications and transition frequencies and isotope shifts of stable
isotopes were measured with high accuracy [19-22] and supported on-line studies
of exotic isotopes since they serve as calibration points [17, 23].

The calcium isotopic chain is quite unique since it contains two stable
doubly magic isotopes “>#*8Ca™ that have practically identical mean-square charge
radii (5(r2)"*** = —0.0045(60) [22]) even though they are 20% different in mass.
This has been established using a variety of techniques, i.e., elastic electron
scattering [24], muonic atom spectroscopy [25] as well as optical isotope shift
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data, e.g. [15] (for a synopsis see, e.g. [26] and references therein). The negligible
change in nuclear charge radius between the two isotopes allows for a cleaner
separation of mass and field shifts than in most other multi-electron systems. The
high-precision data presented here will provide important benchmarks for improved
calculations of this reference system.

The extraction of nuclear parameters from atomic spectra is strongly facilitated
by atomic structure calculations. Despite being a lighter system with only 19 elec-
trons, isotope shifts in the singly ionized calcium (Ca™) have not been studied
rigorously. High-precision calculations of magnetic dipole and electric quadrupole
hyperfine-structure constants have been performed in this ion using an all order
relativistic many-body theory in the coupled-cluster (RCC) theory framework
[27]. However, calculations of field shift and mass shift constants that are required
to estimate isotope shifts have not been performed at the same level of accuracy yet.

Here we present a high-precision absolute frequency measurement of the D2 line
of ¥0Ca* with 100 kHz accuracy, representing a fivefold improvement over previous
results [20]. Isotope shift measurements of this transition with the same resolution
are compared with a measurement of the D1 line [22]. A clear signature of field shift
contributions to the splitting isotope shift is observed. To explain this finding, we
have also performed several ab initio calculations of field shift constants employing
a hydrogenic method, a mean-field method using Dirac-Fock (DF) equation, and
state-of-the-art atomic structure calculations.

2 Experimental Setup

The isotope shift in the S, /2= 2p, /2 (D2) transition of even calcium isotopes was
measured by photon recoil spectroscopy, as described in detail in references
[21, 22]. In brief, we trap a singly charged Mg™ ion together with the calcium
isotope under investigation in a linear Paul trap. The Mg ion is used to
sympathetically cool the axial normal mode of the two-ion crystal to the ground
state [28]. To probe the transition, a series of 70 pulses of the spectroscopy laser
with a pulse length of 125 ns, synchronized to one of the motional frequencies of the
two-ion crystal, are applied. Each spectroscopy laser pulse is followed by 200 ns
short repump pulses on the >Ds /2= ’p, /2 and ’Ds 2= 2P, /2 transitions at 866 and
854 nm, respectively. Recoil kick upon photon absorption on the spectroscopy
transition results in excitation of nearly coherent motion. This motional excitation
is mapped into an electronic excitation using a stimulated rapid adiabatic passage
(STIRAP) pulse on the 2Mg" ion [29]. The high photon sensitivity of this technique
provides a large signal-to-noise ratio, resulting in a resolution of about 100 kHz in
less than 15 min of averaging time. As a consequence of the smallness of systematic
effects, the accuracy of absolute frequency measurements is also about 100 kHz.
Isotope shift measurements benefit from further suppression of systematic effects,
since most of them are common to all isotopes.
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Spectroscopy is performed using a cw single-mode Ti:Sa laser (Sirah, Matisse
TS) which is frequency doubled in an enhancement cavity (Spectra-Physics,
WaveTrain). The frequency of the laser is locked to an erbium-fiber-laser-based
frequency comb. The comb is stabilized in its offset and repetition frequencies to a
H-maser frequency which is calibrated by a cesium fountain at PTB (German
National Metrology Institute) as shown in Fig. 1. A beat signal between the
spectroscopy laser and the nearest comb tooth of a narrow-band frequency-doubled
output of the frequency comb is detected with a fast photo diode. The nearest comb
tooth is identified by measuring the frequency of the spectroscopy laser with a
wavemeter (High Finesse, model WS-7).

The RF signal is monitored by a spectrum analyzer (Rohde & Schwarz, FSL3)
and mixed down to 10 or 35 MHz using an rf synthesizer. The band-pass-filtered
signal is used as the input signal of a self-build phase frequency comparator (PFC)
operating at 10 or 35 MHz, which produces an error signal that is tailored by a
proportional-integral (PI) controller. The generated control signal is used to correct
the frequency of the Ti:Sa laser by changing the length of the laser cavity with a fast
piezo-electric actuator. By adjusting the frequency of the rf synthesizer, the fre-
quency of the spectroscopy laser can be adjusted to the resonances of the different
isotopes. Figure 2 shows the in-loop beat signal between the Ti:Sa laser and the
frequency comb, indicating an upper bound for the linewidth of the spectroscopy
laser below 260 kHz. The long-term frequency instability is determined by counting

Frequency

Fig. 1 Simplified experimental setup. The left part of this figure indicates the configuration of all
optical beams and bias magnetic field with respect to the ions in the trap. The right part shows the
optical setup for the spectroscopy beam and the calcium repump beam. For details, see text. All RF
sources are referenced to a 10-MHz signal from the H-maser (HM). AOM acousto-optical
modulator, CCD electron-multiplication charge-coupled device, CSF cesium fountain clock, DC
Doppler cooling beam, ECDL external-cavity diode laser, FC frequency counter, F'S frequency
synthesizer, P Parabolic mirror, PFC phase and frequency comparator, P/ proportional-integral
controller, Pl /c, photo-ionization beam for Mg/Ca, PMT photomultiplier tube, SA spectrum
analyzer, SHG second harmonic generation
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Fig. 2 In-loop beat signal
of the Ti:Sa laser and the
nearest frequency comb
tooth. The data recorded by
the spectrum analyzer with
10 kHz resolution
bandwidth (blue circles) is
fit with a Gaussian profile
(red curve) that gives an
upper bound of 260 kHz for
the linewidth of the
spectroscopy laser. The
black squares present the
residuals of the fit

Normalized RF power (arb. unit)

-1 0.5 0 0.
RF frequency (MHz)

5 1

Fig. 3 Allan deviation of 10° . . . . . .
the Ti:Sa laser frequency as . Vo
measured by the frequency 14 kHzN/7/s
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<
10}
10°  10° 100 10" 100 100 10
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the mixed-down RF signal with a frequency counter (Kramer+Klische FXE). We
derive a frequency instability of about 14 kHz/\/% from an Allan deviation of
these measurements as shown in Fig. 3. The linewidth and the frequency instability
both fulfil the requirements for the anticipated resolution and accuracy of below
100 kHz. The spectroscopy beam is intensity stabilized and frequency scanned by
an acousto-optical modulator (AOM), while another AOM is used for switching.
The 866 and 854 nm repump beams depopulating the two D-states are generated
by two external-cavity diode lasers. The combined beam consisting of the two
repumpers is intensity stabilized by an AOM which is also used for fast switching.
The left part of Fig. 1 shows the direction of the beams together with the magnetic
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bias field. It also contains the Doppler cooling, Raman, and repump beams for
controlling the >Mg™ ion as described in detail, e.g., in [28].

3 Isotope Shift

Isotope shifts in atomic transition frequencies originate from two effects: (1) a
change in the size of the nucleus and a corresponding change of potential experi-
enced by electrons having a finite probability density inside the nucleus (field shift),
and (2) a change of the center of mass motion of the nucleus (mass shift). The mass
effect is more important for light nuclei due to the relatively large mass differences,
while the field shift is proportional to the electron density inside the nucleus, which
increases roughly with Z? and is the dominant contribution in elements with large
atomic number Z [1]. The isotope shift is defined as 51/?’*‘/ = v —uA, where v
and v are the frequencies of transition i for isotopes with mass my and my,
respectively. The mass shift contribution to the isotope shift of a one-electron atom
can be calculated by replacing the electron mass m, by the reduced mass of the
system and leads to

my —mgy

AA
5Vi,i\1Ms = mgvl-A X ———,
my - (my +m)

(1)
It is called the normal mass shift (NMS) and the prefactor of the mass scaling K; nms
= meyf‘ is the normal mass shift constant. In a multi-electron system, the nuclear
recoil depends on the sum of all electron momenta and therefore the mass polari-
zation term or specific mass shift (SMS) can have a considerable contribution with
the same mass scaling. The corresponding constant K; sus is notoriously difficult to
calculate since it includes all electron momenta. The difference in the transition
frequency, éy?’A/, between isotopes with mass m, and m, can in total be expressed
as

’ my —m AA
syt = Kﬁ +F ()M )
A A

where K; = K; nms + K sms 1s the (total) mass shift constant, F; is the field shift
constant, and 5<r3>A’A/ is the corresponding change in the mean-square nuclear
charge radius of the two isotopes. Here we simplified the mass-dependence term by
the approximated dependence as it is usally used in the literature. Neglecting the
additional electron mass in the denominator of Eq. (1) leads to a change only of the
order of (m,/my)*. To extract nuclear charge radii from isotope shifts, one needs
reliable numbers for the mass shift and field shift constants, which can be obtained
only from semi-empirical approaches or from ab initio calculations. Reasonable
agreement is usually obtained between these techniques. One of the most important
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procedures in this respect is the King plot [30], of which two versions exist that
have different applications. Both will be used below when analyzing the data.

The general approach is to multiply both sides of Eq. (2) with the inverse mass
factor u = my - my /(my — my) and obtain

povt N = K+ Fus(r2 Y (3)

The relation allows one to eliminate the unknown nuclear charge radii if measure-
ments are performed in two different transitions i and j for the same isotopes

, F; F; ,

ot =K — F;K-/ + 17,[-” suit (4)
This is a linear relation between the so-called modified isotope shifts y SvA4 in the
two transitions i, j and can be used to extract the respective ratio of the field shift
constants or the relation of the mass shift constants. Alternatively, Eq. (3) can be
used with data of a single transition to directly obtain field shift and mass
shift constants. This requires mean-square charge radii or their respective changes
5<r3>A’A for a subset of at least 3 isotopes from other sources. Usually, radii from
elastic electron scattering or X-ray transitions in muonic atoms are used, see, e.g.,
Ref. [31]. By plotting the modified isotope shift versus the modified changes in the
rms charge radii 6 <I‘%>A’A/, a linear regression delivers the field shift constant as
the slope and the mass shift constant as the intercept with the y-axis. A
multidimensional regression can be used if information from several transitions is
available.

Applying the extracted mass shift and field shift constants, charge radii of other,
especially short-lived isotopes can be obtained. However, the accuracy of the
extracted nuclear charge radii with these procedures is often hampered by the
insufficient accuracy of the charge radii data from external sources or the limited
number of stable isotopes. Odd-Z elements, for example, have only one or two
stable isotopes, which renders the usage of the King-plot procedure impossible.
High-precision isotope shift data with accuracy better than 1 MHz has rarely been
obtained beyond the lightest elements hydrogen [32], helium [33-38], lithium [39—
44] and beryllium [45-47] where they are used to either extract nuclear charge radii
of stable and short-lived isotopes or to test many-body non-relativistic quantum
electrodynamics calculations (NR-QED). Similarly accurate data does so far only
exist for the D1 and D2 lines in magnesium [48, 49] and the DI line in calcium
[21, 22], all obtained by laser spectroscopy in Paul traps. Small differences in mass
corrected isotope shifts between transitions of the same fine-structure multiplet
provide information on subtle (relativistic) effects of the electronic wavefunction.
Briefly, the solution of the Dirac equation for a bound electron is a bispinor, of
which the upper component has a large and the lower component has a small
amplitude [50]. In the nonrelativistic limit only the large (i.e., upper) component
remains. With increasing Z, however, the contribution of the small component
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increases. It has parity opposite to that of the large component, but the same total
angular momentum. Hence, the p, , state acquires through this mechanism a small
contribution of an s state and therefore some small probability density within the
nucleus. The p; , state on the other hand has only an admixture of the corresponding
d state and therefore a lower probability density at the nucleus than the p; /. Such a
J-dependence of the field shift constant has already been reported in the 6s — 6p
doublet in Ba II, where a field shift difference of 2.5(3)% was observed [51]. In
lighter isotopes these effects, caused by different contributions of the smaller
component of the Dirac wavefunction, are expected to be much smaller and were
so far not reported. Even in the most precise ab initio calculations up to Be, field
shift factors are assumed to be equal for both transitions of the respective doublets,
whereas a small relativistic mass-dependent change was included. In the case of
Mg, the transition frequencies were measured only in two isotopes and, thus, a
King-plot analysis could not be performed. Here, we report on high-precision
calcium isotope shift measurements in the D2 line for 4%424448Ca from which we
extract differences in the probability density of the electrons at the nucleus and the
mass dependence of the difference between the isotope shifts in the two transitions
i, j of a fine-structure doublet, the so-called splitting isotope shift (SIS) [39]

AN _ o AN AN
Susis = ovp" — vt (5)

which can also be understood as the change of the fine structure splitting between
the respective isotopes.

4 Experimental Results

4.1 Transition Frequencies

The absolute frequency of the D2 transition of °Ca* is measured using the photon
recoil spectroscopy technique with an accuracy of better than 100 kHz. Table 1 lists
this new value together with previously measured transitions using the same
technique [21, 22] and literature values. As for the previous measurements, the
main systematic shifts of the D2 transition frequency include the lineshape shift,
AC-Stark shift, Zeeman shift, and AOM-envelope shift. We evaluate the shifts

Table 21 Absolzute frezquency Transition Frequency (MHz) Refs.
of the Sij2 = "Psn, S12 = g “ap 761,905,012.599 (82) This work
%Py, and *Ds3jp — *Py s
transition of 4°Ca* 761,905,012.7 (5) [20]
281 ,—7Py 3 755,222,765.896 (88) 21]
755,222,766.2 (17) [19]
2Dy, —2P) ) 346,000,234.867 (96) [22]
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Table 2 Uncertainty Systematic effect Shift Uncertainty
estimation of the absolute D2 - -
.. . 40~,.+ Zeeman (static magnetic field) -8 59

transition frequency in *’Ca
AC Stark (spectroscopy laser) 60 44
Lineshape (detection scheme) 152 20
Spectroscopy pulse envelope 0 16
Spectroscopy laser lock 0 0.6
Statistics 0 27
Total 204 82

All values are in kHz

150

100 | 1

50 1

-50 | 1

-761905012599 kHz

40
VD2

-100 1

-150 . . . . .
0 1 2 3 4 5 6

Measurement run

Fig. 4 Results of five independent measurements of the absolute transition frequency in the D2
line of “°Ca*. The blue solid line is the weighted average frequency. The blue dashed-dotted lines
represent the statistical uncertainty and the red dashed lines the systematic uncertainty. The error
bar assigned to each measurement point indicates the statistical uncertainty. All uncertainties
given correspond to a confidence interval of 68.3%

following the procedures outlined in reference [21] and adopt the results for the
Zeeman and Stark shift measurements. The frequency shift estimation is listed in
Table 2. The absolute frequency of the *°Ca* D2 transition is 761,905,012,599
(82) kHz obtained as the weighted average of the five measurements shown in
Fig. 4.

4.2 Isotope Shift

We analyze the data to extract the different contributions to the isotope shift and to
establish a self-consistent set of observables that can be used to provide benchmarks
for atomic structure calculations of this 19-electron system. The isotope shifts are
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Table 3 Measured isotope , 40,4' 40,4/ 40,A'
shifts in the D1 and D2 A Supi Oup2 ovsis
transitions referenced to “° 42 425.706 (94) 425.932 (71) 0.226 (118)
Ca™ 44 849.534 (74) 850.231 (65) 0.697 (98)
48 1705.389 (60) 1707.945 (67) 2.556 (90)

All values are given in MHz. The last column provides the
difference between the isotope shifts in the two lines of the fine-

structure doublet, which is commonly known as the splitting

isotope shift Svgs* . The uncertainties are dominated by statistics

evaluated with respect to the most abundant isotope *°Ca*. The transition frequen-
cies of the reference and the isotope #Ca™ are measured interleaved on one day to
cancel all common systematic shifts. The resulting isotope shifts are listed in
Table 3 together with the isotopic shift of the D1 transition obtained in a previous
measurement [22], and their difference. The latter, the so-called splitting isotope
shift dvgs will be discussed in Sect. 5.

We performed a King-plot analysis of the D1 versus the D2 transition according
to Eq. (4). The result is shown in Fig. 5 and demonstrates the high quality of the
data. The excellent linearity of the data points indicates that at this level of accuracy
the higher even multipole moments in the nuclear shape parametrization as well as
second-order mass polarization terms, having mass dependence (1/m} — 1/m3),
can still be neglected. Due to this mass dependence, the latter are expected to have
contributions 10~* of the linear mass polarization which is still below our mea-
surement uncertainty unless the coefficient of the quadratic term would be enor-
mously large. Additionally, this coefficient is usually considerably smaller than the
coefficient of the linear term and there is no simple mechanism in atomic theory to
invert this [52]. The slope of the line provides the ratio of the field shift constants
f := Fpa/Fpy in the two transitions while a relation between mass and field shift is
obtained from the intersection with the y-axis as k := Kp, —f - Kp;. We used two
fitting routines that are able to take the measurement uncertainties in x and
y direction into account to determine the parameters f and k& with corresponding
uncertainties: we employed the algorithm described by York et al. [53] and
performed a Monte Carlo analysis [22]. The results of both methods are listed in
Table 4 and are fully consistent. A standard linear regression performed with
MATLAB gives consistent values for the fit parameters, but differs in the assigned
uncertainty, since it neglects the x uncertainty of the experimental data.

From f we can clearly conclude that the field shift in the D2 transition is by 0.85
(12)% larger than in the D1 transition. The size of this difference comes as a
surprise compared to a simple estimate using the hydrogenic approach of 0.52%
which is expected to provide an upper bound and will be discussed in Sect. 6.

Absolute values for the field shift and mass shift constant are required to extract
nuclear properties. This is not possible solely based on spectroscopic data without
additional information on the finite-nuclear-size effect. Fortunately, there is plenty
of data for the stable calcium isotopes not only for the mean-square charge radius
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Fig. 5 King plot of the D2 versus the D1 transition. Plotted are the modified isotope shifts p o
IJ?O’A, in the D2 against the D1 transition. The red dots represent the formerly most accurate
measurements [23] and the blue dots are the measurements presented here, with uncertainties
smaller than the symbol. The /ine is the result of a linear regression of Eq. (4) taking uncertainties
in both axis into account (for details see text). The insets show the relevant ranges around the data

points enlarged by more than two orders of magnitude to illustrate the quality of the fit

Table 4 Ratio of field shift factors f := Fpy/Fpi, f1 := Fpp/Fpi,f, := Fpp/Fp2 and difference
k= KDZ 7](‘ . KDI N k] = KDp 7f1 . KDI N k2 = KDp 7f2 . KDZ in GHz-amu as obtained from the
King plots of the D1, D2 and 2D3/2 — 2P1/2 (DP) transitions

York et al. Monte Carlo std. fit
f 1.0085 (11) 1.0085 (12) 1.0083 (6)
k —2.881 (472) —2.873 (473) —2.787 (212)
1 —0.3110 (10) —0.3114 (10) —0.3116 (15)
ky —1862.9 (4) —1862.8 (4) —1862.7 (6)
I —0.3084 (10) —0.3088 (10) —0.3090 (17)
ko —1863.8 (4) —1863.6 (4) —1863.6 (7)

but also for form factors and their isotopic change. The most intriguing point in the
calcium isotope chain is the fact that the two doubly magic isotopes ***8Ca* have
practically identical mean-square charge radii. Form factor measurements indicate
that this is due to the fact that charge is being transferred from the center and the
skin of the nucleus toward the surface region where the nuclear density dropped to
about half the saturation value, resulting in identical mean-square charge radii for
both isotopes [24, 26, 55]. Since there is clear evidence for this from non-optical
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Tlableds P ar?meielr(s‘ of al Param. Previous [22] This work
three-dimensional King plot
seeded with values of ZDI ;0288;'38(270'?) ;0288;'38(5160')9)
5(r2)*** taken from [56 Dl : :
(re)™" taken from [s6] —284.7 82)
Kby 409.35 (42)
Fpp 87.7 (2.2) 87.6 (2.2)
Kpp —1990.9 (1.4) —1990.0 (1.2)
5 <r3>40~42 0.2160 (49) 0.2160 (49)
5 <I,g>40’44 0.2824 (65) 0.2824 (64)
240,48 —0.0045 (60) —0.0045 (59)
o <I (\>

The units for the field shift constants F; and mass shift constants

K; and the changes in mean-square nuclear charge radii 6<r3>40’A,
are MHz/fm?, GHz-amu and fm?, respectively

data and it is also confirmed with high accuracy from optical data, we use this
particularity of the isotope chain to separate mass and field shift. Below, we will
present the result of a full analysis with all uncertainties included. First we assume
that 5<r§>40’48 =0 in order to explore the limits inherent in our measurement
uncertainty rather than being limited by the uncertainty of the nuclear-size correc-
tion. With this assumption, the isotope shift between the doubly magic isotopes
arises entirely by the mass shift, which is Kp; = 409.020 (14)[304] GHz-amu and
Kpz = 409.633 (16)[307] GHz-amu for the D1 and D2 transitions, respectively.
The parentheses represent the uncertainty excluding any uncertainty of 5<r§>40’48
while the value in square brackets indicates the change of K; for
5<r%>40’48 = —0.0045 fm? taken into account. The significant deviation of the
ratio Kp, /Kp; = 1.00150 (5) from one is caused by relativistic effects. Please note
that the uncertainty from 5<r3>40’48 given in the square brackets largely cancels in
this ratio since it changes both mass shift constants by the same (small) amount.

For a full analysis, we include the newly measured transition and extend the
analysis performed in [22]. From this, we extract field and mass shift constants for
the D2 line and improve the uncertainties of the constants in the D1 transition. The
result of this analysis is displayed in Table 5.

b}

5 Splitting Isotope Shift

The splitting isotope shift (SIS), i.e., the change of the fine structure splitting
between isotopes, has been recently the subject of investigations in He [57], Li
[43, 44] and Be [47]. It is known to have in first order a mass dependence linear in
1/u =1/my — 1/my. For light isotopes, the SIS is nearly independent of both,
QED and nuclear volume effects and has therefore served as an important
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Fig. 6 Splitting isotope
shift as extracted from the
measurements in the D1 and
the D2 transitions. The blue
circles are the
experimentally determined
splitting isotope shifts. The
red line represents the
mass dependence as
expected from the measured

40,48 :
6vgrg assuming that

8(r2)*** =0 and
neglecting the field shift
contribution. The red
squares are the SIS of “*Ca™
and **Ca* after correction ‘ ‘
for the remaining field shift 40 42 44 46 48
in the SIS Atomic mass (amu)

experimental SIS
= corrected for difference in field shift

Splitting isotope shift dvg,; (MHz)

consistency check for theory and experiment [58]. From our previous analysis of
the isotope shifts, we can conclude that in calcium a small contribution of the finite-
nuclear-size effect is still inherent in the SIS since the field shift coefficients for
both transitions are slightly different. Again, we can utilize the identical mean-
square charge radii of “>#*8Ca*, extract the mass polarization factor Kg;s = —613
(21) MHz - amu and plot the mass dependence of the SIS (red solid line in Fig. 6).
The experimental SIS values for *>#Ca™ clearly deviate from this prediction for
light isotopes. However, the typical mass dependence is restored to very high
accuracy if the SIS is corrected for the difference in the field shift contribution
according to

F
5VSIS,fs—corr = 5VSIS,exp - (FE? - 1> . FDI N 6<r3> (6)

using the field shift ratio f as determined above, the field shift factor
Fp; = —284.7(8.2) MHz/fm? and the known change in the mean-square charge
radii according to Table 5.

The obvious discrepancy between the expected mass dependence of the first-
order mass polarization term and the experimentally observed SIS for 4>%Ca™
can be perceived as the first detection of the field shift in a fine-structure transition
(®P1/2—?P3)2) of a light ion.

In conclusion, the experiment provided high-accuracy data that can now be used
to guide and benchmark theoretical mass shift and field shift calculations. In the
following section, we present improved calculations of the field shift in these
transitions.
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6 Theoretical Background

Theoretical analysis of the isotope shift in heavy atoms is generally a rather
complicated task which requires a proper account of relativistic, many-body and
even quantum electrodynamics (QED) effects. Since the detailed evaluation of
these effects is beyond the scope of the present paper, we just briefly recall main
theoretical approaches and their predictions here. We will focus again on the field
shift constants F; that characterize the finite-nuclear-size contribution to the
difference in transition frequencies 6u?’A/, see Eq. (2). Our experiment has shown
that the field shift in the D2 (S, 2 —2P; /2) transition is clearly larger than that in the
D1 (%S, 2 ’p, /2) channel. This J-dependence of the constant F'; can be understood
from the different behavior of the Dirac wave functions of the 4p, ,, and 4p; , states
at the coordinate origin. Namely, while y,, | (r) vanishes at r = 0, the Yap, , (0) is

nonzero due to the contribution of its small (relativistic) component with the orbital
angular momentum ¢ = 0. Hence the reduction of the electron density at the
nucleus, being the origin of the field shift, is larger for the S;/, — 2P, transition.

Having discussed the (qualitative) reason for the difference of the D1 and D2
field shifts, we will compute now the ratio f = Fp,/Fp;. As a first approximation,
we employ the known formulas for the finite-nuclear-size correction for the n = 4
hydrogenic states from Ref. [59] to find:

215 0((Za)?). (7)

Joyar = 1+ (Za) oa

This expression yields f},q, = 1.0050 for the nuclear charge Z = 20, which is in
good agreement with the result fy, 4. hym = 1.0051 of a direct numerical evaluation
of hydrogenic field shifts.

Within the naive hydrogenic approach, one can also estimate the contribution of
the QED effects to the ratio F, /Fp; of the field shift constants. Namely, by using
results for nuclear-size correction to the Lamb shift of one-electron atoms,
Ref. [60], we estimate:

15 «a

i = (20)26—4 x —[1+0(Za)]. (8)
This implies that the QED effects are negligible for the f ratio in the Ca™ ion,
5f§ﬁ? & fhyqr- Therefore, any further corrections to the f}, 4, may arise only from
the electron—electron (e—e) interactions which were neglected in the hydrogenic
model. These interactions should reduce the f1,4, as can be expected, for example,
from Eq. (7) in which we can decrease the charge Z to account for the screening of

the nucleus by core electrons.
In order to describe properly the many-electron contributions to the field shift
ratio f, one needs to apply theories more advanced than the “screening” hydrogenic
model. Therefore, as a second approximation, we solved the DF equation and found



Unexpectedly Large Difference of the Electron Density at the Nucleus in the. .. 15

Table 6 Trfglsiﬁ.oﬂ ﬁgld‘shgt Param. | Experiment CCSD(T) CI+MBPT
constants and ratios obtaine
in the CCSD(T) and CI Fp, —281.8 (7.0) —279.0 (6.0) —288.6 (1.2)
+MBPT calculations and Fpp —284.7 (8.2) —280.3 (6.0) —289.0 (1.2)
comparison with f 1.0085 (12) 1.0048 1.0014 (4)
experimental values Fpp 87.7(2.2) 103 (10) 90.3 (1.0)
f —0.3088 (10) —0.367 —0.312 (5)
We use the notation defined in Table 4. F; is in MHz/fm?,
f dimensionless
Tal;!e 7 Tlilreor;tical ) Theoretical model f Refs.
predictions for the ratio : -
F = Fiy/Fpy of the field shift H?Idrogemc 1.0051 Th%s work
constants for the Ca* ion Dirac-Fock 1.0010 This work
Dirac-Fock + Core Pol. 1.0009 This work
CCSD 1.0029 This work
CCSD(T) 1.0048 This work
MBPT 1.0011 Ref. [64]
CI+MBPT 1.0014 (4) This work
Experimental value 1.0085 (12) This work

The theoretical results are compared, moreover, with the present
experimental value of f

the finite-nuclear-size corrections to the Ca' energy levels AEy,,. The field shift ratio
is then simply evaluated asfpr = AEgs(D1)/AEgs(D2) and is 1.0010 for Ca™. This
DF result includes the first order e—e correlations and can be further improved by
taking into account the higher-order corrections. For example, to consider (par-
tially) the second-order e—e effects we employed the DF equation with the effective
core-polarization potential [61-63]. As seen from the third line of the Table 7, this
leads to a further slight reduction of the f ratio.

To further investigate the role of e—e interactions, we employ a RCC theory
starting with the DF equation by considering singles and doubles excitation approx-
imation (CCSD method) and accounting important triple excitations in the CCSD
method (referred to as CCSD(T) method) as described in Refs. [65, 66]. In this
calculation, we consider a Dirac-Coulomb-Breit Hamiltonian and lower order QED
corrections in the approximations described in Ref. [67]. We obtain the field shift
constant for the D1 and D2 lines as Fp; = —284.0 MHz/fm? and Fp, = —284.8
MHz/fm? in the CCSD method and Fp; = —279.0 MHz/fm? and Fp, — 280.3 MHz/
fm? in the CCSD(T) method. This corresponds to fccsp = 1.0029 and feespr)
= 1.0048 in the CCSD and CCSD(T) methods, respectively. We compare the
experimental results on the field shift constants and their ratios in Table 6 with
the ones obtained from the CCSD(T) method. The ratio obtained in CCSD(T) is
close to the hydrogenic value, but still considerably smaller than the experimental
result.

As an alternative approach to the CCSD(T) method, we have examined the
correlation potential method [68] and the combination of configuration interaction
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and many-body perturbation theory (CI+MBPT) [69, 70]. Both methods give very
consistent results. In the first method, we create a correlation potential 3 to second
order in the residual Coulomb interaction. We include this potential in the DF
Hamiltonian and solve to create “Brueckner” orbitals. The field shift is obtained by
varying the nuclear radius, repeating the entire calculation, and extracting the
dependence of the energy eigenvalue. This ‘finite-field” method is similar to that
previously applied to calculations of field shift in Cat [71]. It includes certain
chains of diagrams to all-orders, for example so-called random-phase approxima-
tion corrections are included. Our result for the D2/D1 ratio using Brueckner
orbitals is f = 1.0010. This value is directly comparable to the third-order MBPT
results of Safronova and Johnson [64] who also obtain f = 1.0010.

In the second method, we perform a configuration interaction (CI) calculation
allowing for single and double excitations from the 3s and 3p hole states. Correla-
tions with the frozen core (K and L shells) are included at second-order in MBPT by
modifying the radial integrals of the CI calculation. This ‘particle-hole’ CI+MBPT
method is similar to that introduced in Hg" [72]. It improves upon the Brueckner
calculation in that correlations with the core 3s and 3p shells are taken into account
to all order (only double excitations are included, but triple excitations in this
calculation are not important). Again we use the finite-field method to obtain the
field shift. The final results presented in Tables 6 and 7 are the CI+MBPT method,
with the difference from the Brueckner calculation taken as an indicative uncer-
tainty. Note that QED effects are not included in these results. They can contribute
up to 2 MHz/fm?, to Fp; and Fpy,, but as discussed previously they have a much
smaller effect on the ratio.

In Table 7 we summarize our theoretical predictions of the field shift ratio f. As
expected, the hydrogenic value provides the upper bound of the ratio Fp, /Fp; while
the electron correlations lead to a reduction of f. Moreover, one can see from the
table that the experimental result for the relativistic correction to the ratio of field
shift constants, i.e., 1 — f exps is 70% larger than all available calculations, including
evenfy 4. The discrepancy betweenf ., and the best theoretical models is about 3¢
of the experimental uncertainty; its reason is still unclear and will require future
study.

7 Summary

We presented absolute frequency and isotope shift measurements of the D2 line in
even calcium isotopes at the 100 kHz level. The high accuracy of the measurement
was enabled through photon recoil spectroscopy on trapped and sympathetically
cooled ions using a spectroscopy laser referenced via an optical frequency comb to
a calibrated hydrogen maser at PTB. From a multi-dimensional King-plot analysis
including data from previous measurements on the D1 and ?D; /2 —?P, /2 transitions,
we derived a slightly improved set of field and mass constants for these transitions,
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and changes in the nuclear charge radius between isotopes. In particular, the
measurements revealed for the first time field shift contributions to the splitting
isotope shift in a light ion. Using the experimental data as a benchmark, we have
performed theoretical calculations of the field shift constants and their ratios by
using a simple hydrogenic approach, by solving the Dirac-Fock equation, also
including core polarization, by relativistic coupled-cluster calculations including
up to triples excitation, and by combining configuration interaction and many-body
perturbation theory. The individual field shift constants for the D1 and D2 line
derived from the coupled-cluster and many-body perturbation theory calculation
show satisfactory agreement with the experimental data. However, we experimen-
tally found a surprisingly large ratio of the field shifts in the D2 and D1 fine-
structure doublet, f.,,. The relativistic correction to this value, 1 —f,,, is about

70% larger than the theoretical estimates, which is a 3 ¢ of experimental uncer-
tainty. The account of electron—electron interactions leads to a further reduction of
the theoretical value f., and, hence, to an even larger discrepancy with the
experiment. For example, based on the CCSD theory we found that the difference
of the D1 and D2 field shifts of 0.18% is considerably smaller than the 0.83% found
in the experiment. The origin of this unexpectedly large difference must be clarified
by further theoretical and experimental studies.
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New Avenues for Matter-Wave-Enhanced
Spectroscopy

Jonas Rodewald, Philipp Haslinger, Nadine Dorre, Benjamin A. Stickler,
Armin Shayeghi, Klaus Hornberger, and Markus Arndt

Abstract We present matter-wave interferometry as a tool to advance spectros-
copy for a wide class of nanoparticles, clusters and molecules. The high sensitivity
of de Broglie interference fringes to external perturbations enables measurements in
the limit of an individual particle absorbing only a single photon on average, or
even no photon at all. The method allows one to extract structural and electronic
information from the loss of the interference contrast. It is minimally invasive and
works even for dilute ensembles.

1 Introduction

Our contribution to this special issue is dedicated to Theodor W. Hinsch, who has
inspired generations of physicists as a role model for scientific creativity, genius and
passion for precision. Seeing how many methods in laser physics, atomic and
molecular physics, quantum optics, and high-level spectroscopy Ted Hinsch
advanced to unprecedented precision, we are reminded of a remark by Whitehead
about philosophy: The safest general characterization of the European philosophical
tradition is that it consists of a series of footnotes to Plato. [1]. In that spirit, we offer
here a ‘footnote’ to Hiansch’s work on spectroscopy and matter-wave interferometry.

In the following, we will focus on prospects for measurements in OTIMA [2, 3],
an Optical TIme-domain near-field MAtter-wave interferometer for clusters and
molecules with pulsed photo-depletion gratings. However, our arguments can be
readily transferred to other interferometers for atoms, clusters, or macromolecules
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that use combinations of mechanical and optical gratings, operating in the matter-
wave near-field or far-field, in position space or in the time domain [4, 5].

2 Matter-Wave Interferometry with Pulsed Photo-Depletion
Gratings

Near-field matter-wave interferometry is based on the discovery of coherent
self-imaging behind periodic structures by Talbot [6] and Lau [7]: When a trans-
mission grating of period d is illuminated by a plane wave of wavelength 4, an
image of the mask will be reproduced at multiples of the Talbot distance Lt = d* /A
behind the grating—without the need of any focusing optics, simply by virtue of
near-field interference. The trick works even for spatially incoherent sources if
another grating is inserted before the diffraction mask, again at multiples of the
Talbot length. This concept was realized for light [8], X-rays [9, 10] and
atoms [11, 12]—also in the time domain [13-15]. Throughout the last decade,
Talbot-Lau interferometry has been extended to organic molecules, clusters and
biomolecules [3, 16-18].

OTIMA, in particular, is an interferometer that utilizes three pulsed photo-
depletion gratings [2, 3, 18] to prepare, diffract and detect beams of complex
nanoscale particles (Fig. 1). In our experiments, the gratings are realized as retro-
reflected fluorine laser beams, at a vacuum ultraviolet wavelength of A = 157.6 nm,
yielding standing light waves with a period of d ~ 79 nm. In the antinodes of the
standing light waves, the molecular beam is depleted by ionization, dissociation, or
any other mechanism that renders these molecules invisible to the detector further
downstream. This way, the light field acts effectively as a periodic absorptive mask.
The high laser photon energy of 7.9 eV allows manipulating a wide range of
molecules or clusters in the same machine—largely independent of particle-specific
narrow optical resonances.

Three gratings are combined to form a complete Talbot—Lau interferometer: the
first grating G establishes a periodic array of possible molecular locations, close to
the nodes of the standing wave. The tight confinement of the wave function around
these nodes then imposes a momentum uncertainty which ensures a rapid increase
in transverse coherence behind the grating—even for an initially incoherent molec-
ular beam. The second grating is positioned such that the incident molecular
coherence extends at least over two nodes or antinodes of G,. This way, the
propagating molecular wave covers two or more semiclassical paths on the way
to the final state at G3, further downstream. Resonant near-field interference occurs
around multiples of the Talbot time Tt = d’m /h, corresponding to a Talbot length
Ly =vIt=d* /Aqp, for particles of mass m. In time-domain interferometry, all
particles within the grating area see the same pulse sequence for the same duration,
independent of their own velocity v.
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Fig. 1 a UV-VIS spectroscopy in OTIMA: absorption of a single photon from a running laser
wave imparts a recoil to the absorbing cluster or molecule. If the wavelength of the light is
comparable to the semiclassical path separation of the delocalized particle, the interference fringe
pattern experiences a measurable dephasing (Sect. 3) [19, 20]. Because of the small grating period
(79 nm), single-color visible or infrared (VIS/IR) spectroscopy requires the collective momentum
transfer of several photons or operation of the matter-wave interferometer in higher Talbot orders.
b VIS/IR spectroscopy: can also be realized by combining a single (VIS/IR) photon of laser beam
Ly (red arrow) with a single UV photon from beam L, (green arrow) which provides the required
momentum transfer (Sects. 6 and 7). ¢ Polarizability spectroscopy: is the least invasive of all three
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The molecular fringe pattern can be visualized in various ways: the third grating
Gs acts as a spatially resolving mask with a resolution of well below /2 = 79 nm
and a post-ionizing time-of-flight mass spectrometer allows recording all particles
transmitted by this mask. If the clusters [3, 18] or nanoparticles [21] in the beam
have a broad mass distribution with fixed mass separation, and if they all have the
same velocity, as often the case in supersonic beams, they realize a ‘comb’ of de
Broglie waves. The particles remain, however, mutually incoherent since they are
distinguishable. Recording the mass spectrum then corresponds to reading an
interference pattern as a function of mass m or wavelength A4g. One may also
describe this phenomenon as a wave function rephasing in the time-domain [13],
without reference to position and independent of the velocity distribution.

We exploit in particular the resonance in particle transmission behind grating G5
as a function of the pulse delay between two subsequent gratings z;; = #(G;)— t(Gj).
This resonance occurs for a symmetric interferometer timing, T = 71, = 723, and
we find a rapid decrease in the interference contrast when this balance is skewed by
more than Af = 753 — 712 ~ 723/N, where N is the number of grating nodes
illuminated by the incident molecular beam [22].

In principle, the matter-wave fringes could also be measured directly by plotting
the particle transmission versus the lateral displacement of either grating. However,
in our case, all three laser beams are retro-reflected by the same mirror to render the
system as insensitive to mechanical vibrations as possible. The fringes are thus not
affected by slow tilts or shifts of the mirror. Instead, in OTIMA interferometry, the
interference contrast can be extracted from a comparison of the interferometer
transmission for the case of resonant (symmetric) and non-resonant (slightly asym-
metric) laser pulse delays [3]. For this setting, we here propose a variety of new
spectroscopy tools and procedures.

3 Matter-Wave-Enhanced Recoil Spectroscopy (MERS)

A matter-wave interferometer can be used as a single-photon recoil spectrometer by
adding a running laser wave L close to the central grating G, (Fig. 1a). Absorption
of a single photon then imparts a recoil onto the molecule, without providing
‘which-path information’. Subsequent spontaneous reemission of photons would
introduce a random phase and decoherence [23], but most macromolecules dissi-
pate the energy radiationless to many lower-lying electronic and vibrational
states [20, 24].

Fig. 1 (continued) techniques. The off-resonant dipole interaction with the intense laser field G4
deforms the matter-wave front—leading to a loss of fringe contrast even without any photo-
absorption. This method may be particularly useful for weakly bound van der Waals clusters
(Sect. 8)
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Heating of the internal molecular state does not destroy the center-of-mass
coherence [25, 26] as long as the internal and external degrees of freedom remain
separable. Wavelets associated with the same internal state remain coherent to
each other [24]. Absorption inside a matter-wave interferometer thus creates shifted
and unshifted molecular fringe patterns which are correlated with heated and
unheated internal states. Even if the shifted and the unshifted fringes cannot be
resolved, the loss of the total fringe visibility can be used for spectroscopy with high
accuracy [19, 20].

In OTIMA interferometry, the momentum imparted by each VUV grating
exceeds the absorption recoil of a 0.3—100 pm spectroscopy photon by a factor up
to 300. Visible (VIS) and near-infrared (NIR) spectroscopy will therefore work best
in higher Talbot orders, when the grating pulse separation time amounts to about
two or three Talbot times and the molecular state is delocalized over two or three
periods of G,. Probing photons with wavelengths around 270-320 nm are for
instance required to study the electronic states of aromatic amino acids and nucle-
otides, peptides and oligonucleotides. Comparing UV spectra of biomolecules in
the gas phase with molecules in solution could later provide valuable information
about structural changes in these different environments [27, 28].

4 Fluorescence Recoil Spectroscopy (FRS)

If, contrary to the previous assumptions, absorption is followed by fluorescence, the
emitted photon will add a recoil to the molecular motion, whose orientation varies
randomly for each molecule. This leads to a reduction of the fringe contrast. One
can use this loss of visibility to extract fluorescence quantum yields. When the
exciting laser illuminates the molecular beam from the front, the absorption recoil
does not blur the interference pattern and the timing of the laser pulse determines
when and where the molecule is hit relative to the position and time of the second
grating pulse. If the fluorescence wavelength distribution is known, the contrast
reduction of the matter-wave interference pattern provides a measure for the
product of the absorption cross section and the fluorescence yield. The absorption
cross section can be extracted independently at low laser power and with the laser
beam oriented parallel to the grating k-vector. When as little as 10% of all
molecules are excited [20], the absorption measurement is only minimally affected
by fluorescence.

S Multi-Photon Recoil Spectroscopy (MPRS)

If the probing laser wavelength exceeds the grating period substantially, a single
photon cannot provide the recoil to shift the interference pattern sufficiently
far. This is for instance the case for vibrational transitions, driven by near-infrared
(NIR) or far-infrared (FIR) photons with wavelengths around 3-100 pm.
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Fig. 2 a The absorption of a
multiple photons from a
monochromatic source is
suppressed due to the
anharmonicity bottleneck.
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Multi-photon absorption can then still be a viable option if the cumulated recoil of
many absorbed photons has sufficient momentum.

Multi-photon recoil spectroscopy is conceptually similar to infrared multi-
photon dissociation spectroscopy (IR-MPD) [29]. The anharmonicity of molecular
potentials usually prevents the subsequent absorption of many monochromatic
photons within the same vibrational energy ladder (anharmonicity bottleneck,
Fig. 2a) [30]. On the other hand, couplings between the vibrational modes can
dissipate the absorbed energy (Fig. 2b). In complex particles, vibrational excita-
tions can relax on the picosecond time scale to many vibrational states, i.e., very
fast compared to the duration of the nanosecond spectroscopy pulse. Even though
multi-photon absorption will lead to internal heating, this is compatible with high-
contrast interference as long as it does not provide which-path information by
emission of thermal radiation [31]. Sequential absorption with a Poissonian photon
number distribution will lead to a biased quantum random walk in momentum. In
contrast to the single-photon case, extracting an absolute absorption cross section
from the visibility loss is then less direct. However, the spectral line positions and
widths will remain measurable.

6 Resonance-Enhanced Multi-Photon Recoil Spectroscopy
(REMPRS)

In order to avoid heating and the risk of spectroscopic shifts, conformation changes
or even fragmentation, it is desirable to limit the number of photons required to
retrieve information—even in the infrared regime. This challenge has been
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Fig. 3 a In IR-UV-recoil
dip spectroscopy the matter-
wave dephasing action of a
UV photon is suppressed by
emptying the ground state in
aresonant IR transition. b In
double resonant IR-UV-
recoil spectroscopy the kick
of the UV photon is
conditioned on the prior
absorption of the IR or VIS
photon
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addressed in physical chemistry by action spectroscopy where the absorption of a
few photons may lead to a detectable ‘action’, for instance the detachment of an
additional messenger atom. Action spectroscopy has been very successful in cluster
physics [29]. A prominent example is the spectroscopy of impurities in helium
nanodroplets where the deposition of 1 eV of energy even suffices to boil off 2000
helium atoms [32]. However, the attached messenger atom or the environment,
such as a liquid helium nanodroplet, may also influence the electronic structure of
the host molecule [33].

We suggest that it is possible to avoid the need for messengers and artificial
environments based on a recoil analog of resonance-enhanced multi(two)-photon
ionization spectroscopy (REMPI/R2PI) [35]. In matter-wave-enhanced resonant
multi-photon recoil spectroscopy (REMPRS/R2PRS), the spectroscopy photon
from laser beam L, triggers the absorption of a photon of high momentum from
laser beam L,. We illustrate the idea in Figs. 1b and 3a where the first photon from
laser beam L; excites the molecule for instance from the electronic and vibrational
ground state |g,0) to the higher-lying vibrational state |g, 1) and a photon from the
more energetic laser L, couples this state to the upper electronic state |e, 1),
imparting the required kick (see Fig. 3a). This method is appealing for particles
where photo-ionization has been notoriously difficult and photodissociation chan-
nels are not available, as is the case for many massive biomolecules [36-38].

7 Matter-Wave-Enhanced Recoil Dip Spectroscopy (RDS)

While in our previous examples the resonant reduction of matter-wave contrast was
assumed to provide the spectroscopic signal, we illustrate in Figs. 1b and 3b how
recoil dip spectroscopy can even restore and enhance this contrast on resonance.
We assume that the absorption of a single (V)UV photon from |g, 0) to |e, 1) imparts
sufficient recoil to reduce the matter-wave visibility. However, we can deplete the
ground state |g, 0) by coupling it resonantly to a neighboring vibrational state of the
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same electronic manifold |g,1). This reduces the UV absorption and raises the
fringe contrast again. Dip spectroscopy may appear counterintuitive in comparison
with earlier results from atom interferometry [34] where an increase in the number
of absorbed quanta led to a decrease in fringe contrast. In contrast to that,
reemission is suppressed in many molecules during their transit through the inter-
ferometer. OTIMA offers a suitable frame for this scheme since the nanosecond
precise timing allows depleting the ground state prior to the UV absorption and with
a lead time shorter than the life time of the excited state.

IR-UV dip spectroscopy requires that the UV photon couples efficiently to one
particular vibrational ground state but substantially less to the IR excited vibrational
mode. In many small- and medium-sized molecules, it is possible to excite elec-
tronic transitions with vibrational resolution. In these cases, recoil dip spectroscopy
(RDS) is a realistic option. Even if the UV transitions are broadened when they
couple to short-lived excited states, IR dip spectroscopy should provide resolution
of the vibrational ground states, as seen in the modulation of the fringe visibility.

In VIS-UV dip spectroscopy the transitions couple electronic states and absorp-
tion of a visible spectroscopy photon is followed by a UV photon with higher
momentum. As before, the method requires that the ground state and the excited
state of the electronic transition couple differently to the UV photon.

8 Matter-Wave-Enhanced Polarizability Spectroscopy
(MEPS)

Valuable spectroscopic information can be obtained even without exchanging a
single real photon: The atomic or molecular polarizability provides important
information about the particle composition and structure as well as their van der
Waals interactions with molecules or surfaces.

In atom interferometry, the optical polarizability has for instance been measured
by imprinting a differential phase on two spatially separated parts of a cloud of
ultracold atoms that were then recombined to interfere [39]. Even if the path
separation of the matter-wave packets is smaller than the width of the spectroscopy
laser beam, they accumulate state-selective phase shifts in the interference pattern,
which may provide information about optical polarizabilities [40] or transition
dipole matrix elements [41].

This can be generalized to high-mass particles, too. The optical polarizability of
complex molecules at fixed wavelength (532 and 157 nm) can be extracted from the
diffraction efficiency in the standing light wave in Kapitza—Dirac—Talbot—Lau [42]
and OTIMA interferometry [43]. Here, we propose to measure it across a wide
spectrum using OTIMA interferometry. By interaction with a tunable standing
light-wave grating (Gy), close and parallel to G, (see Fig. Ic), the molecular
matter-waves acquire a phase shift which reduces their interference contrast.
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The effect of the additional grating can be understood in both a classical and a
quantum picture: Quantum mechanically, the grating acts like a phase grating,
whose period varies with wavelength and whose impact on the matter-wave is a
function of the molecular optical polarizability. In a classical picture, the fluctuat-
ing array of dipole force microlenses in G4 scrambles the molecular interferogram.
Tuning the spectroscopy laser then allows one to modulate its fringe contrast (see
below).

In contrast to the absorptive spectroscopy, which can be done already with
running laser waves, we here rely on the presence of an optical grating to impose
strong local dipole forces. They scale with the gradient of the dipole potential
and are maximized in a standing light wave. It is favorable if the spectroscopy
grating (G4) phase is unstable since a fluctuating phase ensures that we can ignore
residual effects of constructive matter-wave interference that might emerge when
the spectroscopy grating G4 and the diffraction grating G, have commensurate
periods.

9 Theoretical Description

In order to quantify these statements, we here discuss how the fringe visibility is
affected in OTIMA interferometry by the presence of a spectroscopy beam directly
after the second grating, G,. In general, the interference signal is calculated by
combining the effect of each individual grating on the incoming matter wave with
its free propagation between the gratings [2, 22, 44].

Exploiting that the transit through each individual laser grating can be described
in the eikonal approximation [45], the interaction between the matter wave and
grating Gy, k=1,2,3, is characterized by the eikonal phase shift (ﬁék) =
4xEW a(2)/hcepA, and by the mean number of absorbed photons per molecule or
cluster, n(()k) = 4E®) J6 16 (1)/hcA [2]. Here, E® is the pulse energy, A denotes the
laser spot area (flat top assumed), a(4) and o,s(4) are the molecular polarizability
and absorption cross section at the laser wavelength A, respectively.

OTIMA contrast—In the absence of any additional laser, the sinusoidal visibility
of the interferogram can be computed as a function of the laser grating pulse
separation time T and all known laser parameters

2 (g /2)11 (5 /2)
To(ny /2o (ng” /2)1o(” /2) 0

< (e )

where J, and I, are Bessel functions. The parameter (.., = ¢((]2> sin (T /Tr)
describes the coherent evolution induced by the phase grating component in G,
and yep = ngf) cos (zT/Tt)/2 is related to the photo-depletion of the molecular
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beam in the anti-nodes of the standing light wave, also in G,. The visibility Vg,
varies periodically as a function of the pulse separation 7, and its period is
determined by the Talbot time Tr.

Recoil Spectroscopy—Absorption of photons from a pulsed running wave laser
of wavelength Ay in the instant after the second grating pulse will impart a recoil on
the absorbing molecule [19]. In practice, one may even overlap G, and the
spectroscopy laser on the same spot at the same time using dichroic optics. The
resulting reduction of the signal visibility can then be used to extract the absolute
absorption cross section of the molecule [20]. Assuming that the probability of
absorbing n photons is described by a Poisson distribution with mean
nL(AL) = 6abs(AL)ELAL /ALKc, the sinusoidal visibility Vg in the presence of the
spectroscopy beam can be written as

—];:: = exp {—ZnL sin’ (njﬂi)} . (2)

Thus, In T/sm /Viin decreases linearly with the product of the total absorption cross
section and the recoil laser energy, oups(AL)EL. One can therefore measure the
molecular absorption spectrum by varying the laser power at A;, and observing the
fringe contrast. This idea can be extended in a straightforward way to recoil dip
spectroscopy, where only the readout of the spectrum is modified.

Polarizability Spectroscopy—Replacing the running wave laser by a tunable
standing light wave grating allows us to measure the molecular polarizability. In
this case, the spectroscopy laser acts as a fourth grating with period 4;. /2. It is timed
such that that the free flight to the second grating is negligible. Hence, the interac-
tion between the spectroscopy laser and the molecule is characterized by the
eikonal phase ¢ (AL) = 4xELa(AL)/ALhcey and the mean photon number
nL(AL) = 4ELAL6 s (A1) /ALhc. To avoid moiré-type effects, we propose to induce
or maintain phase fluctuations between the spectroscopy grating and the three
(phase stable) interferometer gratings. The signal visibility reduction is then

Vsin _

2d T n? 2d T
2 n2f 227 ) L 2 -2 7
Jo [\/¢L sin (ﬂAL TT) ) cos (ﬂﬂL TT)] ‘ 3)

Vsin Io(nL/2)

Varying the laser wavelength A; in a regime in which photon absorption can be
neglected, np < 1, the spectroscopy laser acts as a pure phase grating and the

contrast reduction is
. 2d T
Jo {¢L sin <JTZT—T>] ’ 4)

Thus, one can directly extract the spectral molecular polarizability from measuring
the contrast reduction for different pulse energies Ep..

1% sin

Vsin
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In deriving the visibility (1), we have neglected additional contrast-reducing
processes such as scattering with residual gas atoms [44, 46], thermal
decoherence [31] or phase averaging due to machine vibrations or internal molec-
ular dynamics [47, 48]. Such processes would affect the signal visibility with a
common pre-factor which cancels in the ratio of the visibility with and without
spectroscopy laser. This renders the measurement rather robust with respect to
decoherence and dephasing.

10 Conclusion

Spectroscopy is an important field of atomic, molecular and optical physics with
close ties to areas as diverse as physical and biochemistry, environmental science or
laboratory astrophysics. It is therefore important to explore methods which are
minimally invasive in the sense that they require the scattering of very few real
photons to eventually not even a single one.

Matter-wave interference offers an interesting option as it imposes a very narrow
comb of molecular density fringes which serves as a nanoscale ruler, whose
position can be read with a sensitivity and accuracy of 10 nm or less.

While a conceptual similarity with classical Moiré shadows is obvious [49],
operating in the quantum regime allows one to prepare even narrower fringes and a
substantially enhanced sensitivity to fringe displacements. Compared to classical
deflectometers, which usually operate with position resolution on the order of tens
of micrometers [50, 51], quantum interferometry has the potential of improving the
position sensitivity by three to four orders of magnitude. However, substantial
future work still needs to be invested in generating sufficiently brilliant molecular
beam sources to turn this idea into a generic and universal tool.

Matter-wave-enhanced spectroscopy is promising and useful for isolated mole-
cules and clusters in the gas phase under diverse boundary conditions. It can be
beneficial when the absorbed energy is dissipated in internal conversion processes
and fluorescence or action spectroscopy fails. This applies to a large class of
complex biomolecules and van der Waals clusters.

Interference-assisted absorption spectroscopy is also expected to be favorable
for many gas phase neutral vitamins, peptides and proteins with a low vapor
pressure, forming only very dilute molecular beams. While interferometry can
operate eventually even with a single molecule per shot, direct absorption using
Beer’s law would require beam densities many orders of magnitude higher.

Matter-wave interferometry-assisted two-photon and polarizability spectros-
copy is also favored over fluorescence methods, where one would usually want to
scatter many photons per particle. Multi-photon scattering may lead to excessive
heating, particle dissociation or modification. This is the case for weakly bound van
der Waals clusters, whose quantum wave nature has been successfully demon-
strated in OTIMA interferometry [3, 18].
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Yb Fiber Amplifier at 972.5 nm with Frequency
Quadrupling to 243.1 nm

Z. Burkley, C. Rasor @, S.F. Cooper, A.D. Brandt, and D.C. Yost

Abstract We demonstrate a continuous-wave ytterbium-doped fiber amplifier
which produces 6.3 W at a wavelength of 972.5 nm. We frequency-quadruple
this source in two resonant doubling stages to generate 530 mW at 243.1 nm.
Radiation at this wavelength is required to excite the 1S-2S transition in atomic
hydrogen and could therefore find application in experimental studies of hydrogen
and anti-hydrogen.

1 Introduction

The hydrogen 1S-2S two-photon transition was first observed by Hénsch
et al. [1]. Over the following four decades, the continued improvement in the
spectroscopy of this transition has led to increasingly precise determinations of
the Rydberg constant and proton charge radius—ultimately providing a stringent
test of quantum electrodynamics [2]. The importance of the 1S-2S transition stems
in part from the simplicity of hydrogen, which makes it amenable to theoretical
study, and also from its narrow natural linewidth of only 1.3 Hz.

When reviewing the well-known measurements of the 1S-28 transition, one can
also observe a continual refinement of the spectroscopy lasers used—first, by a
transition from pulsed to continuous-wave (cw) lasers [3, 4] and then by an increase
in power, coherence and robustness [5-9]. The most recent result was reported by
the Hinsch group in 2011, in which they determined the transition to a fractional
frequency uncertainty of 4.2 x 10~13 [10]. By that time, the UV laser source had
evolved to an all solid state system that produced 13 mW of 243 nm cw radiation.
This radiation was then cavity enhanced to 368 mW within the hydrogen spectrom-
eter. In addition to the impressive intracavity power, this radiation source possessed
an extremely narrow linewidth of 1 Hz which is commensurate with the hydrogen
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1S-2S transition width itself. More recently, in 2013, Beyer et al. [11] reported on a
243 nm laser which was capable of producing 75 mW before cavity enhancement.

Notwithstanding these accomplishments, we believe that continuing to increase
the laser power at 243 nm would be very beneficial. For instance, the 1S-2S
transition could be excited with laser beams of large transverse dimensions,
which could decrease transit-time broadening and increase the proportion of
atoms in the atomic beam that are excited. With the recent trapping of anti-
hydrogen in its ground state, a larger beam would also prove beneficial in mitigating
the difficulties created by the low number of trapped anti-hydrogen atoms available
[12, 13]. However, we are mainly motivated to develop a power-scalable 243 nm
laser in order to explore proposals to laser cool atomic hydrogen using the 1S-2S
transition [14-16].

Spectroscopy of hydrogen and the recently trapped anti-hydrogen would benefit
tremendously from robust laser cooling. Two-photon laser cooling could be more
rapid and flexible than the more traditional approach using Lyman-alpha radiation
at 121.6 nm—mostly due to the greater ease of producing radiation at 243 nm. To
obtain reasonable scattering rates with such schemes requires that the 2S state be
coupled to a state with short lifetime—for instance either the 2P [15] or 3P [16]
states—and the average power of the cavity enhanced 243 nm radiation source
should be at the ~100 W level. For a beam diameter of 500 pm, this would lead to a
scattering rate of ~ 500 Hz when maximally coupling the 2S and 2P states
[15]. Power enhancement within an optical cavity can reach factors of ~100 with
commercially available mirrors so that Watt-level 243 nm sources could be suffi-
cient for an initial demonstration of cooling.

Here, we present a laser system that is a major step toward laser cooling
hydrogen with the two-photon 1S-2S transition. The system is composed of an
extended cavity laser diode (ECDL) at 972 nm followed by a tapered amplifier
(TA), a ytterbium-doped double-clad fiber amplifier, and two consecutive resonant
doubling stages. The ytterbium (Yb) fiber amplifier is a notable feature of this
source since gain is much more readily obtained in Yb systems near 1030 nm due to
the low absorption cross section at this wavelength. Gain near the emission cross-
sectional peak at 976 nm is also possible but requires population inversions near
50% because the absorption cross section in that spectral region has approximately
the same magnitude. Despite this difficulty, there have been demonstrations of
100 W Yb-doped fiber lasers near the emission cross-sectional peak at 976 nm
[17, 18]. These lasers, however, operated at or above 976 nm. Below 976 nm, the
emission cross section drops rapidly and the inversion required to obtain gain is
>50%. For our Yb-doped fiber, the emission cross section at 972 nm is approxi-
mately one-half the peak value. To the best of our knowledge, there have been only
a few Yb fiber-based laser systems which operate at wavelengths shorter than
976 nm and these produced relatively low power (~10 mW) [19, 20]. The Yb
fiber amplifier we demonstrate here outputs 6.3 W of power at 972 nm which upon
frequency quadrupling yields 530 mW of power at 243 nm. We believe this
approach is power scalable and that we can continue to increase our UV radiation
with additional power at 972 nm.
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2 Seed Laser and Yb Fiber Amplifier

The master oscillator is an ECDL with an extended 10-cm-long cavity.
This relatively long cavity length was chosen to increase the coherence of the
oscillator [9]. The ECDL produces 30 mW of power at 972 nm and the design is
shown in Fig. 1. The output of the oscillator is amplified to 3 W with a commercial
tapered amplifier (DILAS). The manufacturer specified M? of the TA is only <1.7,
and we have measured ~2.4 W within a TEM, mode at the full power of 3 W. The
output from the TA is then further amplified within a double-clad Yb-doped fiber
(CorActive) with a 20 pm diameter core and 128 um cladding. The core of this fiber
has a numerical aperture of 0.075 which is large enough to support the propagation
of a few higher-order modes. However, we have observed the majority of the TA
output power not contained within the TEMgyy mode exists in transverse modes of
significantly higher order. These modes cannot propagate through the fiber; thus,
the fiber acts as a spatial filter.

The population inversion necessary to obtain gain at 972 nm requires that a high
pump intensity at 915 nm be maintained along the entire length of the fiber, which
results in low pump absorption. In our case, we use a short section of fiber (=10 cm)
that absorbs only 0.6 dB of the incident pump power. Due to the high population
inversion within the fiber amplifier, there is also significant gain within the 1015
and 976 nm spectral regions. This is problematic as significant amplified sponta-
neous emission (ASE) would degrade the amplifier performance by reducing the
population inversion. As shown in [21], the gain at a given wavelength within a
homogeneously broadened amplifier can be written as a function of the gain or
absorption at two other wavelengths and their respective absorption and emission
cross sections. Using the cross-sectional data for our fiber [22], we find an expres-
sion for the gain (G;) at 976 nm given by

Fig. 1 Schematic of the
ECDL master oscillator and
amplification stages. SD:
Seed diode, DG: diffraction
grating, FI: Faraday
isolator, F1 and F5:
bandpass filters, F2:
longpass filter, F3 and F4:
shortpass filters. The ECDL ASE
contains an electro-optic /
modulator (EOM) for fast

frequency control although
it was not used for the
studies here

.

—A/2

Yb-Doped Fiber
F4

To Doubling
Stages
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Go6 = 2.41 - Go7n + 1.08 - fAg;s. (1)

Here Ay is the absorption of the pump at 915 nm, and f is the ratio of the cladding
area to the core area. In our amplifier, f ~ 41 and Ag;5s ~ 0.6 dB. With a gain of
Go7p = 4 dB (given by our experimental results), the gain at 976 nm is Goye ~
37 dB. Similarly, the gain at 1015 nm where there is also a peak in the emission
cross section of our fiber is given by

Gio15 = 0.70 - Go7p + 1.64 - BAgs, (2)

which results in G1g;5 ~ 43 dB. As can be seen from the previous expressions, the
gain at 976 and 1015 nm depends sensitively on the pump absorption due to the
large value of f. As discussed extensively in [17, 18, 21], increasing the pump
absorption, and therefore efficiency of the amplifier, would need to be accompanied
by a decrease in f to keep the gain near 976 and 1015 nm manageable. Even in our
current configuration, the large gain at 976 and 1015 nm would cause the amplifier
to lase if the ends of the gain fiber were flat cleaved. To mitigate these effects, we
angle-polish the ends of the gain fiber and use bandpass filters (FWHM = 4 nm) to
reduce ASE originating from both the fiber amplifier and the TA [20]. The high
inversion in the fiber can also lead to photodarkening—a poorly understood
decrease in the optical transmission of gain fibers which degrades performance
[23]. Mitigation of this effect is possible by codoping the gain fiber with phospho-
rous or cerium [24, 25]. We use a fiber codoped with phosphorous because it was
commercially available; we have yet to observe any such degradation of the
amplifier performance due to this effect.

Figure 2 shows the backward propagating radiation from the Yb fiber amplifier
when pumping with 22.5 W of 915 nm radiation. Without seed power, the high
inversion favors gain at 976 nm. With seed power, the peak at 976 nm is still
dominant; however, this is due to ASE from the TA which is incompletely atten-
uated by filter F1 in Fig. 1. Back reflections from the output facet of the amplifier
fiber also cause this radiation to be amplified in the reverse direction, along with a

Fig. 2 Backward -40 ‘ ‘ ‘ ‘ ‘ ‘ ‘
propagating radiation from _ ASE without Seed
the Yb fiber amplifier with =50 ASE with Seed ]

and without seed. Both
spectra were taken with
22.5 W of pump power at
915 nm

Intensity (dBm)

-100-

980 1000 1020 1040
Wavelength (nm)
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small amount of the 972 nm radiation. Without seed, the integrated power in Fig. 2
is 270 mW, but this drops to only ~9 mW when seeded. The ASE is roughly linear
with pump power and therefore does not significantly degrade the amplifier per-
formance for this short length of fiber.

The 972 nm output power of the fiber amplifier as a function of 915 nm pump
power is shown in Fig. 3. Amplification of the 2.4 W of seed occurs at ~15 W of
pump power. However, even with zero pump power, significant inversion of the
gain medium can occur due only to the input seed radiation, so that the fiber exhibits
semi-transparency before the amplification threshold. At our maximum pump
power of 41.5 W, we obtain an output power of 6.3 W at 972 nm, corresponding
to a gain of 4.2 dB. The roll-off at high pump power is a result of the pump
wavelength shifting away from the absorption peak at 915 nm as the diode current
is increased. This effect is more pronounced in our system due to the low absorption
of the pump. If the pump radiation did not shift with diode current, our models
indicate there would be a near linear increase in the output power as a function of
pump power.

Unfortunately, several common techniques to increase the efficiency of fiber
amplifiers are not possible for our system. For example, an increase in fiber length
without a decrease in f will result in unmanageable gain at 976 and 1015 nm. A
double pass pump configuration is also not possible as the low single pass absorp-
tion of the Yb fiber amplifier could damage our pump diode. More specific
techniques such as ring-doping [21] and ultra large-mode-area rod-type photonic
crystal fibers [17, 18] enabled Yb-doped fiber amplifiers with ~60% efficiency
between 976 and 980 nm. To our knowledge, the former is not commercially

101
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s i Power Scaled Prediction
E’ L
s 6f ]
S I
Q-' b
E 4 ]
N L
[
(<)} 2: . 4

07\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\7

0 10 20 30 40 50 60 70
915 nm Pump Power (W)

Fig.3 Measured radiation at the output of the fiber amplifier as a function of 915 nm pump power.
A linear fit to our data indicates a slope efficiency of =13%. The measured values agree well with a
theoretical model (solid line) based on [18]. The nonlinear behavior is due to an increase in the
pump wavelength as the diode current is increased. This effect is more pronounced in our system
due to the low absorption of the pump power. Our model predicts that more power at 972 nm could
be obtained with a pump diode that provides 130 W of output power (dashed line) and reaches the
915 nm absorption peak at a higher power [26]
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available. The latter, although commercially available, have no long-term studies
testing their resilience against photodarkening at high inversion. In addition, their
length cannot be changed once constructed. One potentially interesting avenue
would be Yb-doped fiber with smaller cladding/core ratio (), which is also
codoped with phosphorous to prevent photodarkening.

Despite the low efficiency of this amplifier, the outlook for scaling the power,
which is the primary concern for laser cooling atomic hydrogen, seems promising.
Modeling the performance of our amplifier using the method found in [18], we can
theoretically reproduce the measured performance. As shown in Fig. 3, the model
also indicates that we can continue to increase the output power with a pump diode
that reaches 915 nm at higher power [26]. The same model suggests an additional
amplification stage could also be an effective means to increase the output
power [27].

3 Doubling Stages

As shown in Fig. 4, the output of the fiber amplifier is frequency-quadrupled to
243 nm in two consecutive resonant doubling stages. The first stage uses lithium
triborate (LBO) as the nonlinear crystal (United Crystals), while for the second we
tested both beta barium borate (BBO) and cesium lithium triborate (CLBO) as the
nonlinear crystals (Crystals of Siberia and Altechna, respectively).

The first nonlinear doubling stage uses a standard bowtie geometry. The curved
mirrors have a radius of curvature (ROC) of 200 mm, producing a 62 pm beam
waist within the 25-mm-long LBO crystal. This mode size, which is ~1.8 times the
optimal waist determined from the Boyd—Kleinman focusing criteria [29], increases
the robustness of the doubling stage with minimal effect on the overall conversion
efficiency. We use type I non-critical phase matching in order to eliminate spatial
walk-off and improve the 486 nm output beam quality, which requires the LBO be
kept at a temperature of 283 °C. Alternatively, walk-off could be eliminated with

Fig. 4 Experimental setup
of doubling stages. PD:
Photodiode, PZT: PZT
piezoelectric transducer, IC:
input coupler, M1-M4: A/2  Amplification
200 mm ROC mirrors. / Stage
Since the optimal input LBO

coupler transmission
depends on the power of the PD A
fundamental [28], we use -
input couplers with higher
transmission than optimal to
increase robustness and
allow for power scaling

IC (5%)

M3 M4

or 243 nm
BBO radiation



Yb Fiber Amplifier at 972.5 nm with Frequency Quadrupling to 243.1 nm 41

the use of periodically poled nonlinear materials. However, one of our primary
concerns for this work is robustness and high damage threshold, and we believe
periodically poled nonlinear crystals are less proved in this regard. The first stage
uses an input coupler with a transmission of 3%, which is larger than the theoretical
optimal (T',,; =~ 2% at the highest fundamental power) [28]. This allows for power
scaling since the optimal input coupler transmission will increase with additional
fundamental power.

Because the performance of typical dual wavelength anti-reflection coatings is
not guaranteed at high temperatures, we use a Brewster-cut crystal to reduce the
loss of the resonant 972 nm light. This leads to an 18% loss of the generated 486 nm
radiation from the Fresnel reflection on the crystal output facet. The remaining 82%
of the 486 radiation is coupled out of the cavity through a dichroic curved mirror
with high reflectivity at 972 nm and high transmission (>90%) at 486 nm. The
486 nm output power as a function of incident fundamental power is shown in
Fig. 5. We obtain 2.4 W of 486 nm radiation with 6.3 W of 972 nm fundamental
power. The theoretical fit for harmonic conversion used in Fig. 5 follows the model
presented in [28, 30]. The data can be fit reasonably well with a range of parameters
in which the transverse mode matching is greater than 80% and the roundtrip linear
losses are less than 1.2%.

To stabilize the doubling cavity to the fundamental radiation, we modulate one
cavity mirror at a frequency of ~300 kHz and detect the modulated cavity power
with a photodiode (see Fig. 4). We then demodulate this signal with a double-
balanced mixer to generate an error signal, which is sent to a loop filter followed by
a fast (~50 kHz bandwidth) piezoelectric transducer and a slow (~ 100 Hz)
transducer with greater range. A nearly identical setup is used to maintain the
resonance condition within the second doubling stage.

In the second doubling stage, which produces 243 nm radiation, we tested both a
BBO crystal and a CLBO crystal [31-34] in type I critical phase matching config-
urations. CLBO has a lower nonlinear coefficient than BBO, but also less spatial
walk-off and a higher damage threshold [35]. Similar to the first stage, the second
doubling stage is a bow tie design with 200 mm ROC mirrors to produce a focus in
the nonlinear crystal. This produces a beam waist of 44 pm that is ~1.9 times the

Fig. 5 Experimental results 30— 105
of frequency doubling fiber — «— 486 nm Power B
amplified 972 nm radiation S 25F . Efficiency 104
using LBO as the nonlinear < 20f . = .
medium. With 6.3 W of “3’ ' . 103 8
power at 972 nm, up to S 1.5F . o &
2.60 W of power at 486 nm g . lo2 &
is generated. The solid lines S 1.0 =
follow the model in [28, 30] 2 05k Bo= Jo1

0.0 ; : : ; : ——0.0

972 nm Power (W)
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Boyd—Kleinman focusing criteria [29] in order to prevent damage of the nonlinear
crystal at high intensities and to minimize walk-off effects. The input coupler for
this cavity was 5% to increase robustness and allow for power scaling. Both crystals
are Brewster cut and 10 mm long. In this case, Brewster-cut crystals are used
because AR coatings are not yet well developed for CLBO crystals [32]. This
introduces a 27% output coupling loss for the 243 nm light with the BBO crystal,
and an 18% loss with the CLBO crystal due to the Fresnel reflection on the output
facet of the crystal. The BBO crystal is cut at & = 55° and has a double refraction
angle of p = 82 mrad. For CLBO, p = 18 mrad and the crystal is cut at @ = 77°. As
shown in Fig. 4, a Brewster oriented dichroic mirror with high reflectivity at 243 nm
and high transmission at 486 nm is used to output couple the 243 nm radiation.

The observed 243 nm output power as a function of the 486 nm input power is
shown in Fig. 6 when using the BBO crystal and in Fig. 7 for the CLBO crystal. The
theoretical curves again follow the model presented in [28, 30], and assume a 2%
roundtrip linear loss along with 80% transverse mode matching. As can be seen
from the figures, a greater efficiency was obtained with the CLBO crystal due to the
smaller walk-off and smaller Fresnel loss from the Brewster-cut crystal. This also
produces a 243 nm beam with less ellipticity, which will be easier to shape and
couple into a 243 nm enhancement cavity.

Fig. 6 Experimental results ‘ 1014
of frequency doubling 0.4 [ —— 243 nm Power ’
486 nm radiation to 243 nm 3 —=— Efficiency 0.12
radiation using BBO as the 5 0.10 »,
nonlinear medium. With 2 =
2.45 W of 486 nm radiation, & 0.08 .2
up to 300 mW of power at g 0.06 £
243 nm is generated. The o 0.04
<

solid lines follow the model N
in [28, 30] 0.02

0.0 ' ' ' 0.00

1.0 1.5 2.0 2.5
486 nm Power (W)

Fig.7 Experimental results w w 0.25
of frequency doubling 0.6F__, 243 nm Power
486 nm radiation to 243 nm § 05F—=— Efficiency 0.20
radiation using CLBO as the <
nonlinear medium. With °3’ 0.4 0.15 E‘
2.45 W of 486 nm radiation, s 03 g
up to 530 mW of power at g 0.10 &
243 nm is generated. The f, 0.2 =
solid lines follow the model N o1 0.05
in [28, 30] :
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Due to the high UV power generated, crystal degradation is a concern. Fre-
quency doubling studies at a similar wavelength have demonstrated 5 W of 266 nm
power without damaging the CLBO crystal [32]. This corresponds to ~5 times
greater UV intensity within the crystal compared to the results reported here.
Additional studies have shown that if degradation in CLBO occurs, it appears to
be reversible [36]. This is in contrast to BBO, which shows irreversible damage
caused by the formation of absorption centers [31, 36, 37]. Therefore, by utilizing
CLBO we should be able to power scale our UV output as more fundamental power
becomes available without crystal degradation.

CLBO is also known to be hygroscopic and some performance change has been
reported as the crystal absorbs or desorbs water [38]. For this reason, the CLBO
crystal is operated at a temperature of 130 °C. Over a few days at this elevated
temperature, the conversion efficiency increased slightly above that shown in Fig. 7
and we observed >530 mW of 243 nm radiation over 50 min with no degradation.

4 Conclusion

We have demonstrated a fiber-based amplifier laser system capable of generating
6.3 W of power at 972 nm. Upon frequency doubling in successive resonant
cavities, this laser source can generate 2.4 W at 486 nm and 530 mW at 243 nm.
We are encouraged by the power scalability of our system. Simulations indicate that
our fiber amplifier platform should be able to produce additional 972 nm radiation
either with more powerful, commercially available pump diodes or with an addi-
tional fiber amplifier stage of similar design [27]. To use the 915 nm pump radiation
more efficiently would require that we obtain fibers with a smaller cladding/core
area ratio (f), such as the rod-type fibers used in [17, 18], with the addition of
phosphorous codoping to increase resilience against photodarkening. The doubling
stages were designed with relatively loose focusing in the crystals and high
transmission input couplers. This, in conjunction with the high damage thresholds
of LBO and CLBO, make us hopeful that these cavities can also be power scaled.

Although we made no in-depth studies of the linewidth of our laser source for the
work described here, our seed laser copies many aspects of the low phase noise
design described in [9] and we were able to couple our radiation into doubling
cavities with few MHz resonance widths without any difficulty. For two-photon
laser cooling of hydrogen, the transition width will be broadened to ~50 MHz by
coupling the 2S and 2P states. Therefore, the laser source we describe here already
has the coherence necessary for that application. That being said, spectroscopy of
the hydrogen and anti-hydrogen 1S-2S transition with a power scaled 243 nm
system would be very beneficial but would also require the source possess an
extremely narrow linewidth. Stabilizing the frequency of this source to that level
will therefore be the subject of future work.

Acknowledgements We gratefully acknowledge Jacob Roberts for useful discussions and for
carefully reviewing this manuscript.
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Optical Autler-Townes Spectroscopy
in a Heteronuclear Mixture of Laser-Cooled
Atoms

C. Bruni, F. Miinchow, and A. Gorlitz

Abstract We report on optical Autler—Townes spectroscopy in a heteronuclear
mixture of ¥Rb and '7®Yb in a continuously loaded double-species magneto-optical
trap. An excited vibrational level of Rb*Yb which is energetically close to the
5P, /2 state of Rb is coupled by a strong laser field to a vibrational level in the
ground state of RbYb and probed by a weak probe laser field. The induced Autler—
Townes splittings in the photoassociation spectra allow us to determine relative
Franck—Condon factors of molecular transitions in RbYb.

1 Introduction

Over the last decade, there has been tremendous progress in the emerging field of
ultracold molecules and especially ultracold heteronuclear molecules. Ultracold
heteronuclear molecules promise a variety of potential applications ranging from
model systems for many-body physics over ultracold chemistry and precision
measurements to quantum computation [1, 2]. Of particular interest for these
applications are heteronuclear molecules with an unpaired electron since they
possess an electronic as well as a magnetic dipole moment in the ground state,
and thus, the possibilities for interaction and manipulation are enhanced. In order to
make the best use of the interesting features of ultracold molecules, it is required to
prepare them in the rotational, vibrational and electronic ground state.

While laser cooling is the standard starting point for the preparation of ultracold
atomic gases, the complex internal structure of molecules allows for laser cooling
of molecules only in very special cases [3-5] and moreover with a reduced
efficiency. Therefore, the most commonly followed pathway towards ultracold
heteronuclear molecules starts by creating mixtures of ultracold atoms using laser
cooling. Ultracold molecules are then formed by using magnetically tunable
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Feshbach resonances [6, 7] or by photoassociation (PA) [8], and subsequently, the
molecules are transferred to their internal ground state using laser STIRAP
[9]. Magnetic Feshbach resonances have been used very successfully to create
heteronuclear bialkali molecules in the electronic ground state such as KRb [9—
11], NaK [12, 13] and RbCs [14, 15]. However, in mixtures of a closed-shell atom
(such as Yb) and an alkali atom (such as Rb), Feshbach resonances of atoms in the
electronic ground state have been predicted theoretically [16, 17] but not yet
reported experimentally. Only magnetic-field-dependent interactions between
alkali ground-state atoms and metastable Yb atoms have recently been reported
[18]. Due to these complications, the more promising route to molecules with an
unpaired electron seems to be light-assisted PA where unbound atoms are coupled
to an excited molecular state. Molecules in the electronic ground state can then
either be created by spontaneous decay as e.g. in the case of RbCs [19], LiCs [20] or
homonuclear Cs, [21] or Sr, [22] or by using an additional laser which couples the
excited molecular state to a molecular ground state as it was demonstrated, for
example for KRb [23] or homonuclear Sr;, [24].

Whenever light is used to prepare ultracold molecules in a controlled way or to
manipulate their internal state, precise knowledge of the molecular structure is
required. In our effort to create ultracold ensembles of RbYb molecules, we have
previously performed one-photon spectroscopy in a magneto-optical trap (MOT)
[25] and in a hybrid conservative trap [26] to determine the energetic position of
weakly bound rovibrational levels of the excited 27, /2 state of Rb*Yb. In addition,
we have used two-photon spectroscopy to measure the binding energies of
rovibrational levels close to the dissociation limit of the molecular ground state
[27, 28].

A method which not only yields the binding energy of molecular levels, but also
gives direct access to the coupling strengths and Franck—Condon factors of molec-
ular bound-bound transitions is optical Autler—Townes spectroscopy, where a
splitting is observed due to strong resonant coupling of two molecular states. This
effect is experimentally and theoretically closely related to two-photon PA but was
originally observed in the microwave range [29]. By optically coupling specific
excited rovibrational levels to well-defined rovibrational levels in the ground state,
a splitting of a one-photon photoassociation resonance to the excited rovibrational
level can be observed. This splitting can be directly related to the Rabi frequency
and thus the transition matrix element of the molecular transition.

One of the first observations of an Autler—Townes splitting in ultracold ensem-
bles was reported in Lithium [30] which was also used in more detailed studies later
on [31]. Since then the technique has been used in a wide range of studies of
ultracold atoms, for example in investigations of ultracold Rydberg atoms [32] or to
optimize the pathway for ultracold molecule creation [33].

In this paper, we report on optical Autler—Townes spectroscopy in an ultracold
heteronuclear mixture of 3’Rb and '7®Yb. We use the observation and analysis of
Autler—Townes splittings to infer information on the strengths of molecular transi-
tions in RbYb, complimentary to our previous studies [27, 28] which were focused
on investigating the molecular ground state.
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2 Experimental Setup

The experiments presented in this manuscript are performed in a continuously
loaded double-species MOT of Rb and Yb. The Rb atoms are confined in a forced
dark-spot MOT operating on the %S}/, — 2P5, transition. We trap 5 x 10® atoms
at a temperature of 140 pK with more than 95% of the atoms in the dark \251 . F=1)
state. The Yb MOT is operated on the ' Sy — 3P transition at 555.8 nm and is loaded
from a Zeeman slower using the 'Sy — P transition at 399 nm. The combination
of these two atomic species requires a compromise regarding the experimental
settings since the presence of the Rb MOT induces huge losses in the number of
trapped Yb atoms. While, typically, 3 x 10° Yb atoms are trapped in a single
species MOT with a 1/e? radius of 400 pm at a temperature of 400 pK the number of
trapped Yb atoms is reduced to ~ 5 x 10 in the presence of the Rb MOT due to
inelastic light-assisted interspecies interactions. Both atom numbers reach their
final steady-state values after a loading time of a few seconds and are monitored
independently by the respective MOT fluorescence.

A prerequisite for Autler—Townes spectroscopy is the exact determination of a
one-photon photoassociation transition from unbound atoms to a bound
rovibrational level in the electronically excited 21T, /2 of Rb*Yb. As described in
detail in our previous work [25, 26], one-photon PA transitions are determined
using trap-loss spectroscopy, where the double-species MOT is illuminated by a
photoassociation probe laser (PA probe laser) tuned close to the Rb D; transition
2S1/2 — 2P1/2 at 795 nm (see Fig. 1). If the PA probe laser is on resonance with a
transition, excited-state molecules are formed reducing the number of atoms in the
MOT and thus the fluorescence. Due to a large imbalance of the atom numbers of
the two species by a factor of 10%, the PA signal is only observed in the Yb MOT
fluorescence and not in the Rb MOT fluorescence. In the following, the
wavenumber of the PA probe laser Upy is expressed relative to the wavenumber
Upi = 12579.1037 cm~! of the Rb D transition |ZSI/2,F =1)— |2P1/2,F' =2)by
Apa = Upa — Up; Which corresponds to the binding energy A{)md of the excited
rovibrational level if the PA probe laser is on resonance. In our setup, Aps can be
measured with an absolute accuracy of +5 x 107> cm~' using a home-built
wavemeter which is based on a Michelson interferometer and is referenced to an
atomic Rb transition. The rovibrational level of the excited molecular state is
identified by the relative vibrational quantum number Av' =V — v/ (see Fig. 1)
where V' is the real vibrational quantum number and v}, is the vibrational quantum
number of the most weakly bound state.'

Figure 2 a shows a typical scan of the vibrational level Ay = —11 at Apy ~ —
4.9 cm™! of the molecular excited state. If PA spectroscopy is performed in a MOT
at a temperature of a few hundred pK, a few rotational levels of the excited state can

'In this paper, we follow the notation in [25] with AV = 0 being the most weakly bound state. In
contrast, in [27] the vibrational state is labelled by v = —AV + 1.
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be observed (here R = 0 and R’ = 1) [25] while only the R' = 0 level appears if the
temperature is reduced well below the p-wave threshold to a few pK in a conser-
vative trap [26]. The rotational state belonging to R’ = 1 shows subcomponents
resulting from the coupling of R’ and F’ to which we assign here the quantum
numbers mj = —1,0,1. A detailed analysis of the one-photon PA and the vibra-
tional structure of the excited Rb*Yb molecule can be found in [25, 26].

In order to be able to address a molecular transition and perform optical Autler—
Townes spectroscopy, not only the rovibrational levels of the excited molecular
state but also those of the rovibrational levels of the ground molecular state have to
be known. We have previously measured the binding energies of the ground-state
levels by two-photon PA spectroscopy in a double-species MOT [27, 28]. In brief,
for two-photon PA spectroscopy, a coupling laser (see Fig. 1) is overlapped with the
PA probe laser. The PA laser frequency is fixed to a free-bound transition leading to
a continuous loss of atoms from the double-species MOT and thus a reduction of the
Yb fluorescence. The frequency of the coupling laser is scanned and if it is on
resonance with a molecular transition to the excited state that is addressed by the
PA probe laser, it perturbs the one-photon transition resulting in a reduced loss of
atoms from the MOT and thus higher fluorescence (see Fig. 2 b). With the help of
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Fig. 2 a Typical one-photon PA spectrum of the vibrational level |AV = —11F' =2). A
rotational structure with rotational quantum numbers up to R’ = 1 is observed where the R’ = 1
level splits into subcomponents with mj = —1,0, 1. b Typical two-photon PA spectrum. Here,
the PA probe laser is kept on resonance with the transition to the |AV = -9, FF =2,R' =1,
mp = +1) state and the coupling laser is scanned over the |Av = —2,F = [,R =1) = |AV =
—9,F' =2,R' = 1,m} = +1) transition

this two-photon PA, we were able to detect seven vibrational levels of the molecular
ground state. Similar to the notation for the excited state, the vibrational levels of
the molecular ground state are identified by a relative vibrational quantum number
Av = v — v and the binding energy Aping.

For the Autler—Townes spectroscopy presented in this work, the roles of the PA
probe laser and the coupling laser are exchanged. Instead of fixing the frequency of
the PA probe laser to a free-bound transition, the frequency of the coupling laser is
fixed to a previously determined bound-bound transition. The PA probe laser is then
scanned over the one-photon PA resonance which connects an unbound atom pair
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to the excited molecular state of the bound-bound transition. On resonance with the
molecular transition, the coupling laser induces a splitting of the excited state which
can be detected by the PA probe laser. The magnitude of this Autler—Townes
splitting is determined by the Rabi frequency of the bound-bound transition and
is hence directly related to the transition matrix element.

The PA probe laser and the coupling laser beams are both obtained from tapered
amplifiers injected by diode lasers, one of which is home-built in the good old style
established in the Hinsch laboratories [34]. Both laser beams are focused to a 1/ &2
radius of about wy = 450 pm at the MOT position in order to match the size of the
MOTs. Thus, for a typical output power of P = 10mW at the position of the atoms,
the peak intensity of either laser is /o = 2P/(zw}) = 31 mW /cm?. In order to
frequency stabilize the coupling laser, we use a transfer cavity which is referenced
to the Rb D»-line.

Typical Autler—Townes spectroscopy signals for different coupling laser
intensities are depicted in Fig. 3. Here, the coupling laser frequency is fixed to
the bound-bound transition |[Av = —7,F = 1,R=1) — |[AV = —11,F =2,R' =
1, m}e = +1) where the binding energies of the involved vibrational levels are Ap;g
= —1.957cm ! and A}, ; = —4.896 cm™!, respectively.
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Fig. 3 Autler-Townes scans (vertically shifted) with the coupling laser locked to the |Av = —7,
F=1)—|AY = —11,F =2,R = 1,mg = +1) transition of the RbYb molecule. Here, the PA
probe laser has a power of 20 mW corresponding to an intensity of 63 mW /cm?. The Autler—
Townes splitting is observed on the mg = +1 subcomponent of the R’ = 1 rotational level as
indicated by the dashed lines. For the other resonances, the coupling laser is too far detuned to
induce an observable splitting
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Fig. 4 Relevant molecular smg'=+1 C
transitions between the excited state R=1 m.= 0

vibrational ground-state AV yon 1 T
level Av and the excited- P mg=-1 K

state level Av'. Details are AR
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ground state
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Av R=0 y ) 4

3 Results and Analysis

In Fig. 4, the possible transitions between rovibrational levels with vibrational quantum
numbers Av and AV and rotational quantum numbers R = 0,1 and R’ =0,1
are depicted. Here, the rotational splittings AR’ and AR are 2B,y and 2- B, ,
respectively, where By, and B! are the rotational constants of the ground- and
excited-state vibrational levels. In addition, the splitting of the excited |AV', R = 1)
level into three subcomponents (to which we have assigned the quantum numbers
mp = —1,0,1) is relevant here. Based on our experimental observations in the
two-photon PA spectra [28], we assume that there is no splitting of the ground-state
level with R = 1.

The coupling laser couples only molecular states with equal rotational quantum
numbers R and R’. However, for the transition from |Av,R = 1) to |[AV/,R’ = 1), the
splitting of the excited rotational level into subcomponents leads to three transitions
with different transition frequencies. Therefore, there are overall four possible
transitions between the vibrational ground-state level Av and the excited-state
level Av' which have to be taken into account to analyse our optical Autler-Townes
spectra.

Following the derivation in [35], the scattering probability for the PA probe laser
in the presence of a coupling laser for an individual transition from state |g) to state
le) is given by

(c — As)Pyyy,/(27)° |
(e = A)(e—AL)) + (L) (e — Ag)?

Here E = hec is the thermal energy of the atoms, while the total width y =y, + ¥,
+7, is composed of the spontaneous emission rate y, of the excited state, the
stimulated emission y, back to the starting level and y, which accounts for all other
additional losses. The two lasers are detuned by A; = Appy = Ups —Upj and A;

‘51«2’2 =

(1)
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= Apina — (Upa — Ucoupling) from the one- and the two-photon PA resonance,
respectively. The positions of the two peaks that appear in Autler—Townes spec-
troscopy are given by

2\ 2z

2
Ay = %(Al +Ay) + %\/(A1 — A+ i<@> (2)

with the Rabi frequency

Q= '<g"’>'m/i (3)

of the bound-bound transition. Here, I is the intensity of the coupling laser and /g
the saturation intensity of the transition. The overlap integral (g|e) is related to the
Franck—Condon factor fgc through fre = |(gle)|. The splitting of the two peaks
can be calculated by the difference of A, and A_ and is hence given by

1/2n\*
A=A, —A = 52+§<2—12> (4)
T

with § = A} — A; being the total detuning of the coupling laser from the molecular
bound-bound transition. According to [35] and [36], in a thermal cloud, the total
loss rate can be obtained from

~—

1 /OO 2 —E/ksT
K=— Sig| e/ dE 5
oy S (

. 27kpT, 3/2
with O = (h—g”) and the reduced mass p.

Figure 5 compares the experimental spectrum of the transition |[Av = —6,F = 1)
— |AV = —11,F = 2) to a spectrum that is modelled following Eq. 5. Here, the
frequency of the coupling laser was chosen to be resonant with a transition from
[R=1) to |R'=1,mp =1). Starting from fits for each line appearing in the
one-photon PA spectrum (see Fig. 2), the lineshape was modelled for each line
independently (see Fig. 5 a). The red line in Fig. 5 b is the weighted sum of the four
modelled individual loss rates which is in good qualitative agreement with our
experimental data represented by the black line. The Autler—Townes splitting is in
general only significant for small detunings and hence only clearly visible in the
particular level [R' = 1,mj = 1) which is addressed by the coupling laser.

Figure 6 illustrates that, as already assumed above, the coupling laser can be
used to address different mj, subcomponents in the excited molecular state. In
Fig. 6 a, the coupling laser is locked to the transition |R = 1) — [R' = 1,m}, = —1)
and accordingly the one-photon PA transition to the |R’ = 1,m}, = —1) exhibits a
clearly visible Autler-Townes splitting. If the coupling laser is fixed to the [R = 0)
— |[R' = 0) transition as illustrated in Fig. 6 b, an Autler-Townes splitting is not



Optical Autler-Townes Spectroscopy in a Heteronuclear Mixture of Laser. . . 53

(a)

Yb fluorescence

L 1 L 1 L 1 L 1 L 1 L
-4.900 -4.898 -4.896 -4.894 1—4.892 -4.890 -4.888
A, [em']

(b)

Yb fluorescence

L 1 L 1 L 1 L I . 1 L

-4.900 -4.898 -4.896 -4.894 -4.892 -4.890 -4.888
-1

A, [lem]

Fig. 5 Autler-Townes spectroscopy of the |Av = —6,F = 1) — |AV = —11,F = 2) vibrational
transition. a Lineshapes of individual one-photon PA lines modelled by Eq. 5 for the coupling laser
frequency fixed to the molecular transition from |[R =1) to |[R' = 1,my = 1). The black line
corresponds to a one-photon PA transition from an unbound atom pair to the excited |R' = 0) level,
while the blue, green and orange lines correspond to transitions to the |[R' = 1,m}, = —1),|R' =1,
mp = 0) and |R" = 1,my = 1) levels, respectively. b Comparison between a weighted sum of the
modelled lineshapes (red) and experimental data (black)

only observed for the one-photon PA transition to the |[R" = 0) level but also for the
one to the |R" = 1, mj = 0) level. This implies that the two bound-bound transitions
[R=0) — |R'=0) and |R =1) — |[R' = 1,m} = 0) have nearly the same fre-
quency, and hence, it can be inferred that for the specific vibrational levels |Av
= —6,F = 1) of the ground and |AV' = —11,F = 2) of the excited electronical
state, the rotational splittings are approximately equal. In turn, this implies that the
nuclear wavefunctions for the ground and excited state have a similar spatial extent
and the Franck—Condon overlap is large.
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Though the conditions in our experiment, where the internal state of the atoms in
the MOT is not well defined, complicate the quantitative determination of a
Franck—Condon factor from the Autler—Townes splitting, we can try to estimate
the Franck—Condon factor of the |[Av = —6,F = 1) — |AY = —11,F’ = 2) molec-
ular transition. Generally, the Franck—Condon factor is given by

2
fre =Mgle)f =222 (©
1
To evaluate this equation for our experimental conditions, we assume that y; = 2
7 - 6 MHz which is the natural linewidth of the Rb atom. The saturation intensity for
Rbis 1.6mW /cm? for the |[F = 2,mp = 2) — |F' = 3, m}, = 3) transition of the D,-
line. To correct for the fact that we are operating close to the D;-line and that in the
dark-spot MOT the Rb atoms are distributed over all Zeeman sublevels of the F
= 1 hyperfine ground state, a correction factor of 18/5 for the saturation intensity is
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introduced which takes into account that the coupling and the probe PA laser have
the same linear polarization. The Autler—Townes splitting and thus the Rabi
frequency €2, obtained from Figs. 5 and 6 has a value of ~ 30 MHz. With a peak
intensity of the coupling laser of 30mW /cm?, we obtain a lower limit for the
Franck—Condon factor of the |[Av = —6,F = 1) — |AV = —11,F' = 2) transition
of fr&mn = O.1.

We regard the stated value for f ;é’;ulnl as a lower limit only since systematic
effects in our experiment lead to an underestimation of the Franck—Condon factor.
The most important effect is that the Yb density distribution in the combined MOT,
where we observe huge Yb losses due to the presence of the Rb MOT, is not well
known and it is likely that most of the Yb atoms are located at the edge of the Rb
cloud. In addition, the intensity profile of the coupling laser is inhomogeneous and
the overlap between the Yb atomic cloud and the coupling laser, which is aligned to
optimize the overlap with the Rb cloud, is not very well controlled. We believe that
both effects together lead to a significant underestimation of the Franck—Condon
factor since it is likely that Yb atoms are predominantly located in regions with low
coupling laser intensity, while our estimate assumes that they experience the peak
intensity.

Though a precise determination of absolute values of the Franck—Condon factors
is not possible due to the limitations of our experimental scheme, ratios of Franck—
Condon factors for different vibrational transitions can be reasonably evaluated if
the data are taken under similar experimental conditions. This is indeed the case for
the two data sets shown in Fig. 3 (corresponding to |Av = —7,F = 1) — |AV =
—11,F" = 2)) and in Fig. 5 (corresponding to [Av = —6,F = 1) — |AV = —11,F’
= 2)) which have been taken on the same day, i.e. with the same MOT alignment. In
the same way as explained above, we estimate a lower limitf’ gg,’;ilnl = 0.025 for the
Franck—Condon factor of the |[Av = —7,F = 1) — |AY = —11,F' = 2) transition
leading to a ratiof gg ;l'n] /f Eg [;ilnl ~ 4. This is in agreement with the assumption that
the|[Av = —6,F = 1) — |AV = —11,F = 2) transition is a strong transition with a
large overlap between the ground- and excited-state nuclear wavefunction.

4 Conclusion

In conclusion, we have successfully performed Autler—Townes spectroscopy in the
isotopologue 3’Rb'7®Yb by coupling vibrational levels Ay’ of the excited molecular
state to vibrational levels Av of the ground state and monitoring the modified
one-photon photoassociation spectrum. The observed Autler—Townes splittings
provide information on the relative transition strengths of vibrational transitions
connecting weakly bound levels of the 23, /2 electronic ground state to the 211, /2
excited state of the RbYb molecule. For the two transitions investigated here, we
obtain a ratio of the Franck—Condon factors of 4 and a lower bound of 0.1 for the
Franck—Condon factor of the stronger |[Av = —6,F = 1) — |AV = —11,F =2)



56 C. Bruni et al.

transition. Therefore, it is concluded that excited-state molecules which are pro-
duced by one-photon PA in the [Av' = —11,F' = 2) level of the *IT}  state decay
with a significant probability into the vibrational level |Av = —6,F = 1) of the 2
X1/ ground state. This might serve as a starting point for the creation of an
ensemble of RbYb ground-state molecules in a well-defined rovibrational level
which can subsequently be transferred to the rovibrational ground state using
STIRAP. A prerequisite to achieve this will be that photoassociation spectroscopy
is performed on a mixture of Rb and Yb atoms in well-defined internal states in a
conservative trap as we have recently demonstrated [26].
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From Quantum Transitions to Electronic
Motions

Ferenc Krausz

Abstract Laser spectroscopy and chronoscopy permit precision measurement of
quantum transitions and captures atomic-scale dynamics, respectively. Frequency-
and time-domain metrology ranks among the supreme laser disciplines in funda-
mental science. For decades, these fields evolved independently, without interac-
tion and synergy between them. This has changed profoundly with controlling the
position of the equidistant frequency spikes of a mode-locked laser oscillator. By
the self-referencing technique invented by Theodor Hinsch, the comb can be
coherently linked to microwaves and used for precision measurements of energy
differences between quantum states. The resultant optical frequency synthesis has
revolutionized precision spectroscopy. Locking the comb lines to the resonator
round-trip frequency by the same approach has given rise to laser pulses with
controlled field oscillations. This article reviews, from a personal perspective,
how the bridge between frequency- and time-resolved metrology emerged on
the turn of the millennium and how synthesized several-cycle laser fields have
been instrumental in establishing the basic tools and techniques for attosecond
science.

The frequency of microwave to optical radiation absorbed or emitted upon elec-
tronic transitions between quantum states of atoms has been the most accurately
measured physical quantity to date, allowing to put the laws of quantum physics to a
test, determine fundamental constants (and their possible drifts), and define the
standards for time and length [1]. Precision spectroscopy underlying these applica-
tions relies on excited quantum states the energy of which (with respect to the
ground state) is precisely defined. Heisenberg’s uncertainty principle dictates that
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such states decay on very long timescales (by atomic standards). Accurate mea-
surement of this energy requires highly stationary sinusoidal waves consisting of
trillions to quadrillions of identical cycles.

By sharp contrast, wavepackets formed by the superposition of stationary quan-
tum states evolve on ultrafast timescales. Nuclear wavepacket motions, in terms of
which quantum mechanics describes molecular dynamics of any kind, occur on a
timescale of several to several hundred femtoseconds (1 fs = 10~ '% s), see Ref. [2],
whereas electronic wavepacket dynamics underlying any dynamic change of elec-
tronic structure unfolds over tens to thousands of attoseconds (1 as = 107'® s), see
Ref. [3]. Observing and controlling dynamic changes of molecular and electronic
structure in real time therefore call for femtosecond- and attosecond-duration pulses
and femtosecond- and attosecond-varying forces, respectively.

From these considerations, it appears plausible that measuring quantum
transitions and capturing dynamics require very different forms of radiation, with
seemingly little room for any synergies. Hence, not very surprisingly, the fields of
precision laser spectroscopy and ultrafast laser science evolved independently over
decades with little interaction or even communication between the respective
scientific communities. This state of affairs changed radically on the turn of
millennium, thanks to gaining full control over the series of equidistant
eigenfrequencies (henceforth, frequency comb) of a mode-locked laser by Theodor
Hinsch and his coworkers, Ronald Holzwarth and Thomas Udem. In doing so, they
have created a clockwork able to count optical field oscillations of more than 10"
cycles per second. Their method dramatically simplified and improved the
instrumentation for high-precision optical spectroscopy and opened the door
for the development of next-generation clocks based on optical quantum transitions
[4-15].

The resultant optical frequency synthesis also led to the first fully controlled
femtosecond pulses from a mode-locked laser, controlled not only in terms of their
pulse envelope, but also in terms of their field oscillations. These advances have
been instrumental in creating the ability to observe and control atomic-scale
electronic motions in real time [3]. Here, I pay tribute to these advances from a
personal perspective, without attempting a comprehensive review and by referring
only to a few selected references thought to be helpful to readers seeking deeper
insight. For a more complete survey of relevant literature, the reader is kindly
referred to Ref. [3].

1 Time-Resolved Metrology Meets Frequency-Domain
Metrology

I felt greatly honored when I was invited to give a colloquium at the Max-Planck-
Institute of Quantum Optics as a young postdoc in 1995. Our group in Vienna just
finished a study of the non-stationary nature of the pulses emerging from locking
the longitudinal modes of a laser (in our case: Ti:sapphire laser) over a bandwidth of
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nearly 100 THz, implying a pulse duration of less than 10 femtosecond (<4 wave
cycles). We found that the phase ¢ of the carrier wave with respect to the pulse
envelope of the electric field,

EL(1) = (1.2)Epeacar (t)e @9 4 c.c. (1)

where Epeax, a;(1), and ;. stand for the electric field vector at the pulse peak, the
normalized complex amplitude, and the (angular) carrier frequency of the laser field
E, (), respectively, was slipping all the time from one pulse to the next in the output
pulse train even in an apparently perfectly stationary mode of operation.

We devised a scheme that allowed us to measure this phase shift Ag occurring
upon each round trip in the cavity and its dependence on the linear and nonlinear
properties of the laser resonator. I concluded the presentation of these results
16 with arguing that gaining control over this phase slippage would be of tremen-
dous value for the study of strong-field-induced electron processes, enabling their
control within the optical field cycle, i.e., on an attosecond timescale, which might
open the door for the extension of time-resolved science to real-time observation
and control of the electrons’ atomic-scale motion.

Subsequent illuminating discussions with Theodor Héansch, Thomas Udem, and
coworkers ignited a collaboration between our groups which continues to this day
and culminated—on the turn of the new millennium—in the generation of strong
waveform-controlled light and its use for controlling attosecond electron processes
[17, 18].

2 Laser Mode Locking: In The Time and Frequency
Domain

Our study in 1996 revealed that a continuous-wave mode-locked laser does not
deliver identical pulses, no matter how perfectly its longitudinal modes are phase
locked to each other and how perfectly they are equidistantly spaced in frequency.
This can be intuitively understood by considering that a laser resonator always
contains some dispersive components, in which the group and phase velocities,
determining the propagation speed of the pulse envelope and the carrier wave,
respectively, are (slightly) different. This gives rise to a carrier wave shifting with
respect to the pulse envelope by

Ap = g — wrTg (2)

upon each round trip in the laser resonator, where ¢ is the round-trip phase delay
(determined by the phase velocity) and T is the round-trip time of the laser pulse
(determined by the group velocity), see Fig. la. A hypothetical sensor measuring
the laser field at any (arbitrarily chosen) position on the optical axis observes a
periodically reappearing pulse with identical Eyeax, a,(?), and @, but with a carrier-
envelope (CE) phase, ¢, changed by Ag as given by (2).
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This quasi-periodic train has a frequency spectrum that consists of a series of
equidistant lines, with their frequency given by

w, = wy + no,, (3)

where @, = 27/T is the round-trip frequency and 7 is a large (~10°) integer. The
offset frequency wy is connected to Ag by the simple relationship [4]

Ag
oy = TR . (4)

We demonstrated that the round-trip CE phase shift A@ can be adjusted by a
component of variable dispersion, such as a pair of glass wedges [16]. However,
this manual control of Ag is insufficient for laser pulse generation with precisely
reproduced field evolution. This is because small fluctuations in Epca, a,(¢), and @,
translate into perturbations to ¢. These small perturbations typically remain nearly
constant over many round trips allowing their accumulation to substantial random
shifts of ¢ over multiple round trips [16]. Therefore, control over the electric field
evolution of the pulses emitted by a mode-locked laser requires active stabilization
of the CE phase.

Equation (4) reveals that control over the CE phase calls for controlling the
offset frequency wy. To this end, wg has to be converted into an electronic signal.
This was accomplished by the self-referencing technique invented by Theodor
Hinsch. The conceptually simplest implementation of the method was first
described and published in Ref. [14]. The low-frequency end of an octave-spanning
mode-locked spectrum is frequency doubled and brought into interference with the
high-frequency end of the same spectrum. The resultant beating occurs at a fre-
quency of 2(nw, + ®wg) — (2nw, + ®wg) = @y and yields the required intensity
modulation at @, which can be easily measured by a photodiode 10, 17. The
approach has been dubbed the f-to-2f technique. Phase locking @ obtained this
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way to a sub-harmonic of the round-trip frequency, w,/N, yields—according to
(4)—A¢@ = 2xz/N and hence a pulse train in which every Nth pulse has identical CE
phase and—assuming constancy of all other pulse parameters—thereby identical
electric field waveforms. This approach resulted in the first waveform-controlled
few-cycle (sub-10-fs) pulses from a Ti:sapphire oscillator [17].

3 Strong, Controlled, Few-Cycle Waveforms

Few-cycle pulses from the Ti:sapphire oscillator carry only nanojoule energies, far
too low to produce field strengths needed for strong-field-induced electron phe-
nomena. The controlled waveforms from the oscillator therefore need to be ampli-
fied, and possible random shifts and drift of the CE phase introduced in the
amplifier system need to be compensated. Figure 2 outlines the system developed
to this end by Andrius Baltuska, Matthias Uiberacker, Michael Hentschel and co in
Vienna in cooperation with Christoph Gohle, Ronald Holzwarth, and Thomas
Udem from Garching, which delivered intense laser pulses with controlled field
oscillations for the first time [18]. The octave-spanning spectrum of the pulses
produced by the oscillator as well as the pulse compressor following the amplifi-
cation allowed straightforward implementation of the f-to-2f technique both for
controlling the evolution of ¢ in the oscillator output and for stabilizing ¢ of the
amplified pulses compressed to a duration of 5 fs (full width at intensity half
maximum).

Q-switched pump laser Hollow-fiber- | 0.5-mJ
Multipass chirped-mirror | 1-kHz
Ti:Sa amplifier pulse 5.fs
Ti:Sa oscillator el compressor sl
phase-
pump laser synchronization locked
o TN hoar 3 Dvider | Y a3 PUses
interfero- [ /80000 | interfero-
laser 7 - meter | meter |l
Measurement
o & control of ¢
Phase-
locking [
: J Lao Phase
electronics Eﬁ ®~'—\__ Sokactor ]

{\ E “fast” feedback

Fig. 2 Laser system producing the first intense, waveform-controlled light pulses. For more
details, see text and Ref. [18]

“slow drift” feedback
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envelope (panel a) and the zero transitions of their field oscillations (panel b) coinciding

The system permits generation of this few-femtosecond duration, few-cycle
pulses with arbitrary setting of the CE phase. Figure 3a depicts two representative
waveforms with most distinct differences, the “cosine” waveform with a single
most intense half cycle at the center of the pulse and the “sine” waveform with two
equally strong half cycles of opposite direction separated by a zero crossing of the
field at the pulse center. In this representation (coinciding pulse envelopes), the two
waveforms appear quite different but comparing them with their zero crossings
coinciding (Fig. 3b) reveals only minor deviations between their field evolutions.
However, even these miniscule differences can have dramatic ramifications when it
comes to nonlinear field—electron interactions.

4 Attosecond Control

A highly nonlinear response to a few-cycle excitation offers the potential for
confining the effective light—electron interaction to a single wave cycle. High-
order harmonic emission constitutes a textbook example for an electronic process
responding to the driving electric field in an extremely nonlinear fashion [19]. As
illustrated in Fig. 4, the peak intensity of a few-cycle laser pulse can be adjusted
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optical field ionization e acceleration & re-collision
E, (1)

—~—

spectral intensity

(d) X-ray photon energy

Fig. 4 XUV emission from optical field ionization (also known as high-order harmonic genera-
tion when induced by multi-cycle optical fields). a Liberation of most weakly bound electron by
tunneling ionization. b Acceleration of the freed wavepacket by the linearly polarized laser field,
recollision of the wavepacket with its parent ion. ¢ Emission of XUV radiation upon recollision,
for cosine- (blue) and sine (red)-shaped few-cycle excitation

such that the electric field is strong enough to liberate the most weakly bound
electron of an atom only at the oscillation peak(s) of the central, most intense wave
cycle with substantial probability. The liberated electron is initially pulled away
from its original atomic location and—after a brief excursion in the strong laser
field—pushed back to its parent ion. Here, interference of the returning wavepacket
with the bound-state portion of the wavefunction of the same electron gives rise to
high-frequency charge oscillations. The resultant XUV burst emitted by this tiny
atomic dipole antenna is expected to last a fraction of the field half cycle, i.e., a
fraction of a femtosecond.

Once this process is confined to a single wave cycle, the apparently tiny (see
Fig. 3b) difference between a cosine and sine excitation waveform has striking
implications. As a matter of fact, differing remporal symmetry results in different
system response: the cosine waveform is expected to give rise to the emission of a
single sub-femtosecond burst of XUV light, whereas the sine-shaped driver should
yield—for symmetry reasons—itwin pulses. The spectral distribution of the emitted
radiation provided a first clear indication of this picture being correct. The high-
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Fig. 5 Spectra of XUV
emission emerging from
neon atoms ionized by
linearly polarized few-cycle
laser pulses of different CE
phase. For more details, see
text and Ref. [18]
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energy end (cutoff region) of the XUV spectra in Fig. 5 summarizing experimental
results for different driving waveforms reveals a quasiperiodic modulation and an
unmodulated continuum for sine and cosine excitation, respectively. This is exactly
the behavior expected for the emission of twin and single bursts, respectively. To
obtain more direct evidence about the temporal structure of the emitted high-
frequency radiation, an attosecond-resolution metrology is in demand. Once
again, light waveform control is the key to meet this demand.
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S Attosecond Metrology

The sub-laser-cycle XUV emission emerging from the ionization process described
above is locked to the laser field oscillation driving the process. This attosecond
synchronism offers the potential for using the generating laser field also for the
measurement (temporal characterization) of the XUV light. Because the laser field
can’t directly interact with another light field, the temporal profile of the XUV light
needs to be reproduced with high fidelity in some electronic process. To this end, a
second set of atoms are exposed simultaneously to the XUV and laser light. The
XUV photons liberate the most weakly bound electron of some of the atoms in a
process that has been thought instantaneous. Meanwhile, precision attosecond
metrology revealed a delay of this photoemission process. This delay is of the
order of 1077 s and does not affect the temporal profile of the emission signifi-
cantly. Hence, the (hypothetical) temporal emission profile of the emitted photo-
electrons shown in Fig. 6 mimics that of the incident XUV light.

This temporal profile can be captured by using the strong, controlled electric
field of the laser field which produced the XUV pulse a few nanoseconds earlier
(in another set of atoms) as a “chronoscope.” The laser field changes the initial
velocity of the freed electron by an amount proportional to the vector potential of
the field at the instant of photoelectron ejection. For an emission process confined to
a fraction of the half cycle of the laser field, the change in electron velocity varies
near linearly with the emission time, projecting the temporal profile of the emission
to a corresponding final velocity distribution of photoelectrons as illustrated in
Fig. 6. Even if this linearity condition is not fulfilled, the temporal emission profile
can be unambiguously and accurately retrieved from recording several
XUV-induced and “laser-streaked” photoelectron spectra at different timing of
the XUV burst with respect to the “streaking” laser field.

Aviy=-2 / E.(t) dt’ velocity
g “change along
the E, vector
laser electric field, E,(t) I ——pAv(t)
_____________ Av (t)
final electron
- -~ velocity ~ -z Av(t)
¢ distribution Av(t)
Lpiictiss Avjt)=0
___________ Av(t;)
temporal em|f55|on v
rofileot _____ S A 0
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Fig. 6 Basic concept of an attosecond streak camera, see text for explanation
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Fig. 7 First light pulse with its waveform measured. For details, see Ref. [21]

The method has been dubbed laser-field-driven (or briefly attosecond) streaking
and constitutes, ever since its first demonstrations (in 2001 and 2004 without and
with waveform-controlled laser light, respectively) [20, 21], the gold standard in
attosecond metrology. Attosecond streaking permits much more than just measur-
ing the duration of attosecond pulses, which can meanwhile be produced with
durations shorter than 100 as. With the timing of the attosecond pulses being
scanned across the entire few-cycle laser field in the light-field-driven streak
camera, the evolution of the laser field can also be retrieved. Figure 7 shows the
first measured light waveform, which was obtained this way [22].

With the attosecond pulse and its few-cycle driver laser field fully characterized,
attosecond streaking and pump-probe approaches constitute a powerful set of
approaches for interrogating ultrafast electron phenomena occurring in excited
atomic systems. With the attosecond pulse as a trigger, laser-field-driven streaking
can be used as an attosecond chronoscope for timing photoemission from different
atomic states or measuring electron propagation delay in solids [23]. With the fully
characterized oscillating laser field as probe, one can trace the nonlinear polariza-
tion response of matter to optical fields [24]. The attosecond pulse, on the other
hand, can be applied to probe strong-field-induced electron phenomena via
attosecond transient absorption or photoelectron spectroscopy [23]. With these
tools and techniques, attosecond metrology and spectroscopy are now well
established and being used in a rapidly growing number of laboratories for studying
electron dynamics.

6 Future Prospects: Exploring Electronic Motions
in Complex Systems

The attosecond-varying force of visible-infrared waveforms along with attosecond-
duration pulses of short-wavelength light synchronized to this force has enabled
real-time observation (and—to some extent—control) of atomic-scale electron
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dynamics for the first time. The physical observables captured with attosecond
temporal resolution, such as photoelectron momentum, transient absorption,
induced polarization, have provided—and continue to provide—unprecedented
insight into the dynamic response of the electrons to external excitation.

However, there is another observable of crucial importance: the expectation
value of the electrons’ spatial coordinates. Dynamic changes in the electrons’
atomic-scale distribution and the atomic-scale current densities associated with
these changes play a pivotal role in chemical reactions underlying vital biological
processes of living organisms as well as in the quest for ever-smaller and ever-faster
electronic signal processing circuitry.

Whereas the electrons’ spatially averaged excursion from their equilibrium
(ground state) position has been accessed by attosecond polarization spectroscopy
[23], atomic-scale rearrangements of electron charge distributions occurring on the
electronic timescale remained inaccessible in complex systems, such as biological
molecules and solid-state nanostructures, to this day. Making them perceivable
requires attosecond-duration multi-keV photon (X-ray) or electron pulses, permit-
ting diffraction imaging with picometer spatial and attosecond temporal resolution.

Again, controlled light forces may offer the solution. The synthesis of multi-
octave, multi-terawatt visible-infrared optical transients holds promise for the
generation of isolated attosecond pulses at several keV photon energies by ionizing
an ensemble of helium atoms [25], whereas moderate-power, precisely controlled
infrared transients may pave the way toward electron pulses with sub-femtosecond
duration [26].

In conclusion, optical field synthesis, first enabled by the frequency-comb
stabilization technique of Theodor Hénsch, has been playing a central role in
establishing the basic techniques and tools for precision attosecond control and
metrology and is likely to continue playing a pivotal role in its future evolution.
There is plenty of room for further synergies between time- and frequency-domain
metrologies, motivating the respective communities to continue their collaboration
initiated by the pioneering research of Theodor Hinsch some 20 years ago.
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Measuring and Imaging Nanomechanical
Motion with Laser Light
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This article is dedicated to Theodor W. Hénsch on the
occasion of his 75th birthday. Fortunate enough to have
several chances to work with him, I could learn about his
unique approach to experimental science. The first bit came
right during my interview for a PhD position: When
somebody claimed that all simple interesting things had
already been done, he insisted that great experiments do not
have to be complicated—if they are clever. It felt wise
already then, now I know (better) how true it is. And I’'m
looking forward to seeing more clever experiments emerge
from the Munich laboratories. Happy Birthday!

Abstract We discuss several techniques based on laser-driven interferometers and
cavities to measure nanomechanical motion. With increasing complexity, they
achieve sensitivities reaching from thermal displacement amplitudes, typically at
the picometer scale, all the way to the quantum regime, in which radiation pressure
induces motion correlated with the quantum fluctuations of the probing light. We
show that an imaging modality is readily provided by scanning laser interferometry,
reaching a sensitivity on the order of 10 fm/ Hz!/ 2 and a transverse resolution down
to 2 pum. We compare this approach with a less versatile, but faster (single-shot)
dark-field imaging technique.
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1 Introduction

Lasers are indispensable tools in science and technology today. They heal eyes,
power the Internet, and print objects in 3D. They have also revolutionized atomic
physics: Techniques such as laser cooling and optical frequency metrology have
enabled the creation of new states of matter, precision tests of fundamental physical
laws, and the construction of clocks more accurate than ever before. The lasers’ key
feature—high spatial and temporal coherence of the emitted light—is a unique
asset, too, for the measurement of distance and motion. The laser interferometric
gravitational wave observatory (LIGO) has provided the most recent, spectacular
demonstration of this fact, with the direct detection of gravity waves [1].

While LIGO is concerned with the apparent displacement of kg-scale test masses,
laser-based techniques are also an excellent choice to track the motion of micro- and
nanoscale objects. Indeed, lasers have been used to measure a microcantilever’s
motion induced by the magnetic force of a single electron spin [2], providing only
one example of the force and mass sensing capabilities of laser-transduced mechan-
ical devices. The interaction of laser light and nanomechanical motion, which lies at
the heart of any such measurement scheme, has, itself, moved to the center of
attention recently. Research in the field of cavity optomechanics [3] explores the
fundamental mechanisms—governed by the laws of quantum mechanics, of course—
and the limitations and opportunities for mechanical measurements that they imply.
Without even making an attempt at a comprehensive review of the vast activity in this
field, we illustrate recent progress through a selection of our own results below.

For this research, it is often crucial to understand not only the spectral properties
of the mechanical resonators, such as their eigenmodes’ frequency and lifetime, but
also the modes’ spatial displacement patterns, as it determines the effective mass
megr, and therefore the optomechanical interaction strength. The pattern can also
strongly affect the modes’ coherence properties. Both are particularly important for
the development of new resonator systems. For example, the full knowledge of the
mode shape has allowed us to design resonators with a “soft” phononic crystal
clamping that enables unprecedented room-temperature quality factors Q > 10% at
MHz frequencies [4]. While finite-element simulations of mechanical modes
become ever more powerful and accurate, they often miss fabrication imperfections
and substrate effects that can lead to broken symmetries or mode hybridization,
among others. For this reason, we have developed several laser-based imaging
techniques of micro- and nanomechanical devices. In this article, we provide a
description of these highly useful tools.

2 Laser Interferometry and Spectroscopy

A simple two-path interferometer (Fig. l1a) constitutes the most straightforward
approach to measuring mechanical displacements. One arm’s path involves the
reflection off the mechanical device’s surface, so that its motion modulates the path
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Fig. 1 Probing mechanical motion 8x(¢) by laser interferometry. a Simple two-path interferom-
eter, involving reflection off the mechanical device (fop). The thermal motion (blue trace) of a
high-Q membrane is readily resolved above the measurement imprecision background (gray).
b Cavity-enhanced measurement, here of a radial-breathing mode of an optical whispering-
gallery-mode resonator (fop). Thermal motion (red trace) is far above the imprecision background
(gray), which is itself below the resonant standard quantum limit (SQL) for this mechanical mode
(from [10]). ¢ Cavity-based measurements of highly coherent mechanical resonators, here a high-
Q silicon nitride membrane placed inside a Fabry—Perot resonator (fop). Quantum backaction
starts to dominate over the thermal motion of the device, inducing correlations that lead to
squeezing of the output light (violet trace) below the vacuum noise (gray), among others (from
[20]). d Comparison of the relative levels of measurement imprecision, backaction, and
thermomechanical noise in the measurement regimes depicted in the examples (a)—(c)
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length difference between the two arms. If the interferometer is biased to the
optimum point, it can detect displacement (double-sided) spectral densities Sy,
down to a level of [5]

A 1
S =t (1)

TN

It is limited by the quantum phase uncertainty of the coherent state that the laser
emits, referred to as the measurement imprecision. Here, A, @, and P are the
wavelength, angular frequency, and power of the employed laser light, respectively.
14 is the detection efficiency, which also absorbs penalties in the sensitivity due to
optical losses, insufficient interference contrast, etc. Equation (1) implies that
within a bandwidth BW, the smallest displacements that can be recovered with
unity signal-to-noise ratio are given by dxpin/vVBW = /S..

Our instrument (detailed below ) employs a near-infrared laser and mW-scale
probing powers and typically achieves a S )1(){2 ~ 10fm/+/Hz displacement sensitiv-
ity, consistent with Eq. (1). This compares favorably with the picometer-scale

thermal root-mean-square (RMS) displacement dxy = \/kBT/meff.Q%1 of the

mechanical resonators we employ [4, 6], with nanogram mass my and MHz
frequency €., /2x at room temperature T In the Fourier domain, the spectral density
of the thermal motion is spread over the mechanical linewidth I'y, = €,,/Q. Corre-
spondingly, a nearly four-order-of-magnitude signal-to-noise ratio SE: (£2,)/Sxx
and the

between the peak thermal displacement spectral density S;E(Qm) = F‘S:‘/hz
noise background S, can be reached already with quality factors in the millions. An
example for such a measurement is shown in Fig. 1a.

This sensitivity is insufficient, however, for the detection of displacements at the
level of the mechanical RMS zero-point fluctuations 6x,p¢ = /% /2mcst2nm, which
are at the femtometer level for the parameters discussed above. An optical cavity is
needed to enhance the interaction between light and motion, recycling the light for a
number of roundtrips that is commensurate with the finesse F of the cavity. The
phase shift of the light emerging from the cavity is multiplied correspondingly,
allowing more sensitive detection with the same amount of laser light. In the
simplest case of resonant probing (@ = @, the cavity resonance frequency), the
quantum imprecision noise is equivalent to displacement spectral densities of [7]

2 1 Q)\?
1/2 Q) = el
S (€2) 16n.F /4P [ho b <K/2> | @

for a Fabry—Perot resonator with a moving end mirror (in the case of a whispering-
gallery-mode resonator whose radius is measured, 4 — 1/7x). Note that the sensi-
tivity now acquires a dependence on the Fourier frequency €2, here a simple cutoff
behavior for frequencies larger than the cavity half linewidth x/2, as well as the
degree of cavity overcoupling 7,.
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Figure 1b shows an example of such a measurement, in this case performed on
the radial-breathing mode of a silica whispering-gallery-mode resonator [7], with
the help of a polarization spectroscopy technique [8]. It resolves not only thermal
motion with a large signal-to-noise ratio (here, about 58 dB), but also achieves an
imprecision noise below that at the resonant standard quantum limit (SQL),

S5 (@) = 2t
xx I'n/2
ground-state fluctuations [9], for this device with Q,,/2x = 40.6 MHz, I',, = 1.3
kHz and m.; = 10ng at the level of S;,QL(.Qm) =22 am)z/Hz [10].

Cavity-enhanced laser interferometry has also been applied to nanomechanical
resonators all the way down to the molecular scale. For example, it was shown that
a fiber-based optical microcavity can resolve the thermal motion of carbon
nanotubes [11]. Another successful sensing scheme consists in introducing
nanomechanical resonators in the near field of optical whispering-gallery-mode
resonators. It achieves imprecision well below that at the SQL of stressed silicon
nitride nanostrings with picogram masses and Q ~ 10° [12—14]. It is also expected
that optical cavities suppress diffraction losses through preferential scattering into
the cavity mode.

To track or steer coherent dynamics of mechanical resonators at the level of their
vacuum fluctuations, yet higher sensitivities are required [14]. In particular, it is
necessary to resolve the ground state—which entails averaging for a time 45, /xgpf
—before it decoheres, e.g., by heating. The latter happens at a rate ny [, where
ngm = kgT/h€2, > 1 is the mean occupation of the dominant thermal bath at
temperature 7. It follows from Eq. (2) that a resolution at the level of the zero-
point-fluctuations is acquired at the measurement rate [9] [op = 4g? /K, where
g = Xt (0w /Ox)a, and la]* the number of photons in the cavity (assuming
nng =1, £ <K k). The above-mentioned requirement can then be written as
r optznthr m-

Interestingly, a completely new effect becomes relevant in this regime as well:
the quantum fluctuations of radiation pressure linked to the quantum amplitude
fluctuations of the laser light, representing the quantum backaction of this mea-

surement [15]. And indeed tlie ratio of radiation pressure to thermal Langevin force
SSF:{,; g‘:; = % While these force fluctuations induce
random mechanical motion that can mask a signal to be measured, it is important
to realize that motion and light become correlated, at the quantum level, via this
mechanism. As a consequence, the mere interaction of cavity light with a
nanomechanical device can induce optical phase—amplitude quantum correlations,
which squeeze the optical quantum fluctuations, in a particular quadrature, below
the level of the vacuum noise. This effect is referred to as ponderomotive squeezing
[16-19].

An example of this phenomenon is shown in Fig. 1c [20]. A 1.928-MHz
nanomechanical membrane resonator of dimensions (544 ,um)z x 60nm is placed
in a laser-driven high-finesse optical cavity and thereby measured at a rate of
Tope /2 = 96 kHz. Its decoherence rate is reduced to nl"y, /27 = 20 kHz, by cooling

Note that this coincides with the peak spectral density of

fluctuations is given by
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itin a simple cryostat toT = 10 K. A slight detuning of the laser field with respect to
the optical resonator (A = @ — w. = —2x X 1.4 MHz) leads to further cooling of
the mechanical mode [21-24], akin to Doppler cooling of atomic gases [25]—here
to a mean occupation of neg ~ 5. It also allows direct observation of the squeezing
in the amplitude fluctuations of the light emerging from the resonator: Its normal-
ized spectral density assumes the form

N 8A
Sw () ~ 1= 2——TopRe{yerr(2)}+

2 2 (3)
+(82) Toptlxest ()" (Fopt + ninlm)-

Note that the second term represents the correlations, which can assume negative
values and thus lead to noise below the vacuum level Spy' = 1 (. is the effective
mechanical susceptibility [3]). Ponderomotive squeezing down to —2.4 dB has been
observed, the strongest value so far, and simultaneous squeezing in a multitude of
mechanical modes [20]. Schemes that exploit such quantum correlations for
sub-SQL measurements of displacement and forces are subject of ongoing research
[26-28].

The above examples show that laser-based measurements resolve the motion of
nanomechanical oscillators all the way to the level of their vacuum fluctuations. In a
simple classification (Fig. 1d), basic interferometers can readily resolve thermal
motion, as required in many sensing and characterization experiments. Cavity-
enhanced approaches achieve imprecision below the resonant SQL. To measure
and control motion at the quantum level, displacements at the scale of the vacuum
fluctuations must be resolved within the coherence time of the mechanical resona-
tor. Then the imprecision (of an ideal setup) is more than ny, times below the
resonant SQL, and quantum backaction exceeds thermal force fluctuations and
induces quantum correlations [3, 9].

While the above-described techniques can be considered variants of laser inter-
ferometry, there are a number of techniques to characterize mechanical devices that
are laser spectroscopic in nature. A prominent example is optomechanically
induced transparency (OMIT), first described in Refs. [29, 30]. It consists in the
observation that a laser-driven cavity containing a dispersively coupled mechanical
device will have a modified transmission spectrum for a second “probe” laser beam
at the frequency w, = w + 2, + A’, where |A’| Sk is the two-photon detuning. The
intracavity probe field,

NG

ap X 5

w g (4)
(—IA +K/2) +m

in the simplest case —A = 2, < «, encodes the coupling strength g. It is thus
possible to derive g, for example, from probe transmission measurements [31, 32].
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3 Laser-Based Imaging

As already indicated, it can be of great interest to also spatially resolve mechanical
displacement patterns. With laser light, this can be accomplished in an extremely
sensitive and virtually non-perturbing manner [33-37]. In the following, we present
two methods that we have implemented for characterizing nano- and
micromechanical resonators with micrometer transverse resolution, sufficient for
resolving the spatial patterns of MHz mechanical modes.

3.1 Scanning Laser Interferometry

The first setup, shown in Fig. 2, is a Michelson interferometer based on a Nd:
YAG laser at A = 1064 nm. A polarizing beam splitter (PBS1) splits its output into
two interferometer arms. In one arm, a single-mode fiber guides light to a probe

|
(b) ¥
Sample
+ PZT1

Fig. 2 Setup for interferometric imaging of mechanical motion. a Probe head with microscope
objective mounted on a motorized 3-axis translation stage to position a focused laser spot on the
sample. The sample is imaged simultaneously onto a CMOS camera via a beam splitter (BS) and a
lens. b Sample placed on top of a piezo (PZT1) inside a high vacuum chamber. ¢ Main part of the
Michelson interferometer. A balanced receiver (detectors D1 and D2) measures the relative phase
between the light returned from the sample and the reference arm. Electronic feedback to a
piezomounted mirror (PZT2) stabilizes this phase with a low (<10kHz) bandwidth. d Signal
from the balanced receiver as a function of time while scanning (blue) and actively stabilizing
(purple) the relative phase
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head mounted on a motorized 3-axis translation stage. The probe head (Fig. 2a)
consists of a microscope objective focusing the laser light to a spot of diameter ~ 2
um on the sample and a CMOS camera capturing images of the sample in real time.
To reduce viscous (gas) damping of the nanomechanical motion, the sample is
placed inside a high vacuum chamber at a pressure of < 10> mbar. A piezoelectric
shaker (PZT1) can excite mechanical eigenmodes (Fig. 2b).

Light reflected off the sample is spatially overlapped with the local oscillator
from the other interferometer arm in PBS1 (Fig. 2c). Projection on a common
polarization basis subsequently enforces interference in a second polarizing beam
splitter (PBS2), whose outputs are monitored with a high-bandwidth (0 — 75 MHz)
InGaAs-balanced receiver. This configuration ensures shot-noise-limited detection
of the reflected light when a typical ~ 800 uW beam is sent to the sample. In the
correct polarization base, one obtains a receiver signal Vi cos (¢p), where ¢ is the
relative phase between the two beams and V is the full fringe voltage, which we
check with an oscilloscope (Fig. 2d). For maximal transduction, ¢ is actively
stabilized to the mid-fringe position by means of a mirror mounted on a piezoelec-
tric transducer in the local oscillator arm (PZT2) and a proportional-integral
(PI) feedback control.

In this case, small measured voltages 6V (f) < Vg convert to displacement via
6x(t) = £6V(r)A/4nV¢. Modulating PZT2 continuously with known frequency and
amplitude generates a reference displacement and provides an independent calibra-
tion tone (CT) in the spectra.

As a first example, Fig. 3 shows a raster scan of a stoichiometric silicon nitride
(SiN) membrane with side length / = 1 mm. We scan the membrane surface with
the probe head using stepper motor actuation and record traces éx(¢) at each of the
22 x 22 positions. The traces are spectrally filtered around the peaks of several
mechanical modes via digital post-processing. In this manner, we extract RMS
displacements of each mechanical eigenmode in each scan pixel. Figure 3 shows
the corresponding displacement maps for the modes, which are thermally excited at
room temperature (PZT1 off). The measured mode patterns compare well with the
hybridized eigenmodes of a square membrane:

Wy.m o< sin (kyu) sin (k,,v) + B sin (kyu) sin (k,v), (5)

where k, = 2zn/l, k,, = 2zm/I, and n,m > 1 denote the number of antinodes along
in-plane coordinates u and v, respectively, and || < 1 quantifies the degree of
hybridization between degenerate mode pairs. We find that the measured maximum
RMS displacements, as calibrated by the CT, are in good agreement with the
expected thermal motion (Fig. 3). Here, we have assumed a mass
Meff = pl2h/4 ~ 34ng, given the thickness # = 50 nm and density p = 2.7 g/cm?
of the membrane. Note that the modes (n,m) = (1,2) and (2, 1) show hybridization
with || ~ 0.2.

Scanning laser interferometry is particularly useful to characterize complex
mode structures, such as SiN membranes patterned with phononic crystal structures
[4] (Fig. 4). A scan measured on a grid of 100 x 100 points with a 5 pm spacing
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Fig. 3 Nanomechanical
modes of a stoichiometric
SiN membrane measured
with the raster-scan
interferometer. a—e
Measurements of thermal
motion on a 22 X 22 point
grid. f—j Calculated
displacement for mode
numbers (n, m), accounting
for hybridization between
mode (1, 2) and (2, 1)
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resolves also the 9.3 pm-wide tethers in between two holes, as Fig. 4b shows. At the
expense of measurement time, the grid spacing could be further reduced; however,
the spatial resolution of the obtained image is eventually limited to the ~ 2pm
diameter of the laser spot. Figure 4c shows another mode of the same device imaged
over a larger area. At a distance of 500 pm from the center, the mode’s amplitude
has decayed to the measurement noise level, illustrating the localization of the

mode to the defect.

An advantage of measuring thermally excited modes is that information on all
modes within the detector bandwidth is acquired simultaneously. This large set of
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Fig. 4 Measurements of patterned SiN membrane with the raster-scan interferometer.
a Micrograph of a SiN membrane patterned with a phononic crystal structure. b Localized
nanomechanical mode imaged on 100 x 100 grid in the scan area indicated by a green square
in (a). Holes are detected by disappearance of the calibration peak and shown as white pixels.
¢ Snapshot of an animation provided as supplementary material. It shows the displacement pattern
(left) corresponding to a particular frequency bin (green line) of the averaged spectrum (right)
(from [4])

data can be processed and represented in different ways. As an example, Fig. 4c
shows an average spectrum of 400 measurement points on the defect. It clearly
reveals a phononic bandgap between about 1.41 and 1.68 MHz, containing five
defect mode peaks, as well as the calibration peak at 1.52 MHz. The left panel
shows a displacement map corresponding to a specific frequency bin of this
spectrum. We can also create an animation that composes the displacement maps
for each of the frequency bins in the spectrum. It is provided as electronic supple-
mentary material to this article (see supplementary material). It delivers an instruc-
tive illustration of the effect of the phononic crystal structure, contrasting the small
number of localized modes inside the bandgap with a “forest” of distributed modes
at frequencies outside the bandgap.

A disadvantage of the scanning laser interferometer is its long measurement
time. For instance, a high-resolution scan, such as the one shown in Fig. 4b, takes
more than 8 hours. This is because for each pixel of the image we probe thermal
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motion during several seconds, averaging over timescales longer than I” ;11. Some
acceleration is possible by either artificially increasing Iy, e.g., by controlled gas
damping, or by driving the modes coherently using PZT1. The latter can further-
more provide information about the mechanical phase at each position, if mechan-
ical frequency drifts are properly accounted for.

3.2 Dark-Field Imaging

A powerful approach to single-shot characterization of mechanical modes is provided
by dark-field imaging [35]. Figure 5a shows the setup which we have implemented to
this end. It directly captures the squared displacement patterns of two-dimensional
resonators such as membranes or cantilevers on a CCD camera. Its functional
principle is described with simple Fourier optics [38]. A collimated laser beam
with a wavelength 1 = 1064 nm and beam diameter of 2.4 mm impinges perpendic-
ularly on the sample, here a SiN membrane with side length / = 1 mm. The reflected
electric field E, at transverse position (u, v) is subject to a phase shift proportional
to the membrane displacement w(u, v, t). We assume that the incident electric field
Epe™ is constant across the membrane, since the incident beam diameter is 2.4 times
larger than the membrane. Assuming furthermore w(u, v, 1) < 4, the reflected electric
field reads E.(u,v,t) ~ rEqe’[1 + ikw(u, v, )], where r is the absolute value of the
reflection coefficient, k = 2z/4 and @ = ck. A lens (focal length f; = 75mm)
performs an optical Fourier transform JF with respect to the coordinates (u, v),
yielding

t y Laser
i

BS
' (b) ! Filter  f, Drive
’* (€) sample
! smm : ! +PZT1

Fig. 5 Setup for dark-field imaging of mechanical motion. a Optical configuration with small
opaque disk in the Fourier plane A, creating a dark-field image of the sample in the image plane B.
A lens (f;) projects a magnified image onto a CCD camera. A ray diagram illustrates how the
image is formed (purple lines). b Image of the Fourier plane, where an opaque disk blanks out
undiffracted zero-order light, when a membrane mode is excited. ¢ Sample is mounted on a
piezoelectric actuator (PZT1) in a high vacuum chamber
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F(E;) = rEoe[F (1) + F(ikw(u,v,1))]. (6)

The zero-order peak (first term in Eq. (6)) is removed from the beam by an opaque
disk in the Fourier plane. This extracts the diffracted light due to the membrane
displacement w. A second, subsequent lens (focal length f, = 50 mm) performs
another Fourier transform on the filtered light. The time-averaged intensity pattern

1,v) :<|rEoe"””.7-"(]-"(ikw(u,v,t)))|2>

= Ior?k? <w(—u, -, t)2>, )
is then recorded by a camera, where Iy = |Ege™’ |2 is the incident intensity. It
directly shows an intensity pattern proportional to the squared displacement of an
eigenmode.

In our setup, a third lens with focal length f; = 35 mm is placed in front of the
camera to magnify the image. It also allows imaging the Fourier plane by adjusting
the distance between camera and lens to f;. Figure 5b shows a Fourier image of the
membrane with diffraction patterns extending in two orthogonal directions due to
the sharp edges of the membrane. Two bright spots close to the center originate
from diffraction due to a driven eigenmode, a hybridization between the modes
(1,2) and (2,1) at a frequency of 645 kHz. The opaque disk made of aluminum
deposited on a thin piece of glass is seen as a white disk in the center. With a
diameter d = 100 um, it blocks diffraction angles a<d/2f, generated by mechan-
ical modes with a distance between nodes of 24/2a ~ 800 ym.

A piezoelectric actuator (PZT1) successively excites the eigenmodes of the SiN
membrane inside a vacuum chamber, by slowly sweeping a strong drive tone across
the frequency window of interest (here 0.4...2 MHz). Figure 6 shows images of
several modes recorded with an incident optical power of ~ 100 #W and a typical
integration time of 10 ms. Comparison with mode patterns calculated from Eq. (5)
allows inferring the mode numbers (n, m), and the degree of hybridization, as seen,
for example, on the 1.683-MHz mode.

While it enables much shorter measurement times than the scanning laser
interferometer, the dark-field imaging setup has a relatively low displacement
sensitivity. For this reason, PZT1 has to be driven with a stroke of =300 pm,
significantly increasing the membrane oscillation amplitude, up to a regime where
mechanical nonlinearities (e.g., Duffing-type frequency shifts) can play a role. In
principle, the sensitivity can be enhanced by increasing the laser intensity /y, yet in
practice it is often limited by background noise due to scattered light from optical
components increasing equally with /. Another important limitation is that dif-
fraction from the sample’s geometry cannot be discriminated from modal displace-
ments. In this simple implementation, the approach is thus unsuitable for devices
with fine structures in their geometry, such as the patterned membranes.
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Fig. 6 Nanomechanical
modes of a stoichiometric
SiN membrane measured
with dark-field imaging. a—e
Single-shot (acquisition
time ~ 10 ms)
measurements of
mechanical modes at
various frequencies while
driving the membrane with
PZT1. Pixels colored in
dark red indicate high
intensities and correspond
to large values of squared
mechanical displacement.
f—j Calculated squared
mechanical mode patterns
with mode numbers (n, m).
Modes (3, 5) and (5, 3)
show nearly complete
hybridization with || ~ 1
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In summary, we have described several laser-based techniques to measure and
image nanomechanical motion. As we show, exquisite displacement sensitivity can
be reached, well into the regime in which quantum backaction and the ensuing
light-motion quantum correlations dominate over thermomechanical noise. This
sensitivity is rivaled only by techniques based on superconducting microwave
electromechanical systems, which operate at ultra-low (T < 1K) cryogenic tem-
peratures [39, 40]. Interest in this quantum domain has originally been motivated by
observatories such as LIGO and can now, for the first time, be explored with optical
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and microwave experiments [3, 9, 15, 41, 42]. In addition, laser-based techniques
can provide spatial imaging of mechanical displacement patterns. They constitute
not only highly useful tools to develop and characterize novel micro- and
nanomechanical devices [4, 6, 35-37]. Similar techniques could also be used to
address individual elements in multimode devices [20] or (opto-)mechanical arrays
[4, 43]—if need be, also in combination with cavity-enhanced readout [33, 44].
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Abstract In the quantum regime of the free-electron laser, the dynamics of the
electrons is not governed by continuous trajectories but by discrete jumps in
momentum. In this article, we rederive the two crucial conditions to enter this
quantum regime: (1) a large quantum mechanical recoil of the electron caused by
the scattering with the laser and the wiggler field and (2) a small energy spread of
the electron beam. In contrast to our recent approach based on nonrelativistic
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quantum mechanics in a co-moving frame of reference, we now pursue a model in
the laboratory frame employing relativistic quantum electrodynamics.

1 Introduction

An important insight gained already in the early days of the free-electron laser
(FEL), especially in the articles by Colson [1] and Hopf et al. [2], was that the FEL
can be completely understood in terms of classical physics [3]. However, recent
years have seen a rising interest in a novel regime of FEL operation where quantum
effects become crucial [4, 5]: the so-called quantum regime or Quantum FEL. For
example, in Refs. [4, 5] the authors consider the Heisenberg equations of motion
while in Ref. [6] as well as in Refs. [7, 8] formalisms in second quantization are
discussed. Moreover, a quantum fluid model is developed in Ref. [9] and in
Refs. [10, 11] the authors use the Klein—Gordon equation coupled to classical
electromagnetic fields to derive a dispersion relation.

While in all these approaches the respective sets of equations were solved and
the quantum regime was identified as one limit of the solution, our article [12] on
the Quantum FEL takes a different route: We search in the dynamical equations for
aregime where quantum mechanics becomes prevalent and solve these equations in
an asymptotic way. To achieve this goal, we have used a nonrelativistic approach in
the co-moving Bambini—Renieri frame [13, 14]. In contrast, we develop in the
present article a fully relativistic model in the laboratory frame and derive within
this framework the conditions to enter the quantum regime.

1.1 Conditions for Quantum FEL

In Refs. [12, 15-17], we have shown that quantum effects become important for the
FEL dynamics when the discrete quantum mechanical recoil due to the scattering of
the electron is the dominating momentum scale. Moreover, we have defined the
quantum regime of the FEL as the limit where the electron occupies only two
resonant momentum states giving rise to a system analogous to the Jaynes—Cum-
mings model [18], where a two-level atom interacts with a quantized mode of the
radiation field.

This transition to the quantum regime is quantified by two conditions: The first
one relates to the ‘quantum parameter’ a which is defined as the ratio of the coupling
strength between the electron and the fields, and a frequency connected to the
quantum mechanical recoil. To be in the quantum regime, a has to be much smaller
than unity.

The second requirement for the Quantum FEL demands the width Ap of the
initial momentum distribution to be smaller, or of the order of the recoil.
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To analyze these two conditions for a possible experimental realization, we have
expressed a and Ap in the laboratory frame by transforming from the co-moving
frame to the laboratory frame. With this procedure, we have obtained [12] the
requirement’

r’evn
kL + kw)?/(2m) <1

a=

(1)

for the quantum parameter @ where g, n, m and 7% denote the coupling constant
between the electron and the fields, the number of laser photons, the mass of the
electron and the reduced Planck constant, respectively, while y is the scaled energy
of the electron. The wave numbers of the laser field and the wiggler are given by kg,
and kw, respectively.

On the other hand, we have found the condition [12]

— < dy— (2)

on the relative energy spread Ay/y of the electron beam with the Compton
wavelength Ac of an electron and the wiggler wavelength Aw = 27 /kw.

However, we could have taken a more direct route avoiding the detour to the
Bambini—Renieri frame and perform the calculations in the laboratory frame. The
price for this procedure is of course that we have to use the more tedious methods of
relativistic quantum electrodynamics instead of the straightforward nonrelativistic
computations.

Nonetheless, the physical situation in both frames of reference is the same and
we should find analogous results. Hence, we formulate the goal of the present
article: Find the conditions for the Quantum FEL in a fully relativistic approach,
and compare them to the ones obtained in the framework of the Bambini—Renieri
frame.

1.2 Outline

Our article is organized as follows: In Sect. 2, we review a model [19, 20] for a
quantum theory of the FEL in the laboratory frame based on the Furry or bound
interaction picture [21] as well as on the Volkov solution [22].

'In Ref. [12], we have rewritten a in terms of the wiggler parameter ay, the electron density ., the
classical electron radius r. and the Compton wavelength Ac. Indeed, the form

1 ag\/rene /13,52
a=— —
¥ 32ym ,1?:/2

is more convenient to compare to experimental parameters.
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With the help of this model, we derive in Sect. 3 the conditions for the Quantum
FEL in the laboratory frame, which turn out to be equivalent to the ones of
Ref. [12]. For our calculations, we restrict ourselves to a single-electron model
which limits us to the low-gain regime of FEL operation. Moreover, we solve the
FEL dynamics in a perturbative manner, which is only valid for short times. Despite
these simplifications, we are able to identify the important parameters governing
the transition from the classical to the quantum regime of the FEL. In Sect. 4, we
summarize our results.

Appendices A and B give a more detailed description of the Furry picture and the
Volkov solution, respectively. In Appendix C, we present the calculations of
second-order perturbation theory to prove also in the laboratory frame that multi-
photon processes are suppressed in the Quantum FEL.

2  Quantum Model of FEL in Laboratory Frame

Due to the relativistic velocities of the electrons in the laboratory frame, we have to
use methods of relativistic quantum electrodynamics to establish a quantum theory
of the FEL in this frame of reference. A suitable model, introduced in Refs. [19, 20],
can be found in the so-called Furry or bound interaction picture [21]. In this
description, the effects of the wiggler field, which is modeled as a classical and
fixed quantity, are incorporated into the free dynamics of the electron while the
quantized laser field acts as a perturbation of this motion.

Due to difficulties in treating multi-photon processes [23], which are crucial for
the classical FEL [24], this relativistic model was discarded and theories were
developed [25] in the co-moving Bambini—Renieri frame.> However, since pro-
cesses involving more than one photon are strongly suppressed [12] in the Quantum
FEL, we assume that the Furry picture is a good starting point for our investigations.

To introduce our model, we first consider the electromagnetic fields and then
turn to the electron. We conclude by discussing the interaction between the electron
and the fields, and deriving the Hamiltonian for the FEL in the laboratory frame.

2.1 Wiggler and Laser Fields

Due to its high intensity, we assume that the wiggler field can be treated as a
classical and fixed electromagnetic field. In contrast, we describe the laser field in
second quantization.

“Even the relativistic quantum theory of the FEL pursued in Refs. [24, 26) is effectively in the
Bambini—Renieri frame. Indeed, this approach begins by using the Klein—-Gordon equation in the
laboratory frame, but after several transformations of variables one reproduces the same equations
of motion as if one had considered the co-moving frame from the start.
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We model the four-potentials
Al(x) = AL (@ ¢'e™™* +h.c.) (3)

and

Al (x) = Aw (¢'e™ ™" +c.c.) (4)

of the laser field and of the wiggler as two counterpropagating one-mode plane
waves with the vacuum amplitude Ay for the laser, and the amplitude ~/le for the
wiggler. The four-vector x = x* = (ct, r) specifies time ¢ and position r in the four-
dimensional Minkowski space, while ¢ denotes the speed of light.

The photon annihilation and creation operatorsa | and a E fulfill the commutation
relation [dr,d E] = 1, while the potentials obey circular polarization with the
polarization vectors ¢-e¢=¢*-¢* =0 and ¢-¢* = —1, written in a four-
dimensional form.

The scalar products of the four-wave vectors ki, and kw with themselves vanish
for plane waves, i.e., ky - ki = kw - kw = 0, provided we consider the case of a
laser wiggler. In the case of a magnetostatic wiggler, kw - kw would give a nonzero
contribution, because the zeroth component which corresponds to the frequency of
the field is zero in this case.

Since for an experimental operation of a Quantum FEL a laser wiggler or
‘optical undulator’ [27-30] was proposed [31], we concentrate in this article on
this kind of undulator. However, even for a magnetostatic wiggler we find results
[20] analogous to the optical ones, because in its rest frame the electron experiences
the wiggler as a counterpropagating wave at approximately the speed of
light [13, 14].

2.2 Electron in Wiggler Field

To simplify our calculations, we use the Klein—Gordon instead of the Dirac
equation, which is justified since spin effects in the FEL can be neglected
[32]. Indeed, according to Ref. [23] the corrections due to the spin scale with the
ratio of the energy of a single laser photon and the kinetic energy of the electron in
the laboratory frame. Although one expects that in the quantum regime a genuine
quantum mechanical quantity such as the photon energy plays a significant role, it is
still much smaller than the energy of the massive electron moving at relativistic
velocities. Hence, we can safely neglect spin effects in any description of the
FEL—in the classical as well as in the quantum regime.

The unperturbed dynamics of the Klein—Gordon field operator ¢ (x) in the Furry
picture is determined by the Klein—-Gordon equation including the interaction of the
electron with the wiggler field, which is derived in Appendix A. To obtain a particle
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interpretation of the electron field, we first have to find a solution of the
corresponding Klein—Gordon equation

[(l’ha” - eA(’,v(x))2 - mgcz} p(x)=0 (5)

for the “classical’ field ¢(x). Here, mg and e describe the mass of the electron and the
elementary charge, respectively.
The Volkov solution of Eq. (5) is derived in Appendix B and reads

1

= —ipx/h 6
(ﬂp(X) \/W € ( )
where
e A2
P =pf +pf~k\\vv Ky (7)

denotes the effective four-momentum of the electron in the wiggler and p; is the
momentum of the free electron before it enters the wiggler.
The effective mass m is connected to p and to the ‘free mass’ my via the relation

p-p=mac? +2e* A% = m>. (8)

The fact that we are dealing with the effective electron momentum, p, instead of the
free one, p;, can be interpreted by a dressed electron model, where the effects of the
external field Aw are already taken into account in form of the effective mass and
momentum.

Other quantities that occur in the Volkov solution, Eq. (6), are the relativistic
factor y = p,/mc and the quantization volume V.

In order to arrive at the familiar particle interpretation of the field operator ¢ (x),
we expand [20] it in terms of the Volkov solutions, Eq. (6), and arrive at

¢x) = w,)b, ©)

where b p annihilates an electron with momentum p and l;; creates one.

One could argue that the creation and annihilation operators for a scalar field
fulfill bosonic commutation relations, [B s l;;:,] = 0,,,r, instead of the required anti-
commutator relations for the fermionic electrons. However, since we are describing
a single-electron model, the difference in the occupations of fermionic and bosonic
many-particle quantum states does not enter into our theory.

We also emphasize that the expansion, Eq. (9), considers only particle operators
and the corresponding positive energy solutions. Indeed, we have discarded anti-
particle operators with negative energy solutions in complete analogy to Ref. [20].
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2.3 Electron in Wiggler Plus Laser Field

The Hamiltonian

I:I(I)Ee/d3rf(x)-AL(x) (10)

describing the interaction between the electron and the electromagnetic fields in the
Furry picture is derived in Appendix A and couples the electron current j¥ to the
four-potential of the quantized laser field A /',

The components

70 = [a! i p(x) = (i10"57 () ()] mn
+ 204} ()97 ()3 (1

of the current corresponding to the electron in the wiggler field involve the field
operator ¢ of the Klein—Gordon field and the four-potential Aw of the classical
wiggler field.

We assume that the electron is injected parallel to the wiggler axis which we
denote as the z-direction. Hence, all transverse components of the initial momentum
vanish. Since the laser field and the wiggler field form a collinear geometry their
phases also depend only on z and due to the interaction with these fields, the
electron dynamics is maintained in the z-direction. Hence, we can consider an
effective one-dimensional theory for the FEL dynamics.

Thus, by examining the Volkov solution, Eq. (6), and the electron current,
Eq. (11), we observe that only the transverse components of the current, propor-
tional to A% (x), couple to the laser field A {/(x), because in our one-dimensional
model we have

p-AL=p;-AL=0. (12)

For our choice of circular polarization, we can derive from Egs. (3), (4), (9), (10)
and (11) the Hamiltonian

A () = /dwﬂem(x)mabs(x)] (13)
%
where
N hg e
Hemlx) =37 = blbyal (14)
P'sp"

describes the emission of photons into the laser field with the phase
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P =0+ Bk — k)] 5, (15)

St —

while

Habs(x) = (Hem(x))T (16)
is the corresponding absorption term.
The coupling constant g is defined as

ezALyle
him

8

in complete analogy to Ref. [12].

The dynamics of the system consisting of electron and laser field is given by the
state vector |P(¢)). In the following, we write |¥(¢)) in terms of photon number
states |n) of the laser field and momentum eigenstates |p) = |1,) = I;;|O> of the
electron. The vacuum |0) of the electron field is defined by the relation b ,|0) = 0,
valid for all momenta p. Projecting (n,p| on the total state |¥(¢)) and taking the
modulus square, that is, |(n,p|¥(1))|?, gives us the joint probability to find n photons
in the laser mode and the momentum p of the electron.

3 Quantum FEL in the Laboratory Frame

In this section, we analyze the FEL dynamics in the laboratory frame governed by
the Hamiltonian, Eq. (13), and ultimately derive the necessary requirements to enter
the quantum regime. First, we investigate the microscopic processes for the FEL
from the point of view of energy—momentum conservation; then, we use first-order
perturbation theory to solve the equations of motion for the system. Finally, we
identify the Quantum FEL as the limit where single-photon processes dominate,
while multi-photon transitions are suppressed.

3.1 Resonance Condition

For our study of the basic processes in the FEL dynamics, it is convenient to
consider energy—-momentum conservation in the formulation of co- and
contravariant four-vectors. As described in the previous section, we use the effec-
tive four-momentum

P = (0,0,0,p.) = yme(1,0,0, B) (18)

of the electron in the wiggler instead of the free momentum
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Pt = romoc(1,0,0, ), (19)

where we have chosen the direction of the propagation parallel to the z-axis.
Moreover, we have defined the relativistic factors

and

I
—

[\

—_
N

70 7ﬁ1 ~ ﬁ(z)

together with the scaled velocities f and 3, such that the four-momentum fulfills the
conditions p - p = m?c? and p; - p; = m%cz.

The reason for considering the effective momentum p is its appearance in the
Volkov solution, Eq. (6), and in the phase, Eq. (15), of the Hamiltonian, Eq (13).
Classically it can be understood by identifying p* as an effective longitudinal
momentum which contains the effects of the transverse motion of the electron in the
wiggler due to the Lorentz force [33].

The microscopic processes of the FEL can be described in terms of Compton

scattering, where [ wiggler photons with the four-wave vector
kiy = kw (1,0,0, — 1) (22)
and / laser photons with the four-wave vector
k' =k (1,0,0,1) (23)

interact with an electron, which possesses the initial momentum p*.
Due to energy—momentum conservation, the final momentum p’# of the electron
reads [34]

pr=p'Fih (kf — k{,‘v), (24)

where the minus sign occurs in the case of emission of / laser photons and
absorption of [ wiggler photons (‘emission’), while the plus sign describes the
opposite process (‘absorption’).

We use the relation, Eq. (8), in order to eliminate the final momentum p’# in
Eq. (24). After straightforward algebra, we observe, for fixed values of the wave
numbers &y, and kw, the resonance condition

CkL—kw |, 2kw Bk

ﬂ_kL"v—kW kL“!‘kW%‘

(25)
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For the time being, we neglect the recoil term in Eq. (25), since the photon
momentum 7#ky is much smaller than the electron momentum ymc, as well as
kw < kp. Indeed, we would need an unrealistic high number / of scattered photons
to obtain noticeable corrections to the leading term.

Hence, we obtain for classical resonance

kr, — kw
ki, + kw

IR

p = fPr (26)
where only the wave numbers of the fields occur and no term with 7 is present. As
shown in Appendix A of Ref. [12], Eq. (26) gives the velocity gy of the Bambini—
Renieri frame relative to the laboratory frame.

Alternatively we can derive the resonance condition for &y, with fixed kw and y.
An analogous calculation [26] yields the expression®

“ETra) 27)
where we have defined [35] the wiggler parameter ag = eV2Aw /(mgc). Moreover,
we have made the approximations 1 4 f = 2 and ym = y,myp, which can be easily
derived from <1 and p; - kw = p - kw.

We emphasize that neglecting the recoil contributions in Eq. (25) is a reasonable
procedure to estimate the resonant velocity for the electron relative to the laboratory
frame. However, the recoil is the reason for gain in the FEL regardless of whether
we consider the classical regime, where many photons are scattered, but the discrete
nature of the jumps is washed out, or we are in the quantum regime where only few
photons are scattered. Hence, we have to consider the relative velocity of the
electron with respect to the resonant one, Eq. (26), in a complete theory of the FEL.

In other words, the recoil term in Eq. (25) gives a nonrelativistic correction to
Eq. (26) which may or may not be neglected, depending on the observable of
interest. The recoil corrections in Eq. (25) are much smaller than unity while the
scaled velocity fgr of the Bambini—Renieri frame is close to unity. For this reason
we can identify the recoil terms as nonrelativistic which justifies the approach in the
co-moving frame of Ref. [12].

We now further rewrite the expression in Eq. (25). With the help of the identity

kLt kw
SN

derived in Appendix A of Ref. [12], we obtain the form

(28)

3We note that the result for the resonant wave number k;_differs by a factor of 2 from the one for a
magnetostatic wiggler [26].
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ka hkL o q

— = 29
ki + kw yme  2yigymc (29)

for the recoil term in Eq. (25). Here we have defined the quantum mechanical recoil

q = h(ke + kw) (30)

which is the change of the electron momentum in z-direction due to a single
scattering process according to Eq. (24).
Finally we cast Eq. (25) into the form

P b k15 (31)

where we have recalled the definition of fgg, Eq. (26), and have introduced the
dimensionless recoil parameter

h(ky, + kw)
y’mc

Q (32)

In the transition from Eq. (29) to (32), we have additionally approximated ygr =y
since all processes take place close to the classical resonance.

3.2 Dynamics

The dynamics of the state |¥(¢)) describing the motion of the electron and the laser
field during an interaction time ¢ is given by

¥(0) = U(1)|¥(0)) (33)
with the time evolution operator [36]

15}

U@ = 2<;>j/dtj/iitj_l .../dt] (34)
X ﬁ(?f)ﬁo(ff—l) --H (fz())ﬁ (1)

originating from the time-dependent Hamiltonian H (¢) given by Eq. (13).
Following Ref. [19], we extend the spatial integration in the z-direction to
infinity in Eq. (13), while considering a finite integration time ¢. This way, the
integral over space leads to a delta function for the momentum.
In analogy to Ref. [12], we use perturbation theory to solve the dynamics, i.e.,
we subsequently evaluate the individual terms of the sum in Eq. (34). However,
before we proceed, we examine the action of the Hamiltonian, Eq. (13), on a state.
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As mentioned above, the Hamiltonian density can be split into an emission H em
and absorption term ﬂabs. The combination of the creation and annihilation
operators of the electron and of the laser field ensures that in the time evolution
Eq. (33), for the initial state |n,p.) consisting of a photon number state |#) and a
momentum eigenstate |p,), only a state

o0

¥(0) =Y al®)ln+1, p.—lg) (35)

I=—n

can be generated, where / photons are emitted into, or absorbed from the laser field
while the electron looses or gains the momentum /g. The quantum mechanical
recoil ¢ = A(ky, + kw) is defined according to Eq. (30).

This effect corresponds to momentum conservation in Eq. (24) but not to energy
conservation. Due to the finite integration time, we will see that the zeroth compo-
nent of the four-momentum, i.e., the energy, is not exactly conserved leading to
combinations of sinc functions in the probabilities.

The expansion coefficients ¢; in Eq. (35) represent probability amplitudes for a
process involving / photons and the electron recoiling / times. The basis states |n
+l, p. F lq) used in this expansion are also known [37] as ‘scattering basis.’

In contrast to Eq. (35), we allow in the following a distribution of the initial
momenta with a nonzero width. In accordance with Ref. [12], we assume the initial
condition

ci(p:;0) = d0w(p.) (36)

which describes the situation where the initial state of the system is characterized by
a photon number state with n photons in the laser field and by the wave function
w = y(p,) of the electron depending on the momentum p, in z-direction.

3.3 Single-Photon Processes

Finally, we are in the position to calculate the probability densities |c;|*and |c_;|* of
single-photon emission and absorption, respectively, in lowest order of perturbation
theory. The resulting expressions for |c4; |2 involve the selectivity functions Sy
which contain the resonance conditions for absorption and emission discussed in
Sect. 3.1. Moreover, they are also sensitive to the initial momentum distribution of
the electron. Indeed, the displacement of S relative to S_, and its size compared to
the width of the momentum distribution leads to the conditions for the
Quantum FEL.
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3.3.1 Selectivity Functions

We start our analysis by computing the first terms of Eq. (34), which yields

t
1 - %ﬁtl/d3r(ﬂem(tl7r) +7:[abs(tlvr)) I“l,p_,>
0
= |n’pz> + Cl|n + Lpz - Q> + C,1|I’l - l’pz + Q>’ (37)

when applied to the state |n,p.). As expected, this state has the same form as the
expansion Eq. (35), with only three nonvanishing contributions, that is, for / = 0 as
well as for /= 1and / = —1.

After straightforward algebra and using the initial condition Eq. (36), we arrive
at the probability densities

’ (38)

af = (‘%’)( 1) 8yl

for single-photon emission, and

e = (%) 08 o) (39)

for single-photon absorption. Here we have weighted every momentum eigenstate
with the corresponding initial momentum distribution |y (p.)|*.

Moreover, we have neglected the small energy change in the pre-factor yielding
7'y = v and have introduced the selectivity functions

ct

S. = sinc [ﬁ (polp. Fq) —po £ Ak — kw))} (40)

which characterize the position and the width of the resonant energies.
To simplify the argument of S, Eq. (40), we expand [19] the final energy

Polp: F @) = \/ (p. F @) + m2c? (41)

to second order in the recoil, that is,

2 2

P9 4 Dz
plp-F ) 2 (1), (#2)

¢ 0 Po 2po 7
while keeping in mind that g is always a small quantity in comparison with the
electron momentum, characterized by y > 1. Moreover, we have used the fact that

p,, fulfills the relation p' - p" = m?*c? due to Eq. (8).
We finally obtain
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S+ =sinc B(kL + kw)ct <ﬂ —Per F %)] (43)
where we have recalled the definitions, Eqgs. (26) and (32), of the scaled velocity
Ppr of the Bambini—Renieri frame and of the recoil parameter Q, respectively.

Hence, the resonances are centered around Jgr and shifted to the left for
absorption or to the right for emission, by the recoil term Q/2. This structure is
already predicted by energy—momentum conservation® in Eq. (31).

3.3.2 Conditions

We now use the results of first-order perturbation theory to derive the requirements
for realizing the Quantum FEL. Here we follow closely the arguments of Ref. [12].
Quantum parameter Therefore, we introduce the recoil frequency

Q Ak +kw)’

= 44
(ke +kw)> m (44)

W, =

[\S TN

in the laboratory frame. The connection to the corresponding quantity, introduced
in Eq. (6) of Ref. [12] in the Bambini—Renieri frame, is achieved by considering the
product @, and not by just transforming w,. The latter transformation yields a factor
of y=2. On the other hand, the interaction time ¢ in the Bambini—Renieri frame has to
be translated via # — /y to ¢ in the laboratory frame, due to time dilatation. These
two steps provide us with the dependency on y =3 of @, in the laboratory frame as
predicted in Eq. (44).

As depicted in Fig. 1, the parameter w.t is a measure for the width and the
separation of the resonances. In the classical case, that is, for ot < 1, the selec-
tivity functions overlap. For large recoil, that is, for w,t > 1, these functions are
well separated and possess a small width. This limit with two distinguishable and
sharp resonances, defines the quantum regime of the FEL.

For the asymptotic expansion of the time evolution, Eq. (34), to converge, we
require that the expansion parameter gf+/n/y, which emerges in Egs. (38) and (39)
is small, i.e., gt/n/y < 1. We emphasize that the connection to the parameter g¢’
\/n of the nonrelativistic theory of Ref. [12] is again established by time dilatation
¢ —tfy.

The ratio « of the expansion parameter gt\/n/y to . can be written as

“In contrast to the derivation of Q in Eq. (31), we did not have to make the approximation ygg = y
when we derived Eq. (43). This difference stems from the fact that we have performed a Taylor
expansion of the relativistic square root in Eq. (41) to linearize the argument of the selectivity
functions.
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wrt = 0.05

s

—36Q 0 +3bQ
B — BBR

N———— N~
—Q/Z 0 +Q/2
B — BBR

Fig. 1 Transition from the classical FEL (top) to the Quantum FEL (botftom) illustrated by the
behavior of the selectivity functions S%, Eq. (43), for single-photon emission Si (green curve) and
absorption S (black curve) as functions of the scaled velocity f8 of the electron in the laboratory
frame. While Si and S overlap in the classical regime shown here for w.t = 0.05, we obtain well-
separated resonances for the Quantum FEL exemplified by ot =5

» gVn
q*/(2mh)

where the inequality emerges for the quantum case @, > 1. That is why we call a
the ‘quantum parameter.’

This definition is identical to the one in Eq. (1), when we recall the expression
q = hi(ky + kw) for the recoil. In Ref. [12], this expression was derived by rewriting
the result in the Bambini—Renieri frame in terms of the laboratory frame.

We emphasize that the dependency of the quantum parameter in Eq. (45) on y?
does not mean that a low energy leads to a small a. In Ref. [12], we have shown

a=y <1 (45)
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that a in fact is suppressed for increasing energies when we express the recoil
q = h(ky + kw) solely in terms of y and kw and not in terms of the wave number
ki, of the laser. Indeed, by inspecting Eqs. (27) and (28) and setting ygr ~ y we
obtain that a is proportional® to y~2.

Energy spread The second requirement for a Quantum FEL derived in Ref. [12]
concerns the relative energy spread Ay/y of the electron beam. To obtain this
condition in our present approach, we have to consider the initial momentum
distribution |y (p,)|* in the probability densities Egs. (38) and (39).

A narrow momentum distribution of width Af localized at a resonance f = fgg
+0Q/2 prefers a single process, emission for +Q/2 or absorption for —Q /2. On the
other hand, for a broad distribution that covers both resonances, both emission and
absorption occur nearly with the same probability, and the net gain averages out.

The separation of the resonant velocities is given by the recoil parameter Q and
we demand Af < Qin order to obtain gain in the Quantum FEL. This condition can
be cast into a more convenient form by approximating A = Ay/y® valid for
relativistic energies, y > 1. Thus, we arrive at the requirement

A h(k k
Ay _ Bk + kw)

Y yme (46)

where we have recalled the definition, Eq. (32), of the recoil parameter.

The right-hand side of Eq. (46) represents the ratio of the quantum mechanical
recoil to the momentum of the electron in the laboratory frame. This ratio is of
course very small which makes the condition on the energy spread of the electrons
the most difficult hurdle to realize the Quantum FEL in an experiment.

We can also express the relation Eq. (46) in terms of the energy scaled y, of the
free electron, that is,

Ar 4 de
Yo 1—|—a(2)ﬂw

(47)

with the Compton wavelength Ac = h/(mgc) of the electron. In the derivation of
Eq. (47), we have used Egs. (8) and (28), set ygr =y and have employed the
resonance condition, Eq. (27).

When we compare Eq. (47) with Eq. (2), derived in Ref. [12], we recognize that
the formulas are similar with the difference that the effect of the effective momen-
tum, visible in the factor 1 + a%, was neglected in Ref. [12]. However, for reason-
able parameters, ag ~ O(1), both results differ only by a small amount.

SThe proportionality of a to y~> in Eq. (37) of Ref. [12] emerges when we take into account the
dependencies of the coupling constant g. We omit this calculation here and refer the reader to
Ref. [12].
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3.4 Higher-Order Processes

So far, we have only considered single-photon processes which is in contrast to the
classical FEL where many photons are relevant. This fact implies that many
momentum levels are involved in the interaction.

Therefore, to prove that processes which include more than the two resonant
momenta, Q/2 and —Q/2, are suppressed in the quantum regime, we have to take
into account higher orders of the perturbative solution of Eq. (34). This calculation,
which is analogous to the one presented in Ref. [12], is explicitly performed in
Appendix C.

Indeed, we find that multi-photon processes are suppressed with powers of
a < 1, which is equivalent to a negligible population in higher momentum states.
Thus, we really can identify the Quantum FEL as a two-level system for the
momentum levels of the electron.

4 Conclusion and Outlook

In conclusion, we have rederived the conditions for the Quantum FEL, Eqgs. (45)
and (47). Originally these constraints were introduced in Ref. [12]. We have now
verified that both approaches, the relativistic one in the laboratory frame and the
nonrelativistic in the Bambini—Renieri frame, yield equivalent results.

A relativistic effect which is not contained in our current model is the so-called
slippage [38]. When no cavity is present, the laser field which propagates with the
speed of light is slightly faster than the electrons, #<1, and can slip over the electron
bunch during the interaction. The inclusion of slippage and the development of a
many-electron model, which is essential for the high-gain regime, represent neces-
sary ingredients of a theory for a self-amplified spontaneous emission (SASE) FEL
in the quantum regime. Both topics will be considered in future publications.
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Appendix A: Furry Picture for Scalar quantum
Electrodynamics

In this appendix, we derive, starting from basic principles, the model introduced in
Sect. 2, namely the Furry or bound interaction picture [21] for a scalar
field [19]. Here we first discuss the classical Klein—Gordon and Maxwell fields,
as well as their interaction. Then we perform second quantization in the
Schrodinger picture, before we finally investigate the transformation to the Furry
picture. We conclude by presenting the Hamiltonian in the Furry picture.

Lagrangian Formulation

We start from the classical Lagrangian density [39]
L=Lx g+ Ly + Lt (48)

for the Klein—Gordon field ¢ = @(x) interacting with an electromagnetic field
described by the four-potential A¥.
The dynamics of the free Klein—Gordon field is determined by

Ly = c[I?0,9™ (x)0"p(x) — mgc’p™ (x)op(x)] (49)

with the electron mass my, the speed of light ¢ and the reduced Planck constant
h=h/2n.
The free Maxwell field evolves in time according to the Lagrangian density

1 w
Ly = _4_/40FW(X)F (%) (50)

where we have introduced the field tensor
F'*(x) = 0"A"(x) — 0"A¥(x)

and the vacuum permeability .
The interaction Lagrangian

L = —ecAy(x)[p* (x)ihd" p(x) — ¢(x)ihd"p* (x)]

+ 2 A ()" (1)) G

is chosen such that the Euler—Lagrange equation with respect to ¢™ (x), that is,

oL oL

T ®)

=0, (52)
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leads to the Klein—Gordon equation
[(z’ha” —eAf () — mécz](p(x) ~0 (53)

with minimal coupling p# — p* — eA*(x) between the operator p# = ii0" for the
four-momentum and the potential A*(x).

When we compute the corresponding Euler-Lagrange equations for A*, we
obtain the Maxwell equations

00, A (x) = ppej* (x), (54)

where A* is driven by the four current

P0) = clp? (@ind"p() - p(0ind"p* (x) 55)
+ 264 (x)0* () (),

which represents a conserved quantity for Eq. (53), in the sense that 0,/*(x) = 0.

Hamiltonian Formulation

In order to find a quantized theory for this interaction, we change to the Hamiltonian
formalism of field theory. To simplify the calculations, we choose from the
beginning the gauge

dp(x)=-A9x) =0 (56)
and
V.-A(x)=0 (57)

since we are only interested in the transverse degrees of freedom. In this way, we
avoid that the momentum density

z(x) = 0L/0¢p(x) (58)

of the Klein—Gordon field is coupled to ¢. The fact that we recover the same results
as if we would have retained ¢ and set it to zero at the end of the calculations [19]
justifies this procedure.

With the help of Eq. (49), we obtain

a(x) = (7% /c)¢p* (x) (59)

and thus arrive at the Hamiltonian density
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H = Hk_g + Hm + Hine (60)

with

Hk-¢ =c [h—lzﬂ:* (xX)z(x) + B*V* (x) - Vo(x)

(61)
+mictp* (x)p(x)],
for the free Klein—Gordon field,
Hin = ecA(x) [o* (0)ind,p(x) — (ih0,0* (1)) (x)] ()

— 2 A’ (X)p* (1) (x)

for the interaction and H as the Hamiltonian density [39] of the free Maxwell field.

Quantization in Schrodinger Picture

Next we perform second quantization in the Schrodinger picture where the Klein—
Gordon field operator ¢g(r) and its conjugate momentum zg(r) fulfill the
commutation relations

(s (r), s (F)] = [#8(r), @5()] = —ihd(r — ') (63)

while all other possible combinations of commutators vanish.

We emphasize that the operators ¢ g(r) and 7 s(r) do not depend on time in
contrast to their classical counterparts ¢(x) = @(ct,r) and z(x) = z(ct,r). In the
Schrédinger picture, all dynamics is contained in the state vector |¥s(¢)) for the
electron and the electromagnetic field and follows from the Schrodinger equation

i 1#5(0) = H5|¥#5(0). (64)

Here we have replaced all fields and momenta by their operators in the Hamiltonian

1:15 = /d3f‘ 7:[5()’). (65)

The Furry picture is most convenient when the interaction with the electromagnetic
field consists of two parts: one due to an external field which is treated as classical
and fixed, which is its depletion is neglected, and one with a quantized field.

In our case, we identify these two components as the classical wiggler field A%,
and the quantized laser field A¥ , that is,
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Ar(x) = Al(r) + Al (x). (66)

Here we have fixed the dynamics of the wiggler field in the time-dependent
potential Aw(x) = Aw(ct,r), while the operator A (r) is independent of time.
We can make a similar distinction of Eq. (66) for the Hamiltonian

As() = Aw(t) + AL = /d3r [ (1) + 70 (67)
with
A = <[l 0as(n) + 9040 Tastr)
+ (me? — A% () §(1)p s (r) + Haa(r) (68)
+ eAly (1) (9] ()ind,dos (1)~ (110,55 (1) s (1)) |
and

AL (r) [ Pihd,ps(r) — (ihd,04(1)as(r)]
= c[PAT (1) + 22w () - AL®)] 9 {1 5 (1),

From these expressions, we observe two important aspects: (1) Although we use the
Schrodinger picture, the Hamiltonian Hwis explicitly time dependent. This feature
originates from the fact that we have used for the wiggler a time-dependent classical
field instead of a field operator in the Schrodinger picture. By prescribing the
dynamics of the wiggler, we have already incorporated the free motion of this
field mode.

(2) We realize that H | still contains a term linear in A}y This linear contribution
arises as the cross-term to the square A2 in Eq. (62) of the sum in Eq. (66). Later on,
we shall recognize that this term is crucial for the FEL.

(69)

Transformation to the Furry Picture

Similar to the transition into the familiar interaction picture, we obtain the Furry
picture by transforming the original state | ¥'s(¢)) by a unitary operator V(¢) such that

¥r(0) = V()] ¥s(0)). (70)

With the help of the Schrodinger equation, Eq. (64), the time derivative of the new
state |¥g(r)) reads
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ih% WE()) = V() [—inV (V- (1)
T (Hw (o) + H)]V )| #e(0). 1)
If we demand the Schrodinger-like equation
iV () = 0 w(0)V (1) (72)
for V(f), we arrive at the time evolution
ih S 1PE(0) = A o)) (73)
with
He(t) = V- (OHLV () (74)

for the state |) which is focused on the interaction with the laser field. Indeed, the
Hamiltonian H g in this picture is a function of the transformed field operators

() =V ()@ sV (D), (75)
and

ap(x) = V*‘(z);%s(r)v(t) (76)
with

Alx) =V (AL )V (D). (77)

When we examine Eq. (72), we notice the difficulties to specify the explicit form of
the transformation matrix V for the Furry picture, since we are dealing with the
time-dependent Hamiltonian H w. Indeed, we find the time-ordered
exponential [36]

V(e) = Texp {—% / dtﬁlw(t)} (78)

for V(¢), in contrast to the simple exponential in the ordinary Dirac picture.

Only the operator of the electromagnetic field can be written in the same form as
in the familiar interaction picture, because the Hamiltonian of the Maxwell field
commutes with the other contributions in H W

Nevertheless, we can formulate the equation of motion
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2 o) = LV () [0, 5]V () (19)

for the field operator of the Klein—Gordon field where we have used Eq. (72) and the
fact that ¢ ¢(r) is independent of time in the Schrodinger picture.

The evaluation of the commutator in Eq. (79), with the help of Egs. (63)
and (68), yields

N C .
50600 = 7L) (50)
In a similar way, we compute

82

el = SAL) .

and observe that the field operator in the Furry picture fulfills the Klein—-Gordon
equation in the external wiggler field

[(iha” —eAl(v) - mgcz} 9 r(x) = 0. (82)

Hence, we can expand the field operator in terms of solutions of this equation of
motion. This procedure is analogous to the ordinary interaction picture, where the
field operator is expanded in solutions of the free Klein—Gordon equation. The task
is, of course, to find a solution of this external field problem, Eq. (82), which in case
of a plane wave field is given by the Volkov solution [22], as discussed in
Appendix B.

Hamiltonian in the Furry Picture

We conclude by noting that the interaction Hamiltonian defined by Eq. (74) can be
written as

Ae :e/d3er(x) AL (83)

where the electron current ; couples to the laser field A . Here we have neglected
the term proportional to A ? (x) and have recalled from Eq. (55) that the current



110 P. Kling et al.

jE) = c[@h)ind"pe(x) - (10" L) pe ()]

(84)
+ 2eAl ()¢ L) p(x)

is conserved.

For the sake of clarity, we omit in the main body of this article the subscript F
indicating the Furry picture. Since, apart from this appendix, no quantities outside
the framework of the Furry picture are considered, this procedure seems justified.

Appendix B: Volkov Solution for Klein—~Gordon Equation

The term ‘Volkov solution’ usually refers to a solution of the Dirac equation
coupled to an external electromagnetic field in the form of a plane wave and was
derived in 1935 by D. M. Volkov [22]. However, in the present context ‘Volkov
solution’ refers to a solution of the corresponding problem of the Klein—-Gordon
equation. In this appendix, we rederive [19] the Volkov solution in the case of an
optical undulator described by the potential

Al = Aw(de™™ 4 cc.) (85)
given by Eq. (4).
In order to solve the equation

[(maﬂ —eAl () - mgcﬂ 9(x) =0 (86)

we note that A}, depends only on the phase & = kw - x and assume that the free field
solution is only modified by a function f = f(&). This assumption gives rise to the
ansatz

p(x) = N f(&) e Pr/h, (87)

Here p{' describes the free four-momentum of the electron and fulfills the relation
P - pe = mic?, while A is a normalization constant.

In addition, we demand for a one-dimensional theory that before the electron
enters, the wiggler its momentum is parallel to the propagation direction of the field,
corresponding to the relation

pr Ay (x) = py ‘AK(X) =0. (88)

Since the potentials are transverse, all scalar products between the four-wave
vectors and the four-potentials vanish, and in particular, we have
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kw - Aw =0 (89)

for the wiggler.
Under these assumptions, we insert the ansatz Eq. (87) into Eq. (86) and obtain
the first-order differential equation

i AR,

h pe - kw

f(é) = f(&) (90)
for fwithf'(€) = df (£)/d&. Here we have made use of the identity A3, (x) = —2.[\%,\,
valid for circular polarization.

Crucial for the change from a second-order differential equation, Eq. (86), to a
first-order one, Eq. (90), is the fact that the only term with a second derivative,
that is, the contribution —/4%kw - kw f”(£) vanishes due to the dispersion relation
kw - kw = 0 for the wiggler field.

Although the dispersion relation for the four-wave vector is correct only in the
case of a laser wiggler the second derivative can still be neglected [19, 20] in the
magnetostatic case. Indeed, the corrections due to the second derivative scale with
a3 /v3, which is negligible for all reasonable values of the field strength of a wiggler.

The solution of the differential equation, Eq. (90), reads

£(6) = exp [—f oAy 5} o1)

where we have paid attention to the constraint that f should reduce to f(¢) = 1 for a
vanishing wiggler field, that is, for A% (x) = 0.
When we combine all terms we obtain the Volkov solution [19]

1 —ip-X,
(pp(x) = \/2])—‘/ € p'/h’ (92)
0
where we have defined the effective momentum
2 42
e A
P =pf +pf,kv\; Ky (93)

of the electron in the wiggler field which fulfills the modified energy—momentum
relation

p-p=ps—p* =mic® +2 A% = mic? (94)

with the effective mass m.

The normalization constant N follows from the condition that the integral of the
density, i.e., zeroth component of the four current, Eq. (55), divided by ¢, over the
quantization volume V yields unity, that is,
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NERE. no . 1
Jorloz 0 S - 0,0 S 0] =1 (99)

In conclusion, we observe that, similar to the free field case, the solution of Eq. (86)
is a plane wave where the free momentum p; is replaced by the effective momentum
p which takes the effect of the wiggler field into account. Due to the linearity of the
problem any other solution of Eq. (86) can be expanded in plane waves of this kind.

Appendix C: Two-Photon Processes

In this appendix, we show that higher-order photon processes are suppressed. For
this purpose, we first analyze the influence of two-photon transitions within our
perturbative approach and demonstrate that they scale with a?>. We conclude by
briefly analyzing the general case.

The second-order terms in the expression Eq. (34) for the time evolution
operator lead to the evolved state

t 5]

@) = / dr, / dnfl () (1)|m, p.). (96)

0 0

for the initial state |n,p.). Apart from the contributions with H em(f2)H em(t1)
representing two-photon emission, and with H .ps(22)H aps(71) representing

two-photon absorption, there also emerge cross-terms with H b (f2)H em(71) and

H em(t2)7:{ abs(f1) describing processes where the number of photons remains

unchanged. We omit the latter ones and discuss only the two-photon transitions.
From a calculation analogous to the single-photon case we obtain the probability

density

4
e = (gf) (14 1)(n +2) € ()P ©7)

for two-photon emission, and the probability density

2 (98)

eaf = (%)( — 1) E V()

for two-photon absorption. Both expressions are weighted with the initial momen-
tum distribution |y (p.)|*.

Moreover, we have defined the selectivity functions
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Fig.2 Selectivity functions  0.05
EW) (red curve) or £
(blue curve) for two-photon
emission or absorption,
defined by Eq. (99), in the
quantum regime for

w.t = 5, as functions of the
scaled velocity § of the
electron. Although minor
maxima exist, the dominant
ones are located at f = fgg
+Q as predicted by energy—
momentum conservation

£

JANIANEZAN

-3Q/2 -Q -Q/2 0 +Q/2 +Q +3Q/2

B — BBR
1
EF =~ [sinc?(2 + sinc?
g e ) T (99)
—2cos ¢y sinc(2¢ ., )since 4]
for these processes with the phases
ki + kw)ct Q
¢ij5(l‘%<ﬂ_ﬁm{ ¥jE)' (100)

As shown in Fig. 2, the dominant maxima of £*?) are located at § = Per £ Q as
expected from energy—-momentum conservation, Eq. (31). However, there are also
less pronounced maxima separated from these major ones by Q/2.

The probability for two-photon emission, Eq. (97), is maximized for f — fgr
= Q where we can estimate

1
(2at)

EH?) 5. (101)

Thus, the probability for this process scales as

2

s ~ <g7[>2(n + 2)%, (102)

where we have used the definitions Egs. (44) and Eq. (45) of the recoil frequency
and the quantum parameter a, respectively.

On the other hand, the maximum probability for single-photon emission,
Eq. (38), scales with
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2
t
ler]? ~ <é;> (n+1) (103)
and we arrive at the ratio
|c2|2 v
—|c1|2 ~ (104)

which we have also obtained in Ref. [12] in an analogous way.

This relation demonstrates that in a Quantum FEL defined by @ < 1, two-photon
emission is strongly suppressed in comparison with the single-photon transition.
Since processes involving more than two photons occur only at even higher orders
of perturbation theory, we argue that these processes are suppressed with
corresponding powers of a.
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Playing Tricks to Ions

Dietrich Leibfried

Abstract Ted Hinsch’s career is defined by breaking new ground in experimental
physics. Curiosity, vivid imagination, deep understanding, patience and tenacity are
part of the winning formula, but perhaps an equally important ingredient may be
Ted’s favorite past-time of exploring new tricks in his “Spiellabor” (play-lab), that
often resurfaced as key ingredients in rather serious experiments later. On the
occasion of Ted’s 75th birthday, a few past and potential future experiments with
trapped ions are playfully surveyed here. Some of these tricks are already part of the
trade, some are currently emerging and a few are mostly speculation today. Maybe
some of the latter will be realized and even prove useful in the future.

1 Unconventional Ion Traps

The first Ph.D. student to graduate from Ted’s brand-new Munich/MPQ group,
Reinald Kallenbach, joined Dick Brewer and Ralph DeVoe at IBM labs where he
helped to build some ion traps with unconventional shapes [1]. When learning of
this work, Ted’s imagination was sparked and after a few intense days in his play-
lab, he had produced a number of unconventional traps from materials such as
office clips, fishing hooks and the earrings of his secretary. When driven with high
voltage at line frequency, all these shapes produce points or lines of zero electric
field. Charged lycopodium spores can be trapped in the pseudo-potential minima
around these zeros, and align due to their mutual Coulomb-repulsion. In Ted’s lab,
these fleeting ion crystals moved around in rhythmical patterns driven by line
frequency micro-motion as well as small air currents that Ted produced with his
hands in the style of a master conductor. The Lycopodium dances were preserved
for posteriority by a whimsical TWH-productions video that honored the father of
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RF-ion traps, Wolfgang Paul [2]. The visual spectacle was completed with a sound-
track of ballet music [3].

In the years to follow, aspects of Ted’s playful explorations made their way into
several more serious experimental efforts. In analogy to the cherry-endcaps that
mysteriously disappear while the video proceeds to successively simpler Paul traps
(Bon appetite!), non-standard “ring-only” and “end-caps only” electrode shapes
were suggested as a way to increase optical access to the trapped ions [4] compared
to the rather closed electrodes of traditional trap designs that were based on
hyperbolical equipotential surfaces [5]. Endcap traps are incorporated in some of
the most accurate ion-based frequency standards today [6, 7].

The next trap that appears in the movie is made of a simple paperclip. The
geometry resembles slot traps such as those micro-fabricated in the CMOS foundry
of Sandia National Laboratories [8] and used in laboratories around the world to
perform experiments in quantum information processing, for example within the
TARPA MQCO and LogiQ programs. All these geometries feature a point or a line
where the electric field driving the trap vanishes. Even if the remainder of the field
does not even remotely look like a quadrupole, the pseudo-potential in the the
vicinity of such a field-zero is approximately harmonic and will confine charged
particles with a charge-to-mass ratio that is compatible with the stability criteria
that are familiar from Paul’s work [5]. Laser cooling can ensure that the ions stay
close enough to the pseudo-potential minimum to experience an essentially har-
monic potential.

A geometry that is not featured in the movie has all trap electrodes in one plane
and generates field zeros at a distance on the order of the electrode dimensions
perpendicular to that plane [9, 10]. The planar electrode structure simplifies micro-
fabrication, which in turn allows for industrial fabrication of trap structures with
many zones and junctions, all arranged in a plane [11]. In the meantime, such traps
are used by many groups and may become a crucial resource for scaling up quantum
information processing with trapped ions. Single ions have been trapped, laser
cooled and coherently manipulated at distances as small as 30 pm away from the
nearest electrode surface [12]. Such small distances open up new possibilities, for
example excitation of the ion motion with microwave near-fields [12] and precisely
tailored individual potentials for ions spaced by a few 10 pm [13], where they still
experience considerable mutual coupling due to their Coulomb-interaction. It is
possible to expand surface trap arrays with separate wells into two dimensions and
arrange the field-zeros in the center of such wells in arbitrary, pre-designed lattices
[14]. Efforts are now under way to to perform quantum simulations with ions
coupled across such designer lattices [15] with the goal of studying complex
spin-spin interactions and phonon dynamics.

The geometry of endcap traps can be further simplified to have only one set of
concentric electrodes [16]. The resulting “stylus” ion-trap has the ion(s) hovering
above the tip of the center electrode, while obscuring only a very small part of the
solid angle around them. This can be useful, if such a trap is inserted inside a large
solid angle reflector [17] or for sensing applications [18]. More about quantum
enabled sensing with single ions in stylus traps will follow in Sect. 3.
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2 A Gearbox with Clutch for Quantum Logic Spectroscopy

In the hey-days of the Garching frequency chain, Ted’s viewgraphs had lots of
gears on them to create analogies of frequency doubling and explain how the
fleetingly famous frequency divider stages are supposed to work. In no small part
thanks to Ted’s vision, the optical frequency comb has made frequency chains
obsolete, but gears can still provide useful analogies. Here, gears can be used to
illustrate a method that may streamline the operations for quantum logic spectros-
copy and quantum logic clocks with trapped ions. The original approach to quan-
tum logic spectroscopy [19] has a lot in common with the Cirac—Zoller gate that
started the field of ion-based quantum information processing [20]. The Cirac—
Zoller gate uses the ground state and the first excited state of a normal mode of ion
motion in the trap as a helper-qubit that communicates between the two ions
participating in the gate. Similarly, quantum logic spectroscopy excites the ion of
interest on a so-called “blue sideband” transition [21] that simultaneously deposits a
quantum in the motion shared with with a “logic ion” forming the other part of a
two-ion Coulomb-crystal. If the excitation succeeds, a quantum appears in the
motion which was previously cooled to its ground state. This quantum can then
be converted into excitation of the internal state of the logic ion, which is subse-
quently detected by electron shelving [19, 21]. Effectively, by linking the ions
through their common motion, one can cool otherwise inaccessible ions and detect
their transitions with nearly the same ease as the corresponding operations are
implemented on the well explored and much easier to access logic ions. However,
any quantum logic done in this way can only be as good as the motional states
mediating it.

The main advantage of more recent gate protocols for quantum computing, for
example the Mg@lmer and Sgrensen gate [22], is that their fidelity depends less on
the purity of the mediating motional state. The new spectroscopy protocol extends
this advantage to quantum logic spectroscopy and has some additional useful
features. Since it directly entangles the logic ion with one or N > 1 spectroscopy
ion(s), the resolution of the method ideally achieves the fundamental Heisenberg
limit where the signal-to-noise increases proportional to N, as shown in [23] and
and for a specific example in more detail below. Moreover, the initial state of the
spectroscopy ions can be any superposition of the two levels under study, as
explained below. To this end, we can set up a situation where spectroscopy and
logic ions are entangled like in a Mglmer and Sgrensen gate when the spectroscopy
transition is resonant, while the logic ion stays in its initial state if the spectroscopy
ions are off-resonant. This can be accomplished, if the transition of interest at
frequency ws is probed by two coherent light fields at @ £ (wy, + §) where || is
much smaller than the frequency of the motion wy,. At the same time, the logic ion is
driven with detuning & from its blue and red sideband at w; £+ (wy, + &), where w; is
the logic ion transition frequency. If @ = wy, the average frequency of the spec-
troscopy probe beams is on resonance with the transition in the spectroscopy ion. In
this case, all four driving fields implement the interaction of the Mglmer and
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Serensen gate, which effectively couples the spins together like they were linked by
a 1:1 gear. As the light fields excite and de-excites the spectroscopy ion in analogy
to Rabi-flopping, the state of the logic ion is switched synchronously, thus faithfully
indicating whether the state of the spectroscopy ion has flipped. Far off resonance
(w # wy), the gear disengages such that the logic ion is not affected by the driving
fields and remains in its initial state. An example that shows this basic behavior is a
generalized Ramsey-experiment with an odd N such that the total number of ions,
N + 1, is even. We can then use the operator identities stated as Eq. (1) in [23] so
that a generalized 7 /2-pulse for exact resonance has the form

Ll (R 5 (1)
72 = \/E ( +( ) lG/O‘l,...,O'N),
where the 6, operator of the logic ion and the 6 ; operators (j = {1,2, ...,N}) of the
spectroscopy ions can be any of the Pauli operators, possibly rotated in the
two-level state spaces (see [23]). Keeping in mind that&f = 1, it is easy to compute
the effect of two generalized = /2-pulses, Uf[/z = (—1)(N+1)/2&16 I, ...,0n,soall
spins of any initial state flip like they were connected by a 1:1 gear. If all
spectroscopy ions are off-resonant, the laser beams act on the logic ion only to
yield U 721 = (ei(”/ 2)é./ 2)2 = e i7/8 g0 that any initial state only picks up a global
phase that has no consequence for state detection on the logic ion. Far off reso-
nance, the gears disengage and the detuning acts as the clutch. Intermediate
detuning leads to mathematical complications that make an awkward birthday
present but the behavior can be gleaned from Fig. 1 where the probability of
flipping the spin of the logic ion as a function of the detuning ds = @ — w; is
plotted for a few special cases. The lineshape of a single spectroscopy ion for no
free precession time is shown in Fig. 1a with the motional mode in its ground state
(red) as well as for an imperfectly cooled mode having a thermal energy distribution
with one phonon on average (7 = 1, blue). The off-resonant features are more
pronounced for imperfect cooling, but the resonance still yields a fairly clean peak
while traditional quantum logic spectroscopy would completely fail for 7 = 1. A
free precession time between the two U, ,-pulses acts in analogy to a conventional
Ramsey experiment for a single spectroscopy ion. However, with N spectroscopy
ions, any phase picked up in the free precession time is magnified by a N:1 gear,
because the intermediate state is a generalized GHZ state, like the states realizing
the Heisenberg limit with N-fold precession frequency investigated in [23]. This
can be seen in Fig. 1b, c. The Ramsey fringes resulting from 100 time units of free
precession of a single spectroscopy ion are shown in (b). The fringe spacing is
approximately 1/100 frequency units. In contrast to a regular Ramsey experiment,
the state of the spectroscopy ion is transduced by the 1:1 gearbox to the state of the
logic ion which produces a response that is easier to detect and faithfully maps the
resonance behavior of the spectroscopy ion. Fig. 1c shows the line-shape for the
same precession time, but with N = 3 spectroscopy ions. The fringe spacing is three
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Fig. 1 Quantum logic spectroscopy resonance lines: a spin-flip probability of the logic ion as a
function of the detuning J; from resonance of the spectroscopy ion for no precession time between
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times narrower, in accord with a 3:1 gearbox turning the logic ion and Heisenberg-
limited frequency resolution.

The on-resonance features and resilience of this method to imperfect ground
state cooling have already been verified in [24] with a “Be* ion as the spectroscopy
ion and a »Mg™ ion as the logic ion. We hope to demonstrate the remaining
properties in the near future. Possibly, this method will be useful for quantum logic
ion clocks as well as quantum logic spectroscopy on highly charged ions or
molecular ions (see Sect. 3 below).

3 Opportunities with Molecular Ions

Precise control and manipulation of single molecules is a long standing goal in
chemistry and physics. Manipulation of pure quantum states of single atoms has
become routine, but so far the complicated level structures of molecules has made
laser cooling and quantum manipulation largely elusive, except in a few fortuitous
cases, for example if the molecule can be synthesized in pure quantum states from
ultra-cold atoms. Quantum logic spectroscopy as described in [19] and Sect. 2 may
be combined with stimulated Raman transitions that can be driven with far-off-
resonant lasers and are therefore not specific to a particular species. In this way,
quantum control of a wide range of molecules with essentially the same experi-
mental setup may become a reality [25, 26].

The molecular ion of interest is trapped together with an atomic ion that serves as
the quantum logic messenger. The ions are strongly coupled by Coulomb-repulsion,
therefore the atomic ion can be laser cooled such that the normal modes of both ions
are near the ground state. Increases in motional energy that may be caused by a state
change of the molecule can then be detected with the logic ion [25, 26]. The
simultaneous state change of the molecule and the common motion can be induced
by Raman transitions that are driven by continuous wave or mode-locked frequency
comb lasers on either a blue sideband of the motion as in conventional quantum
logic spectroscopy [19] or with two simultaneous sidebands, as sketched in Sect. 2.
If a single blue sideband is used, the excitation of the motion can be subsequently
transferred to the internal states of the logic ion and detected by electron shelving.
Once a phonon is detected in this way, this constitutes a projection of the molecule
into the electronically, vibrationally and rotationally pure final quantum state of the
sideband transition that produced it and the detection with the atomic ion keeps the
projected state of the molecule intact. This allows for subsequent coherent

Fig. 1 (continued) generalized /2 pulses. The red trace is for the motion in the ground state, the
blue trace for imperfect cooling with a thermal occupation with 7 = 1. b With 100 time units of
free precession between the generalized /2 pulses. ¢ With 100 time units of free precession and
three spectroscopy ions
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manipulation of the molecular state, as well as spectroscopy of molecular transi-
tions with high resolution, in principle only limited by the lifetime of the probed
molecular states.

The NIST Ion Storage Group is working on a demonstration experiment with
40Ca* as the logic ion and “°CaH* as the molecule. Currently all manipulations of the
molecule are induced by a single continuous wave laser at 1051 nm that is
far-detuned from all molecular transitions and split into two Raman beams. The
beams can be tuned relative to each other with acousto-optic modulators to address
different Raman transitions between substates of different orientation quantum
number m; of the same rotational manifold with quantum number J. To also bridge
transitions between states with different rotational quantum number J' # J, where
transition frequencies range from hundreds of GHz to a few THz, we plan to use the
frequency comb produced by a femtosecond laser [26]. So far our experiments
confirm, that the basic scheme is working [27] and we believe that the same laser
and methods are readily applicable to precision spectroscopy and quantum state
manipulation of a wide range of molecular species, including molecules of astro-
physical interest and species that have been identified as candidates for stringent
limits of the electric dipole moment of the electron or for the time dependence of
fundamental constants. Other exciting avenues for molecular manipulation with
unprecedented precision and versatility could be controlling collisions and ulti-
mately chemical reactions when overlapping the controlled molecular ion with
reactive cold gases where the atoms are also prepared in certain quantum states
and no extra energy other than the one supplied by laser photons or other targeted
excitations are available. A few, possibly less obvious possibilities involving
quantum control of molecular ions are listed in the following paragraphs.

It should be interesting to prepare rotational cat-states, superpositions of states
with the same rotational quantum number J and extreme opposite components 11,
= +J along the quantization axis. In effect, these are superpositions where the
molecule spins clockwise and counter-clockwise around the same axis at the same
time. Besides the usual challenge of growing such Schrodinger kittens to the largest
size possible while keeping them coherent, these superpositions might be useful for
quantum enhanced sensing applications or provide a precise way of keeping and
“reversing” the orientation of a molecule at the same time, for example in a search
for the electron electric dipole [28].

Currently, one of the most important systematics in the best optical frequency
standards are the shifts of the clock transition due to blackbody radiation. It seems
conceivable to introduce a suitable molecule as the third ion in a quantum logic ion
clock, which can be used as a temperature sensor a few micrometers away from the
clock ion, similar to the proposal in [29], where a different technique involving
vibrational transitions is considered. By measuring the occupation probability of
the rotational levels one may derive the temperature of the blackbody-environment
directly from the rotational quantum statistics, without using any artifacts. More-
over, if the measured statistics differ from a thermal distribution, for example due to
non-thermal ambient noise fields, the deviations may reveal hints about the nature
of the noise in a spectral range that is currently hard to access.



124 D. Leibfried

Taking these ideas even further, it could be fruitful to combine the quantum logic
spectroscopy of molecular ions with the stylus ion trap sensor mentioned near the
end of Sect. 1. As described in [18], one might be able to then bring atomic or
molecular ions within a few tens of microns of a test surface, where they can serve
as unique probes of evanescent electromagnetic fields that are crucial to the
behavior of surfaces, but hardly propagate into free space. Surfaces and adsorbates
are well known to have enhanced non-linearities due to the reduced symmetry at the
interface. Established techniques to explore such phenomena include surface
enhanced Raman spectroscopy (SERS), surface enhanced frequency doubling
(SESHG), frequency summing (SESFG), and surface enhanced multi-photon ion-
ization. In all these techniques photons or electrons are detected far away from the
sample. This has precluded taking advantage of signals in the frequency range of
MHz-THz that are non-linearly generated on the surface, with the notable excep-
tion of laser beat-frequency measurements using photo-multipliers, photo-diodes or
other media that can produce measurable photo-currents.

Difference frequencies in the MHz-THz range are very poorly matched to the
typical surface dipoles with length scales of order Angstrom to nanometers, orders
of magnitude smaller than the free-space wavelength of THz-radiation. This leads
to almost complete suppression of fields in this frequency range propagating away
from the surface. An atomic or molecular ion confined in a stylus trap within a few
10 pm of the surface is inside the evanescent field of a THz surface wave and is
sensitive to frequencies within a wide interval. The tunable, resonant motion of the
atomic ions reacts sensitively to electric fields in the 100 kHz—50 MHz region.
Rotational transitions of judiciously chosen molecular ions can provide sensitivity
at many different frequencies in the range of 10 s of GHz-THz when prepared and
interrogated with quantum logic spectroscopy as described above. Surface excita-
tions can be sensed with a spatial resolution of the order of the ion-to-surface
distance (currently several 10 pm), or even finer, if either a precisely localized
excitation mechanism or sufficiently high signal-to-noise ratio permits that. Map-
ping of surfaces may, for example, help with understanding and tailoring the
electronic structure of nano-catalysts to optimize reactivity. One can also envision
measuring the lifetimes (some tens of fs) of surface resonances that participate in
surface chemistry [30], using the molecular-ion surface probe to detect the evanes-
cent field excited by a short pump-pulse in a time-resolved manner. Such a pulse
can be focused to a few pm. For example, one could use two light beams at a
frequency difference that can be detected by the molecule. If the surface permits a
non-linear process that is proportional to the product of the two field amplitudes, an
electromagnetic field at this difference frequency will be produced. This signal can
be background-free as the exciting light beams are in a completely different
frequency range. Due to the nonlinear character of the excitation, this may even
permit resolution beyond the wavelength of the exciting light fields, an effect that
has been very successfully exploited in STED microscopy [31], and related
non-linear imaging techniques with propagating light fields, while here the sensor
can detect fields that are evanescent on the surface under study. The resolution of
such methods could potentially reach nanometers or better.
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4 Hydrogen with a Handle

One of Ted’s life-long dreams is to trap atomic hydrogen and keep it confined for
precise spectroscopy experiments. This is hard because even the coldest hydrogen
sources are poorly matched to the shallow depth of typical traps for neutral atoms
and laser cooling of hydrogen would be most straightforward on the Lyman-a
transition at 121 nm. Building laser-based sources for this wavelength is still a
heroic effort. At first glance, it seems like ion trapping can not offer any alternative,
since the electronic structure of the hydrogen atomic ion is not particularly inter-
esting. Nevertheless, experiments involving ion traps and quantum logic spectros-
copy have been proposed for precise comparisons of protons and antiprotons
[32]. Another alternative is the hydrogen molecular ion HJ, the simplest of all
molecules or its antiparticle-version. Of course I am aware that this idea contradicts
the famous statement about molecules by the late Art Schawlow, who was one of
Ted’s best friends [33]. On the positive side, the extra proton gives H2+ a charge, an
extra handle that ion traps with a depth of order electronvolts can hold on to. The
single electron makes H; similarly accessible to theory as neutral hydrogen,
allowing for precise calculations of the level structure including higher order
QED corrections [34]. Precise spectroscopic measurements should be able to
open a window on many fascinating questions about the limits of the standard
model [35]. Variations of the fine-structure constant, the electron-to-proton mass
ratio and the quark mass over time can be probed all in the same system by precisely
measuring and comparing electronic, vibrational and hyperfine-transitions.
Historically, spectroscopic experiments on Hy have been few and far between,
because of the high level of symmetry and isolation of all ground states from the
environment. For example, the lifetime of the first vibrational state v =1 is
estimated to be 10° s (11.6 days), while a common method of producing HF,
electron impact ionization, will populate a large number of vibrational states. Some
access has been gained through radio-frequency-spectroscopy and state selective
dissociation of large ensembles stored in ion traps [36], in beam experiments [37]
and through Rydberg states of neutral H, [38]. Alternatively, experiments have been
done in HD* [39] with much shorter lifetimes of the rotational-vibrational states in
the ground state manifold due to a finite dipole moment and the broken ortho-para
symmetry. It seems conceivable, that quantum logic spectroscopy will be able to
project either isotopic composition into one of the many initial states. If this is
possible, spectroscopy of the ro-vibrational and hyperfine structure with unprece-
dented precision could become a reality. For such experiments, resonant charge-
exchange collisions with H, from the background gas would be highly detrimental,
therefore a 4 K environment that freezes out all background hydrogen gas is
preferable. Finally, if it just has to be neutral hydrogen, once H; is in a well defined
internal state, it could be gently separated into a proton and a neutral hydrogen with
low kinetic energy and a very well defined initial position by resonant multi-photon
dissociation. At this point a quite modest magnetic trap might suffice to confine the
single hydrogen atom. In this way one might be able to trap a single H atom in
isolation for a long time and probe it like it is done with single trapped clock ions.
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5 Anti-matters

By far the most challenging but potentially very rewarding experiment proposed
here would be the combination of the molecular ions of hydrogen and antihydrogen
H; and a logic ion, each trapped in its own potential well. To trap each ion in its
own well and still have a non-neglible Coulomb-interaction, a miniaturized multi-
segmented linear trap may be used, as demonstrated in [13, 40] and proposed for
anti-protons in [32]. In this arrangement, comparisons of the physics of matter and
antimatter can be done more directly and for more interactions than antiprotons or
anti-hydrogen would allow on their own. A molecule and anti-molecule would
produce a playground for comparisons of magnetic moments, (anti-) electron to
(anti-) proton mass ratios, (anti-) molecular structure and quantum electrodynam-
ics. Getting this experiment to work is a true challenge, but I believe Ted could
make this happen, if he only set his mind to it. Maybe this will become the seedling
for more and different tall tales told at a future celebration. Many happy returns,
Ted!
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Coherence in Laser-Driven Electrons at
the Surface and in the Volume of Solid Matter

Peter Hommelhoff

Abstract The femtosecond frequency comb allows controlling the carrier field of
ultrashort laser pulses. We show two examples on how this control over fields
oscillating with a few hundred terahertz can be utilized to control electrons at the
surface and in the volume of solids. After a brief discussion of strong-field physics
at metal needle tips, we show how ultrafast two-color laser pulses allow quantum
path interference to dramatically alter the emission current from sharp tips, with an
interference visibility of 94%. With carrier-envelope phase-controlled laser pulses,
we show furthermore how light-field sensitive currents can be excited in monolayer
graphene via an interplay of interband and intraband electron dynamics including
multiple Landau—Zener transitions.

1 Introduction

The femtosecond frequency comb allows direct control over the optical carrier field
in ultrashort laser pulses by virtue of controlling the carrier-envelope phase
(CEP) [1]. Hence, with the femtosecond frequency comb the optical carrier wave
of ultrashort laser pulses can now be fully controlled, which was so far only possible
at much smaller frequencies of the electromagnetic spectrum, such as in the
microwave domain. This progress allows new control over processes that are driven
by the optical carrier field rather than by the intensity envelope of laser pulses.
Prominent examples include high-harmonic and attosecond pulse generation, which
are based on strongly driving electrons in gas-phase atoms [2—4].

In this contribution, the recent development of phase-coherent electron control at
the surface and in the volume of solids will be discussed. While spectacular control
over electrons in atoms and molecules in the gas phase has been obtained in the last
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one to two decades [5], the work on solids was rather limited. In his Nobel Prize
Lecture [6], Theodor Hinsch refers to initial work by Nakajima and Lambropoulos
on above-threshold ionization (ATI) of gas-phase atoms in this context [7]. The
corresponding process in solids is above-threshold photoemission (ATP) and has
been investigated by Theodor Héansch and colleagues already in 2004 [8]. ATP
describes (multi-)photon-driven emission of electrons with a (kinetic) energy larger
than the minimally required energy by one and up to many photons. Even though
the authors of [8] used extremely short laser pulses with a duration of only 4 fs,
corresponding to 1.6 optical cycles, the carrier-envelope phase-dependent current
they could detect was minuscule. This was for one obvious reason, which is spatial
averaging over the Gaussian-shaped focal profile on the flat metal surface. But not
only does the spatially varying intensity lead to a varying nonlinear order and
spatially varying light shifts, also the focal phase may vary transversally for such
broadband light fields [9, 10]. It turns out that working with sharp needle tips
circumvents these issues: When laser pulses are focused at tips with an apex radius
of curvature much smaller than the central laser wavelength, optical field enhance-
ment takes place [11]. The optical field is preferentially enhanced at the apex, so
that especially nonlinear effects such as ATP are quite dramatically enhanced at the
apex and are thus limited in space to the tip apex region [12—14]. Typical tip radii
lie in the range of a few nanometers to around 100 nm, so much smaller than focal
spot sizes.

Observing photon orders in electron spectra implies that the coherence of the
laser beam is transferred into the electron domain. While early electron spectra
recorded from flat metals hinted at above-threshold photoemission [15], it remained
open if the coherence of the laser beam was not washed out by a thermal process
because photon orders could not be observed. It was therefore insightful that in
spectrally resolved photoemission measurements from sharp needle tips above-
threshold multi-photon orders were clearly visible [16]. With increasing intensity,
these photon orders shifted to smaller energies, evidencing the onset of strong-field
effects such as peak shifting and channel closing [16—19]. With only small DC
voltages applied to the tips, the characteristic plateau in electron spectra became
apparent [20-23], indicating that field-driven electron dynamics is starting to take
place. With carrier-envelope phase-stable laser pulses, the laser-field-driven
dynamics could be clearly proven [20, 24]. The original work, which is now several
years old, has been reviewed and commented on in several occasions to which we
refer the interested reader (see, for example, [25-28]).

We could show that electron emission in the energy range of the electron
re-collision cutoff can be switched on and off by virtue of the carrier-envelope
phase [20]. From there it is only a small step to realize that a light-field driven
interface can be built from two tips that can result in an ultrafast, light-field driven
switch. With two tips facing each other we have started to work in this direction. In
essence, we have so far demonstrated a nanoscale version of a vacuum tube
diode [29]. Yet, the demonstration of light-field driven electronic switching in a
nanoscale device that allows utilizing the attosecond fast timescales is still elusive.
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The physics discussed so far is based on photoemission of electrons from a tip
and subsequent (strong-field) dynamics of the electrons inside of the laser field in
front of the tip. For this very reason, namely that it is mostly the dynamics of the
field-driven electron after it has been born into the laser field that governs its final
state, we see such a great similarity between gas-phase strong-field physics spectra
and the spectra obtained from solid tips. Examples include the exponentially
dropping low-energy part, but most importantly the famous plateau and the simi-
larly famous “10-U, cutoff.” For this reason we can explain the physics nicely with
models well known from atomic physics [20-22, 30-33], which is also discussed in
the original and review papers mentioned above. We now turn to discuss two new
phenomena recently observed.

2 Two-Color Experiments at Metal Tips

Intriguing effects can arise when a harmonic of the fundamental driving field is
superimposed on the fundamental of the optical pulse. A two-color or bichromatic
field pulse results, representing a first step (next to CEP control) toward more
complex, tailored light fields, with the goal of improving the level of control over
reaction or emission pathways, extending electron energies, shaping electron pulses
etc. The relative phase between the colors represents an additional control param-
eter. Investigations of the effects of bichromatic light fields on atomic ATI date
back more than two decades [34] and have been utilized to further explore the
transition from the multi-photon to the tunneling ionization regime, for exam-
ple [35]. An extensive review on earlier work of the atomic (strong-field) physics
in bichromatic laser fields can be found in [36]. More recently, bichromatic fields
have been used to probe molecular strong-field dynamics on the 10-attosecond
timescale [37, 38].

We focus the fundamental and the second harmonic of near-infrared laser pulses
on a sharp tungsten tip at ambient temperature and vary the temporal delay between
the two pulses. Two cases may be considered: In the strong-field regime, the carrier
fields add up to yield an asymmetric optical field structure in which the carrier
maxima can be enhanced by the second harmonic for one polarity, while for the
other the extrema are reduced, for instance. The role of the polarity exactly changes
if the second harmonic is delayed by half an optical carrier period, yielding a
reversed field structure. This will have direct consequences for the strongly driven
electron. On the other hand, for weaker fields, or in the perturbative regime,
different electron emission quantum pathways, comprised of sequences of photons
of fundamental and second harmonic (with different phases), may constructively or
destructively interfere. Here we report on observations in this regime.

We frequency-double a part of the ~ 70-fs output pulses of an erbium-doped
fiber oscillator—amplifier running at a central wavelength of 1560 nm and at
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Fig. 1 Electron current emitted from a 10-nm sharp tungsten tip when irradiated by a two-color
laser field as function of time delay between the fundamental and second-harmonic laser pulse. a A
large time span between full and hardly no overlapping pulses is shown. b The central region of a,
clearly revealing oscillations with the period of the second harmonic (2.6 fs). Data and a sine fit are
shown. The large contrast of 94% in this central region is also directly visible. Data points are
connected by line segments as a guide to the eye

100 MHz repetition rate. With the help of a Mach—Zehnder interferometer with
dichroic beam splitters, we can continuously vary the delay (or phase) between the
frequency-doubled pulses (“2w”) and the fundamental pulses (“@”). When we focus
these @ — 2w pulses on the tungsten tip and record the emitted electron current as
function of time delay, we observe a strong modulation of the emitted current as
function of delay, see Fig. 1. Notably, the modulation reaches up to 94% for near-
field intensities of 330 GW / cm? of the fundamental and 6.6 GW / cm? for the second
harmonic. So a weak second-harmonic admixture of ~ 1/50 in relative intensity
magnitude suffices to induce such a strong modulation of the output current.

We explain these effects with quantum path interference as indicated in Fig. 2.
For the DC-biased tungsten tip, the emission barrier at the (310)-W apex is
Schottky-lowered from an unbiased 4.3-3.6 eV. Hence, four fundamental photons
of 0.8 eV energy are required to lift an electron to the barrier. Alternatively, two
fundamental and one frequency-doubled photon provide the same energy to an
electron. We interpret our data in such a way that it is these two quantum pathways
that interfere. A much more detailed discussion can be found in [39].

While the discussed two-color effects are already of fundamental interest, they
may enable boosting the maximum output current without damaging the tip with
the fundamental laser intensity. Furthermore, it will be even more interesting to
investigate bichromatic effects at tips in the strong-field regime. With the relatively
long laser pulses employed here, the strong-field regime can hardly be reached
without damaging the tip, but with shorter fundamental laser pulses at around
1800 nm [40], we expect that this will be easily possible, in particular because of
the longer central wavelength as compared the standard 800 nm that have been
mostly used so far for strong-field studies at tips.
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Fig. 2 Quantum path interference model we employ to explain the strong modulation of the
emission current as function of delay between fundamental and second-harmonic pulses, as shown
in Fig. 1. One pathway consists of four photons of the fundamental required to lift an electron from
the Fermi level to a bulk state extending to the tip surface. The other pathway consists of two
fundamental photons and one photon of the second harmonic (b/ue). From there the electrons can
easily overcome the Schottky-lowered barrier. The full lines show the local density of states, both
for the surface (orange) and the bulk (black), as discussed in [39]

3 Light-Field-Induced Currents in Graphene

The effects discussed in the previous section relate to quantum effects inside of tips,
however, in the perturbative regime. In recent years, strong-field physics inside of
solids has found much attention, as new effects related to the solid state nature of
the samples are expected that do not show up in the atomic and molecular case. So
far, large-bandgap materials and/or long-wavelength driving pulses have been used
so as not to excite electrons from the valence to the conduction band easily. For
example, high harmonic generation has been observed from the large-bandgap
semiconductor ZnO (band gap of 3.2 eV), driven with pulses with a central
wavelength of 3.2— 3.7 yum [41] or with terahertz frequencies [42]. Reversible
attosecond dynamics of strongly driven fused silica glass and silicon have been
investigated with the help attosecond transient absorption spectroscopy [43, 44]. The
question arises if next to dielectrics and semiconductors also metals can be strongly
driven by the optical field of ultrashort laser pulses.

Graphene, a (semi-) metal, is ideally suited for strong-field studies, in particular
graphene on SiC. It is a robust material on a robust large-bandgap substrate with
good heat conductivity, but first and foremost monolayer graphene stands out for its
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two-dimensional nature and its cone-shaped Dirac dispersion relation [45]. We
have performed laser-induced current measurements and have investigated whether
a CEP-dependent current, so again a light-field induced current, can be
observed [46].

Driven with ~ 6-fs pulses derived from a Titanium:Sapphire oscillator running at
80 MHz, strongly focused down to 1.6 um (1/e? intensity radius) on graphene and
leading to peak field strengths of 0.3 V/ A, a carrier-envelope phase-(CEP)-depen-
dent current with a peak magnitude of ~ 15pA can be observed, see Fig. 3.
Surprisingly, when we vary the peak field intensity, we observe a change in current
direction for one and the same CEP setting. While the details are discussed in [46],
here we only show the intriguing underlying physical picture that we assume to
hold.

The semiclassical picture of electron wavepackets in the band structure envi-
ronment of solids helps to gain insight. Bloch’s acceleration theorem states that an
electron is accelerated by an external electric field polarized along x in x-direction
only: 7k = —eE, where k represents the electron momentum, —e the electron
charge and E the externally applied electric field. Because of the cone-shaped nature
of graphene’s dispersion, a slice exists in the dispersion relation such that electrons
can be driven diabatically across the band crossing even for vanishing field
strengths (at k, = 0, for example), but there also exist slices where the energy
between the bands is large so that the electrons remain inside of the band and are
just driven within it by the laser field (adiabatically) [47], see Fig. 4. Here, diabatic
means that the electron is transferred from the valence to the conduction band, or
vice versa, so an interband transition. Conversely, the adiabatic motion implies
intraband motion, so an adiabatic exchange of pseudospins labeling the quantum
number of the wave functions [45]. The pseudospins are conserved in the
diabatic case.

CEP-change (1 rad)

CEP-dependent current (pA)

20 1 1 ! ! ! !

-400 -300 -200 -100 0 100 200 300 400
Glass thickness (um)

Fig. 3 CEP-dependent current as function of glass thickness in the beam path, leading to a

variation of CEP and pulse duration. In-phase (spheres) and quadrature component (squares) of
a lock-in measurement are shown, together with fits to the data
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(a)

Fig. 4 a Graphene’s Dirac-cone-shaped dispersion. Here the hyperbolic bands are highlighted
that result from the intersection of a plane with a finite k,-value with the dispersion cones; note that
the K-point lies outside of that plane. Electrons with all initial k,-values are driven by the laser
field. b Sketch of the dynamics in the two hyperbolic bands shown in a. The laser field is polarized
in x-direction. Because of the oscillatory nature of the laser field, the electron is driven repeatedly
over the apparent band gap where it can always either undergo a diabatic transition from one band
to the other, or stay in the same band (Landau—Zener dynamics). The apparent band gap thus
serves as an electron beam splitter. The relative phase between the two arms determines whether
the electron ends up in the conduction band (as shown here) or in the valence band. The relative
phase depends on the CEP via the electric waveform of the driving field. In order to obtain the
resulting CEP-dependent current, an integration over all initial k,-values is required

Between these two extrema, a dispersion cone slice exists in which valence band
electrons may become excited via Landau—Zener transitions to the conduction band
or stay in the valence band, with equal probabilities. This represents a 50 / 50-beam
splitter for electrons. It is this beam splitter that is responsible for the
CEP-dependent current generation in graphene, see Fig. 4b. Because the optical
pulse drives electrons more than once through the energy minimum, at least two
beamsplitting events can take place. Much like in an optical interferometer, it is the
relative phase between the two arms that determines if interference into a given
output port, here the conduction band, for example, is constructive or destructive.
By virtue of the CEP we can vary the phase, as it directly influences the propagation
of the electrons inside of the interferometer arms and hence the relative interfer-
ometer phase. An in-depth discussion including numerical modeling is presented
in [46].

To summarize, initial work on strong-field effects at solids showed already a
high degree of coherence of the light-field-driven electrons, exemplified in the
existence and the complex but well-understood behavior of above-threshold orders.
Here we have discussed more recent work on electron emission from needle tips
with bichromatic laser fields. We could show that coherent quantum path interfer-
ence leads to a large variation of the emitted current as a function of delay between
fundamental and second harmonic of the driving pulses. The visibility of up to 94%
seems to be the highest observed in two-color photoemission experiments over all
investigated systems, which is surprising given the metallic nature of the room
temperature metal tip as compared to clean gas-phase atomic systems [48], for
instance. In the second discussed experiment, we focus on the coherence of
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electrons inside of the special metal graphene. Here we observe a CEP-dependent
current that we explain with a light-field-driven interplay of interband and intraband
dynamics, representing another example of laser-field-driven coherent quantum
path interference, now inside of a peculiar type of two-dimensional metal—the
discovery of which is possible because of the existence of the femtosecond
frequency comb.

4 Concluding Remarks

The work described here has been done long after the author had finished his PhD
thesis in Professor Hiansch’s group at Ludwig-Maximilians-Universitit in Munich
in 2002, which was already a most enjoyable time. At Stanford University in the
group of Mark Kasevich, Yvan Sortais was setting up a femtosecond frequency
comb for a precision spectroscopy experiment. At the other end of the optical table,
the author had just succeeded in achieving field emission from a single-atom tip in
early 2004 (published only much later [49]). From the atomic precision spectros-
copy point of view certainly an abuse but probably in line with the Hidnsch (and
Schawlow) style of doing physics [50, 51], Yvan Sortais and the author decided to
rather fire the femtosecond frequency comb laser pulses at the apex of a sharp metal
needle tip and so realized an electron source able to generate femtosecond electron
pulses from a nanometric emission area [52]—at the time without being able to
observe a carrier-envelope phase-dependent current, even though they had tried
right away [53]. Equipped with Max Planck Research Group funding, the author
went to MPQ to again become a member of the Hiansch department in 2007. It was
there where the author’s small group performing Spitzenforschung (translate: tip
research) was engulfed and fostered in Theo Hinsch’s group doing
Spitzenforschung (translate: top research): From then on until 2013, the author
and his group enjoyed a most fruitful and stimulating atmosphere. The weekly
Hinsch department seminars provided excellent exchange of scientific and techni-
cal ideas, as did the annual highlight of they year, the Hénsch department retreat at
Ringberg Castle, resulting in research highlights discussed in the introductory part
of this contribution and further including the demonstration of an on-chip Paul trap
for electrons as well as the demonstration of laser acceleration of electrons at
dielectric structures [54, 55]. A number of joint publications resulted from common
experimental interests and requirements, for example on ultrashort pulse generation
and single-pass laser amplification [56—60] and on the CEP stability of laser
oscillators with various pump lasers [61, 62]. In 2013, with the author’s appoint-
ment to Friedrich-Alexander-Universitidt Erlangen-Niirnberg, his group had to
leave the Hénsch department. Theodor Hinsch has profoundly influenced the
author’s life and also that of the many students and postdocs who had the pleasure
to interact with him. Happy birthday and ad multos annos, lieber Herr
Professor Hansch!



Coherence in Laser-Driven Electrons at the Surface and in the Volume of. .. 137

Acknowledgements The author acknowledges the many contributions of and is grateful to all
past and current members of his group, in particular the long-time members Drs. Johannes
Hoffrogge, Markus Schenk, Michael Kriiger, John Breuer, Jakob Hammer, Sebastian Thomas,
Michael Forster, Takuya Higuchi, Joshua McNeur and Martin Kozdk. Funding from ERC
(NearFieldAtto), SFB 953, SPP 1840 QUTIF and the Gordon and Betty Moore Foundation is
gratefully acknowledged.

References

1. T. Udem, R. Holzwarth, T.W. Hinsch, Nature 416, 233 (2002)
2. A. McPherson, G. Gibson, H. Jara, U. Johann, T.S. Luk, I.A. McIntyre, K. Boyer, C.K. Rhodes,
J. Opt. Soc. Am. B 4, 595 (1987)
3. M. Ferray, A. L’Huillier, X.F. Li, L.A. Lompre, G. Mainfray, C. Manus, J. Phys. B At. Mol.
Opt. Phys. 21, L31 (1988)
4. P.B. Corkum, F. Krausz, Nat. Phys. 3, 381 (2007)
5. T. Schultz, M. Vrakking (eds.), Attosecond and XUV Spectroscopy: Ultrafast Dynamics and
Spectroscopy (Wiley-VCH, Weinheim, 2014)
6. T.W. Hénsch, Rev. Mod. Phys. 78, 1297 (2006)
7. T. Nakajima, P. Lambropoulos, Phys. Rev. A 50, 595 (1994)
8. A. Apolonski, P. Dombi, G.G. Paulus, M. Kakehata, R. Holzwarth, T. Udem, C. Lemell,
K. Torizuka, J. Burgdorfer, T.W. Hénsch, F. Krausz, Phys. Rev. Lett. 92, 073902 (2004)
9. M.A. Porras, Phys. Rev. E 65, 026606 (2002)
10. D. Hoff, M. Kriiger, L. Maisenbacher, A. M. Sayler, G. G. Paulus, P. Hommelhoff, to be
published (2017)
11. L. Novotny, B. Hecht, Principles of Nano-Optics (Cambridge University Press, Cambridge,
2012)
12. S. Thomas, M. Kriiger, M. Forster, M. Schenk, P. Hommelhoff, Nano Lett. 13, 4790 (2013)
13. M. Kriiger, S. Thomas, M. Forster, P. Hommelhoff, J. Phys. B At. Mol. Opt. Phys. 47, 124022
(2014)
14. S. Thomas, G. Wachter, C. Lemell, J. Burgdorfer, P. Hommelhoff, New J. Phys. 17, 063010
(2015)
15. M. Aeschlimann, C.A. Schmuttenmaer, H.E. Elsayed-Ali, R.J.D. Miller, J. Cao, Y. Gao,
D.A. Mantell, J. Chem. Phys. 102, 8606 (1995)
16. M. Schenk, M. Kriiger, P. Hommelhoff, Phys. Rev. Lett. 105, 257601 (2010)
17. N.B. Delone, V.P. Krainov, Multiphoton Processes in Atoms (Springer, Berlin, 1994)
18. R. Bormann, M. Gulde, A. Weismann, S.V. Yalunin, C. Ropers, Phys. Rev. Lett. 105, 147601
(2010)
19. M. Bionta, B. Chalopin, J. Champeaux, S. Faure, A. Masseboeuf, P. Moretto-Capelle,
B. Chatel, J. Mod. Opt. 61, 833 (2014)
20. M. Kriiger, M. Schenk, P. Hommelhoff, Nature 475, 78 (2011)
21. G. Wachter, C. Lemell, J. Burgdorfer, M. Schenk, M. Kriiger, P. Hommelhoft, Phys. Rev. B
86, 035402 (2012)
22. M. Kriiger, M. Schenk, P. Hommelhoff, G. Wachter, C. Lemell, J. Burgdorfer, New J. Phys.
14, 085019 (2012)
23. G. Herink, D.R. Solli, M. Gulde, C. Ropers, Nature 483, 190 (2012)
24. B. Piglosiewicz, S. Schmidt, D.J. Park, J. Vogelsang, P. Gross, C. Manzoni, P. Farinello,
G. Cerullo, C. Lienau, Nat. Photonics 8, 37 (2014)
25. P. Dombi, A.Y. Elezzabi, in Attosecond Nanophysics, ed. by P. Hommelhoff, M. Kling
(Wiley-VCH, Weinheim, 2015)



13

26

27

28
29

30.
31.

32.
33.

34.

35

36.
37.

38.

39.

40.
41.

42.

43.

44.
45.
46.
47.
48.
49.

50.
51.

52.

53.

54

55
56

8 P. Hommelhoff

. C. Lienau, M. Raschke, C. Ropers, in Attosecond Nanophysics, ed. by P. Hommelhoff,
M. Kling (Wiley-VCH, Weinheim, 2015)

. F. SiiBmann, M.F. Kling, P. Hommelhoff, in Attosecond Nanophysics, ed. by P. Hommelhoff,
M. Kling (Wiley-VCH, Weinheim, 2015)

. M. Kriiger, M. Schenk, M. Forster, P. Hommelhoff, J. Phys. B 45, 074006 (2012)

. T. Higuchi, L. Maisenbacher, A. Liehl, P. Dombi, P. Hommelhoff, Appl. Phys. Lett. 106,

051109 (2015)

P.B. Corkum, Phys. Rev. Lett. 71, 1994 (1993)

M. Lewenstein, P. Balcou, M.Y. Ivanov, A. L’Huiller, P.B. Corkum, Phys. Rev. A 49, 2117

(1994)

S.V. Yalunin, M. Gulde, C. Ropers, Phys. Rev. B 84, 195426 (2011)

S.V. Yalunin, G. Herink, D.R. Solli, M. Kriiger, P. Hommelhoff, M. Diehn, A. Munk,

C. Ropers, Ann. Phys. 525, L12 (2013)

H.G. Muller, P.H. Bucksbaum, D.W. Schumacher, A. Zavriyev, J. Phys. B At. Mol. Opt. Phys.

23, 2761 (1990)

. D.W. Schumacher, F. Weihe, H.G. Muller, P.H. Bucksbaum, Phys. Rev. Lett. 73, 1344 (1994)

F. Ehlotzky, Phys. Rep. 345, 175 (2001)

X. Xie, S. Roither, D. Kartashov, E. Persson, D.G. Arbo, L. Zhang, S. Grife, M.S. Schoffler,

J. Burgdorfer, A. Baltuska, M. Kitzler, Phys. Rev. Lett. 108, 193004 (2012)

S. Skruszewicz, J. Tiggesbdaumker, K.-H. Meiwes-Broer, M. Arbeiter, T. Fennel, D. Bauer,

Phys. Rev. Lett. 115, 043001 (2015)

M. Forster, T. Paschen, M. Kriiger, C. Lemell, G. Wachter, F. Libisch, T. Madlener,

J. Burgdorfer, P. Hommelhoff, Phys. Rev. Lett. 117, 217601 (2016)

C. Homann, M. Bradler, M. Forster, P. Hommelhoff, E. Riedle, Opt. Lett. 37, 1673 (2012)

S. Ghimire, A.D. DiChiara, E. Sistrunk, P. Agostini, L.F. DiMauro, D.A. Reis, Nat. Phys. 7,
138 (2010)

M. Hohenleutner, F. Langer, O. Schubert, M. Knorr, U. Huttner, S.W. Koch, M. Kira,

R. Huber, Nature 523, 527 (2015)

M. Schultze, E.M. Bothschafter, A. Sommer, S. Holzner, W. Schweinberger, M. Fiess,

M. Hofstetter, R. Kienberger, V. Apalkov, V.S. Yakovlev, M.I. Stockman, F. Krausz, Nature

493, 75 (2013)

M. Schultze, K. Ramasesha, C. Pemmaraju, S. Sato, D. Whitmore, A. Gandman, J.S. Prell,

L.J. Borja, D. Prendergast, K. Yabana, D.M. Neumark, S.R. Leone, Science 346, 1348 (2014)

A H. Castro Neto, F. Guinea, N.M.R. Peres, K.S. Novoselov, A.K. Geim, Rev. Mod. Phys. 81,
109 (2009)

T. Higuchi, C. Heide, K. Ullmann, H. B. Weber, P. Hommelhoff, arXiv:1607.04198 (2016)

H.K. Kelardeh, V. Apalkov, M.I. Stockman, Phys. Rev. B 93, 155434 (2016)

P. Ackermann, A. Scharf, T. Halfmann, Phys. Rev. A 89, 063804 (2014)

P. Hommelhoff, C. Kealhofer, A. Aghajani-Talesh, Y.R. Sortais, S.M. Foreman,

M.A. Kasevich, Ultramicroscopy 109, 423 (2009)

T.W. Hinsch, Opt. Photonics News, 14 (2005)

Superlaser123, Arthur L. Schawlow pops a balloon, https://www.youtube.com/watch?

v=WCFRYpGoC98. Accessed 11 Aug 2016

P. Hommelhoff, Y. Sortais, A. Aghajani-Talesh, M.A. Kasevich, Phys. Rev. Lett. 96, 077401

(2006)

P. Hommelhoff, C. Kealhofer, M. A. Kasevich, in Proceedings of the 2006 1.E. International

Frequency Control Symposium and Expositions, Vols 1 and 2, pp. 470-474 (2006)

. J. Hoffrogge, R. Frohlich, M.A. Kasevich, P. Hommelhoff, Phys. Rev. Lett. 106, 193001
(2011)

. J. Breuer, P. Hommelhoff, Phys. Rev. Lett. 111, 134803 (2013)

. A. Ozawa, W. Schneider, T.W. Hénsch, T. Udem, P. Hommelhoff, New J. Phys. 11, 083029
(2009)


http://arxiv.org/abs/1607.04198
https://www.youtube.com/watch?v=WCFRYpGoC98
https://www.youtube.com/watch?v=WCFRYpGoC98
https://www.youtube.com/watch?v=WCFRYpGoC98

Coherence in Laser-Driven Electrons at the Surface and in the Volume of. .. 139

57. A. Ozawa, W. Schneider, F. Najafi, T.W. Héansch, T. Udem, P. Hommelhoff, Laser Phys. 20,
967 (2010)

58. A. Ozawa, T. Udem, U.D. Zeitner, T.W. Hinsch, P. Hommelhoff, Phys. Rev. A 82, 033815
(2010)

59. A. Vernaleken, J. Weitenberg, T. Sartorius, P. Russbueldt, W. Schneider, S.L. Stebbings,
M.F. Kling, P. Hommelhoff, H.-D. Hoffmann, R. Poprawe, F. Krausz, T.W. Hinsch, T. Udem,
Opt. Lett. 36, 3428 (2011)

60. S. Thomas, R. Holzwarth, P. Hommelhoff, Opt. Exp. 20, 13663 (2012)

61. A. Vernaleken, B. Schmidt, M. Wolferstetter, T.W. Hiansch, R. Holzwarth, P. Hommelhoff,
Opt. Exp. 20, 18387 (2012)

62. A. Vernaleken, B. Schmidt, T.W. Hénsch, R. Holzwarth, P. Hommelhoff, Appl. Phys. B 117,
33 (2014)



Atomic “Bomb Testing”: The Elitzur—
Vaidman Experiment Violates the Leggett—
Garg Inequality
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and Andrea Alberti

Abstract Elitzur and Vaidman have proposed a measurement scheme that, based
on the quantum superposition principle, allows one to detect the presence of an
object—in a dramatic scenario, a bomb—without interacting with it. It was pointed
out by Ghirardi that this interaction-free measurement scheme can be put in direct
relation with falsification tests of the macro-realistic worldview. Here we have
implemented the “bomb test” with a single atom trapped in a spin-dependent optical
lattice to show explicitly a violation of the Leggett—Garg inequality—a quantitative
criterion fulfilled by macro-realistic physical theories. To perform interaction-free
measurements, we have implemented a novel measurement method that correlates
spin and position of the atom. This method, which quantum mechanically entangles
spin and position, finds general application for spin measurements, thereby
avoiding the shortcomings inherent in the widely used push-out technique.
Allowing decoherence to dominate the evolution of our system causes a transition
from quantum to classical behavior in fulfillment of the Leggett—Garg inequality.
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1 Introduction

Measuring physical properties of an object—whether macroscopic or microscopic—
is in most cases associated with an interaction. For example, scattering photons
off an object allows one to detect its presence in a given region of space.
However, this also produces a small perturbation of its state by direct momen-
tum transfer. It is well known from numerous discussions on the physics of the
quantum measurement process (see, e.g., Refs. [1, 2]) that a measurement in
general modifies the quantum evolution unless the object is already in an
eigenstate of the measurement apparatus [3]. This is even the case when the
measurement yields a negative outcome, that is, when we did not find the
particle on a certain trajectory that had originally a nonvanishing probability
amplitude to be occupied. For example, in a double-slit experiment, quantum
interference is suppressed as soon as a measurement detects the which-way
information, regardless of whether the information is acquired by direct inter-
action or indirect negative inference. Quantum mechanics formalizes the loss of
interference in terms of the quantum measurement process, showing that mea-
surements are generally invasive as they entail a modification of the subsequent
quantum evolution. While the quantum measurement process is still intensely
debated in the literature [4], we adopt here the pragmatic view that a measure-
ment applied to a superposition state causes a sudden reduction of the wave
function to a subspace of the Hilbert space.

Ideal negative measurements, that is, measurements without direct interaction,
play an important role in a physical scenario known as macro-realism [5-7]. This
scenario advocates a classical worldview describing the state of macroscopic
objects, according to which macroscopic objects are always in one of several
possible macroscopically distinct states. In a macro-realistic worldview, it is plau-
sible to assume that a negative outcome of a measurement cannot affect the
evolution of a macroscopic system, meaning that negative measurements are
noninvasive [8]. In order to rigorously test the macro-realistic point of view,
Leggett and Garg have derived an inequality from the assumptions of macro-
realism and noninvasive measurability, which can be violated by quantum-
mechanical superposition states [9]. Relying on the implementation of an ideal
negative measurement protocol—a prerequisite for any genuine test of the Leggett—
Garg inequality—experimental violations of the macro-realistic worldview have
been experimentally demonstrated with phosphor impurities in silicon by Knee
et al. [10] and with trapped atoms by Robens et al. [11].

The definition of the degree of “macroscopic distinctness” has been a matter of
discussion in the literature ever since [12], and is likely to remain as such till an
experiment [13] will shed new light, for example, discovering a physical
“classicalization” mechanism that causes an objective reduction of wave packets.
Recently, Nimmrichter and Hornberger proposed a quantitative criterion based on a
minimal macro-realistic extension of quantum mechanics to quantify the
macroscopicity of an object [14]. Their objective criterion of macroscopicity allows
us to experimentally test the behavior of a single trapped atom—however



Atomic “Bomb Testing”: The Elitzur—Vaidman Experiment Violates. .. 143

microscopic it is, according to our intuition—under the hypothesis of macro-
realism, as we can put its macroscopicity directly in relation to that of other, ideally
more massive physical objects.

It was pointed out by Ghirardi [15] that a Leggett—Garg test of macro-realism is
naturally related to the notion of interaction-free measurements introduced by Elitzur
and Vaidman [16]. In a rather dramatic scenario, Elitzur and Vaidman proposed a
quantum device able to single out live “bombs” from a collection containing also duds
without triggering them nor interacting with them. While the first realizations of the
Elitzur—Vaidman experiment employed “flying” photons [17] and “flying” neutrons
[18], we here implement a variation of this experiment with neutral atoms trapped in a
one-dimensional optical lattice. A convenient scheme for interaction-free measure-
ments with neutral atoms has been demonstrated by Robens et al. [11] exploiting
state-dependent optical potentials. Following the idea of Ghirardi, we tested the
hypothesis of macro-realism with our atomic implementation of the Elitzur—Vaidman
“bomb testing” Gedankenexperiment. Our experiment shows explicitly that the
Leggett—Garg inequality is violated by 21 ¢. In addition, trapped atoms can be held
for long times. By controlling the duration of a suitably chosen wait interval, it is
straightforward to study the influence of decoherence and experimentally observe the
gradual transition from quantum to classical behavior.

It is our pleasure to honor with these recent experimental results Theodor
W. Hénsch. For many decades he has laid the foundations in laser physics and
technology, without which present-day laser control of quantum particles is hardly
conceivable. In this sense, the objective of this article is to experimentally demon-
strate yet another example of exploring the world with lasers and laser-controlled
atoms at the quantum-classical boundary.

2 Brief Review: The Elitzur—Vaidman Interaction-Free
“Bomb Test”

Let us illustrate the concept of the interaction-free “bomb test” as presented in the
original work by Elitzur and Vaidman [16], based on a single photon travelling on a
quantum superposition of trajectories along the two paths of a Mach—Zehnder
(MZ) interferometer.

The two branches A and B of a MZ interferometer can be balanced in such a way
that one of the two output ports, say D2, is always bright while the other one, D1, is
always dark, see Fig. la. If any object (e.g., a “live bomb” triggered by a single
photon) intercepts the trajectory of the photon in the lower branch B, the photon
field is removed from that branch and the balance of the MZ interferometer is
disturbed. As shown in Fig. 1b, the photon has a 50% probability to be blocked
without ever reaching the detectors. This event is of course highly invasive: the
“bomb” is triggered to explode by absorbing the travelling photon.

In all other events, the photon must have followed branch A, thus avoiding
interacting with the object, and is subsequently routed to the detectors D1 and D2
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Fig. 1 Bomb testing with a Mach—Zehnder interferometer operated with a single photon at a
time. The beam splitters have split ratio 50:50. a The phase difference between the two arms is
adjusted such that all photons are directed to detector D2. The object situated close to the lower
branch B (e.g., a dud bomb not equipped with the trigger) does not intercept the photons. b The
object (e.g., a “live bomb” equipped with an avalanche photodiode which is triggered by a single
photonl) intercepts the photons in the lower branch B

with equal probability. In case detector D2 clicks, insufficient knowledge is gained
to conclude on whether the object is present, as this outcome also occurs for no
object present (“dud bomb”). If the dark detector D1 lights up, however, the
presence of an object in one of the two arms is signaled with certainty. Since the
photon could not reach the detector if it had touched the object, finding a photon
with detector D1 detects the presence of the object without touching it, therefore
leaving the “bomb” intact. Following Elitzur and Vaidman, we call this measure-
ment scheme interaction free [19].

We obtain further insight in the Elitzur—Vaidman “bomb test” by analyzing its
outcomes from the perspective of statistical hypothesis testing, where the Elitzur—
Vaidman quantum device is employed to test whether the “bomb” is live (positive
test result). The typical figure of merit in hypothesis testing is the statistical power
1 — p, that is, the fraction of “live bombs” which are correctly identified (without
being triggered) and rescued. In their original work [16], Elitzur and Vaidman
showed that this fraction amounts to 25% (true positives). It is worth extending the
analysis of “bomb testing” to quantum devices that, under realistic conditions, are
impaired by decoherence. We assume that decoherence reduces the fringe ampli-
tude of the MZ interferometer in an unbiased way, resulting in a contrast C less than
unity. In the presence of decoherence, the statistical power of the test remains

"For Wile’s safety, the avalanche photodiode must be cooled to near absolute zero in order to
suppress dark counts.
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unchanged, since this quantity describes the situation of a “live bomb,” where the
coherence of the photon plays no role, see Fig. 1b. We therefore introduce a second
figure of merit accounting for decoherence, which is given by the statistical error of
type I, that is, the probability a that we erroneously rescue the bomb even though the
bomb is a dud ( false positive). One can show that the probability of type I errors is
a = (1 —C)/2. This measure vanishes only for a decoherence-free “bomb tester”
and becomes a = 1/2 in the completely incoherent limit (equivalent to random
selection). It is also worth mentioning that, by allowing for repeated measurements
(this is always possible until the “bomb” has not exploded), the statistical power
1 — p can be straightforwardly increased to 1/3 for 50:50 beam splitters and to 1/2
for beam splitters with different split ratios. Furthermore, a more complex variant of
this scheme based on the quantum Zeno effect has been suggested [20] and
experimentally demonstrated using traveling photons [21], allowing one to
approach unity efficiency (f = 0).

Let us now reconsider the situation illustrated in Fig. 1b from the perspective of a
macro-realist, who conducts the same experiment but with a massive, ideally
macroscopic object traveling along the two branches of the MZ interferometer.
For a macro-realist, the massive particle travels either along branch A or along
branch B, but not in a superposition state of the trajectories A and B. If one discards
by post-selection all events where the particle’s presence on one of the two
trajectories has been directly detected through the absorption by the object, then
only interaction-free measurements (i.e., ideal negative measurements) of the
particle’s position are considered. By intercepting the particle at one time in branch
A and at another time in branch B, the macro-realist learns about the particle’s
position in the MZ interferometer avoiding any interaction with it. Therefore, to a
macro-realist, ideal negative measurements must appear noninvasive, since the
subsequent evolution of the particle could have not been influenced by the presence
of an object where the particle was not. Noninvasive measurements constitute an
important prerequisite for any rigorous test of macro-realism through a violation of
the Leggett—Garg inequality [22].

3 Relation to the Leggett—Garg Inequality

Based on two assumptions, (A1) macro-realism and (A2) noninvasive measure-
ments, the Leggett—Garg inequality bounds a linear combinations of two-time
correlation measurements,

K =(0()0(t1)) +(0(t:)0(t2)) — (Q(t:)0(11)) < 1, (1)

where Q(#;) denote the outcome of measurements carried out on the object at three
subsequent times (i = 1,2, 3). The values assigned to the individual measurement
outcomes have to fulfill the condition |Q(#;)] <1 but can otherwise be freely
chosen. While macro-realism fulfills this inequality, standard quantum mechanics
allows experiments violating it.
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Observing a violation of the inequality (1) allows one to refute (i.e., falsify) the
assumptions underlying the Leggett—Garg test in the range of parameters investi-
gated by the experiment, which in general are represented by the mass of the
superposition states and their spatial split distance [14]. For simple logical reasons,
a violation of Eq. (1) implies that at least one of the two assumptions (A1) and
(A2) must not hold. In conducting a Leggett—Garg test, it is therefore crucial that
assumption (A2) of noninvasive measurability cannot be simply dismissed by a
macro-realist claiming that a measurement operation, due experimental inadver-
tence, has influenced the subsequent evolution of the particle; or else, even in case
of an observed violation, no claim can be made concerning assumption (Al) of
macro-realism. In the literature, this type of objection is addressed as the clumsiness
loophole [23]. To circumvent it, Leggett and Garg suggested using ideal negative
measurements, which, to say it a? la Vaidman and Elitzur, are interaction free. It
should also be noted that in standard quantum theory both assumptions do not hold.
In fact, standard quantum theory postulates (1) no limit on the mass and split
distance of a superposition state and that (2) even a negative measurement can
cause the wave packet’s reduction. The latter point is indeed central to the Elitzur—
Vaidman interaction-free experiment.

In the Elitzur—Vaidman experiment, the object that is put to the test of the
Leggett—Garg inequality is the single photon travelling along the two paths of the
MZ interferometer. In the following we define the three measurement operations
performed on the photon and their assigned values Q(#;), which are employed to
perform the Leggett—Garg test in Eq. (1):

O(t;) :  We identify the first measurement at #; with the preparation of the initial
state - a photon in the input of the MZ interferometer. This measurement
is by definition noninvasive, as it leaves the particle in the initial state. We
assign to this measurement the value Q(#;) = +1.

O(t;) :  This measurement is performed at time #, when the photon is either in
branch A or B of the MZ interferometer. It detects in which branch the
photon travels by removing the photon at one time from branch A, at
another time from branch B. The events in which the photon was directly
intercepted by the object (i.e., when the “bomb” exploded) are discarded
by post-selection in order to ensure that only ideal negative measurements
are performed; this measurement must thus appear to a macro-realist as
noninvasive as it avoids any direct interaction with the photon itself. We
assign to this measurement the constant value Q(#;) = +1 regardless of
which trajectory the photon has taken. It should be noted that this
measurement is not performed when evaluating the correlation function
(O(#3)0(#1)) of the Leggett—Garg test. In fact, from the perspective of a
macro-realistic who advocates (Al) and (A2), an ideal negative
measurement could not have influenced the evolution of the particle.

QO(t3) : The final measurement is performed at time #; when the photon has
reached the output of the MZ interferometer. Depending on whether
detector D1 or D2 has clicked, we assign to this measurement the value
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O(t3) = +1or Q(13) = —1, respectively. Because we are not interested in
the system’s evolution after t3, noninvasiveness of this measurement
operation is not required.

Previous Leggett—Garg experimental tests prior to Robens et al. [11] only
considered dichotomic designations of Q(#,), as opposed to the constant choice of
O(t;) = +1 here. By deliberately disregarding the unnecessary, dichotomic con-
straint, we allow the Leggett—Garg correlation function of the Elitzur—Vaidman
experiment to reach the maximum value, K = 2, as permitted by quantum theory
for a two level system (i.e., the photon in a superposition state of the trajectories A
and B). It can be shown that a violation of the inequality in Eq. (1) is also produced
in the Elitzur—Vaidman experiment for a dichotomic choice of Q(#,) (see “Appen-
dix C”). However, in this case the maximum value of K predicted by quantum
theory is only 3/2 [24, 25] instead of 2.

Taking into account our specific designation of Q(#;), we can recast Eq. (1) into a
simpler form. Since Q(#;) =1, the correlation function (Q(#3)Q(#;)) equals
(O(13))with 02, that is, the average value of Q(3) conditioned on a negative result
of the measurement Q(z;). Likewise, since Q(#;) =1, the correlation function
(Q(13)Q(t1)) simplifies to (Q(#3) withour 02, that is, the average value of O(#3) without
having measured the position of the photon at #,. Our experiment can thus be
analyzed with a simplified version of Eq. (1),

K =14+ (0(t3))with 02 — {Q(#3))without 02 < 1. (2)

It is interesting to go one step further to provide an interpretation of the Leggett—
Garg correlation function K from the point of view of quantum theory. We know
that the values of Q(#3) = +1 are evenly distributed when the Q(t,) measurement is
performed, since the Ilatter reveals the which-way information; hence
(O(t3))with 02 = 0. Moreover, one can prove that {Q(#3))wiout 02 is identical to
the contrast C of the MZ interferometer (see “Appendix D). Thus, we find that the
correlation function K takes the suggestive form

K=1+C. (3)

Intuitively, the function K provides a quantitative indication, say a witness, of the
amount of superposition involved in the evolution of the quantum particle. Note
that K can be put in relation to the first quantum witness W of superposition states
introduced in Ref. [26] (also described as no-signaling in time in Ref. [27]). In fact,
W = |K — 1| = C as shown in Ref. [11]. This demonstrates that the figure of merit
a of a partially decohered “bomb tester” (see Sec. 2) is directly related to the
quantum witness W since @ = (1 — W) /2. Furthermore, our results shows that any
quantum particle exhibiting a nonvanishing interference contrast should allow,
according to quantum theory, for a violation of Eq. (1), provided that one can
additionally show through an experiment that the which-way information acquired
through interaction-free measurements yields a vanishing contrast, that is,

(O(3))witnh 02 = 0.
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4 Interaction-Free Measurement with Trapped Atoms

Our atomic realization of the Elitzur—Vaidman experiment employs single neutral
atoms trapped in an optical potential instead of flying photons. Instead of
delocalizing the particle on two distinct trajectories as in the MZ interferometer
shown in Fig. 1, we let the particle evolve in a superposition of two long-lived
internal states, which we denote by | 7 ) and | | ) hereafter. In our experiment, an
atomic Ramsey interferometer plays the role of the optical MZ interferometer.

4.1 Experimental Apparatus
4.1.1 State-Dependent Optical Conveyor Belts

At the core of our realization of the Elitzur—Vaidman experiment with trapped
atoms are polarization-synthesized (PS) optical lattices, which were recently intro-
duced by Robens et al. [28]: two one-dimensional, periodic optical potentials can be
independently shifted along their common longitudinal direction to selectively
transport atoms in either one of two internal states, | T ) and | | ). In essence, two
copropagating laser beams of opposite circular polarization interfere with a third,
counterpropagating, linearly polarized beam. Their interference gives rise to two
standing waves of left- and right-handed polarization, whose positions are actively
controlled by means of two independent optical phase-locked loops. We obtain a
residual jitter of their relative position on the order of 1 A, which is much smaller
than the longitudinal extent of the atom’s wave function of =20 nm. At the so-called
magic wavelength 1, = 866 nm of cesium atoms, the internal state | T ) = |F =4,
mp = 4) interacts exclusively with the 6" -polarized component, while | | ) = |F
= 3, mp = 3) predominantly interacts with the 6~ -polarized component [29]. More-
over, we choose a relatively deep lattice with a depth of U /kp ~ 80 pK to prevent
tunneling between different sites. Hence, atoms in the two internal states are bound
to two spatially superimposed, but orthogonally polarized lattices, which can be
individually shifted much like two independent optical conveyor belts: atoms in the
| 17) and | |} states follow, nearly rigidly, the " -polarized and ¢~ -polarized
standing waves, respectively.

State-dependent optical lattices have been pioneered first in the MPQ laborato-
ries [30, 31], demonstrating another example of Theodor W. Hénsch’s legacy as an
inspiration for future generations of experiments. Compared to former realizations
of state-dependent optical lattices, PS optical lattices have replaced the polarization
control formerly based on an electro-optic modulator by a direct synthesis of light
polarization, which enable arbitrary, state-dependent displacements of atoms.
Polarization synthesis is realized through rf-control of the optical phases (0.1°
RMS phase jitter) of two overlapped beams with opposite circular polarization [28].
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4.1.2 Microwave Control

We employ microwave radiation at the cesium clock frequency of 9.2 GHz to
induce coherent oscillations between the two atomic hyperfine states, | T yand | | )
with a Rabi frequency of 55kHz. Therefore, the application of the microwave
radiation field for 4.5 ps realizes a so-called z/2 pulse, which transforms a pure
internal state into an equal superposition of | T ) and | | ). In our realization of the
Elitzur—Vaidman experiment, microwave r/2 pulses represent the atomic analogue
of the beam splitters for photons, which are illustrated in Fig. 1.

4.1.3 Nondestructive Spin State Measurement

Exploiting PS optical lattices, we devised a novel measurement method to detect
the internal state of the atom in the most gentle way possible. In quantum mechan-
ics, least perturbative measurements are called nondestructive (or, equivalently,
quantum nondemolition measurements): the state of the object is preserved after the
measurement in the eigenstate of the measured quantity corresponding to the
observed outcome [32]; a repeated measurement of the same quantity would
therefore leave the state unchanged. Conversely, the widely employed push-out
method, which expels atoms in one particular internal state from the trap by
applying state-selective radiation pressure [33], represents a destructive
measurement.

Our method is closely related to an optical Stern—Gerlach experiment [34, 35],
where spin-position entanglement is created by state-dependent light fields, and is
reminiscent of the nondestructive Stern—Gerlach experiment by Dehmelt
[36, 37]. We realize nondestructive measurements by displacing atoms by a discrete
number of lattice sites conditioned on the internal state, thereby transferring spin
states to well-separated positions. The position can be detected efficiently at a later
time by fluorescence imaging under molasses illumination without any atom loss
[38]; we identify the correct position, and therefore the spin state, with >99%
reliability. The translational invariance of the optical lattice ensures that this
measurement protocol constitutes a nondestructive measurement of the internal
state. Note also that it is not necessary that the position readout immediately follows
the state-dependent displacement. The possibility to postpone the “destructive”
fluorescence image of the atoms till the end of the evolution allows us to leave
the evolution of the system minimally perturbed as required by a nondestructive
spin measurement. We use this technique for the ideal negative measurement Q(7,),
in which case only one spin component at a time is displaced, leaving the other
unperturbed (see Sect. 4.2). It should also be noted that nondestructive measure-
ments are not strictly needed in order to perform the ideal negative measurements
that are instead required for the Elitzur—Vaidman experiment and the Leggett—Garg
test [20]. This fact is illustrated in Fig. 1 where the photon removal represents
indeed a destructive measurement, since the particle is destroyed if intercepted by
the “bomb.”
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4.2 Measurement Protocols

We start each experimental sequence with, on average, 1.2 atoms loaded into the
lattice. The loading procedure is stochastic and only atoms sitting at sufficiently
separated lattice sites are considered. Atoms are cooled to the longitudinal ground
state using first molasses cooling and then microwave sideband cooling
[39]. With the quantization axis chosen along the lattice direction, optical pumping
by a 6" -polarized laser beam initializes >99% of the atoms in the state | T ).

We outline in Fig. 2 the protocols employed to measure the two terms forming in
the Leggett—Garg inequality in Eq. (2). On the left-hand side, we present the
procedure with no “bomb” present, which comprises Q(#;) (preparation of the
initial spin state preparation) and Q(#;) (detection of the final spin state) measure-
ments, but not Q(#,) (the “live bomb” in one of the interferometer’s branch): the
spin preparation is followed by a /2 pulse, a variable waiting time, a second /2
pulse with adjustable microwave phase ¢, and a nondestructive spin measurement
mapping the spin state onto different positions as described in Sect. 4.1. This
sequence describes a Ramsey experiment interrogating the spin coherence of a
trapped atom. Note that this situation is fully equivalent to the unobstructed MZ
interferometer of Fig. 1a, where the atomic internal states here take the place of the
distinct trajectories of the photon. Here we adjust the microwave phase ¢ before-
hand in order to ensure the highest probability to detect | | ) at time 3, much like in
the MZ interferometer one must balance the two branches to route all photons to
detector D2.

Let us turn to the application of the atomic “bomb test” illustrated on the right-
hand side of Fig. 2. After the initial microwave z/2 pulse, which puts the atom in a
coherent superposition state (for a macro-realist, a stochastic mixture of both
states), we spatially remove atoms, in different experiments, at one time in state
| T )and at another time in state | | ) by transporting them apart by seven lattice sites
in about 200 ps. The number of sites is chosen sufficiently large to avoid any error in
the final position measurement, and therefore in the spin reconstruction. For the
Leggett—Garg test, we post-select the events where an atom is indeed found at
position D1 or D2, meaning that it has not been removed at time #,, and its spin has
thus been measured by an ideal negative measurement Q(r,), as was argued in
Sect. 3. The excluded events instead correspond to the atoms removed from the
Ramsey interferometer, and are tantamount to having triggered the “bomb” in one
of the two branches of the MZ interferometer of Fig. 1b.

5 Experimental Results

In panels Fig. 3a—c, we show the raw data corresponding to our atomic realization
of the Elitzur—Vaidman experiment for three different situations: (a) without the
“bomb,” (b) with the “bomb” removing atoms in | T ), and (c) again with the
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Fig. 2 Illustration of the Elitzur—Vaidman experiment using single atoms. Atoms are trapped in
state-dependent optical lattices, which consist of two independently movable, periodic optical
potentials for atoms in the internal states | T ) and | | ). The two atomic states form a spin-1/2
system, which is represented on the Bloch sphere at different moments of the time evolution; short
microwave pulses allow us to rotate the spin. On the left-hand side, protocol of a Ramsey
interferometer, whose pulses are configured to produce the state | | ); this situation is equivalent
to that in Fig. 1a. The spin information is eventually mapped onto two different positions on the
lattice, D1 and D2, which are efficiently detected by fluorescence imaging. On the right-hand side,
protocol of a Ramsey interferometer where an interaction-free measurement (i.e., an ideal negative
measurement) of the spin state is performed at the intermediate time f,. This measurement
intercepts only atoms in one spin state by transporting them far apart (grayed lattice regions);
this situation is equivalent to that in Fig. 1b

“bomb” but removing atoms in | | ). From the dataset (a) we reconstruct the
correlation function (Q(#3))witmour 02, While by merging the datasets (b) and (c) we
obtain the correlation function (Q(#3))wim g2- The combination of these two corre-
lation functions produce a violation of the Leggett—Garg inequality as defined in
Eq. (2). In Fig. 3d we present the recorded Leggett—Garg correlation function K for
different durations of the waiting time, which separates the two microwave /2
pulses of the Ramsey interferometer. For a minimum waiting time of 5ps, we
record a value of K =1.9584+0.033, which violates the Leggett—-Garg
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Fig. 3 Experimental violation of the Leggett—Garg inequality in the quantum-to-classical transi-
tion. From a to ¢, distributions at time #3 of the detected atom at sites D1 and D2 for a waiting time
of 100 ps, corresponding to the solid point in (d) for three different protocols. a Without the Q(#,)
measurement (left-hand-side protocol in Fig. 2). b With the Q(#,) measurement shifting atoms in
| 1) away at time #, (right-hand-side protocol in Fig. 2). ¢ The same but with atoms in | | ) shifted
away. d Values of the Leggett—Garg correlation function K of Eq. (2) for increasing waiting times
between the two /2 pulses. Decoherence gradually suppresses the quantum behavior of the atom.
The shaded band represents the theoretical quantum-mechanical prediction for coherence times
between 75 and 200 ps caused by differential scalar light shift [40]. Percentage values are referred
to the total number of interrogated atoms in each dataset. The vertical error bars represent 1o
statistical uncertainty

inequality by 21 o. While this value of K lies very close to the decoherence-free
prediction (K = 2), the recorded values of K decrease visibly for longer waiting
times (i.e., increasing decoherence) till they reach the value of 1 for fully decohered
spin dynamics, in fulfillment of the Leggett—Garg inequality.

In the present experiment, we attribute the main source of decoherence to
scalar differential light shift [40], causing inhomogeneous spin dephasing of the
atoms, which in our case are thermally distributed over more than 100 vibrational
levels in the directions transverse to the lattice. Besides producing a rigorous
violation of the Leggett—Garg inequality for a pseudo-spin-1/2 particle, our results
show that the correlation function K can be interpreted, from the point of view
quantum theory, as a quantum witness of superposition states, and employed to
study decoherence—one of the most basic mechanisms affecting atoms trapped in
optical potentials [41].
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6 Conclusions

In this paper, we have shown that the “bomb-testing” experiment not only provides
dramatic evidence of the “weirdness” of quantum mechanics, as originally intended
by Elitzur und Vaidman, but also can be recast in a rigorous test of the macro-
realistic worldview based on the violation of the Leggett—Garg inequality. With our
realization of the Elitzur—Vaidman experiment, we can refute the macro-realistic
assumptions for individual cesium atoms with a 21 ¢ statistical confidence. While
from the point of view of “macroscopicity”, the present Leggett—Garg experiment
does not improve on the results obtained with quantum walks by Robens et al. [11],
our atomic implementation of the Elitzur—Vaidman experiment can be directly
extended in the future to superposition states involving splitting distances on the
macroscopic scale of a millimeter and beyond [42, 43]. Moreover, the analysis of
the experimental results allows us to understand the exact relation between the
Leggett—Garg correlation function K and the interference contrast C of the
corresponding Ramsey interferometer, thus providing intuition about the quantum-
to-classical transition of the Leggett—Garg test.

It is also worth noting that our experiment demonstrates a nondestructive
measurement technique of the spin state of the atoms, where spin-position entan-
glement is used to transfer information from spin to position space. This mapping
technique allows us to directly read out both spin states in a Ramsey interferometer,
thus avoiding the shortcomings of the widely used push-out technique, where atoms
are lost after the measurement and, most importantly, the measurement outcomes
must be corrected for atom losses. Further, with the nondestructive measurement
technique demonstrated here we could recycle atoms multiple times. We finally
anticipate that nondestructive spin measurements, preserving spatial coherence of
atoms delocalized over several lattice sites, can find application in the realization of
dissipative quantum-walk protocols [44].
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Appendix A: Statistical Errors

In this work, the confidence intervals of the correlation measurements represent 1 o
statistical uncertainty, which has been computed by fitting a Gaussian profile to the
bootstrapped distribution (i.e., the distribution obtained by resampling with replace-
ment). Independently from bootstrapping, we also computed the statistical uncer-
tainties using Monte Carlo resampling, where the statistical errors of position
distributions are estimated with binomial statistics (Clopper—Pearson method).
The two estimation methods lead to consistent results. While Monte Carlo analysis
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requires invariant statistical properties to be valid, bootstrapping analysis remains
valid also in the presence of slow drifts of experimental parameters. The close
agreement between the two statistical analyses indicates that each correlation
measurement of K (lasting about 120 min) is performed under constant experimental
conditions.

Appendix B: Systematic Errors

Provided that the experiment is performed under constant experimental conditions,
systematic errors do not invalidate the result of a Leggett—Garg test. In fact, if we
consider the three main mechanisms that bring about systematic fluctuations:
(1) Imperfect initialization prepares <1% of the atoms in the wrong internal state.
However, to derive the Leggett—Garg inequality, a statistical mixture defining the
initial state is perfectly admissible. (2) Imperfect reconstruction of the atom’s
position can be accounted for in terms of a noisy measurement apparatus. (3) Spon-
taneous spin flips due to the finite 7 time can be accounted for in terms of an
additional stochastic process, which also contributes to determine the system’s
evolution. We estimate that each of these three mechanisms actually affects the
position distribution by <1%, that is less than the statistical uncertainty.

Appendix C: Dichotomic Choice

We verified that our system produces a violation also with a dichotomic definition
of O(t,). We performed a Ramsey sequence using two subsequent z/3 pulses. In this
case, we set Q(#;) = 1 by preparation and designated both Q(#,) and Q(#3) as +1 for
| 1 )and as —1 for | | ). The measured value K = 1.503 £ 0.051 is consistent with
the quantum mechanical expectation of K = 3/2.

Appendix D: Relation with Ramsey Contrast

A Ramsey interference fringe is represented by the probability p, of measuring | 1 )
as a function of the Ramsey phase. Assuming the fringe is centered around the
average value p; = 1/2 (this is true in case of, e.g., pure spin dephasing), the
contrast can be expressed as

C :pT,max _pT,min =1- 2pT,min’ (4)

where p; may/min 18 the maximum/minimum value of the fringe. Because the two
Ramsey z/2 pulses in the Elitzur—Vaidman experiment are set to have the same
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phase (Sect. 4), the value of p; measured when evaluating (O(t3)Q(#)) corresponds
to Py min- Hence, we obtain that the correlation function reads

(0(3)0(t1)y =p; —p, =p; — (1 = p;) = =C, (5)

which together with the definition of the LG inequality in Eq. (1) proves Eq. (3).
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Adjacency Graphs and Long-Range
Interactions of Atoms in Quasi-degenerate
States: Applied Graph Theory

C.M. Adhikari, V. Debierre, and U.D. Jentschura

Abstract We analyze, in general terms, the evolution of energy levels in quantum
mechanics, as a function of a coupling parameter, and demonstrate the possibility of
level crossings in systems described by irreducible matrices. In long-range inter-
actions, the coupling parameter is the interatomic distance. We demonstrate the
utility of adjacency matrices and adjacency graphs in the analysis of “hidden”
symmetries of a problem; these allow us to break reducible matrices into irreducible
subcomponents. A possible breakdown of the no-crossing theorem for higher-
dimensional irreducible matrices is indicated, and an application to the 25-2S
interaction in hydrogen is briefly described. The analysis of interatomic interactions
in this system is important for further progress on optical measurements of the 25
hyperfine splitting.

1 Introduction

In quantum mechanical systems described by a (2 x 2)-matrix, no level crossings
can typically occur [1, 2]. This is known as the “no level crossing theorem” and
often illustrated on the basis of the simple (2 x 2)-model Hamiltonian matrix

! o E1 0 0 Cg
H—H+P—<0 5)lce o) (1)
where E| and E; are the unperturbed energy levels, C is a parameter, and g is the
coupling constant. The energy levels are
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EiZ%(El-l-Ez)-l-%\/(El —E2)2+4(Cg)2- (2)
As a function of g, one obtains two hyperbolas, with the distance of “closest
approach” between the energy levels occurring for g =0, with a separation
|E; — E_| = |Ey — E,|. For a level crossing to occur at ¢ = 0, one has to have
E| = E,. The larger the perturbation, the more the energy levels “repel” each other.

However, the situation is less clear for more complex systems involving more
than two energy levels. To this end, we shall analyze a higher-rank matrix which
describes energy levels some of which repel each other on the basis of interlevel
couplings, in a system which obviously can be broken into smaller subcomponents
(i.e., the Hamiltonian is a reducible matrix having irreducible submatrices). As the
levels in the irreducible subsystems evolve from the weak-coupling to the strong-
coupling regime, those coming from different irreducible submatrices cross. When
additional couplings are introduced between the subsystems, the matrix becomes
irreducible. In this case, we shall demonstrate that some of the level crossings are
avoided, but not all. Our example will be based on a (6 x 6)-matrix.

Another question which sometimes occurs in the analysis of interatomic inter-
actions, and other contexts in quantum mechanics, concerns the reducibility of a
matrix. Reducible tensors are usually introduced in the context of the rotation
group. Under a rotation, scalars transform into scalars, vectors transform into
vectors, quadrupole tensors transform into quadrupole tensors, and so on. It
means that a matrix representation of the rotation would have an obvious block
structure when formulated in terms of the irreducible tensor components. For
example, a trivially reducible matrix is

El Cg 0
H' =1{Cg E; 01, (3)
0 0 E;

as it can obviously be broken into an upper (2 x 2) submatrix equal to H' and a
lower (1 x 1) submatrix just consisting of the uncoupled energy level E3.

The question of whether a higher-dimensional matrix is reducible can be far less
trivial to analyze. For example, in a (24 x 24) matrix, as has been recently
encountered in our analysis of the 25-2S5 hyperfine-resolved interactions in hydro-
gen [3], entries can follow a rather irregular pattern, and the analysis then becomes
far less trivial. The possibility to break up a matrix into irreducible subcomponents
is equivalent to a search for “hidden” symmetries of the interaction which imply
that only sublevels of specific symmetry are coupled.

After a brief look at level crossings in Sect. 2, we continue with an analysis of
irreducible (sub-)matrices in Sect. 3. An application of the concepts developed to
the 25-2S hyperfine interaction in hydrogen is briefly described in Sect. 4.



Adjacency Graphs and Long-Range Interactions of Atoms in Quasi-degenerate. . . 161
2 Couplings and Level Crossings

Let us consider the (6 x 6)-matrix

E1 Clg Clg 0 0 0
Clg E2 Clg 0 0 0
Clg Clg E; 0 0 0 (4)
0 0 0 E4 O 0

0 0 0 0 E5 Clg

0 0 0 0 Cg Eg

Ho =

This matrix consists of a mutually coupled (irreducible) upper (3 x 3)-block, an
irreducible lower (2 x 2)-block, and one uncoupled state in the middle, with energy
E5. For the choice

Ej=j, C =1, (5)

the evolution of the eigenenergies E; — E;(g) is analyzed in Fig. 1. Specifically, the
level crossings occur at

9.0

70T

50T

Ei(9

0.0 1.0 2.0 3.0
g

Fig. 1 Evolution of the energy levels E;(g) of the matrix H, given in Eq. (4), for the parameter
choice given in Eq. (5). One can clearly discern the mutual “repulsion” between the lowest three
energy levels E; 3, stemming from the upper (3 x 3)-block of the matrix (4), and the same
repulsion among the highest energies E, s, stemming from the upper (2 X 2)-block of the
matrix (4). The level crossings occur with respect to the uncoupled level E3, which is independent
of g
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Es(¢)) = Ea(g) =4, ¢ =0879385, (6a)

E3(g") = Es(g") = 4.326328, (6b)
g" = 1.061840,

E4(g”') _ E5 (g///) _ 4’ g/// _ \/Q (60)

Let us now add a further perturbation H,

2
S}
oQ

8
S}
oq

0
0
0
i = Crg

0
Crg

eleBoloNeNe)
(=l eleloNoNe)
el eleloeNe]
(= eleloNoNe)
el eBeloeNe]
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N |
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where C; is another parameter, to obtain the total Hamiltonian

E, Cig Cig Gig 0 (g
Cig E» Cig 0 0 0
_ _ | Cig Cig Es 0 0 0
H=Ho+Hi=|c©o 0 0 E 0 0 (8)
0 0 0 0 Es Cg
Cg O 0 0 Cig Es

In the total Hamiltonian H, the previously uncoupled level E4 is now coupled to the
upper (3 x 3) block by the term C,, and an additional coupling between the lower
(2 x 2) block and the upper (3 x 3) block is introduced in the extreme upper right
and lower left corners of the matrices H, and H. In Fig. 2, we study the evolution of
the energy levels of H for the parameter choice

3

Cy=—-.
2710

9)
It is clearly seen that the level crossings (6a) and (6b) now turn into avoided
crossings, while the crossing (6c) is retained, but now occurs between E; and Ey4
and not between E4 and Es. This difference is due to the avoided crossings.

The value of the energy at the crossing occurs at the coupling g = g,

Eo = E3(gcr) = E4(gcr) =4, 8er = \/E (10)

We have verified (see Fig. 3) that the crossing persists under the use of extended
precision arithmetic, where the parameter ¢ = 107!2® (on the level of Fortran
“hexadecuple precision”) is employed in a numerical calculation of the eigenvalue
near the crossing point, in order to ensure that the persistence of the crossing is not
an artifact due to an insufficient numerical accuracy in the calculation. One might
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Ej9
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g

Fig. 2 Evolution of the energy levels E;(g) of the matrix H given in Eq. (8), for the parameter
choices given in Eqgs. (5) and (9). In comparison with Fig. 1, the ordinate axis is compressed in
order to focus on the level crossings. The crossings (6a) and (6b) have turned into anticrossings, in
view of the mutual level repulsion as the interlevel couplings are introduced, in accordance with
the no-crossing theorem. However, the crossing (6¢) is retained, with the twist that it takes place
between E3 and E4 this time (instead of £4 and E5 as in the previous case). This change is due to the
fact that the crossing (6a) between E3 and E4 and the crossing (6b) between E3 and Es are now
avoided
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Fig. 3 Close-up of Fig. 2 in the region E3(g) ~ E4(g) ~ 4, and g = g, = v/2, with ¢ = 107128,
This plot was obtained using extended precision arithmetic, using a computer algebra sys-
tem [4]. The observed numerical behavior is consistent with the persistence of the level crossing
for the irreducible matrix
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otherwise conjecture that the “crossing” would turn into an “avoided crossing”
when looking at the crossing point with finer numerical resolution.

For C; = 1, as a function of (5, the eigenvectors at the degenerate eigenvalue
E.. = 4 (where the crossing occurs) can be determined analytically; they read as

C, V2GC, )
nw= [0, - , - 0, — V2,1, 11a
} ( 1+v2 14+V2 (11a)

C 2C
V4 = (07 - 2 s T \/_ 2 515090> . (llb)
1+v2 1+v2

A comparison of Figs. 1, 2 reveals that the crossing “actually” occurs between the
levels 4 and 5. According to the adjacency graph in Fig. 5, the levels 4 and 5 are
the most distant ones in comparison with the levels 2 and 3 which constitute the
C,-dependent “admixtures” at the crossing. According to Eq. (11), Furthermore,
in the limit C; — 0, the eigenvectors v3 and v4 given in Eq. (11) have contributions
only from the unperturbed levels 4, 5, and 6; the latter are not directly coupled to
the levels 2 and 3 in the adjacency graph in Fig. 5. Apparently, the no-crossing
theorem discussed in Ref. [5] does not hold for higher-dimensional matrices,
while crossings in (2 x 2)-matrices are strictly avoided in view of this theorem
(see Chap. 79 of Ref. [6]).

A comparison of Figs. 1 and 2 reveals that the number of crossings is seen to be
reduced for the case of the irreducible Hamiltonian matrix, but it is not zero.

3 Finding Irreducible Submatrices

We shall briefly discuss how to establish, by a formal, generalizable, method, that
the matrix given in Eq. (4) is reducible, while the matrix (8) is irreducible.

Let us look at a general (n x n) matrix and associate it with the flight plan of a
specific airline, with a nonvanishing entry, equal to unity, at position (i, j), denoting
the existence of a direct flight between the cities i and j. If the matrix element (i, j) is
zero, then no such direct connection exists. This matrix is known as the “adjacency
matrix” U of the airline connection. A nonvanishing entry at position (i, 7) could be
interpreted as a “sightseeing flight” starting and ending at city i. There could be an
indirect coupling between cities i and j, if not by a direct flight, then via a
connection through some city k. If there is a connection with one intermediate
stop, then it is obvious that the square of the adjacency matrix will have a unit entry
at position (i, j). Nonzero entries in U? represent the cities that connect with
connecting flights (one intermediate stop only). More specifically, the entries in
the square of the adjacency matrix count the number of possibilities that one can fly
from city i to city j with exactly one intermediate stop. If the airline serves n airports
and one cannot go from city i to city j withn — 1 intermediate stops, then one cannot



Adjacency Graphs and Long-Range Interactions of Atoms in Quasi-degenerate. . . 165

go city 7 to city j at all. One has exhausted the possibilities. Let U denote the
adjacency matrix. It means that if the matrix

n
A=Y U=U+U"+...+U" (12)
=1

still has a zero entry at position (i, j), then the airline must be serving at least two
disconnected sets of destinations; this in turn is equivalent to showing that the
adjacency matrix is reducible. The algorithm for testing the reducibility of an input
matrix M is now clear. One replaces all nonzero entries in the input matrix M by
unity, obtaining the adjacency matrix U. One then calculates the accumulated
adjacency matrix A according to Eq. (12). If there are zero entries in A, then
M must be reducible.
The adjacency matrix Uy for Hy given in Eq. (4) is

1 11000
1 1100 0
1 11000
Y=loo0o01 00| (13)
0000 1 1
0000 1 1
resulting in
364 364 364 0 0 O
] 364 364 364 0 0 O
; 364 364 364 0 0 O
A(’:ZUOZ o 0 0 6 0 0| (14)
= 0 0 0 0 63 63
0 0 0 0 63 63

clearly displaying the reducibility and the three submatrices. The corresponding
adjacency graph is given in Fig. 4. These observations only confirm the intuitive
understanding gathered by inspection of Hj.

Fig. 4 Adjacency graph for
the matrix Uy given in e 9

Eq. (13)
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For the matrix H given in Eq. (8), the adjacency matrix is

— O =k = = -
S OO = ==
S OO = = =
SO = OO
—_——_0 O O O
_——_0 O O

resulting in

836 604 604 354 178 426
] 604 453 453 250 106 284
; 604 453 453 250 106 284
— T __
A= ;U T 354 250 250 158 72 178 |°
178 106 106 72 90 142
426 284 284 178 142 268

which is fully populated. The corresponding adjacency graph is given in Fig. 5. The
accumulated adjacency matrix A is fully populated, demonstrating the irreducibility
of H.

4 25-2S Interaction in Hydrogen

The aim is to analyze the interaction of two excited hydrogen atoms in the
metastable 25 state. We note that the 25-2S van der Waals interaction has been
analyzed before in Refs. [7, 8], but without any reference to the resolution of the
hyperfine splitting. The Hamiltonian for the two-atom system is

H = His a + Hys,p + Hurs,a + Hurs,p + Hyaw - (17)

Fig. 5 Adjacency graph for
the matrix U given in (15)
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Here, Hy s is the Lamb shift Hamiltonian, while Hygs describes hyperfine effects;
these Hamiltonians have to be added for atoms A and B. In SI units, they are given
as follows:

U 8x
Hups = 4—0/13/41\/ 88 Y {— Si 1,8 (r;)
z a3

3(Si-r)(i-r) =Si - Lirf  Li- T

His = goﬂ mc? <mi) In (a?) Z 5 (r;), (18b)

(18¢)

H viw — hic R3
The symbols are explained as follows: ais the fine-structure constant, and m denotes
the electron mass. The operators r;, p;, and L; are the position (relative to the
respective nuclei), linear momentum, and orbital angular momentum operators
for electron i, while S; is the spin operator for electron i and I; is the spin operator
for proton i [both are dimensionless]. Electronic and protonic g factors are g, =~
2.002319 and g, ~ 5.585695, while pz ~ 9.274010 x 1072* Am? is the Bohr
magneton and uy ~ 5.050784 x 10727 Am? is the nuclear magneton. Of course,
the subscripts A and B refer to the relative coordinates within the two atoms. R is the
interatomic distance. Hy g shifts S states relative to P states by the Lamb shift, which
is given in Eq. (18b) in the Welton approximation [9], which is convenient within
the formalism used for the evaluation of matrix elements. The important property of
Hi s is that it shifts S states upward in relation to P states. The prefactor multiplying
the Dirac-6 can be adjusted to the observed Lamb shift splitting. Indeed, for the final
calculation of energy shifts, one conveniently replaces

4

(281/2|HLs|2812) — 2Py o|Hs|2P1 ) = :—Z %mcz In(a?) — £, (19)
where £ = h x 1057.845(9) MHz is the “classic” 25—-2P, /, Lamb shift [10] (m is
the electron mass, c¢ is the speed of light, and % is Planck’s constant). In the
Hamiltonian (17), the origin of energies is taken at the hyperfine center of the 2
P1/2 levels.

The coupling scheme for the atomic levels entails that the orbital angular
momentum L; should be added to the electron spin to give the total angular
momentum J;; then, J; is added to the nuclear spin I; to give F;. This vector
coupling has to be done for both atoms i = A, B, and then, F = F4 + Fp (orbital+
spin+nuclear angular momentum, summed over both atoms A and B). One can
show relatively easily that the z component F, of the total angular momentum is
conserved, i.e., F, commutes with the Hamiltonian.
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We restrict the discussion to states with total angular momentumJ = 1/2,i.e., to
the 2§ and 2P, /, states which are displaced from each other only by the Lamb shift.
States displaced by the fine structure are subdominant because F > £ where F
= a*mc?/32 is the 2P fine-structure interval.

Let each atom be in a state |¢;, F;, F. ;), withi = A, B (here, ¢; is the orbital angular
momentum quantum number). The two-atom system occupies the states
|(€a,Fa,F-a4), (Cs.Fp.F.p)g). We have four S states (F =0 and F = 1), and four
P states (F = Oand F' = 1), for each atom, making for a total of eight states. For two
atoms, one thus has 64 states in the (n = 2)—(n = 2) manifold with J = 1/2.

Now, since F, = F, 4 + F, p is a conserved quantity, we should classify states
according to F, = £2, F, = £1, and F, = 0. There are 4 states in the F, = £2
manifolds, 16 states in the F, = £1 manifolds, and a total of 24 states in F, = 0,
adding up to a total of 64 =24 +2 x 16 + 2 x 4. For F, = 0, the matrix with 24
%24 = 576 entries is hard to analyze. The question is whether or not one can find an
additional symmetry that simplifies the analysis. Such an additional symmetry
would naturally lead to a separation of the Hamiltonian into further irreducible
submatrices, thus reducing the complexity of the computational task drastically. It
is precisely at this point that the methods discussed in Sect. 2 become useful.

To this end, we first order the states in the F, =0 manifold according to
increasing quantum numbers. The states where atom A is in an S state with Fu
= 0 are given by

|¥1) =1(0.0.0), (0.0.0)) ,
|‘P2> = |(O’O’O)A (0’1’0)B> > (20)
|lP3> = |(O’O’O)A (1’0’0)3> >
|‘P4> = |(O’O’0)A (I’I’O)B>
With atom A in an § state with F4, = 1, we have
Ws) =[(0.1, = 1), (0.1. 1)),
We) = [(0.1. — 1), (L1 1)),
|¥7) =1{(0.1,0), (0,0,0)4),
|lP8> = |(0’ 1’O)A (O’ l’O)B> ’ (21)
[Wo) ={(0.1,0), (1.0.0)p),
|\P10> = ‘(0 1*0)A (1’ I’O)B> >
1) =[(0.1.1), (0.1. — 1)),
|lP12> = ‘(0’1’1)/4 (1’1 - 1)B>'

|¥13) = [(1.0.0), (0.0.0)) .
[®14) = [(1.0,0), (0.1,0),) 22)
[Wis) = [(1.0.0), (1.0.0)4) ,
|lPl6> = |(1’O’0)A (1~1’O)B> .

The states with atom A in a 2P, , hyperfine triplet are given by
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(23)
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o of the Hamiltonian (17) in the F; = 0 manifold is

The adjacency matrix Up.

equal to

0

0001

000O00O0OO0OO0OO0OO0O0OO0OO0OO0OO0O0T1

01 00000O0OO0OO0O0OO0O0OO0OO0OO0OO0OT11O0O0

1

1

1 00
0010000O00O0OO0OO0OO0OO0OO0OO0O1O0O0OT1O0O0OT1O0

0001000O0O0O0OO0OO0OO0OOO0OO0O1O01O0O0OO0OT1O0

0000100000O0O0O0OO00O011010O0T1T1O00

000O0O

1 0000

1

0

1 001

1

000O0O00O0

1

0000001 000O00OO0OO0O0OO0OT1O01O0O0O0O0O01

00000001 000OO0O00O1O0O0O1O0O0OO0OO0OO01

000000001 00O00O0O1O0OO01O0O0O0OO0OO0OTITO

0000000001 00O10O0OO0O1O0O0O0OO0OO0OTITO

00000000001 00OO0O1100O0O0T1T1O01

000O0O0O0OO0OOO0OO0TO 01

1 0010

1 00001

1

000001000101 10000O0O0O0O0O0O0O0
000001001001 010000O0O0OO0OO0ODO0OO
00001001001 00010O0O0O0OO0O0O0OO0OO
00001010001 000010O0O0O0O0OO0OO0O0

0000O0OO0O1O0O0OO0OO0OO0OO0O

1

0 001
100101

1000000O0O0OO0OT1O0O0O0OO0O0OO

1

000101000001 000OO0OO0OO0O1O0O0OO0OO0O
001001000001 000O0O0OO0OO0O1O0O0O0O
0100100000O1000O0OO0OO0OO0OO0OO0OT1O0O0O0

00

000O0O0OO0OOO0OO0O0]1

00010O0O0O0O01

1

0

1

1000011010000O0O0OO0O0OO0OCO0O0T10O0

1

1 000011

0

1001000O0OO0OO0OO0OO0OO0OO0OO0O01

(24)

The accumulated adjacency matrix has the structure
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states (distributed among atoms A and B), forming submanifold II. In retrospect, the
separation is perhaps clear, but it is less obvious at first glance.

It is then possible to redefine the levels from which the 12 x 12 Hamiltonian
matrix is constructed, in the first submanifold of F, = 0 (the S—S coupled states).

Specifically, one defines |‘P<II)> = |¥y), ‘Pgl)> = |¥,), ‘Pgl)> = |¥s), ‘PEP) = |¥;),
WO = W), 1) = ), () = s, (W) = (W), WD) = W),
|‘P<113> = [¥a1), |‘P(111)> = |¥5,), and |‘I’(112)> = |Wy4). Within the space spanned by
the |‘PEI)> withi = 1,2, -, 12, the Hamiltonian matrix is

ZEng 0 0 0 0 0 0 o -y 0 -2vy-Vy
0 ZE—%H 0 0 0 0 0 o v =2y 0 -V
0 0 2£+%’H 0 0 0 -V v 2¥ =V vV 0
0 0 0 25,%7.[ 0 0 0 2-v 0 0 V
0 0 0 0 2£+%H 0 -2y 0 vV 0 0o v
0 0 0 0 0 2£+§H -y =y 0 v v 2V
Hy) = 2,
0 0 -V 0 -2V -V _EH o 0 0 0 0
0 0 y -2y 0 -V 0 %H 0 0 0 0
-y % 2V -V % 0 0 0 %H 0 0 o0
0 -2V -V 0 0 1% 0 0o 0 —%H 0o o0
-2V 0 % 0 0 1% 0 0O 0 0 =ZH O
-V -V 0 % % 2V 0 0 0 0 0 %H
(26)
where
&2
V=3 (xth—g (27)

is a parameter that describes the strength of the van der Waals interaction.
Furthermore,

a4 m

2
H_18gNmme (28)
with’H ~ h x 59.1856114(22) MHz parameterizes the hyperfine splitting (7, is the
proton mass). A close-up of the six energetically highest, distance-dependent S—S
state energy levels, coupled through virtual P—P states, is given in Fig. 7 (Born—
Oppenheimer potential energy curves). We have verified that the crossing between
the second and third level (counted in ascending order of the unperturbed energy for
R — 00) persists under a drastic increase in the numerical accuracy, much like for
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Fig. 7 Energy levels of the 25-2S states within the F, = 0 hyperfine manifold as a function of
atomic separation R (given in units of the Bohr radius ap). The eigenstates in the legend are those
relevant to the R — oo asymptotic limit; for finite separation these states mix. There is one
remaining level crossing even if the Hamiltonian matrix is irreducible. The coefficients a,. and §,.
are determined from second-order perturbation theory and given by Eq. (29). The states are labeled
from fop to bottom in the legend, in the same order as they are relevant to the long-range
asymptotics

our model problem (Fig. 3). The coefficients used in the legend for this figure are

given by
2, —2 (29a)
ay =24/ ——m——,
- 33+ /33

b =FF/7/7—— (29b)

Despite the fact that subspace I is irreducible, one observes one level crossing,
much in line with the discussion presented in Sect. 2. Finer details of the calculation
will be presented in an upcoming work [3]. Specifically, for large R, we can point
out that all of the level shifts of the states in Fig. 7 are found to be of order V /£ and
are thus of second order in V, proportional to 1/RS but drastically enhanced in their
numerical magnitude as compared to “normal” van der Waals shifts due to the 1/£
denominator. For the 15—1S interaction, the well-known result involves a shift of
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order V? /En, where Ej, is the Hartree energy. In the limit of large R, the 25-2S
interaction is seen to be larger by a factor 1 /a® ~ 10%, in view of the smaller energy
denominator which only involves the Lamb shift.

5 Conclusions

Often, in physics, we need to resort to mathematical sophistications in order to
uncover properties of a physical system hidden from us at first glance. In our case,
we find that adjacency matrices and adjacency graphs help determine the reduc-
ibility of a matrix and, in the analysis of the hyperfine-resolved 25-2S interaction,
help determine the irreducible subspaces into which we may break the total
Hamiltonian. We were able to identify an additional selection rule, which is
relatively obvious a posteriori, namely, that couplings occur between S—S and P—
P levels, and between S—P and P—S levels, but there are no coupling joining the two
submanifolds (see Sect. 4). The size of the matrix is reduced from 24 x 24 to
12 x 12. It is somewhat surprising that the seemingly easy problem of identifying
the irreducible submatrices of a Hamiltonian involves a rather sophisticated concept
like an adjacency matrix.

Our model problem, studied in Sects. 2 and 3, reveals that level crossings can
occur even in well-behaved quantum mechanical systems, described by interlevel
couplings varying with some parameter. For the long-range interaction between
atoms, the inverse interatomic distance 1 / R is such a coupling parameter. In Fig. 2
(model problem) and in Fig. 7 (2S-28S states within the F, = 0 submanifold of the
hydrogen long-range interaction), level crossings are clearly visible even if the
Hamiltonian matrix is irreducible. Our extended precision numerical calculations
(Fig. 3) and the analytic structure of the “crossing” eigenvectors in Eq. 11 together
with the adjacency matrices in Figs. 4 and 5 indicate that the no-crossing theorem
breaks down in higher-dimensional systems. Furthermore, we observe that our
crossings, both for the model problem and for the 25-2S system, involve situations
where the couplings are indirect and the admixtures at the crossing point are
between levels which are displaced from each other in the adjacency graph by at
least two elementary steps. These observations could be of interest beyond the
concrete problem studied here, in the context of a breakdown of the no-crossing
theorem in higher-dimensional quantum mechanical systems. An improved under-
standing of the 2S5-2S interaction is important for progress in the 2S hyperfine
measurement by optical methods, using an atomic beam [11-13].

Attempts to study the hyperfine-resolved interaction have been made, but no
reference has been made to the resolution of the hyperfine structure [7, 8]. The
current approach leads to a solution, with partial results being presented in Eq. (26)
and Fig. 7 and finer details being relegated to Ref. [3].
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Abstract Transition frequencies of the 2525, 2= 2p p, /2, 3/2 transitions in Be™
were measured in stable and short-lived isotopes at ISOLDE (CERN) using collin-
ear laser spectroscopy and frequency-comb-referenced dye lasers. Quasi-
simultaneous measurements in copropagating and counterpropagating geometry
were performed to become independent from acceleration voltage determinations
for Doppler-shift corrections of the fast ion beam. Isotope shifts and fine-structure
splittings were obtained from the transition frequencies measured with a frequency
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comb with accuracies better than 1 MHz and led to a precise determination of the
nuclear charge radii of 7'9~12Be relative to the stable isotope *Be. Moreover, an
accurate determination of the 2p fine-structure splitting allowed a test of high-
precision bound-state QED calculations in the three-electron system. Here, we
describe the laser spectroscopic method in detail, including several tests that were
carried out to determine or estimate systematic uncertainties. Final values from two
experimental runs at ISOLDE are presented, and the results are discussed.

1 Introduction

Laser spectroscopy provides a detailed insight into atomic structure including all
subtle effects that contribute to the exact energy and the splittings of individual
energy levels. Many of these effects are of great relevance in fundamental physics
problems, as, for example, quantum electrodynamics, nuclear structure and weak
interaction. Nowadays, laser spectroscopy combined with theoretical calculations is
an indispensable tool to explore many-body QED in weak and strong fields and the
search for a time or spatial dependence of fundamental constants like the fine-
structure constant. It provides important information for the analysis of spectra
from stars and quasars, for studies of the nuclear structure and for determining the
weak charge of a nucleus.

The technique we present here has provided new data in two of the mentioned
fields, namely the determination of nuclear charge radii and moments of beryllium
isotopes [1, 2] and the test of many-body bound-state QED calculations in three-
electron systems [3]. It is based on collinear laser spectroscopy, a technique that has
been contributing to these fields considerably and is one of the workhorses for
investigations of nuclear spins and moments, which is witnessed by a long series of
review papers [4—11] over the last decades. In parallel, it has also been used to
investigate the fine-structure splittings in helium-like ions as a test of bound-state
QED. Such tests were carried out using boron B3t [12], nitrogen N5+ [13] and
fluorine F7+ [14]. In these experiments counter- and copropagating beams have
been used to determine transition frequencies, while for the spectroscopy of short-
lived neon isotopes a similar approach was used to calibrate the acceleration
voltage of the ions [15, 16].
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For the measurements on beryllium isotopes we have further developed this
technique and combined it with a frequency comb to provide high-precision
measurements of the transition frequencies. A photon—ion coincidence detection
provided the sensitivity required for the detection of the 20-ms isotope *Be. These
investigations were motivated twofold, by the nuclear structure aspect and the
possibility to provide an important benchmark for bound-state QED calculations
in three-electron systems.

Observables of the nuclear ground state that can be measured with high accura-
cies like masses, charge radii, magnetic dipole and electric quadrupole moments are
extremely valuable for nuclear structure physics. The change of the nuclear charge
radius along a chain of isotopes is extracted with high precision from optical isotope
shifts. This provides insight into differences of the radial distribution of protons and
the underlying collective effects of soft or rigid deformation or cluster structures,
which are often observed for the few-nucleon systems of light nuclei. Only during
the last decade new experimental techniques and precise atomic structure calcula-
tions for few-electron systems gave access to the determination of charge radii of
low-Z nuclei (Z < 10) with unprecedented precision. In 2000, first calculations of
the mass shift in three-electron systems [17] provided sufficient accuracy to extract
the very small finite nuclear size effect from high-precision isotope shift measure-
ments. Since then, calculational precision for three-electron systems has been
improved by two orders of magnitude [18-22]. Pachucki et al. [23, 24] published
first results for four-electron systems and recently even showed results that pave the
way toward boron-like five-electron systems [25].

Laser spectroscopy experiments on helium and lithium isotopes were strongly
motivated by the existence of the so-called halo nuclei. These are nuclear systems
with the last neutron(s) being bound by only a few 100 keV, compared to typical
nuclear binding energies of the order of 5-7 MeV/nucleon. Due to this weak
binding, the neutrons are allowed to tunnel far away from the central core, having
a large part of their wavefunctions beyond the classical interaction length of the
strong force. These nuclei have been a hot topic in nuclear structure research since
their discovery in 1983 [26]. Isotope shifts for such systems were measured
previously in helium and lithium isotopes. Single atoms of the short-lived
two-neutron and four-neutron halo nuclei ®® He were confined in a magneto-
optical trap and probed by laser light [27, 28]. The lithium isotopes including the
two-neutron halo nucleus ''Li were investigated by applying two-photon resonance
ionization spectroscopy [22, 29, 30]. The beryllium isotope chain contains the
one-neutron halo nucleus ''Be and the isotope '>Be which in the traditional shell
model should have a closed neutron shell. First on-line measurements of transition
frequencies and isotope shifts based on laser-cooled > '°Be™ ions in a Paul trap were
reported in 2006 from the SLOWRI facility at RIKEN, but were limited to accu-
racies on the order of a few 10 MHz [31]. Further enhancements of this technique
were discussed in [32], but improved values of transition frequencies or isotope
shifts are not reported so far.

With regard to atomic structure, the vast progress in nonrelativistic few-electron
bound-state QED has opened the possibility of additional tests of many-body QED
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in these light systems. The helium fine structure was recently calculated up to the
order ma’ and is now one of the most precise QED tests in two-electron systems
[33]. The application of such calculations to three-electron systems proved to be
much harder since the extension of the respective computational methods with
explicitly correlated functions turned out to be considerably more difficult. Only
recently it became possible to perform a complete calculation of ma® and ma’ Ina
contributions to the fine structure [34] of a three-electron atom. On the experimental
side, measurements of the 2p fine-structure splitting in light three-electron systems
are limited in accuracy for isotopes with nonzero nuclear spin due to the unresolved
hyperfine structure (hfs) in the 2p 2p, /2 level. This has been the reason for the
fluctuating results on the fine-structure splittings in lithium [22, 35] being reported
for a long time. These turned out to be caused by quantum interference effects in the
observation of the unresolved resonance lines [36]. Once this issue had been
resolved experimentally, good agreement with ab initio calculations was obtained
[37]. Since relativistic and QED contributions grow in size with increasing Z, it
became important to study the fine-structure splitting also in Be™ to further test
bound-state QED.

Both aspects have been addressed with the technique described in this paper.
Besides giving a detailed description of the experiment implemented at ISOLDE
(CERN), we will present an overview of the spectroscopic results obtained in two
beam times (called Run I and Run II). Compared with the techniques used to study
helium and lithium isotopes, the collinear approach has the advantage of being
more generally applicable and providing high-precision isotope shift data for short-
lived isotopes of elements in the so far inaccessible region 4 < Z < 10.

2  Theory

It is well known that the isotope shift suA4" between two isotopes A and A’ can be
separated into the mass shift 544 and the field shift 65" according to

SN = A (1)
My —Ma | pan g/ AN
=Kvs—————+F"" 6 2
vy, U0 @)
A 5”;5/\’
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The mass shift contribution (MS) is related to the center-of-mass motion of the
atomic nucleus. For light elements this is the major part of the isotope shift, while
the small nuclear volume shift 61/2’{‘/, being typically at the 107> level of the mass
shift, contains the information about the change 6<r§> in the mean-square nuclear
charge radius. Extraction of nuclear charge radii from experimental isotope shifts in
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the lightest elements requires accurate mass shift calculations. Semi-empirical
techniques that have often been applied for heavier elements to evaluate the atomic
parameters Kys and F are not sufficiently accurate. Only state-of-the-art ab initio
calculations can provide the accurate mass shift and field shift coefficients. Detailed
descriptions of these calculations can be found, e.g.. in [17, 19, 22, 39]. Briefly, the
starting point is the nonrelativistic Schrodinger equation which is solved with high
numerical accuracy in the basis of Hylleraas coordinates that explicitly take
electron—electron correlations into account. The wavefunctions obtained are then
used to calculate relativistic and QED corrections perturbatively as a power series
in terms of the fine-structure constant a. The results for the Be™ isotopes as taken
from [20, 21, 40, 41] are listed in Table 1. It is worthwhile to note that the
calculations performed by two independent groups agree within uncertainties for
all isotopes. The only significant difference concerns the case of !'Be, where the
nuclear polarizability correction of 211 kHz has been calculated and included in
[41] but not in [40]. The field shift factor F>4 has been calculated for each isotope
individually and is almost constant along the isotopic chain, besides a small
difference in the relativistic correction. Using the mass shift values from the table
and the measured isotope shifts, the change in the mean-square nuclear charge
radius can be determined using

9,4 9,4
_ ovg” — Ovys

9,A
ofr §> oA

3)

The total charge radius R.(A) = \/(r§>A of at least one (or more) stable isotope(s)

determined by other methods is required to obtain total charge radii of the radioactive
isotopes. In the case of beryllium the nuclear charge radius of the stable *Be nucleus
was determined from elastic electron scattering [43] and thus

Table 1 Theoretical mass shifts 51/?,’[/5‘ and field shift factors F4 for the D1 and D2 transitions
2528, 52— 2p 2P, /2,3/2 in Be™ with respect to °Bet obtained in two independent calculations
[20, 21, 38, 41] with updated values presented in [2] based on [40, 42]

Isotope 51/;’1; D1 (MHz) 61/,9\;13 D2 (MHz) F>4 (MHz/fm?) | References
"Bet —49 225.744 (35) (9) —49 231.779 (35) (9) —17.021 (31) [38, 41, 42]
—49 225.779 (38) —49 231.828 (38) —16.912 [20, 21, 40]

10Be+ 17 310.459 (13) (11) 17 312.553 (13) (11) —17.027 (31) [38, 41, 42]
17 310.442 (12) 17 312.569 (12) —16.912 [20, 21, 40]

1Be* 31 560.245 (31) (12) 31 564.207 (31) (12) —17.020 (31) [38, 41, 42]
31 559.990 (24) 31 563.868 (24) —16.912 [20, 21, 40]

2Bet 43 390.180 (30) (180) 43 395.480 (30) (180) | —17.022 (31) [38, 41, 42]
43 390.168 (39) 43 395.499 (39) —16.912 [20, 21, 40]

The listed uncertainties are an estimation of unknown higher order terms. The calculations from
[41] include another uncertainty that originates from the atomic mass. The deciphered contribu-
tions to the mass shift can be found, for example, in [38]
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R.("Be) = \/Rg(gBe) + 5(2)", (4)

The many-electron Dirac equation poses some difficulties for the inclusion of
relativistic effects and correlations between electrons in atomic systems. According
to QED the equation has to include multiple electron—positron pairs, which leads to
numerical instabilities. This problem limited the relativistic calculation of the
lithium 2p 2P, 2 =2p ’p, /2 splitting to one significant digit [44]. Forty years after
first numerical calculations using explicitly correlated basis sets with Hylleraas and
Gaussian functions for two electrons [45], Puchalski and Pachucki extended such
calculations to three-electron systems [34]. Nonrelativistic QED can perturbatively
account for relativistic, retardation, electron self-interaction, and vacuum polariza-
tion contributions by an expansion of the level energy in powers of the fine-
structure constant o

E = ma®E® 4+ ma*E® + ma®E® + ma®E® + .., (5)

where the expansion coefficients E/) may include powers of In a. In this expansion,
the fine structure arises at the order of ma?, together with the nuclear recoil term,
which in this order is comparable in size to ma® contributions, but of opposite sign.
For all details of the calculations and the individual contributions we refer to
[46]. In the splitting isotope shift (SIS), i.e., the difference in fine-structure splitting
between isotopes, all mass-independent terms cancel and only the mass-dependent
terms remain, which can be calculated with very high accuracy.

The SIS therefore provides a valuable consistency check of the experimental
results [47]. For isotopes with nuclear spin, hyperfine-induced fine-structure mixing
can lead to an additional level shift that also contributes to the SIS. This in
combination with the unresolved hyperfine splittings in the 2p >P; /2 level in light
three-electron systems makes even—even isotopes with nuclear spin / =0 an
exceptionally suitable case to perform tests of the calculations. While there is no
such isotope for lithium, the beryllium chain with '°Be and '?Be includes two
spinless isotopes that are accessible to the measurement.

3 Experimental Setup

A schematic overview of the experimental setup applied for collinear laser spec-
troscopy on Be ™ ions in the 2s%S;, — 2p?P;;, (D1) and 25%S;/, — 2p?P;)
(D2) transitions is shown in Fig. 1. A mass-separated ion beam of a stable or a
radioactive beryllium isotope at an energy up to 60 keV was transported to the laser
beam line. Two frequency-stabilized dye laser systems delivered UV beams that
superposed the beryllium ion beam in opposite directions. The resonance fluores-
cence photons were detected via photomultipliers. The resonance condition was
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Fig. 1 Experimental setup for the beryllium measurements at ISOLDE. Two dye laser systems
were used to excite the 2s2S; 52— 2p 2p, /2, 32 transitions in Be™. The dye laser for collinear
excitation (/eft) was operated at a fundamental wavelength of 624 nm and stabilized to a hyperfine
transition of molecular iodine. The output beam is frequency doubled to 312 nm and guided into
the beam line. The other laser (right) is locked to a frequency comb. After frequency-doubling to
314 nm the UV laser beam is anticollinearly superposed with the ion beam. The resonance
fluorescence is detected by a pair of photomultipliers. A photon—ion coincidence detection unit
increases the detection efficiency if the ion beam rate is low (not shown, see Fig. 3)

established by tuning the Doppler-shifted frequency with an electrical potential
applied to the fluorescence detection chamber. The individual parts of the experi-
mental setup as well as the scanning procedure are described in detail in the
following subsections.

3.1 Production of Radioactive Beryllium Isotopes

The stable and radioactive beryllium isotopes were produced at the on-line isotope
separator facility ISOLDE at CERN. High-energy (1.4 GeV) protons from the PS
Booster synchrotron impinge on a uranium carbide target. The atoms are photo-
ionized using the resonance ionization laser-ion source RILIS [49]. Resonant
excitation at 234.9 nm from the atomic ground state in the 2s> 'Sy — 252p 'P,
transition, followed by excitation at 297.3 nm to the auto-ionizing 2p” 'S¢ level was
employed to ionize the Be atoms which have the rather large ionization potential of
94 eV.

Table 2 lists the ion beam intensities decreasing from ’Be to >Be by seven orders
of magnitude [48]. In the final stage of our experiment an upgraded solid-state
pump laser system [49] was used. This gave a !'Be yield of up to 2.7 - 107 ions/s,
about 4 times larger than reported previously.

The yields are sufficient to perform collinear laser spectroscopy on’~!'Be solely
based on a standard fluorescence detection system. However, for a beam intensity
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Table 2 Ngclear properties Ty I w1 (x) Tons/uC
and production rates of the 7 m
belylllum isotopes at the Be 53 days 3/2 —1.39928 (2) [69] 14-10
ISOLDE facility at CERN ‘Be Stable 3/2 | —1.177432 (3) [70]
"Be [1.6-10°a |0 - 6.0 - 10°
IBe [13.8s 1/2 | —1.68166 (11) [71] |7.0-10°
12Be  |23.8 ms 0 - 1.5-10°
4Be |4.35ms 0 - 4.0-10°

The table includes the half-life (T1/2), nuclear spin /, magnetic
dipole moment (;) in nuclear magnetons (uy ), and the yields
using a 1.4-GeV proton beam from the PS booster and RILIS for
ionization [68]

0 25 50 75 100 125 150
Time of flight (ms)

Fig. 2 Release of beryllium ions (solid blue line) from ISOLDE as a function of time after the
proton pulse hit the target container, measured with a secondary electron multiplier at the end of
the COLLAPS beam line. The release curve, integrated over 100 proton pulses with a resolution of
0.2 ms/channel, is modeled with an exponential decay curve (dash-dotted red line)

of < 10* ions/s, i.e., for measurements on 2Be, the sensitivity had to be enhanced.
This was achieved by detecting ion—photon coincidences and thus rejecting the
stray light background which usually determines the sensitivity limit. Coincidence
detection requires an isobarically clean ion beam. For that reason the pulse structure
and possible contamination of the beam was investigated and optimized for '*Be.

3.2 Beryllium Ion Beam Structure

During our experiment at ISOLDE, pulses of 3 - 10'® protons impinged on a UC,
target typically every 4 s. The release of resonantly ionized '’Be was tracked using a
secondary electron multiplier installed at the end of the laser spectroscopy beam
line. The proton pulses triggered a multichannel analyzer that recorded the ion
events as a function of time. Figure 2 shows such a release curve summed over
100 proton pulses with a resolution of 0.2 ms/channel. The integral corresponds to a
release of 12 000 ions per proton pulse. This is almost a factor of 10 more than listed
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in the yield table (Table 2). During the measurements on '?Be the typical ion yield
was about 8000 ions/pulse.

The release curve of Fig. 2 demonstrates a characteristic feature of the ISOLDE
HV supply: First ions are detected about 2-3 ms after the proton pulse hit the target.
This delay is determined by the recovery time of the high voltage, which is pulsed
down right before a proton pulse hits the target, in order to reduce the current load
from ionized air [S1]. After an initial steep rise the release curve follows essentially
the exponential decay of '*Be. The extracted half-life of T, /2 = 21.9(8) ms agrees
well with the literature value of 21.50 (4) ms [50]. The single exponential does not
exhibit any significant offset. This demonstrates that practically no beam contam-
ination from the isobar '>C* is present and '>B* (having a similar lifetime as ’Be) is
also not expected due to the relatively high ionization potential. This situation is
prerequisite for the application of a photon—ion coincidence technique, which
otherwise would suffer from random coincidences between scattered laser light
and isobaric ions. With the rapid decay of '?Be the fluorescence detection can be
limited to about 100 ms after the proton pulses.

3.3 Experimental Beam Line

The COLLAPS collinear spectroscopy beam line at the ISOLDE facility was
commissioned in the early eighties [52-54] and has been improved continuously
[8, 15, 55-58] with the objective of widening the range of accessible elements and
isotopes. An important aspect was the development of highly sensitive alternatives
to the traditional fluorescence photon detection technique. For conventional collin-
ear spectroscopy the ions are accelerated to a beam energy of typically 50 keV, with
the corresponding positive potential applied to the ion source, while the mass
separator and the experimental beam line are on ground potential. The ion beam
is merged with a laser beam by a pair of deflector plates as shown in Figs. 1 and 3.

A quadrupole triplet collimates the ion beam, matching it to the laser beam
profile, and a second set of deflector plates aligns it with the laser beam axis which
is defined by two apertures at a distance of about 2 m. Two UV-sensitive
photomultiplier tubes with 45 mm active aperture and 15% quantum efficiency at
313 nm are used for fluorescence detection. The light collection system consists of
two fused-silica lenses of 75 mm diameter and a cylindrical mirror opposite to
them. Stray laser light is suppressed by sets of apertures with diameters decreasing
with distance from the optical detection region and Brewster-angle quartz windows
at both ends.

Collinear laser spectroscopy is usually performed with the laser running at a
fixed frequency, while the absorption frequency of the ions is tuned by changing
their velocity (Doppler-tuning). This means that a variable electrical potential has
to be applied to the interaction region. For applying post-acceleration/deceleration
voltages up to 10 kV a set of four electrodes provides a smoothly variable potential
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Fig. 3 Schematic view of the COLLAPS beam line at ISOLDE/CERN and corresponding high-
voltage circuits: A mass-separated ion beam is directed along the axis of the vacuum beam line
with the help of an electrostatic deflector. An electric dipole and quadrupole collimate and steer the
beam through the apparatus. The fluorescence detection region is a cage floated on a variable
potential against ground to enable Doppler-tuning. At the end of the beam line a photon—ion
coincidence detection chamber is installed, whereby a secondary electron multiplier is used to
count the ions. The generation and measurement of the high-voltage potential is explained in
the text

along the beam axis. In order to avoid optical pumping into dark states, the final ion
velocity is reached just in front of the detection region by applying a small fixed
offset voltage between the last electrode and the detection chamber. The lower part
of Fig. 3 illustrates the generation of the voltage between the detection region and
ground as a combination of a static high voltage in the range of £10 kV and a
scanning voltage of £500 V. The latter is created by amplification (x50) of the
+10 V dc output of an 18-bit DAC controlled by the measuring computer. This
voltage defines the floating offset potential of a stabilized +10 kV power supply.
The combination of power supplies makes it possible to perform measurements on a
series of isotopes with different Doppler-shifts and for each of them scan small
frequency ranges covering the hyperfine structure with high resolution.

Both the static high voltage and the scanning voltage are measured with a high-
precision 1:1000 voltage divider and a digital voltmeter. A comparison of the
measured voltages with those obtained using a precision voltage divider calibrated
at PTB (Braunschweig, Germany) [59] has demonstrated an uncertainty of AU/U
< 3-107° which corresponds to about 0.3 V at a maximum voltage of 10 kV
applied to the excitation region [60]. Still, the knowledge of the ion beam velocity is
limited by the uncertainty of the ion source potential which is determined by the
main acceleration voltage power supply. Also, the specified accuracy AU/U < 1
-107* of the voltage measurement on the operational voltage of 60 kV was verified
by calibration with the precision voltage divider. It translates to <6 eV uncertainty
in the ion beam energy.

As in the laboratory frame the transition frequency of the ions in collinear
geometry scales as
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l/c':VO}/(l_"ﬂ) (6)
where the dimensionless ion velocity is B =v/c, the relativistic factor

y =1/1/(1 — %) and the transition frequency r4. Any uncertainty in f arising
from the ion source potential results in an uncertainty of measured transition
frequencies or isotope shifts, especially for light ions. In the particular case of
beryllium a deviation of 6 V from the measured voltage result in an artificial isotope
shift of 6v”!!(°Be,!'Be) = 18 MHz. To overcome these limitations, we have
introduced the (quasi-)simultaneous excitation by a collinear and an anticollinear
laser beam. The method is based on the fact that in this geometry the measured
resonance frequencies, v. =voy(1+ ) for collinear and v, = voy(1 — f) for
anticollinear excitation are simply related to the rest-frame frequency v by

Vc'l/a:l/(z)yz'(l—"_ﬁ)(l_ﬁ):I/g‘ (7)

This provides a method to determine the transition frequency independently of the
knowledge of the ion beam energy which depends on assumptions about the ion
source potential and on measured voltages. However, in contrast to conventional
collinear laser spectroscopy, this approach requires two laser systems instead of one
and, additionally, the capability to determine the laser frequencies with an accuracy
better than 10~°. Similar approaches were proposed and demonstrated for the
measurement of transition frequencies [61] and used for, e.g., precision spectros-
copy in the fine structure of helium-like Li*, yielding an accurate value of the Lamb
shift [62]. Here we have developed a procedure which is widely applicable in cases
where high precision is required for the spectroscopy of unstable isotopes.

3.4 Setup and Specification of the Frequency-Comb-
Referenced Laser System

The transition wavelength of the 252S;, — 2p 2Py, 3/, transitions in Be™ is about
313 nm corresponding to an energy splitting of ~ 4eV. The laser system installed at
COLLAPS is schematically shown in Fig. 1. For anticollinear excitation a fre-
quency doubled Nd : YVO4 laser (Verdi V18) was operated at 9 W to pump a
Coherent 699-21 dye laser. Using a dye solution of Sulforhodamine B in ethylene
glycol, a typical output power of 700 mW was achieved at the wavelength of
628 nm. Another dye laser, Sirah MATISSE DS, was installed for collinear
excitation and operated with a dye solution of DCM in 2-phenoxy-ethanol. With
the 8-W pump beam from a Verdi V8, about 1.2 W were achieved at the funda-
mental wavelength of 624 nm. Each laser beam was then coupled into a 25-m long
photonic crystal fiber (LMA-20) to transport the laser light to one of the second
harmonic generators installed in the ISOLDE hall. A two-mirror delta cavity
(Spectra Physics Wavetrain) and a four-mirror bow-tie cavity (Tekhnoscan
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FD-SF-07) were located nearby the COLLAPS beam line. A Brewster-cut and an
antireflection coated BBO crystal, respectively, converted the laser beams of
628 and 624 nm into their second harmonics at 314 and 312 nm, in both cases
with an output of more than 10 mW. The elliptical UV beams were reshaped to
circular beams with diameters of 3—4 mm to match the transversal profile of the ion
beam and finally attenuated to powers below 5 mW. Two remote-controlled fast
beam shutters blocked alternatively the collinear or the anticollinear laser beam.
This enabled us to perform scans of 3-30 s duration in collinear or anticollinear
configuration in a fast sequence.

The backbone of the laser system was the precise frequency stabilization and
frequency measurement required for the application of Eq. (7). In practice, the
transition rest-frame frequency vy depends on the frequencies of both dye lasers in
the laboratory frame which have to be known with a relative accuracy better than
Av/v < 107° to yield the isotope shifts with an accuracy better than 107>,
Therefore, a Menlo Systems frequency comb (FC 1500) with a repetition frequency
of 100 MHz was employed. A Stanford Research rubidium clock (PRS10) provided
the 10-MHz reference for the stabilization of the carrier-envelope-offset (CEO) and
the repetition frequency. This clock was long-term stabilized using a GPS receiver
tracking the 1-pps signal.

The MATISSE dye laser for collinear excitation was stabilized to its internal
reference cavity for short-term stability. In this case frequency drifts were further
reduced by locking the laser to a hyperfine transition in molecular iodine using
frequency-modulated saturation spectroscopy. In total 12 hyperfine transitions of
127, match the desired Doppler-shifted frequencies for a wide range of acceleration
voltages between 30 and 60 kV. The demodulated dispersion signal from the phase-
sensitive detection was fed into a 16-bit National Instruments DAQ card (NI-DAQ
6221) and further processed with the MATISSE control software to provide a
counter-drift for the MATISSE reference cavity. In regular time intervals the
laser frequency was measured with the frequency comb and recorded for a few
100 s to ensure the stability of the locking point and to provide the laboratory-frame
frequency for the application of Eq. (7). A histogram of 1-s averaged beat signals
measured over 2 h is depicted in Fig. 4a. It exhibits a Gaussian distribution with
standard deviation of about 75 kHz. The frequency of the Matisse laser stabilized to
the various iodine lines was repeatedly measured during the beam times. The
averaged results are listed in Table 3 and compared with the calculated frequencies
from [63]. Reasonable agreement is obtained in all cases.

The Coherent 699 dye laser for anticollinear excitation was internally stabilized
to its own reference cavity of Fabry-Perot type; long-term frequency drifts were
corrected by an additional stabilization to the frequency comb. Therefore, the beat
signal between the dye laser and the nearest frequency comb mode was detected on
a fast photo diode and fed into the Menlo Systems phase comparator DXD 100. A
low-noise PI regulator (PIC 210) processed the signal from the phase comparator
and provided a servo-voltage to counteract all frequency excursions of the dye laser
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Fig. 4 Beat frequency histograms of the frequency-stabilized dye lasers. The beat was averaged
for 1 s, and the distribution of the beat frequencies over a period of 2 h is shown in the histogram.
Graph (a) shows the histogram of the MATISSE DS laser stabilized to a hyperfine transition of
molecular iodine. The corresponding uncertainty was estimated as the FWHM of a Gaussian fit
(red) of about 75 kHz. The results of the frequency-comb stabilized Coherent 699-21 dye laser are
depicted in Graph (b). In this case the FWHM is approximately 400 Hz

Table 3 Frequencies of the a; hyperfine component in various transitions of iodine *I, utilized
and determined during the experiment

HES a, transition Frequency (theory) Frequency (experiment) Deviation
R(62)(8-3) 479 804 354.67 479 804 355.09 —0.42
R(70)(10-4) 479 823 072.75 479 823 072.58 0.17
P(64)(10-4) 479 835 709.4 479 835 708.96 0.44
R(60)(8-3) 479 870 011.92 479 870 012.20 —0.28
R(58)(8-3) 479 933 416.07 479 933 416.36 —0.29
R(56)(8-3) 479 994 568.08 479 994 568.11 —0.03
R(54)(8-3) 480 053 468.95 480 053 469.06 —0.11
R(52)(8-3) 480 110 119.57 480 110 119.59 —0.02
R(50)(8-3) 480 266 578.9 480 266 578.59 0.31
R(48)(8-3) 480 314 237.19 480 314 236.83 0.36
R(42)(8-3) 480 359 649.42 480 359 649.13 0.29
R(40)(8-3) 480 402 816.3 480 402 815.78 0.52

All values are in MHz. The total uncertainty of the experimental values is about 190 kHz. The
calculated frequencies (theory) are afflicted with an uncertainty of approximately 3 MHz [63].

by correcting the length of the reference cavity. As a measure of the long-term
stability a beat signal with the frequency comb was detected. The result is shown in
Fig. 4b. The standard deviation over 2 h measuring time and 1-s averaging time is
about 400 Hz.
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4 Measurement Procedure

The ion beam acceleration voltage at the ISOLDE front end was fixed to 40 kV. A
suitable iodine line is chosen such that the isotope under investigation can be
recorded by applying an offset voltage in the available range of Upgger = 10 kV
at the fluorescence detection region. For example, when choosing the a; hyperfine
component in the transition R(56)(8-3) as a reference, the isotopes 9-12Be can be
addressed. The scan voltage range Uscay of up to £500 V is then adjusted to cover
the full hyperfine structure in the collinear direction, and the expected position of
the center of gravity is calculated. The required offset voltage as well as the scan
voltage range was estimated based on previous measurements of the °Be transition
frequency [66] and nuclear moments [15] in combination with the precisely calcu-
lated mass shift [40, 41]. Once the resonance position of °Be was found, the laser
frequencies v, and v, could be predicted for all radioactive beryllium isotopes with
an accuracy of a few MHz, which is the size of the expected field shift contribution.
This knowledge allowed us to calculate the required frequency of the second dye
laser to simultaneously cover the full hyperfine structure in anticollinear geometry
within the same Doppler-tuning voltage range and even to ensure that the centers of
gravity of both hyperfine spectra practically coincide within a few 100 mV,
corresponding to the size of the field shift contribution. This is only possible
because this dye laser is locked to the frequency comb and thus can be stabilized
at any arbitrarily chosen frequency.

Fast laser beam shutters placed in front of the Brewster windows of the apparatus
were controlled by the data acquisition software in order to allow only one of the
two laser beams to enter. For the isotopes with half-lives longer than the typical 4-s
repetition time of proton pulses, fast scans of the Doppler-tuning voltage U, Were
performed with alternating laser beams. The scanning range was chosen depending
on the hyperfine splitting of the respective isotope, and spectra were taken in
200 channels for '“Be and up to 800 channels for the odd-A isotopes "% !! Be.
The common dwell time was 22 ms per voltage step. Depending on the ion beam
intensity, a single spectrum is the sum of 50-800 individual scans for each direc-
tion. This procedure was applied using about 3—4 different iodine lines for each
isotope.

Because of the short 21.5-ms half-life of '2Be, photon counts had to be accumu-
lated for typically 60 ms after each proton pulse. The laser shutters for collinear and
anticollinear beams were switched between consecutive pulses, and the voltage
steps were triggered by every second pulse. Given the extremely low ion beam
intensity, the single-line spectrum of !2Be was taken in only 20 channels with a total
measuring time of about 8 hours, corresponding to 200 scans.

Detection of the weak '?Be signals required the additional rejection of back-
ground from scattered laser light reaching the photomultiplier tubes. This was
achieved by implementing a photon—ion coincidence: Photomultiplier signals
were accepted only if an ion was simultaneously traversing the detection unit.
Downstream of the photon detection chamber the ions were deflected onto the
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Fig. 5 Comparison between conventional optical fluorescence detection (upper trace, right
y axis) and photon—ion coincidence detection (lower trace, left y axis) at an ion beam rate of
30,000 '“Be* ions/s. The optical spectrum (black circles) in the conventional detection is covered
by stray light of the laser beam. In the photon—ion coincidence spectrum a clear resonance (blue
circles) is observed, fitted with a Voigt profile

cathode of a secondary electron multiplier (SEM) installed off-axis. Discriminated
pulses from the photomultipliers were delayed by the appropriate time of flight
(TOF) (3—4 us) of the ion to the SEM. To avoid electronic dead times, the delay was
realized logically in a first-in first-out (FIFO) queue structure on a field-
programmable gate array (FPGA) with a resolution of 10 ns, based on the
FPGA'’s internal clock. Signals leaving the queue were transformed back into a
TTL pulse and fed together with the SEM pulses into a standard coincidence unit.
The photon—ion coincidence detection was optimized using a '°Be™ ion beam,
attenuated to about 30,000 ions/s by detuning the RILIS laser. The time of flight for
Be was determined with a multichannel analyzer, and the respective TOF for '°Be
was calculated. Figure 5 shows a comparison between the conventional ungated
spectrum (gray circles) and the optical spectrum detected in delayed coincidence
(blue circles). The resonance peak is only visible in the gated spectrum. The
background induced by laser stray light was reduced by a factor of 35. However,
it must be noted that this reduction factor strongly increases with a reduction of the
ion beam rate.

5 Analysis and Results

Two beam times were performed to investigate first the isotopes ’~!'Be (Run 1) [1]
and then concentrate on '>Be (Run II) [2] after installing the ion—photon coinci-
dence setup. The stable isotope “Be and the even—even isotope '°Be were used as
reference isotopes, respectively. We concentrate here on results and procedures
from Run IT and provide differences to Run I only when it is of importance.
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5.1 Line Shape Studies on °Be and '’Be

Resonance spectra of *Be in the 252S;/, — 2p*P;, transition are shown in the
upper trace of Fig. 6 taken in collinear (left) and anticollinear geometry (right) as a
function of the Doppler-tuned laser frequency. Each spectrum is the sum of
20 individual scans. To avoid saturation broadening, the laser beam was attenuated
to 3 mW and collimated to a beam diameter of about 34 mm to match approxi-
mately the size of the ion beam. Similar spectra for '°Be are shown in the lower
traces. These are the integral of 50 single scans at an ion beam current of 10 pA. A
best fit of the resonance was obtained for a double Voigt profile with a full width
half maximum (FWHM) of 40 MHz. It becomes apparent that each peak in the
hyperfine structure is actually a composition of two components: A satellite peak,
with a typical intensity of <5% of the corresponding main peak, appears on the

1.0 S

Be

oo o o
oo o o B8
©

F —
: gﬂw

1 ;
8
H

0.8F

061

041

0.2F

0.02
0.00 -
-0.02

6000  -5500  -5000  -4500  -4000 6000 5500 5000 4500 4000
1.0 — ‘ ‘ ‘ — ‘ ‘ ‘

10
Be

0.8F

061

Normalized count rate

0.4+

0ePe00eseee0ea000

cecc0e000t

0.2

0.05 :
0.00 7\/’ﬂ\/\’//"7\'\“"“""/JN7\;\‘\,"/\\/\’\/""'/V/i S T
-0.05

-2610 -2580 -2550 -2520 -2490 2610 2580 2550 2520 2490
Frequency [MHZ]

Fig. 6 Top optical hyperfine spectrum of the 25 %S/, — 2p 2Py, transition in *Be™ for collinear
(left) and anticollinear excitation (right). Spectra were taken at 35-kV ISOLDE voltage and are the
sum of 20 individual scans with a resolution of 400 channels. Hyperfine spectra are fitted using a
multiple Voigt profile for each component (red line, for further details see text). Striking is the
appearance of a small satellite peak on the /eft of each component which is ascribed to energy loss
of the ions in inelastic collisions in flight. The differential Doppler-tuning parameter is about
39 MHz/V. Bottom resonance spectra of the 2s 251/2 — 2p 2P1/2 transition in '*Be ™" again in
collinear and anticollinear geometry also fitted with a Voigt doublet. A small structure in the
residua (shown on the bottom of each graph) remains in all cases, which is discussed in the text
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low-energy tail in each spectrum independent of the direction of excitation. It is
induced by a class of ions which have lost some of their kinetic energy. The loss is
almost exactly 4 eV and can be explained by inelastic collisions with residual gas
atoms that lead to excitations into the 2p states. The energy required for this
excitation is taken from the kinetic energy of the ion and is lost when the excited
ion decays to the ground state by emitting a photon. The overall line shape is
reasonably well fitted using a Voigt doublet and only small structures remain in the
residua, depicted below each spectrum. The remaining small asymmetry seen in
this structure is similar for the different peaks. It is an asset of the technique that
asymmetries in the collinear and the anticollinear spectra shift the peak center to
slightly lower and slightly larger frequencies, respectively. Hence, these shifts
largely cancel when calculating the rest-frame frequency.

5.2 Hpyperfine Fitting Procedure

Fitting was performed as follows: Each voltage information was converted into the
corresponding Doppler-shifted laser frequency to account for the small nonlinear-
ities in the voltage—frequency relation. Hyperfine peak positions relative to the
center of gravity v, were calculated based on the Casimir formula.

The position of each hfs sublevel with total angular momentum F =14 J,
composed of electronic angular momentum J and nuclear spin /, and C = F(F + 1)
—I(I+ 1) —J(J + 1) is given to first order by the hyperfine energy

A 3C(CH+ 1) =1+ 1)J(J +1)
AEhfs:§C+B'4 20021 = 1)J (2] — 1) ' o

In the fit function, these shifts determine the spectral line positions relative to the
center of gravity. The factors A and B (only for 2p 2P /2) of the upper and the lower
fine-structure state of the transition and the center of gravity v, are the free-fitting
parameters for the peak positions. The line shape of each component was modeled
by two Voigt resonance terms representing the main peak and the satellite peak as
discussed above. The distance between the two peaks was fixed to 4 V on the
voltage axis. The Gaussian (Doppler) line width parameter and the intensity ratio
between the main peak and the satellite were free parameters but constrained to be
identical for all hyperfine components, while the total intensity of each component
was also a free parameter. The Lorentzian line width was kept fixed at the natural
line width of 19.64 MHz since significant saturation broadening was not observed.
Nonlinear least-square minimization of y*> was performed using a Levenberg—
Marquardt algorithm.

Fitting the collinear and the anticollinear spectra independently, we obtain in
both cases the centroid frequency v, of the hyperfine structure. However, for
calculating the transition rest-frame frequency vy we must take into account that
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Eq. (7) requires v, and v, to be measured at the same ion velocity. This is only the
case if the center of gravity appears in both spectra at the same voltage. This was
accomplished approximately by changing the frequency of the laser used for
anticollinear excitation until the deviation between the corresponding centers of
gravity was typically smaller than 3 V, facilitated by the fact that the comb-
stabilized laser can be locked at any arbitrary frequency. The remaining small
shift 60U was considered in the analysis by correcting the collinear frequency
using the linear approximation év = g—[‘} -6U, where U is the total acceleration
voltage of the ions which have entered the optical detection region. Hence, the

transition rest-frame frequency was calculated according to

vy = \/<uc - %—ZD . 5U> “Ug — OUsec- 9)

with the differential Doppler-shift

ovp W e(mc® + el)
G _ Yo 10
oU  mc? (e * eU(2mc? + eU) (10)

and the recoil correction term

2
Sgee = — 20 (11)

The latter takes energy and momentum conservation during the absorption/emis-
sion process into account. It contributes with about 200 kHz to the transition
frequency and is slightly isotope dependent. Each measurement of vy was repeated
at least five times for each isotope. Statistical fitting uncertainty of the center of
gravity was usually <100 kHz. For each pair of collinear/anticollinear spectra the
rest-frame transition frequency was calculated, and the final statistical uncertainty
was then derived as the standard error of the mean of all measurements being
usually of the order of 100500 kHz.

5.3 Investigations of Systematic Uncertainties

Sources of systematic errors were investigated on-line in Run I and Run II as well as
in an additional test run, when only a previously irradiated target was used to extract
the long-lived isotope '°Be. For each isotope about 3—4 different iodine hyperfine
transitions were used as reference points for the collinear laser frequency, which
implies different locking frequencies of the comb-locked anticollinear laser as well
as different offset voltages at the fluorescence detection region. It should be noted
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that the actual locking frequency of the iodine-locked laser was regularly checked
with the frequency comb during each block of measurements.

In Run I, the Rb reference clock for the frequency comb was not long-term
stabilized on the 1-pps signal and contributed with about 350 kHz to the systematic
uncertainty of the transition frequency [1].

Additional uncertainties related to the applied acceleration voltages could only
arise from the center-of-gravity correction according to Eq. (9), which was typically
<3 V. The HV-amplification factor, calibrated regularly to better than 3 - 107,
leads to uncertainties clearly below the 3-mV level corresponding to approximately
100 kHz in transition frequency. This contribution can be safely neglected com-
pared to other systematic uncertainties discussed below.

Additionally, ion and laser beam properties were modified on purpose for
investigating a possible influence on the measured transition frequencies and
isotope shifts. In deviation from a parallel collimation the ion beam was focused
close to the fluorescence detection region with the available electrostatic quadru-
pole lenses. Similarly, additional convex lenses were added into the light path to
focus the laser beams inside the beam line. It was found that these modifications
merely changed the signal-to-noise ratio but had no significant influence on the
determined resonance frequencies.

5.3.1 Laser-Ion-Beam Alignment

The parallel and antiparallel alignment of the respective laser beams with the ion
beam was ensured using two apertures inside the beam line. Hence, the range of a
possible angle misalignment between laser and ion beam was estimated taking the
full aperture of 5 mm and their distance to each other of 2 m into account. A
conservative estimate with beam diameters of about 4 mm results in an angle of
a = arctan(Az/Ax) ~ 1 mrad. However, during the preparation of the experiment,
both laser beams were superimposed 2 m after the collinear and anticollinear exit
windows, respectively. Two extreme cases are to be discussed: The Doppler-shifted
frequencies v, , get angle dependent if both laser beams are well superposed, but are
misaligned relative to the ion beam

Vea = oy(1 £ - cosa). (12)
Then the transition rest-frame frequency vy becomes angle dependent as well

1 Ve " Vgc
vo=—, |—o e 13
0 r\'1—p- cos2a (13)

— 1_—ﬂ2/— 14
V1= cos?a Ve Vac: (14)

Even though the Doppler-shift is reduced for both beams, the collinear—
anticollinear geometry almost leads to a cancellation of the effect; the anticollinear
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resonance is less blue shifted while the collinear resonance is less red shifted. For an
angle misalignment of 1 mrad, v, and v, will each be shifted by as much as 1.4 MHz,
whereas the effect on v is only of the order of about 1 kHz.

The other extreme is a misalignment of one laser relative to a well superposed
laser-ion—beam pair. Then the transition frequency vy becomes

1 Ve " Vgc
W= T e )

1-p
(l—ﬂcosa)m 1e)

~ (1= Ba*) \/ve Vac- (17)

In contrast to Eq. (13) this angle-dependence can lead under unfavorable conditions
to an appreciable shift. The influence of the laser-ion-beam alignment was exten-
sively studied using a stable “Be ion beam by misaligning one of the laser beams so
that a deviation was clearly visible in the horizontal or vertical direction. With the
typical beam diameter a deviation of about 2 mm across a distance of ~ 8 m
(a = 0.25 mrad) was detectable, corresponding to a total effect of about 600 kHz.
Misalignment and realignments were repeated several times but the results of the
measurements with misalignment scattered similarly as the measurements with
optimized alignment, and in both cases the scatter was in accordance with the
standard deviation of all regular Be measurements. During the experiment, the
counterpropagating alignment of the laser beams was inspected visually several
times per day. A systematic uncertainty of 300 kHz, corresponding to half the full
scattering amplitude was conservatively estimated.

5.3.2 Photon Recoil Shift

Repeated interaction with a laser beam can influence the external degrees of motion
of an ion or atom as it is well known from laser cooling and laser deceleration in a
Zeeman slower. In collinear laser spectroscopy the repeated directed absorption and
isotropic reemission of photons will have the consequence that the ions are either
accelerated (collinear excitation) or decelerated (anticollinear excitation). With
every absorbed photon, the Doppler-shifted resonance frequency is shifted toward
higher frequencies (v, andv,) for both directions and this systematic shift results in a
transition frequency vy that is too large. The combination of light ions and
ultraviolet photons leads to an exceptionally large photon recoil, and the possible
influence of this effect must be studied. Due to the absence of hyperfine splitting the
2s — 2p transitions in the even isotopes '»!2Be* are closed two-level systems.
Hence, the possibility of repeated photon scattering is enhanced compared to the
odd-mass isotopes which are pumped into a dark hyperfine state after a few
absorption—emission cycles. To investigate whether the photon recoil has a
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Fig.7 Power dependence of the extracted frequency of '’Be* in the D1 (left) and the D2 transition
(right). Plotted are the differences to the total mean frequency as a function of laser power.
Copropagating and counterpropagating laser beams were adjusted to approximately equal power.
Measurements were performed in three series varying the power from the highest to the lowest
values. Uncertainties of the individual data points were estimated as the standard deviation for
each individual set of three measurements at approximately the same power from this series

measurable effect, the power dependence of the transition frequency of '°Be was
determined as a function of the laser power. The laser power in both beams was
increased stepwise and simultaneously from below 1 mW up to 6 mW. The
deviation of the extracted transition frequencies from the mean frequency deter-
mined for the D1- and D2-transition is plotted in Fig. 7 as a function of laser power.
Each data point is associated with an uncertainty estimated as the standard devia-
tion of a block of three measurements at similar power. In both transitions the peak
positions scatter but do not show a common trend upwards or downwards. It
appears, however, that we observe at photomultiplier tube 2 (PMT2), located
about 15 cm downstream from PMT1, resonances that are systematically higher
in frequency than at PMT1.

As a consequence of this observation we have included only data from PMT1 in
the analysis and have estimated an additional uncertainty for the remaining effect.
The average difference between PMT1 and PMT?2 is about 300 and 450 kHz in the
D1 and D2 transition, respectively. Since the distance between the two PMTs is
slightly larger than the path of the ions before reaching PMTI1, we estimate
conservatively a maximal shift of about 400 kHz for the systematic uncertainty
Avpy, caused by photon recoil.

5.4 Spectra of the Short-Lived Isotopes "-''-'>Be

A typical spectrum of "Be is depicted in Fig. 8. It is the sum of 50 individual scans,
taken in the first beam time in 2008. Here, line shapes are slightly broader than
observed in the second beam time [65]. Since the measurements on 'Be were not
repeated in 2010, the uncertainties of the fitted line positions are larger than for the
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Fig. 9 Resonance spectra of the 252S;/, — 2p Py, transition in ''Be™ in collinear (left) and

anticollinear direction (right). The production rate was about 10° ions / pulse, and thus 400 indi-
vidual scans were accumulated. The data points are fitted with a multiple Voigt profile as discussed
in the text. Fitting residua are displayed in the lower trace

other isotopes. The reduced line width in the second beam time is clearly visible in
the spectrum of !'Be depicted in Fig. 9. This is the sum of 400 individual scans.
Spectra of the unresolved hyperfine structure in the 2s2S; 2= 2p 2P, /2 transitions
of both these isotopes can be found in [65].

For the investigation of '>Be*, proton pulses impinged on the target every 3-5 s.
In this case, spectra in co- and counterpropagating geometry were taken by
switching the laser beams after each proton pulse and photon detection was limited
to 60 ms (~ 3T, /2(12Be) ) after the pulse to reduce the number of random
coincidence events. Figure 10 shows a typical spectrum which is accumulated
over 180 individual scans. Here a detection efficiency of about 1 photon per
800 ions was obtained. The Doppler-tuning voltage range was restricted to 6 V
corresponding to about 200 MHz frequency span around the main peak, to limit the
time required to record a single resonance to a few hours. Reference measurements
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Fig. 10 Resonance spectra of the 2s2S; 52— 2p 2p, /2 transition in 2Be™* for collinear (left) and
anticollinear excitation (right) plotted as a function of the Doppler-tuning frequency. In total
180 single scans were summed up for 8 h. The symmetric spectra were fitted with a single Voigt
profile (red line). Residua are displayed in the lower trace

of 1"Be™ were interspersed after every 40 single scans to ensure stability of all
conditions. Due to the limited statistics not allowing the observation of the small
satellite peak, only a single Voigt profile was used for fitting the resonances.
Statistical uncertainty obtained from the fit was usually <100 kHz.

5.5 Transition Frequencies

Each pair of spectra was fitted as discussed in Sec. 5.2 to determine the centers of
gravity and to extract the respective rest-frame transition frequency vy according to
Eq. (9). For each isotope and beam time the weighted mean of all measurements
was calculated, and results are listed in Table 4. All transition frequencies from both
beam times agree within their 1—o error bars confirming the reproducibility of the
measurement. There is a small change compared to Table I of [3], namely a slightly
larger uncertainty for '°Be from Run II in the D2 line due to a transfer error in the
statistical uncertainty. Statistical uncertainties in Run II are based on the standard
error of the mean for typically 4-5 measurements for ''"1>Be and 20-30 measure-
ments for the less exotic isotopes 9:.10Be. Where available, values from both runs are
combined weighted with the respective uncertainty. Systematic uncertainties from
the second run cannot be further reduced. While our ’Be D2 transition frequency is
in very good agreement with the value reported in [31], the frequencies of “Be and '
Be differ by approximately 7¢ and 30, respectively, from our results, which are 1-2
orders of magnitude more precise. In particular, the large discrepancy of the “Be
value is surprising since this has been obtained in [31] from laser-cooled ions in the
Paul trap, whereas the other two isotopes were measured with buffer-gas cooled
ions exhibiting line widths of approximately 2 GHz. It seems that the systematic
uncertainties of the trap measurements were underestimated in both cases. The
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Table 4 Transition frequencies vy for the 2s 281/2 — 2p 2P]/2 (D1) and the 2s 281/2 —2p 2P3/2
(D2) transition in beryllium isotopes obtained in Run I (Beam time 2008) and Run II (Beam time

2010)

Isotope Run Ref v D1 vy D2
"Be I 957 150 316.2 (0.8) (0.9) 957 347 374.5 (0.9) (1.1)
[31] - 957 347 369 (124)
°Be I 957 199 552.9 (0.8) (1.0) 957 396 616.6 (1.4)(1.5)
1I 957 199 553.40 (0.12)(0.52) -
comb. 957 199 553.28 (0.12)(0.52) 957 396 616.6 (1.4)(1.5)
[31] - 957 396 515 (14)
[66] 957 199 652 (120) 957 396 802 (135)
0Be I 957 216 876.9 (1.4)(1.5) 957 413 943.9 (0.8) (1.0)
1I 957 216 876.84 (0.42)(0.66) 957 413 942.17 (0.44)(0.70)
comb. 957 216 876.85 (0.42)(0.66) 957 413 942.74 (0.44)(0.67)
[31] - 957 413 839 (35)
1Be 1 957 231 118.1 (1.1)(1.2) 957 428 185.2 (1.5)(1.6)
1I 957 231 118.11 (0.10)(0.52) -
comb. 957 231 118.11 (0.10)(0.52) 957 428 185.2 (1.5)(1.6)
12Be 1I 957 242 944.86 (0.33)(0.61) 957 440 013.60 (0.28)(0.58)

The first uncertainty represents the statistical, the second one the total uncertainty including
systematic uncertainties as discussed in Sect. 5.3. Systematic uncertainties of the results of Run
I may be reduced from those published in [1, 65] due to the information gained in Run II. Final
results for all isotopes are printed bold. All values are in MHz

transition frequencies can now be used to evaluate differential observables, like the
isotope shift, the fine-structure splitting and the splitting isotope shift.

5.6 Isotope Shifts and Nuclear Charge Radii

Isotope shifts are easily obtained as difference of the transition frequency of the
isotope of interest and the reference isotope, which in our case is the stable isotope °
Be. The field shift dvgs, also known as the finite nuclear size or nuclear volume
effect, can then be extracted according to Eq. (1). The corresponding mass shifts
Suys as well as the field shift constant F* were theoretically evaluated to an
accuracy that exceeds the experimental uncertainty by about an order of magnitude
and are compiled in Table 1. We have been using the results from [41, 67] to
calculate Svps, which is then combined with the reference radius R, = 2.519(12) fm
[43] of “Be to provide total charge radii along the chain using Eq. (4). It should be
noted that the uncertainty of R, (9Be) is probably underestimated since C2 scattering
from the quadrupole distribution has been omitted, which might change the radius
by about 3% [72].
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Table 5 Compilation of experimental isotope shifts 51/?3/‘ obtained from the transition frequencies
vp in Table 4, field shift dvgs extracted as the difference to the theoretical mass shifts listed in
Table 1 [41] and the corresponding change in the mean-square nuclear charge radius 5<r2>
according to Eq. (3)

Isotope and transition 61/?{‘ (MHz) Surs (MHz) 6<r2 (fm?) R, (fm)
"Be* D1 —49237.1 (1.1) —11.4 (1.1) 0.67 (6)

"Be* D2 —49242.1 (1.8) —10.3 (1.8) 0.61 (11)

"Be* Mean 0.65 (5) 2.646 (15)
°Bet D1/D2 0 0 0 2.519 (12)
0Be+ DI 17 323.57 (84) 13.11 (84) —0.77 (5)

10Be+ D2 17 326.1 (1.6) 13.6 (1.6) —0.80 (10)

10Be* Mean —0.78 (4) 2.360 (14)
Be* D1 31 564.82 (74) 4.58 (74) —0.27 (4)

1Be* D2 31 568.6 (2.2) 4.4 (2.2) —0.26 (13)

1IBet Mean —0.27 (4) 2.465 (15)
2Bet DI 43 391.58 (80) 1.40 (82) —0.08 (5)

2Bet D2 43 397.0 (1.6) 1.5 (1.6) —0.09 (10)

12Be* Mean —0.08 (4) 2.502 (15)

Results from the 2s2S; 2= 2p 2p, 2 (D1) and the 2s %S, 2= 2p 2p, 2 (D2) transitions are
compatible and were combined before the total charge radius R, is calculated according to Eq. (4)

The results are listed in Table 5. Changes in the mean-square charge radii
deduced from the isotope shifts in the D1- and D2-transition are of similar accuracy
in case of even isotopes, while for odd-mass isotopes the unresolved hyperfine
splitting in the D2 lines leads to larger uncertainties. Figure 11 depicts the devel-
opment of the rms charge radius along the isotopic chain as extracted from the
experiment (*) by combining all available data. We have also included results from
Fermionic Molecular Dynamics (FMD) calculations [2] that follow the observed
trend quite closely, but the charge radii are generally somewhat too small. The two
triangles shown for '?Be are results of two additional calculations performed under
the assumption that the two outermost neutrons occupy either a pure p? state (), as
expected in the traditional shell model or a pure (sd)2 state (A). The latter is
expected to contribute to the ground state only if the N = 8 shell gap between the
p shell and the sd shell is significantly reduced. This prediction shows that the
charge radius of '’Be is extremely sensitive to the admixture of sd shell states to the
ground state, which was a strong motivation for the measurement of the '’>Be
isotope shift.

The trend of the charge radii along the isotopic chain can be understood in a
simplified picture based on the cluster structure of light nuclei [64]. This is
visualized in the small panels below the graph in Fig. 11. "Be can be thought of
as a two-body cluster consisting of an « particle and a helion (pnp = *He) nucleus
that are bound together and exhibit a considerable center-of-mass motion. This
motion blurs the proton distribution and leads to an increased charge radius. ®Be is
missing since the two a particles constituting this nucleus are not bound and the
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Fig. 11 Nuclear charge radii along the beryllium isotopic chain. The reference radius of °Be was
determined from electron scattering experiments [43]. The red bullets ( *) represent the experi-
mental results with uncertainties dominated by the uncertainty of the reference charge radius of °
Be. Therefore, all uncertainties are similar in size. Additionally shown are results of Fermionic
Molecular Dynamic (FMD) calculations [2]. For '°Be, calculations were also performed forcing

the neutrons into a p* and an (sd)2 orbit. The bottom row shows the structure of the isotopes
interpreted in a cluster picture. For details see text

nucleus only exists as a resonance. The stable isotope *Be, which has a @ + a + n
structure, is more compact than ’Be because the a particles themselves are very
compact and well bound by the additional neutron. This effect is even enhanced
with the second neutron added in '©Be. The sudden upward trend to !'Be is
attributed to the one-neutron halo character of !' Be which can be disentangled
into a '°Be core and a loosely bound neutron. This halo character not only increases
the matter radius, but also affects the charge radius due to the center-of-mass
motion of the core caused by the halo neutron. The fact that the charge radius of
12Be is even larger has been related to the fact that the two outermost neutrons
exhibit a strongly mixed sd character rather than belonging to the p shell as
expected in the simplified shell-model picture. This mixture leads to an increased
probability density outside the '°Be core, pulling the a particle apart due to the
attractive n — « interaction. Theory predicts an (sd)2 admixture of about 70% for
this nucleus, being a clear indication for the disappearance of the classical N = 8
shell closure. For a more detailed discussion of the nuclear charge radii, the
comparison with ab initio microscopic nuclear structure calculations and the con-
clusions about the shell closure see Refs. [1, 2, 65].
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5.7 Fine-Structure Splitting and Splitting Isotope Shifts

From the information provided in Table 4 we can furthermore extract the fine-
structure splitting as a function of the atomic number. The splitting has previously
been measured for *Be with a relative uncertainty of about 3 - 1074 [66]. The present
value obtained simply from the difference in vp; and vp; of this isotope is already
40 times more accurate although its accuracy is limited by the unresolved hyperfine
structure in the D2 transition. Only recently the fine-structure splitting in three-
electron atoms became calculable with high precision as demonstrated for the case
of lithium [34]. Our result confirmed first calculations for the Z = 4 three-electron
system of Be™ [3]. Moreover, the change in the fine-structure splitting along the
chain of isotopes provides a useful check of the so-called splitting isotope shift
which can be calculated theoretically to very high accuracy, because the value is
nearly independent of both QED and nuclear volume effects. This mass dependence
is shown in Fig. 12: The blue data points represent the experimental fine-structure
splittings and the red line with red crosses the theoretically expected mass depen-
dence based on the calculated splitting isotope shift and the measured splitting of °
Be. The excellent agreement between the theoretical curve and the experimental
data can be interpreted as a reliable check of the consistency of the mass shift
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Fig. 12 Left: Mass dependence of the fine-structure splitting along the beryllium isotopic chain.
The red curve with crosses shows the theoretically expected mass dependence—the splitting
isotope shift (sis)—with respect to °Be. The experimental values (blue circles) and the
sis-corrected values according to Eq. (18) (magenta dots) are included. The solid and dotted
lines represent the mean and standard deviation of the corrected values, respectively. Right: Fine-
structure splitting in °Be from experiment (/ine) and theory (data point)
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calculations. On the other hand, it proves the consistency of the experimental data,
because the fine-structure splittings are based on the combination of transition
frequencies obtained independently in two beam times, even with independent
optimization of the experimental conditions. The observation that the data points
scatter much less than expected from their error bars can be ascribed to the fact that
our systematic uncertainties largely cancel out in considering differential effects.

The fine-structure splitting can most reliably be determined for the even—even
isotopes '°Be and '>Be since there is no hyperfine structure which in the D2
transition obscures the determination of the center of gravity. This is clearly visible
in Fig. 12 where the error bars are smallest for these two cases. For these isotopes,
the fine-structure splitting was determined sequentially in a short-time interval and
therefore the best cancellation of all systematic uncertainties should occur. Indeed,
the splitting isotope shift between the two isotopes 61/;2’ 12— 343 (78) MHz agrees
very well with the theoretical value of 3.203 MHz. Here the uncertainty of the
experimental value is purely statistical assuming that all dominant systematic
contributions are cancelled out.

With the confidence gained about the reliability of the theoretical estimates, we
can combine the calculated splitting isotope shifts of all isotopes to extract an
improved value for the fine-structure splitting of *Be. To this aim, we correct all
measured fine-structure splittings by subtracting the theoretical splitting isotope
shift

Avg spe— ope = Avgg(“Be) — U5 eory- (18)
The results are included in Table 6 and plotted in Fig. 12 as magenta bullets. The
weighted mean for the “isotope-projected” fine-structure splitting of “Be
represented by the horizontal line is 197 063.47 (53) MHz. The uncertainty is

Table 6 Fine-structure splittings Avg,, the experimental and theoretical [67] splitting isotope
shifts v, and the transferred fine-structure splittings Avy ape_, o, for Be based on the measured
splittings in the radioactive isotopes according to Eq. (18) are listed

Avgg 51/:‘;59
Isotope D2-D1 Exp Theory Avgg, 4Be—, 9Be
"Be 197 058.4 (1.4) 5.0(2.1) 6.036(1) 197 064.4 (1.4)
°Be 197 063.2 (1.6) 0.0 0.0 197 063.3 (1.6)
°Be ¢ 197 150 (64)
0Be 197 065.3 (0.9) —2.0(1.8) —2.096(1) 197 063.2 (0.9)
1Be 197 067.1 (1.7) —-3.8(2.3) —3.965(1) 197 063.1 (1.7)
12Be 197 068.7 (0.9) —5.4(1.8) —5.300(1) 197 063.4 (0.8)
P-10ge 210 = 3.4(6) —3.203(1)

The bottom row shows the splitting isotope shift between the two even isotopes '’Be and '?Be. For
&/ﬁ;lo and Avg age_, op, for 7.9.11Be after Run II required information from Run I since D2 lines of
these isotopes were not measured in Run II. All values are in MHz

2 Bollinger et al. [66]
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shown by the dashed lines. We believe that a small remaining systematic uncer-
tainty of the fine-structure splitting is still covered by the size of this uncertainty. In
the right hand part of the figure, the theoretical prediction represented by the filled
red triangle is compared with experiment. The calculated splitting in “Be amounts
to 197 068.0 (25) MHz, which is about 4.5 MHz larger than the experimental value.
This difference corresponds to about 1.5 of the combined uncertainties. The
theoretical uncertainty is based on an estimation of the size of the uncalculated
nonlogarithmic terms in ma’. These terms are expected to be <50% of the
calculated leading logarithmic terms. To further test the QED calculations in
lithium-like light systems, similar measurements on ions with higher Z, e.g., in
boron B2* or carbon C3* are of great interest. At least for B>* the wavelength of
about 206 nm is still achievable, and measurements with the collinear laser spec-
troscopy technique presented here are planned.

6 Summary

We have demonstrated that quasi-simultaneous collinear—anticollinear laser spec-
troscopy on stable and radioactive isotopes can be used to perform precision
measurements from which nuclear charge radii even of light and very short-lived
species can be extracted. At the same time the data can be used to perform high-
precision tests of fundamental atomic structure calculations and bound-state QED.
The experimental technique relies on the accurate determination of the laser
frequency, which has become possible with the invention and availability of
frequency combs. We will apply the technique for further studies: An important
case is the determination of the charge radius of the proton-halo candidate B for
which an experiment is currently under preparation at the ATLAS facility at the
Argonne National Laboratory.
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High-Accuracy Deep-UV Ramsey-comb
Spectroscopy in Krypton

Sandrine Galtier, Robert K. Altmann, Laura S. Dreissen,
and Kjeld S.E. Eikema

Abstract In this paper, we present a detailed account of the first precision Ramsey-
comb spectroscopy in the deep UV. We excite krypton in an atomic beam using
pairs of frequency-comb laser pulses that have been amplified to the millijoule level
and upconverted through frequency doubling in BBO crystals. The resulting phase-
coherent deep-UV pulses at 212.55 nm are used in the Ramsey-comb method to
excite the two-photon 4p® — 4p35p[1/2], transition. For the #*Kr isotope, we find a
transition frequency of 2829833101679(103) kHz. The fractional accuracy of 3.7 X
10~ is 34 times better than previous measurements, and also the isotope shifts are
measured with improved accuracy. This demonstration shows the potential of
Ramsey-comb excitation for precision spectroscopy at short wavelengths.

1 Introduction

Quantum electrodynamics (QED) theory is a cornerstone of the standard model and
one of the best tested fundamental theories in physics. Its predictions have been
verified with extreme precision, e.g., by measuring the fine structure constant a
derived from measurements of the electron g-factor [1, 2], interferometric recoil
experiments [3, 4], and bound-state QED tests based on precision spectroscopy in
atoms, molecules and highly charged ions (see, e.g., [5—10]). Moreover, in the
pursuit of testing QED ever better, substantial efforts have been made to extract
fundamental quantities such as the Rydberg constant R, and the proton charge
radius. Both can be obtained from spectroscopy of atomic hydrogen, assuming that
QED is sufficiently precise. However, when the CREMA collaboration determined
the proton charge radius from spectroscopy in muonic hydrogen (consisting of a
proton and a muon), it leads to a considerable (7¢) mismatch with the value
extracted from normal (electronic) hydrogen [11-13]. This mismatch, known as
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the proton radius puzzle, remains to be explained and requires more spectroscopic
measurements, e.g., in systems other than (muonic) hydrogen. Recent results on
muonic deuterium [14] reveal that also the deuteron radius is significantly smaller
(7.5 o) than the radius based on normal deuterium spectroscopy.

Interesting candidates for precision spectroscopy to solve this puzzle need to be
sufficiently simple for precise theoretical treatment. One example is molecular
hydrogen, made possible by recent improvements in theory [15]. Another is
He™ [16], which can be compared to muonic-He" spectroscopy [13]. The exper-
imental challenge is the short wavelengths required for excitation, which ranges
from the deep UV (= 200 nm) for H; to extreme ultraviolet (XUV, 4 < 60 nm) for
Het.

Such short wavelengths are typically obtained by frequency upconversion of
near-infrared lasers in nonlinear crystals or noble gases. One can use a frequency-
comb (FC) laser as the fundamental laser and take advantage of its excellent
spectral resolution and pulse peak power, to perform direct frequency-comb spec-
troscopy (DFCS) [17-19]. To achieve sufficient upconversion to the UV or XUV
range, several approaches have been investigated. This includes the use of enhance-
ment resonators with intra-cavity high harmonic generation [19, 20], and amplifi-
cation at full repetition rate [21, 22], typically leading to infrared pulse energies in
the uJ range.

We developed a different approach, based on amplification of only two FC
pulses, which combines precision spectroscopy with high-power laser pulses.
Amplification of only two pulses leads to orders of magnitude higher pulse energy
in the mJ range. The accuracy and resolution are recovered in this case by recording
a series of Ramsey-type signals, leading to Ramsey-comb spectroscopy (RCS). It
features a strong suppression of systematic shifts such as the AC-Stark shift and
chirp-induced effects, which are common problems in metrology experiments. The
Ramsey-comb method has previously been demonstrated in the infrared on
two-photon transitions in rubidium and cesium [23]. Recently we reported on the
extension to the deep-UV region [24], and here we present a detailed account of this
experiment. We demonstrate its potential by exciting the 4p® — 4p>5p[1/2],
two-photon transition in 3*Kr at 212.55 nm, and we also report improved isotope
shift measurements for the other isotopes.

2 Ramsey-comb Spectroscopy Principle

We recall here the key features of Ramsey-comb spectroscopy; a more detailed
description can be found in [23, 25]. As the name indicates, the method combines
Ramsey spectroscopy [26] with frequency-comb (FC) lasers [27, 28]. Excitation of
an atom or molecule is performed with two (short) coherent laser pulses that are
selected from a frequency-comb laser. The pulses can be amplified and therefore
easily frequency upconverted to cover a wide spectral range (see Sect. 4). By taking
the original pulses from a FC, their coherence can be maintained over long intervals
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(even seconds), and it becomes possible to record a series of Ramsey signals using
different pulse pairs with a delay that is a multiple of the FC pulse repetition time.
This we call Ramsey-comb spectroscopy (RCS), leading to interesting new prop-
erties compared to standard Ramsey spectroscopy.

It starts with excitation using two coherent pulses, leading to interference
between the coherent superpositions induced by each pulse. If the time delay AT
is changed between the two resonant pulses, while keeping the relative optical
phase A¢ constant, we observe an oscillation of the population | pe|2 of the excited
state according to:

Ipel? o cos (2, x AT + Ag) (1)

This Ramsey signal from two separate excitations is widely used in, e.g., atomic
clocks [29]. To extract the atomic frequency f;, one must exactly know the time
delay AT and the relative phase A¢ between the two pulses. These conditions are
conveniently met by taking pulses from a frequency-comb laser. A frequency comb
is a mode-locked laser whose spectrum comprises equally spaced optical frequen-
cies (modes) separated by the repetition frequency f.,. The modes start at an offset
feeo due to the dispersion and nonlinear effects in the cavity, leading to a spectrum of
Jo =Jceo + Nreps Where n is an integer. In the time domain, the modes interfere to
pulses with a time interval of Trep = 1/f,.,, and with a carrier-envelope phase shift
from pulse to pulse equal to Ao, = 27f oo/, frep- Bothfce, andf,., of the laser can be
actively stabilized to an ultra-stable frequency reference, e.g., a cesium clock,
leading to highly reproducible phase-coherent pulses, as required for Ramsey
spectroscopy.

For the Ramsey-comb method, we select two pulses from the FC at multiples
N of the repetition time 7, initially equal to Tyep = 1/ frep- At each macro-delay, NT,
the time delay can be adjusted on a (much) smaller scale in steps of tens of
attoseconds by tuning the repetition time Ty, of the laser. Therefore, the time
delay AT between the two pulses can be written as:

AT = NT + 6t (2)

The micro-delay o6t scan provides the right time scale to probe the Ramsey
oscillations of the atomic transition frequency. The ability to measure and combine
Ramsey fringes from multiples of NT permits a much more precise frequency
determination because the Ramsey fringes can be probed on much longer time-
scales. In addition, the frequency is determined from the phases of the time domain
Ramsey signals at each NT. Any phase shift of the Ramsey signals that is constant
for each NT will simply shift all the Ramsey fringes together, but will not affect the
extracted the frequency. Therefore, any common phase shift does not influence the
frequency determination which also enhances the accuracy (see [25]). This includes
an optical phase shift between the excitation pulses. This is initially equal to N x A
@, from the FC, but is perturbed during the subsequent amplification process. The
laser system is constructed such that this phase perturbation is constant (typically on
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the mrad level) as function of the macro-delay NT. Moreover, this also includes any
constant phase shift of the atomic phase. For example, the AC-Stark shift manifests
itself as a phase shift imprinted on the state superposition during the excitation. As
long as the excitation pulse energy is kept constant for different macro-delays, the
AC-Stark effect results in a constant phase shift of the Ramsey signals, which is
therefore eliminated in the analysis procedure. The light-shift insensitive nature of
the Ramsey-comb spectroscopy combined with high pulse energy for easy fre-
quency conversion are two key advantages compared to conventional direct
frequency-comb spectroscopy.

3 Laser System

The experimental setup is shown in Fig. 1. The pulse pairs are extracted from a
home-built mode-locked Ti:sapphire frequency comb, delivering 4 nJ femtosecond
pulses at a repetition rate of 126.6 MHz. The frequency comb is fully referenced to
an atomic Cs clock. A pulse pair is selectively amplified in a noncollinear optical
parametric chirped-pulse amplifier (NOPCPA). The NOPCPA is designed to pro-
vide high gain over a broad spectrum (hundreds of nanometers) and consists of
three passes in two BBO crystals [30, 31] (see Fig. 2). The system bandwidth is
convenient for easy tunability, as the actual amplified spectrum of the comb laser
for this experiment is only a few nm wide.

The pump laser is detailed in Fig. 2. The starting point is a SESAM mode-locked
Nd : YVOq laser producing 10 ps pulses. The pulse length is increased to 75 pico-
seconds by spectral clipping; two of them are then selected using fast modulators.
Both pulses are then amplified to the 1-mJ level in a grazing-incidence side-pumped
Nd : YVO4 bounce amplifier (detailed in [32, 33]).

In the post-amplifier, the pulse pair is further amplified to 27 mJ per pulse, using
a quasi-CW diode pumped Nd:YAG module (6.35 mm rod diameter, type number

(a)

:" [ Nd:YVO, oscillator 1»—1 Amplification + SHG PQ

To frequency

f.op, Sychronization )
rep SY up-conversion

N

i see Fig. 4
Ti:Sapphire A A A AN 11 ¢ BS o N
frequency-comb : NOPCPA "? >
—~ A® measurement

Fig.1 Ramsey-comb laser system. Details of part (a) about on the generation of the pump pulses
and on the noncollinear optical parametric chirped-pulse amplification (NOPCPA) are given in
Fig. 2. 4f-S 4f grating stretcher, BS beamsplitter
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Fig. 2 Pump laser and parametric amplification stages. Two pulses from a master oscillator
(Nd : YVO,) are selected and amplified in a double-pass bounce amplifier followed by a single-
pass bounce amplifier. The post-amplifier stage consists of two passes in a Nd:YAG module gain
medium producing pulses of 27 mJ each, which are used as the pump laser of the NOPCPA. The
amplitude of the first pump pulse is adjusted via by the rising-slope timing of a PC gate, such as the
two frequency-comb pulses have equal intensities. PC Pockels cell, LD laser diode, TFP thin-film
polarizer, 4f-S 4f grating stretcher
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REA6308-3P200H from Northrop Grumman). To obtain a top-hat seed intensity
profile for this amplification stage, the beam from the bounce amplifier is enlarged
to 6 mm, and a center part is selected with a 3.5 mm diameter iris. To prevent
diffraction hot spots, the uniform intensity profile at the iris position is relay imaged
to the Nd:YAG rod and throughout the whole amplifier. The amplifier is set up in a
two-pass configuration as illustrated in Fig. 2. A Faraday rotator is placed in
between the two passes to compensate for birefringence and to couple out the
back-reflected beam with a thin-film polarizer. The amplified beam is further relay
imaged and doubled to 532 nm to be used as the pump beam for the parametric
amplifier.

At each amplification stage of the pump laser, the second pulse is less efficiently
amplified compared to the first one due to energy depletion. There is also gain loss
from unwanted pulses that are not fully suppressed by the modulators that select the
pulses at the start of the amplifier chain. To ensure a pump pulse pair with equal
intensities in the NOPCPA, the amplitude of the first pulse is injected with less
energy compared to the second one in the bounce amplifier using the modulators. In
between the bounce amplifier and post-amplifier, the energy ratio is adjusted (cut)
again by changing the timing of the rising slope of a Pockels cell. With active
feedback on the Pockels cell timing, the intensity ratio can be controlled and kept
constant. Before seeding the NOPCPA, the Ti:sapphire laser pulses are stretched to
12 ps by adding a chirp of 1.2x 10° fs?> combined with wavelength selection of the
spectrum via a movable slit in the Fourier plane of a 4f grating stretcher. The sharp
spectral clipping of the seeding beam results in a sinc-like pulse in the time domain,
offering spectral power at its wings. These wings are strongly amplified in the
NOPCPA operating in a saturated regime. Because we use chirped pulses, the
amplification in the wings of the pulses corresponds to an enhanced amplification
of the ‘red’ front edge and the ‘blue’ trailing edge of the pulse, resulting in a
spectrum with two peaks as shown in Fig. 3. It also leads to a separation in time of
the two spectral regions and increases the total amplified pulse duration to approx-
imately 20 ps.

Only the FC pulses that overlap in time with the pair of pump pulses are
amplified in the NOPCPA. Therefore, the choice of the pump pulse pair determines
the time interval between the pair of amplified FC pulses. The FC pulses reach an
energy of 1.5 mJ each, with a spectral bandwidth of approximately 3.5 nm centered
around 850.2 nm.

The parametric amplification process and self- and cross-phase modulation
between all interacting beams can imprint a phase shift on the amplified pulses,
depending mostly on the pump intensity [31, 34, 35]. Any differential phase shift
A® between different pulse pairs can lead to a frequency shift of the excited
two-photon transition according to:

8 X AP

=" 3
2m x NT ®

af
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The factor 8 accounts for the two doubling stages to the UV (x 4) and the use of two
photons to drive the atomic transition (X 2). To measure the influence of the
amplification process on the phase of the FC pulses, we use a setup consisting of a
Mach-Zehnder interferometer in combination with spectral interferometry
[31, 35]. The two amplified pulses are combined with their respective
non-amplified FC pulses which are extracted before the amplification process
using a combination of a wave plate and polarizing cube (see Fig. 1). The spectral
interference between the amplified and original FC pulses is recorded with a
camera. From these interference patterns, the relative phase induced by the ampli-
fication can be determined.

4 Excitation Scheme

We excite the 4p% — 4p35p[1/2], two-photon transition in Kr using 50 uJ deep-UV
pulses at 212.5 nm. Two-photon spectroscopy allows the use of multiple pairs of
comb modes leading to the same total energy over many nanometers of bandwidth
leading to efficient use of power and increased signal to noise compared to
one-photon transitions. The deep-UV pulses are generated from the amplified FC
laser after successive doubling stages using thin BBO crystals (beta barium
borate—f-BaB,0y). The first doubling stage is performed in a 1-mm-thick BBO
crystal. At this stage, the entire spectrum of the fundamental light is doubled with
an efficiency of approximately 35%. We perform the second doubling with two
different BBO crystals of 0.5 mm thickness, and a phase-matching bandwidth lower
than 0.5 nm. The phase-matching angle of the two last crystals can be adjusted such
that they double independently the ‘red’ or ‘blue’ edge of the spectrum (see Fig. 4).
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Fig. 4 Fourth harmonic of the amplified FC pulses is obtained using three different BBO crystals.
The first crystal doubles the entire spectrum, the second and the third crystal double, respectively,
the ‘blue’ part and the ‘red’ part of the spectrum (see inset spectral domain). The krypton atoms are
excited in a counter-propagating configuration to reduce the first-order Doppler effect. After
ionization with a 532 nm pulse (not shown), the ions are detected after a time-of-flight mass
selector with a channel electron multiplier. BS metallic beamsplitter, 7S translation stage

Because of the cathedral-like shape of the input spectrum, this configuration still
results in sufficient intensity in the ultraviolet. The doubling in the last stage is
adjusted such that at the center wavelength of the atomic transition no light is
produced. Therefore, excitation is only possible if the ‘red’ front edge and the ‘blue’
trailing edge of the pulses overlap in time to match the transition frequency. This is
fulfilled by a combination of ‘red’ and ‘blue’ parts of the spectrum from pulses that
travel from opposite sides. It leads to two spatial positions (where ‘red’ meets
‘blue,’ and ‘blue’ meets ‘red’) where excitation takes place with a suppressed first-
order Doppler shift. At the same time, it eliminates the background signal one
would otherwise get due to (Doppler broadened) two-photon excitation from
one side.

The krypton atoms perpendicularly cross the two counter-propagating UV
beams to minimize residual first-order Doppler effects. The atoms are produced
in a highly collimated beam with a the combination of a pulsed valve and a double
skimmer arrangement (with 0.5 and 3 mm wide aperture at 3, and 25 cm distance to
the nozzle, respectively). Because of the chirp in the pulses, the ‘red’ and ‘blue’ part
of the spectrum are also spatially separated by about 6 mm. This is bigger than the
3 mm diameter atomic beam, and therefore we are able to observe the two collision
points where ‘red’ meets ‘blue,” and ‘blue’ meets ‘red’ separately (by using a delay
line in one of the UV paths to position one of them into the atomic beam).
Measurements for both collision points (which were in agreement with each
other) have been combined for the final result. After the two-photon excitation,
the atoms are state selectively ionized with a 532 nm pulse of a few mJ. It always
arrives 4 ns after the second excitation pulse because it is derived from the second
pump pulse of the NOPCPA. The generated ions are extracted by applying a 300 V
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electric potential. This extraction field operates in a pulsed mode to avoid any
DC-Stark effect. Because of the bandwidth of the excitation pulses, all isotopes of
krypton (8Kr, 82Kr, #3Kr, 8Kr, and 8Kr) are excited at the same time. Their
respective ions are separated in time by a time-of-flight (ToF) detection scheme,
after which they are individually detected with an extended dynamical range,
channel electron multiplier (EDR-CEM) detector (SJUTS ®). We used the most
abundant #*Krisotope for the determination of the absolute transition frequency and
measured the isotopes relative to this.

5 Experimental Results and Analysis

One RCS measurement consists of the observation of two scans of the Ramsey
oscillation at two different macro-delay between the deep-UV pulses. We start at
N = 2to avoid any transient effects from the first pulse influencing the signal of the
second pulse, e.g., in monitoring the pulse energy using the signal from a photodi-
ode. We choose N = 7 for the second scan as a compromise between a large time
interval AT which is beneficial for the accuracy (as for any Ramsey-type experi-
ment), and a good signal-to-noise ratio (that deteriorates for longer delays due to the
finite lifetime of the excited state of 27 ns).

An individual scan is performed by varying the repetition time of the frequency
comb over a range of 6t such that two periods of the Ramsey oscillations are
recorded with a sampling of 14 points. Each point represents an average of the
signal amplitude over 350 laser shots. We obtain a complete RCS measurement
(two Ramsey oscillations at two different N) in approximately 6 minutes, as shown
in Fig. 5. Such a recording is performed in a back-and-forth sequence, where even
numbered data points at N =2 and N =7 are measured first followed by the
odd-numbered data points at N = 7 then N = 2, to reduce the influence of drift
effects (e.g., beam pointing).

At each N, a cosine is fitted to the Ramsey-fringe based on Eq. 1. The atomic
frequency is then found based solely on the phases extracted from these fits [25]. In
the simple case when only a single transition is excited, the phase evolves linearly
with time, so that only two values of N are needed to extract the atomic frequency.
In the RCS method, the frequency is extracted modulo the frequency sampling
interval (the biggest interval corresponds to a frequency spacing of f,.,). However,
the previous determination [17] is precise enough to resolve the ambiguity. Other-
wise, repeating the measurement at different repetition rate would straightforwardly
solve it.

We will now discuss several potential sources of systematic errors.
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5.1 Amplification-Induced Phase Shifts

In order to determine that the amplification process did not alter the relative phase
between the excitation-pulse pairs, the relative phase was measured with spectral
interferometry (see Sect. 3). Even though absolute phase shifts between the ampli-
fied pulses can be on the order of 100 mrad (depending on, e.g., laser alignment), we
measured no relative phase shift within a statistical uncertainty of 1 mrad between
N =2 and N =7. This translates into an uncertainty of 35 kHz in the final
determination of the atomic frequency.

5.2 The AC- and DC-Stark Shift

The AC-Stark shift (or light shift) is a common major source of uncertainty for
high-resolution spectroscopy using high laser intensities. The atomic frequency
extracted by the RCS method is not affected by the AC-Stark shift as long as the
induced phase-shift is the same for every Ramsey scan. This is ensured by keeping
the amplitude of the infrared light-pulses stable within 1% using active feedback
via the timing of the Pockels cell gate between the bounce and post-amplifier, as
explained previously. To detect any possible residual AC-Stark effect in the UV, we
performed a conventional test by varying the UV light pulse intensity with a factor
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Fig. 6 Light-shift determination. Every point in this graph represents an AC-Stark shift determi-
nation (each based on typically 20 scans) by extrapolating the transition frequency to zero pulse
energy from pairs of Ramsey-comb measurements with 25 and 50 uJ UV pulse energy. No
frequency shift is observed within the statistical uncertainty of this measurement of 72 kHz

two (using a polarizer and half-wave plate just before the doubling stages). This
procedure also tests potential phase shifts induced in the doubling stages
itself [17]. The result, illustrated in Fig. 6, indicates no AC-Stark shift or
amplitude-related shift, within a uncertainty of 72 kHz. This uncertainty is com-
paratively large in view of the other sources of uncertainty due to a relatively low
number of measurements that were taken to determine this effect.

To extract the ionized krypton atoms for detection, electric fields are applied that
can potentially lead to a DC-Stark shift. To enable (nearly) field-free excitation, the
extraction field was operated in a pulsed mode. For this mode, we calculated a
residual electric field of at most 0.17 V/cm. No significant shift was seen when the
transition frequency was also measured in a DC electric field of 29.4
V/cm. Therefore, a negligible effect on the final transition frequency of <1 kHz
is expected under the conditions of the pulsed extraction field.

5.3 Doppler Shift

The two-photon excitation is performed in a counter-propagating beam configura-
tion in order to reduce first-order Doppler effects. To create the counter-propagating
beams, the UV pulses are split using a metallic 50% beamsplitter (see Fig. 4). When
the UV pulses combine again on the beamsplitter after one round trip through the
vacuum apparatus, the exit port shows an interference pattern depending on the
alignment of the UV beams. Perfectly counter-propagating beams cancel each other
at the beamsplitter, leading to a single dark fringe. This procedure guarantees the
collinearity of the two excitation beams with a precision better than 0.01 mrad
[36]. Such an angular mismatch can give rise to a frequency shift of 18 kHz
according to the following equation [36]:

Af =6, HXL“ (4)
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where #; < 1is the angle between the two UV beams, v is the atomic velocity and A
is the excitation wavelength. Another source of first-order Doppler shift stems from
our particular resonance condition which requires two excitation pulses with
different frequencies (to cancel excitation from a single side). Therefore, even if
the light beams perfectly overlap, they must also be exactly perpendicular to the
atomic beam. An angular mismatch of €, between the light and the atomic beams
leads to a frequency error:

o V[l cos (/2 + 6,)
c

Af = Avyy (5)
where c is the speed of light and Avyy is the frequency difference between ‘blue’
and the ‘red’ component of the spectrum. Moreover, the use of chirped pulses can
lead to a systematic effect as explained in [6], named chirp-induced first-order
Doppler shift (CIFODS). All these effects can be minimized by finding the angle 6,
for which the average first-order Doppler shift vanishes (when the UV beams are
effectively perpendicular to the atomic beam).

To find this situation, we measure the atomic transition frequency for different
velocities of the atomic beam. The velocity can be increased by using a mixture of
krypton with neon (in a 1:5 ratio) or a mixture of krypton and helium (in a 1:9 ratio).
The velocities of pure Kr and the mixtures have been measured using the approx-
imately 40 cm long time-of-flight detection setup. After the deep-UV light excita-
tion, the created ions are directed upward using an extraction field in the vertical
direction. Two deflection plates, placed on both sides of the ions trajectory, steer the
atomic beam on the detector. The velocity of the krypton atoms can then be
calculated based on the geometry of the detection setup and the applied electric
fields to steer the ions, see Fig. 7. We determined a velocity of the pure krypton
beam of 380(80), 686(60) m/s for the krypton—neon mixture, and 931(134) m/s for
the krypton—helium mixture.
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The angle between the UV beams and the atomic beam is tuned until the
difference in transition frequency between the different gas mixtures is
undetectable within the statistical uncertainty. The atomic frequency is then
extracted by extrapolating to zero velocity based on pairs of measurements with
different atomic beam velocities. Also the second-order Doppler shift was taken
into account for each velocity class, corresponding to 2.3 kHz for pure krypton,
7.4 kHz for the Kr:Ne mixture, and 13.6 kHz for the Kr:He mixture. With this
procedure, we determined the Doppler-free transition frequency to be
2820833101688 kHz with a statistical uncertainty of 58 kHz.

6 Isotope Shift Measurements

Our time-of-flight measurement enables to resolve the signals of the different
isotopes (see Fig. 8). Therefore, we can measure the signal for each isotope
simultaneously with the 34Kr signal using multiple boxcar integrators, each set on
one isotope (see Fig. 9). The isotope shiftfgsx, — fxk, 18 straightforwardly extracted
from the observed relative phase at one single N. The ambiguity of the isotope shift
frequency due to the comb-mode spacing is solved by a comparison with previous
measurements that have sufficient accuracy [17]. Some of the potential phase shifts
that could influence the measurement are common mode in the isotope shift
measurement, such as the AC-Stark shift and (to a large extent) the Doppler shift.

0.2

0.0
80K
—0.2F : 83Ky

82Kr
—0.4f

Voltage [au]

—-0.6+

-0.8

-1.0f 84Ky

I

—-800 —-600 —400 -200 O 200 400 600
ToF [ns] + 9.7 us

Fig. 8 Typical time-of-flight detection of the isotopes of krypton. The relative signal depends on
the state of the phase of their respective Ramsey oscillation. We have chosen a time-of-flight
snapshot which pattern is a close representation of their natural abundance. The large signal of the
most abundant isotope 34Kr strongly affects the operation of the detector, and therefore the signal
of isotopes arriving later. This effect can also be seen as a shift of the detector signal baseline after
84Ky
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Fig. 9 Example of the isotope shift measurements. Multiple Ramsey scans for 34Kr (solid black
line) and 82Kr (dashed blue line) for pulse pairs ranging from N = 2 to N = 7 are shown. For each
N, the signals of the two isotopes have been acquired simultaneously. Because of the difference in
transition frequency, the phases of the Ramsey scans evolve differently in time. The isotope shift
can be determined from the relative phase difference at each value of N

There is, however, an effect that does influence the measured isotope shift due to
saturation effects of the ion detector. The different bunches of ions for each of the
five isotopes are resolved in time and give rise to five peaks spanning over roughly
800 ns, as shown in Fig. 8. Each peak is equivalent to the detection of approxi-
mately 1-10 ions within roughly 20 ns. The EDR-CEM detector is not specified for
such high count rates. As a result, the signal from isotopes arriving early in the ToF
might influence the signal from isotopes arriving later. This effect potentially
distorts the Ramsey signal of the heavier isotopes. The situation is even more
subtle, because the amplitudes of the five isotopes signals evolve differently as
function of time. To estimate the influence of the detector we performed the
Ramsey-comb analysis procedure with different pulse delays (i.e., different N).
Figure 9 shows the simultaneous acquisition of the Ramsey fringes for the isotopes
82Kr and 84Kr for N = 2 to 7. The isotope shift gy, — fsok, can be extracted from
every single N scan. No systematic dependence on N has been observed for the
isotopes 80K r, 82Kr, 83Kr and 34Kr within the statistical uncertainty of 25 kHz. This
uncertainty is quadratically added with the individual statistical errors giving rise
to the following isotopes shifts: 301 847(43) kHz (f g4k, — fsokr)» 152 403(35) kHz
(Fsaxr — fsoxe) and 98 527(45) kHz (Fgax, — fykr)-

However, the 86Kr isotope is strongly affected by the detector saturation effect
due to the high abundance and therefore strong signal of the preceding 34Kr.
Significant time was spend on characterizing this effect, and an attempt was made
to model it. However, the modeling did not have enough predicting power to
improve the accuracy. Therefore, we conservatively base our error on the variation
seen between the different measurements at different pulse delays and obtain an %
Kr isotope shift of feyx, — fsexr = —136.40(0.45) MHz.
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The isotope shift uncertainties have been improved by a factor of 6.5, 4.2 and 3.7
for the isotopes 3°Kr, 8Kr and #Kr, respectively, compared to [17]. The present
86Kr isotope shift determination is less precise than the previous measurement, due
to the saturation effect discussed above.

7 Conclusion

Table 1 lists the different contributions to the atomic-frequency determination of %
Kr. The final result of the 4p® — 4p°5p[1/2], transition in *Kr, taking all
corrections into account, is $*Kr is 2,820,833,101,679(103) kHz. This corresponds
to an improvement of the uncertainty by a factor of 34. It shows that high-accuracy
spectroscopy with powerful short laser pulses down to deep-UV wavelengths is
possible, and with a suppressed AC-Stark effect.

The accuracy of the present deep-UV spectroscopy demonstration is mainly
limited by the short lifetime (27 ns) of the excited state. If Ramsey-comb pulses
with a longer time delay could be used (e.g., on longer lived states), then the
accuracy improves accordingly. This feature gives good prospects for much more
accurate spectroscopic measurements in, e.g., molecular hydrogen on the EF—X
transition, where the longest lived states (with a low vibrational and rotational
quantum number) have a lifetime of ~200 ns. Likewise, Ramsey-comb measure-
ments could improve the determination of the fundamental vibrational splitting of
H; by at least an order of magnitude compared to previous measurements [37].

The demonstrated amplified pulse energy of 1.5 mJ per pulse is also enough for
efficient HHG in gas jets, which makes RCS an interesting candidate to measure the
1S-2S transition in He™. The long lifetime of the 2S excited state (1.9 ms) is very
useful in this respect, as phase effects due to ionization in the HHG process can be
avoided by choosing the pulses at least 200 ns apart. Each laser pulse then sees a
fresh gas sample from the jet, and therefore a constant phase shift in the HHG
process. Such a measurement could provide important new data to the proton radius
puzzle, as the transition can then be compared to spectroscopy of muonic He™
ions [13].

Table 1 Summary of the measurement result of the 4p% — 4p>5p[1/2], two-photon transition in
84Kr. The values listed here are in kHz, and the value in brackets denotes the 1o statistical
uncertainty. The listed 3*Kr transition frequency is Doppler-free as explained in Sect. 5.3

84Kr transition freq. 2820833101688 (58)
AC-Stark shift —13 (72)
Laser phase shift 1 (35)
Zeeman shift 3 (13)
Detector saturation 0 25)
Total 2820833101679 (103)
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Phase-Stable, Multi-pJ Femtosecond Pulses
from a Repetition-Rate Tunable Ti:
Sa-Oscillator-Seeded Yb-Fiber Amplifier

T. Saule, S. Holzberger, O. De Vries, M. Plotner, J. Limpert,
A. Tiinnermann, and 1. Pupeza

Abstract We present a high-power, MHz-repetition-rate, phase-stable femtosec-
ond laser system based on a phase-stabilized Ti:Sa oscillator and a multi-stage
Yb-fiber chirped-pulse power amplifier. A 10-nm band around 1030 nm is split
from the 7-fs oscillator output and serves as the seed for subsequent amplification
by 54 dB to 80 W of average power. The pJ-level output is spectrally broadened in a
solid-core fiber and compressed to ~30 fs with chirped mirrors. A pulse picker prior
to power amplification allows for decreasing the repetition rate from 74 MHz by a
factor of up to 4 without affecting the pulse parameters. To compensate for phase
jitter added by the amplifier to the feed-forward phase-stabilized seeding pulses, a
self-referencing feed-back loop is implemented at the system output. An integrated
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out-of-loop phase noise of less than 100 mrad was measured in the band from
0.4 Hz to 400 kHz, which to the best of our knowledge corresponds to the highest
phase stability ever demonstrated for high-power, multi-MHz-repetition-rate
ultrafast lasers. This system will enable experiments in attosecond physics at
unprecedented repetition rates, it offers ideal prerequisites for the generation and
field-resolved electro-optical sampling of high-power, broadband infrared pulses,
and it is suitable for phase-stable white light generation.

1 Introduction

Around the turn of the last century, the generation of visible/near-infrared
few-cycle pulses became a matter of course in laser laboratories. The ability to
control the electric field of such pulses enabled ground-breaking applications like
high-precision frequency comb spectroscopy [1] and led to the establishment of
new research fields like attosecond science [2, 3]. Titanium-sapphire (Ti:Sa) oscil-
lators can be considered the workhorse in this field, since they are the most
widespread technology employed to seed laser systems generating phase-stable
few-cycle pulses. Important contributions to the success of these oscillators are
their large optical bandwidth, leading to the direct generation of few-cycle pulses,
and the excellent phase stability achievable with feed-back [4] and feed-forward
stabilization schemes [5]. However, a major drawback of Ti:Sa amplifiers is the
high thermal absorption and thermal lensing in the gain medium, which restricts the
average powers to a few tens of Watts even with cryogenic cooling [6], thus
limiting high-pulse-energy operation to repetition rates significantly lower than
1 MHz. Recently, Yb-based laser technology has rapidly progressed as a powerful
competitor to the well-established Ti:Sa technology. The superior thermal proper-
ties of Yb-doped active media enable an improvement of several orders of magni-
tude in terms of average power [7-11]. To overcome the disadvantage of a
significantly narrower gain bandwidth, several post-amplification nonlinear pulse
compression techniques have been developed [9-14]. Recently, from an Yb:YAG
thin-disk oscillator followed by two nonlinear compression stages, pulses of 2.2
cycles with 6 W of average power at a repetition rate of 38 MHz and with a phase
jitter of 270 mrad (out-of-loop phase noise integrated in the band between 1 Hz and
500 kHz) were demonstrated [10].
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In this study, we combine a feed-forward stabilized Ti:Sa master oscillator with
an Yb-fiber power amplifier, resulting in a high-power, ultrashort-pulse laser
system with several unique advantages for electric-field-resolved metrology.
First, the high phase stability achieved with the Ti:Sa frontend is largely preserved
upon amplification of a 10-nm band around 1030 nm by about 54 dB to 80 W.
Additional phase fluctuations introduced by the multi-stage, chirped-pulse amplifier
(CPA) and by subsequent nonlinear compression to about 30 fs were compensated
for by a feed-back loop, resulting in an unprecedentedly small overall phase jitter of
the high-power pulse train of less than 100 mrad (out-of-loop phase noise, inte-
grated in the band between 0.4 Hz and 400 kHz). Due to its phase stability, this
source is particularly well suited to drive cavity-enhanced high-order harmonic
generation (HHG) for the generation of extreme ultraviolet (XUV) frequency
combs [15, 16] and of XUV attosecond pulses [16—18]. Second, the master oscil-
lator power amplifier (MOPA) approach readily enables the use of a high-frequency
pulse picker after the low-power oscillator [19], allowing for a tunable repetition
frequency (18.5, 24.7, 37 and 74 MHz). And third, the Ti:Sa oscillator produces a
74-MHz train of 7-fs pulses, inherently synchronized with the pulses amplified in
the Yb-fiber CPA. These could be used for instance as a pump in time-resolved
photoelectron emission microscopy [20], where attosecond XUV probe pulses are
generated with the CPA output. Another application could be electro-optical sam-
pling of broadband infrared radiation [21] generated with the CPA output, where a
repetition-rate ratio of a factor of 2 between the sampling pulses and the long-
wavelength field enables ultralow-noise lock-in detection [22].

2 Experimental Setup

The experimental setup is shown in Fig. 1a. The Ti:Sa frontend provides 7-fs pulses
with 200 mW of average power at 74-MHz repetition rate. The 10-nm band around
1030 nm carries 300 pW of average power and acts as the seed for the Yb-fiber
amplifier. In a first step, the repetition rate is (optionally) reduced by a fast acousto-
optic modulator (AOM) pulse picker, and the resulting pulses are amplified to
150 mW and stretched to around 200 ps by a chirped fiber Bragg grating [19]. To
minimize additional intensity and phase noise, the pulse picker is operated in
synchronicity with the repetition rate as described in [19]. After phase stabilization
by an acousto-optic frequency shifter (AOFS) operated in the feed-forward stabi-
lization scheme [5], the subsequent amplification stages and the compression
comprise two Yb-large-pitch-fiber (LPF) amplifiers [23], two grating compressors
and a rod-type large-mode-area (LMA) fiber for spectral broadening, followed by a
chirped-mirror compressor.

To fine-tune the pulse duration at the CPA output, the pre-compressor is motor-
ized to control the distance of the gratings. It only influences the pulse duration of
the stretched pulses by up to 10 ps and allows for stable and precise control of the
output pulse duration. The estimated B-integral of the system amounts to around
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0.1 rad irrespective of the setting of the pre-compressor. The dispersion of the
gratings is matched up to the sixth order.

The overall phase noise at the exit of the system is measured with two indepen-
dent f— 2f interferometers [24]. The first interferometer (in-loop) is used to generate
a feed-back error signal which is combined with the original feed-forward stabili-
zation by adding a frequency modulation to the RF signal used to drive the AOFS
(signal 3 in Fig. 1) and thus also a phase modulation (see phase along the black lines
in Fig. 1b, c¢). The second (out-of-loop) interferometer is used to determine the
actual phase noise outside of the locking loop.

The amplification process contains several potential phase noise sources, includ-
ing amplification noise [25], grating jitter (mechanical and air fluctuations) [26] and
residual noise during the pulse picking in the AOM [19]. Furthermore, the mechan-
ical jitter in the interferometers themselves and the supercontinuum generation
necessary for f — 2f detection add to the measured phase noise [27].

The MOPA system is capable of delivering a 250-fs (all pulse durations are
given in full width at half their intensity maximum), 80-W pulse train at repetition
rates ranging from 74 MHz down to 18