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Preface

The International Federation for Information Processing (IFIP) Working Group 8.5
(Information Systems in Public Administration) is very pleased that the dual IFIP
EGOV-EPART 2017 Conference was hosted this year in St. Petersburg – the second
largest city and the cultural capital of Russia – at the State University of Information
Technologies, Mechanics and Optics (ITMO University). Университет ИТМО (ITMO
University in Russian) is one of Russia’s National Research Universities and one of the
Russian universities selected to participate in the “Russian Academic Excellence
Project 5-100” by the government of the Russian Federation so as to improve its
international competitiveness among the world’s leading research and educational
centers. It specializes in information technology, optical design, and engineering and
has 11,200 students, of whom 1,500 are foreign students from 71 countries. This made
it an ideal place for the 2017 IFIP EGOV-EPART Conference.

The IFIP EGOV-EPART Conference presents an opportunity for researchers and
experts from all over the world to meet and exchange current ideas and research on a
range of issues addressed in the tracks on e-government, e-participation, open gov-
ernment, open and big data, policy modeling and informatics, and smart governance,
government, cities, and regions. The papers submitted contain current research findings,
implementations, ongoing research, methodological and theoretical issues, as well as
critical reflections. Authors also cover emerging and special topics, provide models, and
help visualize the data and results obtained. A PhD Colloquium offers students the
opportunity to present their work; they benefit not only from the feedback and guidance
given by senior scholars, but also from other researchers’ experiences, cross-disciplinary
inspiration, and the networking opportunities.

This volume of the IFIP EGOV-EPART proceedings contains the full papers from
the “eParticipation” track and the “Policy Modeling and Policy Informatics” track.
Following a double-blind peer-review process, the papers from these two tracks were
finally accepted for this volume.

eParticipation is the use of information and communication technologies (ICT) to
enhance political participation and citizen engagement, but is by definition a multi-
disciplinary field of study, and the papers from the “eParticipation” track present recent
developments drawn from several technical, political, and social areas. The authors
who submitted to this track describe new and innovative developments in this
expanding discipline, and focus on research topics such as citizen engagement in public
affairs and public participation facilitated by information and communication tech-
nologies. The “Policy Modeling and Policy Informatics” track focuses on supporting
public policy making using innovative ICT and involving relevant stakeholders. The
papers accepted to the “Policy Modeling and Policy Informatics” track look at public
policy-making with innovative ICT that involves the relevant stakeholders, policy
analysis, programming, conceptual modeling, and visualization of simulation models.
While both these tracks highlight the importance of theoretical foundations, critical



reflections, and implementations, they address in particular the importance of inter-
disciplinary research and the use of existing concepts and approaches combined in
innovative ways to achieve powerful, transparent, participative, data-driven, and col-
laborative solutions. Thus the research made available in these tracks is not just
multidisciplinary, it is also complex, as it considers different political, economic, social,
human, and technical aspects.

Several authors focus on methodological issues. Amizan Omar, Vishanth Weer-
akkody, and Uthayasankar Sivarajah consider the performance metrics necessary for
evaluating participatory budgeting based on multiple channels. Such participatory
platforms are important as they foster citizen engagement and aim to have sociopo-
litical impact, but determining the success of such an initiative and platform requires
the development of criteria to evaluate it accordingly. Other authors, such as Magnus
Adenskog and his colleagues, consider both the potential and the risks of using the
living lab approach to evaluate mobile participation by focusing on a Täsä, a new
mobile application that enables interaction between citizens and city authorities in
Turku, Finland. Kevin Klamert and Sander Münster look at gamified tools and methods
for fostering public participation in urban planning. They suggest that playful formats
as well as gamification and serious gaming may improve public participation, and
provide insights for the design of participatory platforms.

In terms of practical implementations of eParticipation, Uwe Serdült and Thomas
Milic consider e-voting in Switzerland for citizens living at home or abroad. Using
structural equation modeling, they analyze a survey on e-voting recently conducted in
Switzerland to consider the important issues of digital divide and trust associated with
e-voting. Using the concept of crystallization, a metaphor borrowed from chemical
engineering where the aim is to produce highly purified and ordered crystal lattices
from raw materials, Guoray Cai, Feng Sun, and Jessica Kropczynski look at how local
(political) knowledge can be “crystallized” to support informed public participation.
Using a case study (a community issue about inflationary tax indexing), they show how
community-level, panel-based deliberation can be “crystallized” into knowledge to be
extracted and used for decision-making in the public domain. Just as important is the
presentation of ongoing work, such as that by Lyudmila Vidiasova, Dmitrii Trutnev,
and Evgenii Vidiasov, who analyze the factors that impact the development of
e-participation in Russia, or by Aggeliki Androutsopoulou, Yannis Charalabidis, and
Euripidis Loukis, who consider how ICTs and social media help the transfer and
exchange of knowledge as well as interaction for the development of effective public
policies in a democracy.

Focusing on data-driven policy making and modeling, Anne Fleur van Veenstra and
Bas Kotterink consider the policy lab methodology to support data-driven
policy-making, that is, the collaboration between citizens and public administrations
so as to co-create policy. They first identify innovations in data-driven policy-making,
then map them to the stages of the policy cycle, and find that most innovations focus on
the use of new data sources and that methodologies to capture the benefits are still
“under development.” Cesar Renteria and Ramon Gil-Garcia study the concept of
policy analysis and find that it is associated with many different terms and meanings.
This has led to conceptual ambiguity, and they use the Min-Max strategy of concept
formation to provide conceptual clarity to help future research in this area. Bernhard
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Waltl and his colleagues consider to what extent the outcome of appeal decisions based
on the German tax law can be predicted. Predicting the outcome or the probability of
winning a legal case has always been highly attractive in legal sciences and practice,
and they present their research based on a machine-learning classifier to predict the
outcome of cases.

Critical approaches and reflections are always important. Wouter Bronsgeest, Rex
Arendsen, and Jan van Dijk study a selection of evaluation reports of e-government
projects, and point out that such projects are not only often poorly evaluated but also
poorly governed, thus do not achieve the aim of participatory e-government. They
highlight the importance of the evaluation of projects, but also the need for co-creation
in such projects and the involvement of stakeholders. Co-creation is certainly an
important aspect of e-participation and policy-making, but Mila Gasco-Hernandez,
Rodrigo Sandoval-Almazán, and Ramon Gil-Garcia also consider the role of the
intermediaries involved in innovation and innovative processes. In particular large
e-participation initiatives need to be considered carefully, and Alessio Braccini,
Tommaso Federici, and Øystein Sæbø investigate the Movimento 5 Stelle, which has
gained huge momentum and has become an important dimension of the Italian political
sphere.

We hope you enjoy reading these papers! The editors would like to take the
opportunity to thank not only the authors who contributed their work, but also those
who helped to make this year’s conference successful: the participants, the organizing
team, and, of course, the hosts Dimitrii Trutnev and Andrei Chugunov from ITMO
University.

July 2017 Noella Edelmann
Peter Parycek

Yannis Charalabidis
Andrei V. Chugunov

Panos Panagiotopoulos
Theresa A. Pardo

Øystein Sæbø
Efthimios Tambouris
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Developing Criteria for Evaluating a Multi-channel
Digitally Enabled Participatory Budgeting Platform

Amizan Omar1(✉) , Vishanth Weerakkody2 , and Uthayasankar Sivarajah1

1 Brunel University London, Uxbridge, UB8 3PH, UK
amizan.mohamedomar@brunel.ac.uk

2 University of Bradford, Emm Lane, Bradford, BD9 4JL, UK

Abstract. “Enabling Multichannel Participation through ICT Adaptations for
Participatory Budgeting ICT-enabled platform” (EMPATIA) is a multi-
channel participatory budgeting (PB) platform that represents a significant
social innovation process of democratic deliberation and decision-making,
involving citizens within complex public-institution structures. EMPATIA
was targeted to deliver socio-economic and political benefits, such as
enhancing citizen-government engagement, increasing public value through
PB process, promoting ‘inclusiveness’ among the marginalized groups of citi‐
zens, and impeding political discontent that underpins distrust and scepticism
towards the government. The attainment of these benefits will be driven by the
EMPATIA’s performance. Hence, a performance measurement tools is needed
to enable assessment of EMPATIA, empirically. With an aim to propose an
integrated performance evaluation metrics, this study presents a set of assess‐
ment criteria for multi-channel digitally enabled PB service platforms – espe‐
cially EMPATIA. Findings from a qualitative, multi-strategies research
approach suggest that the metrics should include five key technical and non-
technical performance indicators, to be used as the basis for the development
of future evaluation instruments. Of major signposts, the metrics would inform
key performance aspects to be considered during the PB platform develop‐
ment, and evaluated to indicate the PB platform performance.

Keywords: Digitally enabled services · Participatory budgeting · e-government ·
Public sector · Evaluation

1 Introduction

The emergence of Participatory Budgeting (PB) programs in the public institutions
were often linked to the increasing pressures imposed by the stakeholders including
the governments, citizens and non-governmental organizations (NGOs). The central
target is to provide opportunities for citizens to deliberately negotiate over the
utilization and allocation of public money [1]. Besides fostering citizens’-govern‐
ment engagement and increasing transparency in public service delivery, sublimi‐
nally PB has potentials to educate and empower the citizens, especially those niches.
Traditionally, low-income and low-level of formal education citizens refrained
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themselves from involving in the government-related decision-making activities. By
empowering them, the government could expand outreach and enhance the quality
of democracy [1]. Acknowledging these potentials, PB could be a tool for more
inclusive and accountable governance, contributing towards a higher public value [2,
3]. Many public institutions use social media (e.g. Facebook, Twitter) to engage with
their citizens [4, 5]. Nevertheless, such alternatives constraint the citizens’ empow‐
erment process [6, 7] due to the absence of real-time process and the “virtuous
circles” [8, 9]. Hence, the need for a digitally-enabled PB platform triggers, leading
to the development of EMPATIA (Enabling Multichannel Participation through ICT
Adaptations for Participatory Budgeting ICT-enabled platform).

EMPATIA was developed under the framework of European Union’s innovation
and research programme i.e. Horizon 2020. Its ultimate aim is to benefit global society
and democracy [10]. The platform integrates the existing e-government platforms, and
adds new features such as auto generation of data and visualization, voting systems and
opinion mining to accommodate the desired PB function and enhance performance. It
was hoped that these features would entice its adoptions, thus help to achieve the policy
objective. However, the failure of past e-government platforms due to the scarcity of
adoptions had triggered a risk to EMPATIA. To mitigate such risk, the critical perform‐
ance indicators need to be identified. Hence, an objective and a cohesive evaluation
metrics is needed to facilitate such action – which is what this study attempts to propose.
The rest of this paper is organised as follows. Following this introduction, the paper
presents the conceptual background discussing the significance of digitally enabled
platform and participatory budgeting. Then, a description of the methodological
approach was outlined, entailed by the discussion on the EMPATIA’s evaluation
metrics. Finally, the paper concludes by highlighting the expected impact of the
EMPTIA platform and way to move forward.

2 Conceptual Background

Digitally enabled service transformations offers vast potentials to create self-sustaining
change in a broad range of connected technology, universal culture, and closely-linked
communities [11, 12]. Explicit growth of digitally enabled services in public institutions
was flourished by the expectancies to enhance governance process, increase citizens’
participations, and break the siloes between public institutions [12]. Such trend is also
affiliated to the impact of communication technology advancements [3]. Many do not
realized that the phenomenon partly caused by the New Public Management (NPM)
movement [12]. NPM had redefined public services and government-citizens’ relation‐
ship, raising expectations on service standard and quality [13]. The scenario increases
adoption of private sectors’ practices, including computer-aided services that sublimi‐
nally deter democratic values by treating a citizen as a customer and imposing charges
for rendered services. Next, the focus was shifted towards the quality of governance,
where the concept of “participation” was introduced [14]. Such concept urged revitali‐
zation of the public sector’s roles through “partnerships” between government-citizens
to improve social well-being and the quality of public administration, leading to the

4 A. Omar et al.



emergence of the participatory budgeting (PB) concept [13]. Meanwhile, the evolution
of technology, increasing demands/expectations of the civil societies and complex polit‐
ical inferences prospers the growth of digitally-enabled services in public institutions
[15]. The growth was also due to the over-arching economy pressures, which has chan‐
nelled the focus of service delivery from public value (PV) creation (evaluated against
services, outcome and trust) to cost feasibility [16]. Along the same line, the PV concept
was argued as mimicking the definition of ‘perceived value’ in the marketing discipline.
As such, it was claimed that the PV theory was unfit to evaluate the actual ‘value’ created
by the digitally-enabled services – as the value was partly attributed to the information
quality, system quality and service quality. In this perspective, the value is an antecedent
determining satisfaction and trust among the users that will lead to re-use intention and
increases usage level that characterized the IS success [16].

The e-voting feature in EMPATIA is claim as the main PV determinant. Besides
promoting citizens’ empowerment, such feature facilitates political inclusiveness, while
reducing contentment. Scholars have different views on how the introduction of an
online platform for participation will affect the citizens, politically. Evidence shows that
the introduction of an online platform for participation will encourage citizens’ partic‐
ipations [17]. Nevertheless, the digital divide advocators suggest that due to unequal
access to the internet, the online PB platform will increase the involvement number of
“economically advantaged groups” (i.e. people from the middle class to high-income
groups) – who are already politically active, hence has a null effect on the politically-
excluded group [18]. Instead, it will further empower the groups who are already
resourceful and determined to participate. As the effect varies, this aspect worth an
assessment. To enable the strategy development for the ‘politically excluded’ groups,
citizens’ demographics information (e.g. income group, age, education level) and their
motivation underpinning the system usage need to be retrieved. On top of the “inclusion”
issue, the rising tide of discontentment in the global political landscape has aroused anti-
politics orientation among the citizens [19]. This scenario creates the feeling of unrep‐
resented in politic, unheard by the politicians, excluded due to social class and
constrained opportunity to influence political decisions [20]. These feelings are often
expressed in negative sentiments towards politicians, political institutions or politic per
se, creating a gap between citizens and politically linked process, institutions or indi‐
viduals [21]. Noting its ability to facilitate transparency and efficient execution of insti‐
tutional roles, hypothetically, such issue can be reduced by PB implementation [22] –
hence, should also be included in the metrics for evaluation.

3 Methodology

The overall methodological approach adopted to develop the EMPATIA’s evaluation
metric was based on qualitative approach. It was stated the use of a single strategy limits
data richness about certain phenomenon, and therefore the combination of strategies in
a single research allows the weaknesses of certain strategy to be complemented by others
[23]. Thus, a combined strategy of state-of-the-art literature review (secondary
research), expert views mining and focus groups were used to collect data on the

Developing Criteria for Evaluating a Multi-channel Digitally Enabled Participatory 5



potential key performance indicators that will allow objective assessment of the online
PB platform from the users’ point of view. Besides rich in data, such combination also
facilitates the data triangulation process, which underpins the rigorousness of
research [24].

The process started with a comprehensive state-of-the-art literature review (SOTA
LR) and archival research on the relevant public sector - technology adoption and diffu‐
sion reports and publications. Using the thematic analysis approach, the investigation’s
results were classified into two types of indicators - i.e. technical and non-technical,
followed by an evaluation on its context-suitability against PB platform (i.e.
EMPATIA). Next, a group of 20 experts dominating various roles across public and
private sectors in several European countries were identified and invited to present their
views towards PB platform in the two series of online ‘expert mining sessions’. They
include the renown IS/IT/e-Government/Public Administration scholars, public sector
employees (i.e. council staff and policy makers) and private sector practitioners (e.g. IS/
IT consultants/contractors/consortiums) who have vast experience and specialities
related to the PB platform. The findings from SOTA LR were used to stimulate the
experts’ discussions and help to clarify certain issues. The outputs from the two sessions
were used to structure an agenda for the subsequent focus group. Although it is not
necessarily required [25], it was acknowledged that the agenda had elucidated themes
for probing during the focus group sessions, which were held in three countries. Each
session involves ten participants consisting the municipality staff, consortium members
and public representatives (i.e. citizens). Finally, the findings were analyzed and trian‐
gulated to form a list of KPIs (and sub-indicators) that could facilitate an objective
assessment of the PB platform’s performance.

4 Proposed Evaluation Metric

The process of making decisions pertaining budget allocations is part of the govern‐
ment’s primary role. Hence, the implementation of a multi-channel digitally enabled PB
platform, or in this context EMPATIA - implied that such role is about to be heavily
determined by the citizens. In this case, the proposed evaluation metric for the platform
should be more incline towards the citizens’ interests. As stated in the earlier section,
the platform was aimed to define a new form of democracy for the 21st-century nations
and will be available freely for everyone to use. For such purpose, EMPATIA will be
piloted in three different countries – each with unique requirements, scenarios, and users.
Ideally, the platform should be assessed differently (i.e. according to their specific
context). Nevertheless, the development of a generic evaluation metric is required as a
performance baseline. Hence, this section presents the evaluation metric for EMPA‐
TIA’s performance assessment, developed based on the synthesis of findings derived
from data collection strategies that were described in Sect. 2. The metric is displayed in
Table 1. While the technical indicator focuses on the operation and performance of the
platform’s “network” and “architecture”, the non-technical indicator evaluates the
social-economy, behavioral, political and process aspects of the platform.
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Table 1. KPIs for EMPATIA platform

Aspects KPIs Descriptions
Technical Technical To measure the network and architectural service

performance of the platform
Non-Technical Behavioral To measure the citizens’ acceptance and satisfactions

derived from the platform usage
Socio-Economic To identify the socio-economy factors influencing

citizens’ decision to use the platform
Political To indicate the level of ‘inclusiveness’ (who participate

in the PB process) and political alienation (unhappy or
dissatisfy with certain aspects of society) from the
platform use

Process To identify the ‘process’ factors influencing citizens’
decisions to use the platform

4.1 Technical KPIs

Data syntheses suggest that ‘technical indicator’ is highly important for the measurement
of the platform’s technical-related performance. It is particularly critical, since the plat‐
form will be implemented across various contexts. Besides enabling the troubleshooting
process, the indicator helps to determine the root of discrepancies in four dimensions:
performance, usability, maintenance, and monitoring – adapted from the “Systems and
software engineering - Systems and software Quality Requirements and Evaluation
(SQuaRE) - System and software quality models”, as outlined in ISO/IEC 25010:2011.
Although SQuaRE proposes the assessment of all characteristics its two models of
“quality in use” (focus on the outcome of interaction) and “product quality” (focus on
the software’s static properties and system’s dynamic properties), findings suggest that
only five characteristics (from the “product quality” model) are relevant to the research
context [26]. The technical KPIs for EMPATIA are listed in Table 2.

Table 2. Technical KPIs selected for EMPATIA

Characteristics Sub-characteristics
Performance Efficiency Time behavior; Resource utilization
Usability Accessibility
Reliability Maturity; Fault tolerance; Availability; Recoverability
Security Confidentiality; Non-repudiation; Integrity; Accountability
Maintainability Modularity; Adaptability; Reusability; Install-ability;

Modifiability

4.2 Non-technical Indicator: Behavioral

The behavioral indicator is one of the non-technical KPIs selected to indicate the PB
platform’s performance. The sub-indicators under the behavioral indicator category are
proposed based on the findings of the literature review. It was discovered that various
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models/theories were introduced to facilitate investigations on the reasons underpinning
technology acceptance among the users. Nevertheless, user satisfaction remains as a
central focus in all approaches. Against this backdrop, a theory known as ‘Unified
Theory of Acceptance and Use of Technology (UTAUT) was developed to integrate
eight ‘technology acceptance and use’ theories such as Theory of Reasoned Action
(TRA) and Technology Acceptance Model (TAM), and used to explain the relationship
between users’ intentions and their subsequent usage behavior [27].

Although many argue that the IS design, implementation strategy, and usage level
are the important determinants for IS success, Bailey and Pearson [28] suggest that ‘user
satisfaction’ is the key driver for the IS usage, which leads to its success. Next, Tech‐
nology Acceptance Model (TAM) that encapsulates ‘user involvement concept’ was
introduced [29]. TAM demonstrates how perceived usefulness and ease of use; as well
as attitudes and behavioral intentions resulted into IS adoption. This indicates that user
involvement is key to IS success. Such insight was incorporated in the Information
System Success Model (ISSM), where success was attributable to the information
quality, system quality, use, user satisfaction, individual impact and organizational
impact [30]. According to ‘perceptions regarding information privacy’ theory, system
security and information privacy are two other critical factors affecting users satisfaction
on IS usage, thus worth evaluation [31]. Hence, it is proposed that the PB platform
behavioral model to include concepts from UTAUT, ISSM and ‘perceptions regarding
information privacy’ theory, and used these concepts as sub-indicators for evaluation
purpose.

4.3 Non-technical Indicator: Socio-Economy

In a study that investigates citizens’ perspective toward digitally enabled public service,
three indicators i.e. technical, social and economy were combined to assess the socio-
economy impact [see 32]. As this evaluation metric will be used in the same context of
digitally-enabled service, the same indicators will be used to evaluate the PB platform
performance from the socio-economy perspective. However, since the technical evalu‐
ation will be conducted separately, the metric for socio-economy impact will be limited
to social and economy indicators, as outlined in Table 3.

Table 3. Proposed KPIs for EMPATIA’s socio-economy assessment

Sub-indicators Components of assessments Focus of assessment
Social Openness Transparency

Trust Trust in the internet;
Trust in the government’s organization

Economy Cost saving Money saving; Time saving

4.4 Non-technical Indicator: Political

Political indicator is important to enable the evaluation of the PB platform’s impact on
the evolution of internal and external efficacy of users and overall trust in democratic
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institutions. Such evaluation can be performed by assessing the “inclusiveness” (i.e. to
investigate participants’ profiles), and “Political Alienation” (i.e. to investigate partici‐
pants’ “incapability” and “discontentment”) [32]. Two types of political alienation are
identified as incapability and discontentment [33]. Incapability refers to efficacy (either
internal efficacy i.e. citizens’ self-assessments of their own political judgments, or
external efficacy i.e. citizens’ perceptions on how they influence the political decisions),
and discontentment (i.e. negative affectation towards political objects, explaining why
people believed that certain government policies are biased, or why they distrust political
authorities). Restoration of trust towards government’s integrity in the decision-making
processes is vital to remedy these situations [33]. As a platform that encourages trans‐
parency in public-budgeting processes, PB is advocated as a tool to fix the integrity
issues, and subsequently enhance trust towards the government. Thus, a metric to eval‐
uate such political aspects of PB platform performance, should consist of two main types
of indicators – (1) internal and external efficacy and (2) anti-politics (measures of trust),
where comparison of the users’ attitudes post PB platform usage with the baseline atti‐
tude of the random population in the same region is required to allow an objective
assessment.

4.5 Non-technical Indicator: Process

Process indicator is a required to assess the level of process standardization during the
pilot implementation. It was proposed that the process indicator should outline the basic
requirements for the pilot implementation (i.e. to start the pilot), and criteria to exit the
pilot (i.e. to stop the pilot) against user and process perspectives. Hence, the aspects to
be considered in the evaluation metric under this indicator are listed in Table 4.

Table 4. Proposed indicators for EMPATIA’s process assessment

Perspectives Focus of assessment
User Usability; Satisfaction; Reliability
Process Anonymity of sensitive data; Encryption of Sensitive data and communication;

Data storage in a physically secured location; Data Security; System development
cost; Time for decision making process; Local government resources committed
for the new system; Learning time for new system use; Time-to-staffs: Meeting
the staff and starting the examination; Waiting time for decision; Number of staff/
public involved in the pilot; Conformance to decision

5 Conclusions

The ‘participatory budgeting’ (PB) concept was introduced against the backdrop of a
contemporary public administration to provide a platform for citizens to involve in the
public budgeting process. In general, PB was targeted to improve the quality of public
services and social well-being. With the emergence of new technology, the digitally
enabled PB platform has sheds new lights in fostering better citizens-government
engagement and broadening social-political impacts (e.g. improve economy conditions,
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enhance education level and flourish democracies). Nevertheless, the attainment of these
desires is conditioned by the platform’s success – measured by its level of usage. Usage
is determined by series of the cause-effect relationship. The process started with gaining
value from the services, which raises satisfaction level among the users, producing the
‘re-use intentions’. Hence, value creation (often linked to the service performance) is
essential to ensure the PB platform’s success. To do so, the KPIs representing the PB
platform’s performance need to be identified, followed by the metric for evaluation.
Since the existing models or theories offer limited scope of evaluation, this study
proposes a new evaluation metric for the PB platform, outlining the technical and non-
technical KPIs, developed against the context of EMPATIA. The metric served as a
basis for the evaluation’s instruments development in a near future, where the platform’s
performance result will be obtained. Besides signposting numerous potential practical
and theoretical insights, the evaluation’s outcomes will assist interventions, thus help to
promote the success of the digitally enabled PB platform.
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Abstract. Living labs as a research approach have been said to hold
many promises regarding the evaluation of state-of-the art technologies
in real-world contexts, for instance by allowing close cooperation with
various stakeholders. At the same time, a living lab approach is connected
with substantial complexity and increased risk. This paper elaborates
on a conducted living lab with the objective to explore challenges and
opportunities of mobile participation. For this purpose, a novel mobile
application enabling interaction between citizens and city authorities was
tested over a period of five months in Turku, Finland. In this paper, we
describe identified risks associated with a living lab approach to mobile
participation research. We conclude with an overall evaluation regarding
the appropriateness of the living lab approach within the e-participation
research field and provide recommendations on how to balance potential
and risk in future projects.

Keywords: Mobile participation · Citizen participation · Urban
planning · Living lab · Trust

1 Introduction

Governments around Europe are trying to improve ways to integrate citizens
in public decision-making processes [15]. Hopes have been placed especially in
information and communications technologies to broaden the scope of involved
citizens [21]. Most recently, great expectations have evolved around smartphones
as platforms to achieve these aims. Always carried along, they offer affordances
to participate wherever and whenever, including reflecting on a topic in situ [12].
Besides written comments, phones also enable the supply of sensor data such as
GPS. Nonetheless, the urban governance and planning applications have yet to
exploit this potential [7,9].
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To take a step further in exploring advanced mobile participation, our
research group set the task to define the pre-requisites (e.g. [8]), build a work-
ing prototype, and test it in a living lab. The Täsä app (here in local dialect)
was tested in real-world circumstances in Turku, Finland, from May to October
2015.

‘Living lab’ is a research and innovation methodology that entails involving
end users in an early stage of the research process as well as conducting exper-
imentation in real-world contexts rather than in a controlled setting [1]. As a
research approach, living labs suggest a lucrative opportunity for studying the
impact of state-of-the-art technologies in real-world contexts. Optimally they
may provide great potential for scientific discoveries as well as the development
of applications and practices. This opportunity stands in contrast to much of
the existing research on e-participation and democratic innovations, which con-
centrates either on experimental research conducted in controlled environments,
and addressing specific research questions (e.g. mini publics, deliberative polls,
online discussion experiments), or research on real world e-participation cases,
but based on broad evaluative frameworks (e.g. studies of e-petitioning websites,
everyday talk etc.). While the first category might have access to state-of-the-
art technologies, it tends to lack applicability [17]. The latter category, on the
other hand, suffers from a reactive approach to the current practices, limiting its
perspective on real-world complexities to a frame based on previous knowledge,
and lacking access both to the most promising technologies and to the most
challenging forms of participatory governance.

Against this backdrop, it is evident that a living lab approach offers important
advantages for e-participation research, combining state-of-the-art technology,
collaborative project design between practitioners and researchers, and imple-
mentation in real-world context [3]. However, living labs are also associated
with increased risk. Emerging technologies might cause usability problems, and
real-world circumstances might have more complex settings than expected, both
causing vulnerabilities. Hence, implementing a living lab entails a balancing act
between potential and risk.

In this paper, we reflect on our living lab experience in studying the impli-
cations of the newly introduced mobile participation app Täsä. The project
produced valuable insights on how a mobile setting can enrich participatory
planning. In this paper, we focus on the identified risks of a living lab approach,
which constitute an important part of our overall results. We conclude with
recommendations to future developers of mobile participation processes.

2 Running the Living Lab

In this chapter, we outline the main features of Täsä, who used it and the
collaboration with the municipality.
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2.1 Täsä Application

The mobile participation application Täsä, developed and tested in the Build-
ing Pervasive Participation project (b-Part, 2013-16), allowed citizens to become
involved in urban planning and place-based development in various ways. User-
generated geo-referenced pieces of content were central to the applications
concept. In contrast to traditional reporting apps, Täsä allowed for a further
differentiation of posts into the contribution types: Issue, Idea, Opinion, and
Poll. With those, citizens could make their intentions clear. All contributions
could be supplemented by adding a photo, a point of interest and an icon that
corresponded to the persons perception of the addressed situation. Other citizens
were able to browse contributions on a map and as a list, express their support
by liking and leave textual comments to spark discussions. In order to achieve a
two-way communication between a city and its citizens, city officials were encour-
aged to respond to citizens input. As an additional element, city representatives
could create missions (e.g. asking for feedback or calling for ideas) that citizens
could respond to by tagging their contributions with the corresponding mission
identifier. To further encourage citizens, several game elements were incorpo-
rated in Täsä [20]. In general, the system served as a crowdsourcing tool and
indicator for hot topics, providing planners an overview of citizens concerns and
opinions.

2.2 Usage Results

The results on who participated self-selectively in the living lab, what kind of
topics they addressed through the mobile app, and what was the spatial pattern
of participation, have been reported at length in other papers, but are only
summarized here to give more information about the living lab. The analysis
draws from usage data stored in the backend and user surveys – one sent to the
users immediately after registration (pre-survey hereafter) and another at the
end of the trial (post-survey). The first survey was designed to collect various
sorts of background information, whereas the second focused on experiences
related to the application and the trial in general.

Altogether 780 citizens downloaded Täsä, and one third (32%) of them pro-
duced one or several kinds of content - contributions, comments, likes, or votes.
Similarly to many ambitious e-participation initiatives previously, most of the
Täsä-users were younger and had higher level of education than Turku inhab-
itants on average. Regarding ownership of the most recent devices as well as
motivation and skills required to use them, mobile participation sets apart as a
typical novelty along the expected lines of a ‘digital divide’, which is partly age-
related. Yet, it showed potential in involving a group notoriously absent from
face-to-face forms of citizen participation: the young to middle aged citizens [10].
Further, an analysis taking into account attitudinal predispositions such as an
interest in politics and satisfaction with democracy revealed, importantly, that
mobile participation can contribute to a constructive re-engagement with ‘criti-
cal citizens’ interested in politics but dissatisfied with democracy [2]. All in all,
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the results showed that groups who cared about politics are more interested in
participating - whether they are satisfied or dissatisfied with the current state of
affairs. Citizens who are not interested in politics are less likely to participate,
even with new tools.

The qualitative analysis of the content produced showed that most (81%) of
the citizens postings were about the urban environment (e.g. infrastructure, green
areas), transportation planning, or various recreational activities. Thematically
participation focused on ‘common good’ issues, which is an important finding. The
protectionistNIMBY(Not In MyBackyard) attitude, often associated with citizen
participation by the skeptics (see Sect. 3.2), was totally absent [18].

The spatial analysis revealed more usage in the city center than in the sub-
urbs. This logically matches the ‘common good’ topics: the most frequented
public spaces or green areas and the most intense transportation planning con-
flicts, for instance, are found in the city center (see [18]).

In contrast to our expectations, the majority of Täsä-users were primarily
interested in bringing their own issue to the attention of the municipality, and
showed little interest in interactive features, especially discussing other citizens’
postings [10]. The usage was thus characteristically individualist, and almost
resembled a typical use of reporting apps. Moreover, the incorporated game ele-
ments were considered meaningless in supporting motivation to engage [19]. The
respondents of our end-survey were critical of the usability of the prototype (see
Sect. 3.1), but highly supportive of developing the mobile participation concept.
The affordances of mobile participation, such as not being restricted by temporal
and spatial constraints, and the ability to reflect ‘on site’, were considered valuable
[10].

2.3 Collaboration with the Municipality

Implementing the living lab required active collaboration with the City of Turku.
Their attitude towards becoming a platform for mobile participation trial was
straight-forward, or even enthusiastic. In practice, the research team hosted sev-
eral workshops with the city officials to prepare them in advance to think about
potential benefits of the app, asking them to propose topics for missions (i.e.
participatory tasks given by the municipality), and helping them with commu-
nications once the application went live. The City of Turku granted the Täsä-app
an official participation platform status during the trial, and actively marketed
it through their communication channels online as well as via printed and social
media. The research team also did its share of marketing through social media,
appearances in the local newspapers and radio, citizen workshops, and other
efforts.

While the collaboration with the municipality ran quite smoothly all in all,
there were three challenging occasions, which reflect how the new ideas of citizen
participation, represented by the trial, did not easily match with the current
governance culture regarding citizen participation, and hence were not optimal
for the trial.



16 M. Adenskog et al.

First, as we were encouraging the planners to suggest missions that could
be implemented during the trial, they tended to come up with only light-weight
and uncontroversial tasks, indicating an interest in harmless participation the-
ater rather than serious discussions and significant citizen insights on urban
development policies. We needed to return to the issue a few times to get them
to suggest at least some potentially more controversial tasks. On one occasion,
we agreed with an urban planner to include a mission in which citizens could
suggest potential new uses to an old power station owned by the city and soon
to be vacated. However, once the real estate department found out about this
plan, they insisted on withdrawing it, because they “did not want public par-
ticipation anymore than was absolutely necessary” (excerpt from e-mail). This
illustrates general skepticism on the benefits of planning, presented by many
local politicians and planners, discussed in Sect. 3.2.

Secondly, our aim was to develop an interactive application, meaning that
we wanted to encourage discussions among citizens, but also between citizens
and city authorities. Responding to this, the city insisted on synchronizing the
use of the application with their permanent electronic participation system, a
web-based (at the time of the trial) rather clumsy model, which people use
predominantly to report problems and concerns, but which can also be used to
transmit new ideas. For that service, the municipality has in place a follow-up
system, in which more than 100 city officials from different departments are
involved to give an answer to each message within a few days. Instead of getting
people to discuss in Täsä, we were obliged to transfer the input generated in Täsä
to the other system, and the answers given back to Täsä. The main problem
here was the way the city officials responded. Characteristically, they did not
participate in discussion, were not eager to learn more, but gave ‘the answer’ that
almost every time killed the discussion going on in Täsä instead of encouraging
it. Instead of being able to harness a new participation culture, the new tool was
forced to integrate into an existing but unfitting form of communication.

Thirdly, how and to what extent citizen feedback was taken into considera-
tion, basically depended on the judgment of each city official who engaged with
the feedback. There is no way to follow up on this type of engagement. Most likely,
individual actors viewpoints in this matter, and therefore their implementation,
differ substantially. The unclear status of citizen input is, however, the single most
obvious problem in the Finnish system of participatory planning [4] - not only in
this trial.

3 Challenges Encountered in the Living Lab

In this section, we develop the two challenges we identified during the Täsä trial.

3.1 Challenges of the New Participation Application

Testing a novel kind of participation application brought about a number of
challenges, mainly related to its usage. Although we communicated that it was



Balancing Potential and Risk 17

a prototype produced within a research project and not a polished product, the
users did not seem to be lenient towards any shortcomings. The user experi-
ence expectations are set high by social media apps, for instance, and delays or
crashes experienced - inevitable in a prototype - increase the risk of losing users.
Admittedly, it took quite long, for instance, to load the map and display all
the contribution and missions icons on it, and some shortcuts between displays
could have been added. Based on the feedback we received during the trial, and
actively collected, we elaborated on the user experience.

Among the people who registered as Täsä-users, 68% did not produce any
content with the app. In order to understand this behavior, we approached a
random group of such users (during the trial, via e-mail) to conduct interviews.
It turned out that some had in fact taken a passive onlookers role, while others
had stopped using Täsä altogether. The previous group included many who felt
they did not have anything to contribute on the topic (but were interested in
what others did), while the latter group comprised many who had abandoned
the app for the usability issues, e.g. feeling the app was “clumsy and hard to
use”. It also turned out that one big challenge was communicating to the citizens
what they could do with the app. We assumed that users were familiar with the
use of apps from other activities such as entertainment, social media or work.
But as one informant pointed out, the concept of missions (i.e. tasks given by the
city administration) was difficult to grasp. Similarly, many of the game elements
included in Täsä were not even recognized by number of users, as it turned out
in the post-survey.

Among other questions, the post-survey asked participants how the app
worked. 45% of respondents answered that it worked fairly or very poorly, 37%
satisfactorily (value 3 on a 5-point Likert scale) and 19% fairly well. Surprisingly,
many respondents gave minute feedback by answering the open questions. While
the respondents were generally supportive of developing the mobile participation
further and recognized the project as a “good start” - they were very critical
of the usability of the app. Some of the feedback was highly general, e.g. “the
app was slow and crashed”, “it should have worked properly”, “difficult to use,
it reduced my participation” or “the app was badly designed”, which indicates
that for some users, the usability challenges made them abandon the app alto-
gether. On the other hand, many other users, who did indeed spend some time
with the app, provided more specific comments, which can be quite helpful for
refining the application. Examples include “when I wanted to add a location, it
showed strange places nearby”, “faster loading map”, “it was hard to add the
picture”, “the registration process annoyed me” or “it would have been nice to
see some visual summaries in the app”. The amount of feedback received from
the users signals their interest in a better functioning application in the future
and hence encourages developing mobile participation further.

More generally, participants reported to be indifferent towards the game ele-
ments we introduced in Täsä [19]. Points that were awarded for in-app activi-
ties (e.g. commenting) also did not raise participants’ interest. These incentives
should have been linked to rewards that provide meaning and thus make the
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incentives more attractive [16]. Some of the (game) elements were not even
recognized as such. Altogether, they did not serve as the motivators we had
anticipated. As somebody put it, “the game elements brought no pleasure since
the app worked poorly”. Interestingly enough, when asked to evaluate how the
app worked, more than half of participants indicated that Täsä worked satisfac-
torily (37%) and only 13% indicated that it worked very poorly.

In retrospect, not only the usability of the app was considered troublesome,
but the entire idea of having only the app. During the trial, several participants
expressed a wish for a possibility to participate using a personal computer. Some
more knowledgeable participants stated that they would have preferred an open,
mobile-optimized web page, which could have been accessed across many types
of devices. In fact, the respondents ranked a web-based platform (83%) as a
more important channel for interacting with the local government than a mobile
application (65%), although both ranked higher than other alternatives. While
the preference for (any, not only our) mobile application was not found to depend
on age (rs = −.211, p = .142), it was positively influenced by perceived mobile
skills (rs = .315, p = .026). Those favoring web-based applications were not
only less experienced in using mobile devices, but were also older (rs = −.294,
p = .038). These insights are in line with the finding that older generations feel
less invited by mobile technologies in the context of public participation, which
might be a reason for them having been less active. Moreover, those rating mobile
interaction channels as important were also more active participants than those
who did not (rs = .218, p = .017).

In the Täsä-trial, the basic access barriers, such as owning a relatively good
smartphone, being motivated to participate in urban planning and having the
skills to do so, also played a role in who could participate in the first place.
Although smartphone ownership is relatively high in Finland, a suitable device
running a rather recent operating system was needed for the Täsä-application
to work well. This was due to having employed a framework that allowed for
cross-platform development, making it possible to have the exact same app for
all major operating systems (i.e. iOS, Android, and Windows). This in turn,
contributed to the self-selection of active, working age participants, with a good
socio-economic status, and good skills in using a mobile phone [10].

In summary, participants encountered a number of technology-related obsta-
cles that negatively influenced their participation behavior. While some aspects
were specific to the implementation of our application, others apply more to the
individual attitudes towards adopting novel technologies.

3.2 Political Distrust and Skepticism on Citizen Participation

The relationship between trust and citizen participation is both intricate and
multifaceted. Substantial trust between actors is required for constructive and
cooperative processes of citizen participation. In order for citizens to devote
time and effort to participatory procedures, with uncertain impact on policy,
they must trust the intentions and compliance of planners and policy makers.
Oppositely, both policy makers and planners must trust the capacity, intentions
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and knowledge of citizens’ engagement and input in the participatory procedure
in order to be willing to delegate power to implement their suggestions [11].

Yet, at the same time, citizen participation in general and democratic inno-
vations in particular are often hailed as a means to restore trust between citizens
and elites in situations of mutual and wide-spread distrust [22]. Citizen partic-
ipation is thought to strengthen trust through consensus building [6], fostering
an increased understanding of the ‘other’ [5] and strengthened problem solving
capacity through knowledge sharing and cooperation [14].

To map the political context in Turku, we conducted a round of interviews
among local politicians and civil servants between 2014 and 2015. Through the
interviews we identified a wide-spread skepticism regarding the potential of cit-
izen participation to inform policy-making and planning in Turku. The most
common concern raised in the interviews relating to the opinions, knowledge
and ideas generated by the citizens in participatory initiatives was that the cit-
izens were unable to see, or take interest in, ‘the big picture’ or the ‘universal
interests’ of the city. Instead, the interviewees found that citizens through par-
ticipatory processes again and again represented and communicated their par-
ticular self-interest. One such example is that NIMBY (Not In My Backyard)
issues, according to civil servants and politicians, were a common theme among
citizens. Similar observations were made among civil servants, indicating that
citizens tend to become more interested in issues close to their neighborhood
rather than general or large scale issues. Interestingly enough, however, the par-
ticipatory input in Täsä was free from NIMBY content, as it was used mostly
to indicate ‘common good’ topics (see Sect. 2.2). All in all, the attitudes and
perceptions of the policy makers and planners indicate a distrust in the ability
and intention of citizens to represent or advocate the general interest in partici-
patory processes. Citizens are perceived to advocate their particular interest as
well as abstain from participation unless they are directly affected by the issue
at hand.

Another recurring theme in the interviews was that the politicians and plan-
ners perceived the citizens of Turku to resist all or most changes in the urban
area. Hence, there is a widespread perception of skepticism to change in urban
planning in the modus operandi of the engaged citizen. For instance, several
interviewees stated that when a public meeting is called for, it is primarily citi-
zens who are critical towards the project at hand that show up. Hence, citizens
were viewed as neither constructive nor cooperating with the policy makers
and planners, but rather as opponents creating obstacles in the process. Taken
together, these experiences and attitudes suggest that the input of the citizens
is seen as overtly critical. This, in turn, legitimizes the view that the knowledge
provided by the citizens is not considered salient and that the politicians there-
fore many times make their decisions without considering the opinions provided
by the citizens in the participation initiatives.

So far, we have focused on describing the lack of trust in citizens among
policy makers and planners. Yet, an equally important part of the equa-
tion is understanding the citizens’ and particularly the participating citizens’
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attitudes and dispositions towards the political institutions and actors. Based
on the surveys conducted among registered Täsä-users, we could analyze their
level of trust in political institutions.

Many of the Täsä-users (living lab participants) shared a relatively low level
of trust in politicians, parties, and the local government of Turku. More than four
out of ten participants expressed distrust in the local government as they scored
on the lower half of the ten-point trust scale. Five out of ten participants distrust
politicians in general and six out of ten distrust political parties. Further, there
seemed to be a discrepancy between the participation level of general satisfaction
with how democracy works in Finland and their level of trust for local political
institutions and actors. More than a third (36%) of the participants, who in
general were satisfied with how democracy works in Finland, still lacked trust in
the local government of Turku. Hence, there seems to be evidence of a reciprocal
distrust between citizens and local city officials.

Moreover, it also seems that the citizens’ distrust is stronger regarding the
local level, and hence is connected to the local context rather than an expression
of a general discontent with the Finnish democracy. On the whole, the context
of the living lab must be described as contentious as we find evidence of a
reciprocal distrust between local city authorities (i.e. politicians and planners)
and citizens. Implementing an experimental and progressive mobile participation
experiment in such a contentious context was challenging as neither planners,
policy makers, nor citizens were ready to trust the genuine engagement and
willingness to cooperate of the other.

4 Conclusions and Discussion

Living labs are projects in which the high potential is correlated with high risk,
and vice versa. By raising the degree of novelty, and the complexity of the project
one also increases the risk levels. As the Täsä living lab explored how novel tech-
nology could be applied in a real urban planning context, this project ought to
be categorized a high risk project. In this paper, we identified two major chal-
lenges that correspond to potential risks with living lab projects: (1) challenges
of introducing novel and emerging technologies and (2) conflict dimensions in
the political context. We believe that an understanding and anticipation of these
identified risks are of importance for the fields of mobile participation as well as
for future living lab projects within the field of political participation in general.
Based on these identified risks, we recommend future projects to reflect on the
following potential counter measures.

Cross-platform e-participation solutions to serve diverse participants.
The introduction of innovative participatory tools creates new divides when it
comes to usage. Anticipating the changes is hard and often leads to unreasonable
expectations. Our living lab trial with Täsä confirmed again that new tools
or applications are most likely used by ‘early adopters’. Even more so, some
citizens prefer only to be informed (than actively participate) or even choose to
‘rationally ignore’ invitations to participate [13].
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In order to avoid generational divides and achieve a more inclusive participa-
tion process, we recommend – at least for the time being – to provide a solution
accessible with both mobile and personal devices, phones and computers. The
setting of our project specifically sought to investigate a novel pervasive par-
ticipatory tool. For near future use, we recommend as a workable solution to
aligning mobile apps with a web-based participation alternative. Interestingly
enough, our trial showed that the digital divide is no longer placed at the inter-
section of online and offline, but between mobile phone vs. PC and app vs.
webpage. Overall, while designing an inclusive participation process should be
the top priority for any participatory trial, the pre-conditions should be fulfilled
as well: citizens need to be aware of (a) the opportunity to participate and (b)
the benefits active participation entail.

Designing participatory processes to act as a mediating institution
between political actors. The lack of trust in institutions among citizens is
well documented, but the distrust of politicians and planners in the citizens’
competencies and intentions is often disregarded [23]. This project identified a
prominent reciprocal distrust between citizens and public officials that challenged
the implementation of the living lab. Wide-spread distrust within the context
of the living lab may have hindered broader engagement among citizens as well
as stronger commitment from public officials. Future projects ought to strive
to design participatory processes to act as mediating institutions. Such designs
could include third party actors with a mediating role between citizens and public
officials as well as introducing a participants’ ombudsman within the institutional
structure that can strengthen the position of citizens in the participatory process.

Lifting our eyes from the specific challenges of mobile participation to the
potential of the living lab approach in e-participation research in general, we
found that it lends itself well to the type of exploratory research that testing
new technologies entails. It offers a tough test of novel technologies that is effec-
tive in identifying challenges and risks as experimentation is conducted among
users rather than test subjects, and in the context of intended implementation
rather than a lab. In the context of our project, the living lab format made possi-
ble the discovery of challenges and issues that would not have been identified in a
strictly experimental test of Täsä. A strictly experimental test of the Täsä appli-
cation would not have been able to identify the usability challenges connected
to introducing a novel participation technology in a real world setting. Further,
under strictly experimental conditions we would not have been able to identify
the challenges of implementing an e-participation process in a context charac-
terized by wide-spread distrust. Hence, in the balancing act between potential
and risk – as conducting a living lab might be described – we ultimately opted
for raising the stakes rather than playing it safe.
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Abstract. As urban planning processes are often complex and protracted,
fostering public participation in this sector has to be seen as a major challenge.
Nevertheless, previous research on that topic offers various solutions that aim to
tackle that problem, either by focusing on playful formats or on gamification and
serious gaming. Often examined separately, these approaches deliver promising
strengths to improve public participation in the urban sphere. Hence, a synopsis
of those strategies seems to be worthwhile and is therefore further investigated
in this paper. In order to analyze current works on that issue systematically, the
paper is structured via a literature-based classification of different stages of public
participation that distinguish whether citizens are being informed, consulted or
collaborated with during the planning process. By giving an insight on innovative
participation tools and methods in this field, the pursued outcome of this article
are impulses for designing an advanced participatory platform which is part of
the research project U_CODE (Urban Collective Design Environment).

Keywords: Public participation · Urban planning · Mobile participation ·
Gamification · Playfulness · Serious gaming · Augmented reality

1 Introduction

At first glance, fostering a citizen’s interest in the field of urban planning seems to be
challenging. But, due to the technological progress and innovative research approaches,
the field is actually given a wide range of possibilities for increasing civic engagement
and effectively tackling signs of political apathy. Imagine a smartphone app that
demands users to explore neighborhoods in order to find nearby planning projects: After
receiving a GPS-based notification, the person uses their smartphone for displaying first
design proposals of the future building right at the spot. The user also receives additional
information about the project which automatically pops up on the screen. Additionally,
the person gets the possibility to comment, rate and share the project proposal and is
able to answer project-related requests for feedback. By doing so, every single user
action is tracked by a gamified design that not only incorporates user input in the deci‐
sion-making process but also stimulates engagement, rewarding dedicated users with
invitations to collaboratively work with involved professionals.
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That single sequence demonstrates only one of (possibly) many ideas for increasing
public participation in urban planning. Starting with this example, the intention of this
paper is to evaluate how public participation can be designed in an exciting way for
efficiently raising civic engagement and, ultimately, improving mutually accepted deci‐
sions in the field of urban planning. It approaches this question by investigating new
technologies as well as recent scientific knowledge. Based on literature concerning
different stages of public participation, the goal of this paper is to deliver a systematic
overview of recent developments that distinguish between the levels of citizen influence
in the process of public participation.

One of the major hurdles for participative planning processes we investigated in
another study [1] is that especially publically initialized participative activities often
lack a sufficient number of users. This may be caused by lacking information on the
process [e.g. 2, 3], barriers in culture, understanding or accessibility [e.g. 4] or even
weak motivation to participate [e.g. 5]. Therefore, motivational strategies such as gami‐
fication as well as the implementation of playful approaches through innovative tech‐
nologies are in the scope of this investigation, each of them providing valuable impres‐
sions for designing a well performing prototype of a participatory system which is the
goal of the U_CODE (Urban Collective Design Environment) research project.

2 Gamification, Playfulness and Mobile Participation

Game and play open innovative ways for making public participation more exciting,
which is why research in this field serves as a theoretical framework of this paper. As
shown in the introductory scenario, formats of mobile participation are an important
aspect of this work, too, as they expand the range of possibilities for the implementation
of gamification or playfulness in matters of urban planning as well as being promising
to overcome the mentioned obstacles. Mobile participation “covers all initiatives,
actions and methods that result from mobile end devices (e.g. mobile phones, smart‐
phones and tablets) via wireless communication technology in order to expand the
participation of citizens and other stakeholders in urban planning processes” [6].
Because mobile enabled tools can be used everywhere and anytime, the participation
process no longer depends on time and space. Also, the mobile participation approach
increases the chance to reach an audience who is normally missing in the participation
process [7].

When it comes to motivating people to engage in public affairs, the research area on
gamification offers solutions. In literature, several understandings of the term exist (for an
overview [8, 9]). A widely accepted definition of gamification describes it as the “use of
game design elements in non-game contexts” [10]. Zichermann and Cunningham focus on
gamification as “the process of game-thinking and game mechanics to engage users and
solve problems” [11]. Gamification is “usually intended to create gameful and playful user
experiences, motivate desired user behaviors, and generally, increase joy of use” [12]. So,
it can be stated that the goal of gamification is to engage users to take desired actions and to
solve real-world problems - by using game elements. In the case of urban planning, solving
real-world problems would mean tackling the deficit of participation that normally requires
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citizens to engage for a long period of time in order to give a constant input to a generally
tedious decision-making process. Well-known game elements are e.g. point systems, badges
or leaderboards, progress bars and quests. The diversity in understanding gamification
makes it difficult to compare findings, and recent studies on the motivational impact of
gamification elements partly lack scientific accuracy [9]. Yet, positive effects of gamifica‐
tion on user behavior are attested [13, 14].

Deterding et al. distinguish gamification from two other aspects: playful design that
in contrast to gamification contains no rules or specific goals, and serious games that are
rather defined as full-fledged games for non-entertainment purposes [10]. But clearly
allocating a format in either gamification, playful design or serious gaming sometimes
can be difficult and is not the intention of this paper. In order to present lines of devel‐
opment on promising public participation formats, it seems rather beneficial to not only
explore gamification in the field of urban planning but also to include approaches that
more likely refer to the field of playfulness or serious games. Following the idea of
immersive planning, diverse ways should be able to bring citizens into an experience
during the public participation process, e.g. by using 3D environments or by GIS-based
technologies [15]. In terms of public participation, settings that are generally considered
to be inefficient such as forms of play do not have to be at a disadvantage but can instead
facilitate the evolvement of meaningful civic actions [16].

3 Methodology

Since there was recently much research on gamification for both conceptual and practical
implementation, the methodical approach was to review and classify that literature.
From a methodical point of view, a literature review is “a systematic search of published
work to find out what is already known about the intended research topic” [17], to
provide “an informed evaluation of that literature” [18]. A literature review is a relatively
low standardized method and relies on stages of data search and critical evaluation [19].
Since this investigation provides a basis for a future development of a gamified platform
for citizen engagement in urban planning, a purpose of this study is to “familiarize the
researcher with the latest developments in the area of research” and „study the definitions
used in previous works as well as the characteristics of the populations investigated,
with the aim of adopting them for the new research” [20]. Therefore, the outcome of
this paper is a descriptive and structured overview of recent gamified or playful partic‐
ipation tools that can be used for urban planning processes.

In order to retrieve information on that subject, a literature review on innovative
public participation formats especially in the field of urban planning was performed. It
focused on the aspects of gamification, playfulness and mobile participation, using the
search items “gamification”, “gamif*”, “playful”, “mobile participation” and “urban
planning”, including the databases EBSCOHost, ACM Digital Library and Scopus.
Besides, by using the snowball principle, additional scientific works were found that
were not covered by the database-driven keyword search. Due to the rapid development
in this research field, an additional internet research went beyond scientific contributions
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and included current participation services in urban planning. In total 188 publications
were retrieved and assessed.

The final selection of the findings was based on whether the participation tool exem‐
plarily represents a new facet to the topic of public participation in urban planning. As
such, it can not only represent characteristics of gamification but also of playfulness or
serious gaming. By uncovering the diversity of tools and methods that are currently
available, the obtained results present an overview of the state of the art and offer
impulses for shaping the future design of an innovative and well performing participation
system.

For clustering the results of this investigation, literature on public participation
provides a categorization that distinguishes different stages of public influence on
final decisions. Most commonly, actively sharing information with the public or
giving them the possibility to inform themselves is declared as a first step of citizen
participation [21–24]. On this informational level, citizens usually are not able to
reply to the professional’s input, which is why it is described as one-way communi‐
cation [21] or one-way relationship [23]. A broader form of public participation is
achieved when the public is consulted in an urban planning process, which means
that public feedback is collected and taken into consideration in the decision-making
[22]. However, at this stage, it still depends on the planner’s decision whether to
include that feedback. In contrast, a farther-reaching dimension of participation
named collaboration stresses a partnership between the public and the planners in
which citizen’s advice is being implemented “to the maximum extent possible” [22].
On that stage, citizens directly contribute to the process of urban planning by discus‐
sing ideas, developing solutions and creating alternatives in deep interaction with
other stakeholders.

Despite the fact that literature mentions even higher stages of public participation,
the following structure is considered to be best suitable for classifying participation tools
and methods for the purpose of this paper (Table 1).

Table 1. Stages of citizen participation

Category Information Consultation Collaboration
Description Citizens inform

themselves or are being
informed of current plans,
decisions and actions

Citizens are asked to give
input and feedback (e.g.
opinions, solutions)

Citizens and other
stakeholders actively
work together in decision-
making

Relation One-way Limited two-way Advanced two-way

4 Results

4.1 Information

When it comes to informing the public in urban planning processes, visualization tech‐
niques such as augmented reality (AR) offer a variety of innovative solutions to effec‐
tively support informational purposes. For instance, mobile devices can be used in order
to display designs of urban planning projects in existing landscapes [6, 25]. By that,
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citizens can playfully evaluate a proposal from different perspectives and are able to
explore the planner’s intention at an early stage of a project. This approach can be carried
forward, allowing users to edit 3D visualizations or to vote for favored project proposals
[26], which would of course go beyond the stage of public informing. With AR tech‐
nology, transforming a 2D development plan into 3D for a better understanding among
non-professionals or improving ordinary city walks by displaying additional information
of buildings is also possible [27]. In addition, environment-centric applications which
are often initiated by local governments such as “Metropulse” enable a one-way flow
of information from those responsible to the citizens [28]. An example for visualizing
future districts and allowing users to virtually explore future public places illustrates the
3D app “Dundee Waterfront 2018” [29].

Moreover, virtual worlds such as the online platform “Second Life” offer playful
environments in which citizens can familiarize themselves with urban issues, exploring
future public spaces by controlling an avatar [30]. This kind of immersive experience
shows potential to inspire people to engage in urban planning projects. The approach
can easily be gamified, e.g. by implementing tasks and high scores into the design.
Besides informing citizens, it would also be possible to request public feedback for urban
planning projects: In the case of the tool “Participatory Chinatown”, it can even form a
coherent game [15] that facilitates a process of deliberation among stakeholders.

4.2 Consultation

In terms of consulting the public in matters of urban planning, the online platform
“Nextsuisse” gathers concepts on the future of Switzerland by asking users to propose
text-based ideas and to play a web-based scenario game. Participants can playfully create
2D scenarios of their hometown by placing urban elements such as houses, trees and
shopping malls on a virtual city framework. Adding elements to the setting influences
the displayed overall satisfaction level of the city, and doing so in a sustainable way is
being rewarded with positive feedback [31]. In that way, the citizen gets a feeling for
the needs of their hometown. The created scenarios are published on the platform and
can there be viewed and rated by others. Beyond consultation, the platform also arranges
real-life collaborative workshops.

Other consulting formats focus on citizens as local experts and strive to collect
neighborhood knowledge by using mobile data collection tools. For instance, the mobile
application “Maplocal” asks users for feedback about their residential environment by
letting them post photos or commentaries. The design seeks to improve public engage‐
ment in the early phase of planning processes [32] and offers playful options to contribute
to the planning process by simply wandering around a familiar district. Moreover,
valuable data for planners can be aggregated passively by mobile apps [6]: “Stereo‐
public” and “Widenoise” capture noise levels and display them on a map [33]. By iden‐
tifying silent and noisy areas in cities, those apps deliver useful input for the urban
planner’s decision-making. Moreover, these environmental monitoring formats can be
gamified [34] for improving the user’s motivation to contribute.

The online platform “MetroQuest”, whose design is inspired by a game called “Sim
City”, educates the public about urban projects through a series of informative screens
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and offers options to rank priorities, rate scenarios or allocate budgets, whereas profes‐
sionals can use the platform e.g. by initiating surveys. By offering a variety of screen-
based participation formats, the tool is adaptable for many urban planning projects,
supporting options for different levels of civic engagement. Similar to “MetroQuest”,
the data-based platform “mySidewalk”, formerly known as “MindMixer”, allows civic
decision makers to engage with their residents by letting citizens post ideas, give feed‐
back or support and vote on urban planning ideas. The platform uses a gamified design
that rewards user activities with digital coins and also implements high score lists for
raising user motivation [31].

4.3 Collaboration

Initiating an intense process of collaboration between the public and professionals is the
intention of a gamified mobile app called “Community Circles”. It stimulates user inter‐
actions and contributions that refer to local urban planning issues with digital points
[31]. Similar to “Maplocal”, the app demands participants to explore their location in
order to participate. Additionally, in-app crowd-sourced user contributions will gradu‐
ally disappear from screen after a certain period if community feedback is lacking - in
that way, high amounts of user input is managed. The platform not only allows citizens
to contribute opinions and ideas, but also offers city authorities the chance to give
constructive feedback or to raise urban issues [35]. By initiating intense interaction, this
design approach aims to facilitate a mutual collaboration process between users and the
local government [36].

The mobile participation tool “Love your City” takes a similar approach such as
“Community Circles”, seeking intense collaboration among all stakeholders in the urban
planning process, but it thereby focusses on AR visualization technology. By intro‐
ducing an AR-based interface that accomplishes participation activities between users
and local governments at a user’s current location, the tool aims to facilitate co-creation
processes between stakeholders [37]. Depending on the situation and complexity of
tasks, either citizens or city administrations can perform actions within the participation
process, starting with the initiation of an issue, leading to a stage of co-creating and
decision-making and finally ending in the display of visible results. User actions are
rewarded with points and are tracked within a user profile [38].

Finally, the web-based online platform “Community PlanIt” is designed for assisting
urban planning meetings, transforming an urban instance into a “mission” that contains
game elements such as challenges, leaderboards and in-game rewards. By completing
those missions, the citizen contributes to the planning process, earning virtual coins
which can be spent to support urban concepts that frame the topic [31]. Additionally,
the platform seeks to integrate as many stakeholders as possible and strives to initiate a
mutual learning process. Besides online activities, the game final is facilitated by an
offline workshop that is also open for non-members [39]. Similar to “Community
PlanIt”, the platform “Play the City” creates game scenarios that engage multiple stake‐
holders to meet physically and to collaboratively resolve complex urban challenges.
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5 Conclusions

Considering the stages of the public participation process, the findings of this paper
reveal a diversity of approaches in the field of urban planning, each offering impulses
for creating a sustainable system for public participation.

First of all, the growing number of mobile devices in use obviously lowers barriers
for participation and raises the chance for addressing a wider range of participants. In
matters of urban planning, mobile tools can playfully facilitate the collection of public
feedback as well as the communication between citizens and experts. Moreover, they
allow displaying urban design proposals right at the spot, which might foster interest in
public participation. The findings also reveal that urban planning projects can even be
designed as full-fledged games in which citizens interact with other stakeholders in a
playful manner. Furthermore, gamification strategies show potential not only to arouse
curiosity for participation formats but also to improve long-term user motivation to
participate. Commenting and rating design proposals, sharing own ideas or playing goal-
related project missions can be rewarded with points or badges, while formats of
discovery motivate people to explore their district in order to find urban issues of public
interest.

Conceptualizing a platform that facilitates participation in every stage of the urban
planning process is challenging. A gamified crowdsourcing service that effectively
collects contributions and ensures in-depth communication and feedback at an early
stage covers only one aspect of the process. At later stages, visualization techniques
such as 3D environments and augmented reality sketches of future buildings show
potential to make urban projects more exciting and tangible. For this, the concept of
“Metropulse” provides a solution as it offers a toolbox of participation formats that are
adaptable for every stage of a project. Following this approach, different levels of citizen
involvement during the urban planning process can be considered, having a flexibility
to offer several participation modules a project owner is willing to accept. But in order
to foster intense collaboration processes, the examples of “Community PlanIt” and
“Nextsuisse” advise that online technologies cannot replace the necessity of real-world
meetings that include all stakeholders, which is why real-world workshops also remain
important for the process.

Since participation processes as well as related challenges have been in focus of
research for long [cf. 1], the employment of gamification strategies and principles within
these contexts would add novel opportunities as well as raise novel questions for future
investigations. To provide two examples: As figured out in many studies, people willing
to participate in urban planning processes rarely represent a majority of inhabitants or
involve (potential) opinion leaders [e.g. 40, 41]. A related question would be whether
gamified approaches could help to overcome these challenges, e.g. by motivating these
opinion leaders to actively mobilize followers. Especially when using digital tools, the
digital readiness, accessibility and communication channels have to be considered and
thoroughly analyzed. It would be of interest to investigate if and how digitized and
gamified approaches would maybe exclude stakeholder groups.

The results of this paper only give an introductory overview of the field of current
participation formats in urban planning and have no claim to being complete. They are
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primarily used to provide impulses for the design of an advanced participation platform.
However, to reasonably implement such tools and methods within an overall concept is
challenging, which is why future research on how to effectively implement gamification
into a participation environment as well as on how to coordinate innovative service
modules into an overall design remains a major task of the project.
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Abstract. In Switzerland internet voting is currently being introduced
in a piecemeal fashion. Since the first trials in 2003 an increasing num-
ber of Swiss cantons is offering the digital voting channel to its citizens
either living in Switzerland or abroad. So far the question whether the
introduction of internet voting in Switzerland would increase the digital
divide, favoring the well educated, economically better off citizens could
not be answered in a conclusive way. As yet bi- and multi-variate regres-
sion analyses of survey data showed that general trust in the internet and
in internet voting in particular outweigh the effect of the typical digital
divide variables. There is, however, so far no study trying to disentangle
the two types of variables by applying structural equation modeling. In
the present study we test whether digital divide variables have a direct
effect on general support of internet voting in the Swiss population or
whether they should rather be treated as exogenous variables of general
trust in the Internet and of internet voting in particular. We therefore put
forward a structural equation model which helps us to disentangle direct
and indirect effects on internet voting affinity. In order to test our model
we are using the first Swiss population survey exclusively conducted on
the topic of internet voting in April 2016.

Keywords: Internet voting · e-voting · Digital divide · Online
participation · Digital democracy · Trust in technology

1 Introduction

As in other federalist countries such as Australia and Canada internet voting
in Switzerland is currently being introduced in a piecemeal fashion. Since the
first trial in 2003 an increasing number of cantons is offering the digital voting
channel to its citizens either living in Switzerland or abroad. So far the question
whether the introduction of internet voting in Switzerland would increase the
digital divide, favoring the well educated, economically better off citizens could
not be answered in a conclusive way. As yet bi- and multi-variate regression
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analyses of survey data showed that general trust in the internet as well as trust
in internet voting in particular outweigh the effect of the typical digital divide
variables. However, so far no study has tried to disentangle the two types of
variables by applying structural equation modeling (SEM). In the present study
we are trying to fill this gap by testing whether digital divide variables have a
direct effect on general support of internet voting or whether they should rather
be treated as antecedent variables of trust factors.

First, we set up the stage by describing a bit more in detail the context
of Swiss internet voting and then review the current state of empirical studies
in the next section. In the theoretical part we briefly discuss the issue of digital
divide, the calculus of voting and the technology acceptance model (TAM) which
we are using to draw up the hypotheses for our structural equation model. In
the methodological part we present the survey data from 2016 and the method
of partial least squares (PLS) modeling. In the empirical part we are reporting
the measurement model and the results from the analysis. We conclude by a
discussion of our main findings and suggestions for further research.

2 The Context of Swiss Internet Voting

In Switzerland the implementation of elections and referendums are a sub-
national matter. It is therefore the cantons and local executives who main-
tain vote registries, organise elections and determine voting results. Each canton
maintains an Electoral Management Board (EMB) in charge of organising and
administering elections as well as referendums on all three state levels. Smaller
variants of the cantonal EMBs can be found in all of the approximately 2,350
Swiss municipalities. However, it is important to note that the cantonal political
rights legislation is subject to federal approval [8] such that only the Federal
Council (highest national executive power in Switzerland) has the authority
to approve internet voting trials and to formulate the specific conditions under
which the new digital channel can be implemented. There are detailed provisions
on prerequisites for internet voting trials put forward in a federal ordinance. Can-
tons are, however, completely free whether they want to offer internet voting or
not. As a general principle, and unlike on the local level in Canada, all other
voting channels, i.e. ballot box and postal voting, remain open.

Remote voting is already very much the norm in Switzerland. In the bigger
cities more than 90% of citizens are postal voters. Given Switzerland’s success
in establishing postal voting over the past 30 years as a preferred method of
voting [11,14,21], there was hope that the internet as a new channel would be
quickly adopted by the Swiss electorate in general and in particular by the young
voters - a group usually displaying low participation rates. Due to the frequency
of voting in Switzerland’s referendum democracy [32], further arguments sup-
porting the introduction of internet voting put forward in the debate were that it
will speed up the vote counting process and reduce the number of invalid votes.
In the early 2000s, with the federal administration providing financial support,
the decentralised implementation of internet voting models began first in Geneva
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and soon thereafter also in Neuchâtel and Zurich. Three distinct models were
developed, with the biggest difference between Zurich and Geneva being that
the first is operated by a private company for a very decentralised local govern-
ment system and the second one for a strongly centralised system developed and
maintained mainly by the canton itself. Internet voting in Neuchâtel is different
in that it is part of a cantonal e-government portal for which citizens have to reg-
ister in person and can also be used for various other administrative transactions
such as filing tax statements [34].

The first internet voting1 trial for a binding referendum vote was held in 2003
in the Geneva based municipality of Anières. Zurich and Neuchâtel held their
own trials in the following two years. The success of the trials in the three pilot
cantons led the Swiss Federal Council to officially give the green light in May
2006 to the step-by-step rollout of internet voting; not only across the whole
country, but importantly also for Swiss residents living abroad [8, 23], due in
particular to the difficulties that they encounter with postal voting [5, 20]. In
2015, Swiss residents living abroad from roughly half of the 26 cantons were given
the option to vote online. Rather than develop their own internet voting systems,
the non-pilot cantons have chosen to adopt one of the existing models specifically
either that of Zurich or Geneva. Neuchâtels specialised model was originally not
easily transferable to other cantons. Trials were then put on hold in Zurich in
2011 [4]. In the meantime, the Canton Aargau took on the role of administrator
for the consortium using the Zurich internet voting model. However, in the fall
2015, two months before the national elections this consortium comprising nine
cantons did not get permission to use its system due to some flaws discovered
on the occasion of an external security audit. Thereafter the Zurich-Aargau
consortium dissolved. More recently, the Swiss Post joined forces with the canton
of Neuchâtel and so far was able to bring the cantons of Fribourg and Basel City
on board. Several other cantons are still in the process of choosing one of the
two remaining systems so that the current situation is quite dynamic.

3 Current State of Research

There are several solid empirical studies analysing the socio-demographic profile
of internet voters, eg. for Canada [15,16], Estonia [1,37,38], Norway [29] as well
as the USA [3,36] just to cite a few of them. They are all documented in a
comprehensive meta study [33]. For this paper, however, we limit our discussion
to the directly relevant studies drawing on Switzerland.

The pioneer of Swiss internet voting, the Canton of Geneva, was also the
first one to commission several studies. Combining online survey data for the
municipalities of Carouge and Meyrin with the respective vote registry data
[5] found that internet voters tended to be younger and male. 30 to 50 years
1 It would be more precise to speak of internet or online voting. The term e-voting can

also entail, for example touchscreen voting devices, which are used in voting booths.
However, in Switzerland the term e-voting is commonly used, also by the authorities
as a synonym for internet voting.
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old men seemed to be specially prone to this new voting channel. In addition,
results from the online survey suggested that a higher degree of education and,
not surprisingly, the availability of a computer and internet access are further
crucial factors explaining the preference for the online voting channel. Similar
conclusions could be drawn from [35] presenting survey data from the Canton
of Zurich. On the occasion of the national and cantonal referendum votes in
fall 2004 a more thorough telephone survey among 1’014 voters as well as non-
voters in four Geneva pilot municipalities showed that young, male voters with
high income and educational level are over-represented among internet voters [6].
Nevertheless, the global multivariate model revealed that neither demographic
nor political variables are good predictors in order to explain the choice of the
voting channel. All these variables turn insignificant in the multivariate ICT
model. Regarding the variables included in the ICT model such as IT skills,
type of internet connection, trust in the internet and trust in the internet voting
mechanism remain significant, the last one being the strongest predictor.

In 2009, when the first Swiss cantons such as Neuchâtel, Geneva and Basle
City started to offer internet voting to Swiss citizens living abroad, further stud-
ies were conducted. According to an analysis drawing on official vote registry
data as well as two online surveys for Swiss abroad internet voters registered in
the canton of Geneva, the profile of Swiss abroad internet voters and postal vot-
ers were compared [31]. Young (the 30–39 as well as the 40–49 cohort using this
channel more often than the 18–29) and male Swiss abroad were the most likely
users of the online channel. Thirdly, the more distant the country of residence
the more likely the person is to vote online. Further studies based on the 2011
election survey data from SELECTS corroborated these findings. Voters whose
country of residence does not boarder Switzerland, with high IT skills and good
political knowledge are more likely to use the online channel [12].

The hitherto most comprehensive study on the Geneva based internet voting
trials [30] best illustrates the interaction of socio-demographic and ICT-related
moderator variables. The authors compared traditional voters (ballot box and
mail) with e-voters using survey data of a sample of the whole electorate of
Geneva (partly telephone survey, partly online survey) as well as of an online
poll of internet voters only. Their findings suggest that although male and young
voters with a high level of education, high household income, high political and
computing knowledge are indeed overrepresented among e-voters, all these vari-
ables turn insignificant in a multivariate model which includes the variables
frequency of internet use and trust in internet transactions and communication.

Summing up, after more than a decade of internet voting practice in
Switzerland studies seem to suggest that digital divide issues are not related
to the new voting channel. However, there remains a puzzle to resolve. It might
very well be the case that digital divide variables do not affect internet voting
affinity directly but in an indirect way if they were to influence the variables most
closely linked to internet voting such as ease of use and trust in the internet. Pre-
vious studies did not address this option properly. Simple descriptive statistics,
bivariate correlations and even multivariate regression analyses do not provide
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enough discretionary power to disentangle the respective effects of digital divide
variables, factors of convenience, worries about security issues and trust in the
internet. Inspired by more recent studies such as [24,26] we aim at making a
further contribution in this respect, in a first instance by testing more elaborate
causal modelling on very recent survey data for the Swiss case.

4 Theoretical Considerations

4.1 Digital Divide

Not on internet voting in particular but rather on the access and use of the Internet
in general, there is the well-known argument that the new technological options
favor the better off and well educated strata of society. This phenomenon is usually
described as the digital divide. The digital divide [19] is at the same time techno-
logical (lack of access in remote areas, the global South), economic (lack of access
to a computer at home) and cognitive (lack of skills to use ICTs)[9]. According
to [25] the most worrying characteristic of the digital divide is the fact that it fol-
lows existing cleavages in society and might increase inequalities further. Other
authors, however, point out that such a socio-economic distortion will most likely
fade away over time as mobile ICTs are becoming widely available also in more
remote places and equipment is getting more affordable [2].

4.2 Technology Acceptance Model (TAM)

In addition to theoretical arguments along the digital divide track we consider
the Technology Acceptance Model (TAM) to be of particular relevance for this
study. The TAM [7] posits that user’s perceived usefulness and effort are major
explanatory factors for the acceptance of a technology. Applications in line with
ours but with slightly different foci of research such as [24,26] are demonstrations
of the relevance of TAM in the realms of internet voting.

4.3 The Calculus of Voting

According to the calculus of voting [27] one of the major factors affecting an
individual voter’s decision to turn out for an election is the cost of voting. Many
voting reforms hence are trying to facilitate the voting procedure, for example by
allowing for remote voting, advance voting periods and finally also by introducing
internet voting. Empirical studies showed that convenience reforms of voting
can indeed have a tangible effect on participation rates. Postal voting increased
participation in Switzerland [21] and the United States [17] by three to four
percentage points. Whether internet voting can add to the further reduction
of the cost of voting on top of postal voting is still an open debate and might
depend on the context. In Switzerland where internet voting is being introduced
on top of generalized postal voting, the extra convenience reform does not seem
to make a difference [13]. However, irrespective of an eventual effect of internet
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voting on aggregate turnout in a constituency it can still have an effect on the
perception of potential voters on internet voting and should therefore be taken
into account.

4.4 Hypotheses

In this contribution we aim at bringing the debate on the question whether
internet voting should be regarded as a digital divide issue to a higher level by
trying to disentangle relevant variables and concepts which have proven to be of
relevance in previous research. From such previous research on internet voting
in Switzerland but also from elsewhere we know that trust in the internet in
general as well as trust in internet voting in particular do have a strong effect on
the actual use, the intent to use and approval rates for internet voting. However,
discarding digital divide factors to be at play because they cancel out in multiple
regressions would be premature. In case the very same digital divide variables
cancel out as direct causes of internet voting affinity are affecting the respective
trust variables, and those in return do load on our dependent variable, we would
be back to square one. We argue that such an indirect effect of digital divide
via the trust components was not properly tested in empirical studies before.
We suggest this task can be achieved by applying better statistical techniques,
namely by using structural equation modeling.

As depicted in Fig. 1 further below, our structural path model with internet
voting affinity as the dependent variable is defined by a group of exogenous vari-
ables such as gender, education, age and income as well as of further endogenous
components. In addition to being directly linked with the endogenous compo-
nents convenience, political integration, use and trust of the internet and safety
concerns, the exogenous variables can have both a direct or indirect effect on
internet voting affinity.

H1 - Direct Effects of Socio-Economic Variables: In the light of detailed
meta studies [33] direct effects of exogenous digital divide variables such as age,
gender, income and education on the affinity to internet voting as our dependent
variable are unlikely. We therefore expect those variables not to have a significant
effect or at best a very minor one. Refuting hypothesis H1 would thus lead us
to conclude that there is no major digital divide among the Swiss population
regarding support for the new voting channel.

H2 - Direct Effect of Intermediate Variables: Following our discussion of
the current state of research and theory we suspect certain intermediate compo-
nents to affect Swiss citizen’s degree of affinity towards internet voting.

The first component in our path dependency model summarizes items
evaluating the convenience aspect of internet voting (comp1). Do respondents
of the survey think that internet voting is more convenient (argu2) and simpler
(argu5) to handle than postal voting? Do they think it is about time (argu3)
to introduce internet voting because they realize there is a gap between all the
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things they do in their daily lives with the help of the Internet such as online-
shopping, booking all kinds of leisure activities and using it in their respective
work environment but not for voting (egov2).

The second component brings together items measuring how strongly a
citizen is integrated in political activities(comp2). Foremost we can measure the
degree of political involvement by asking about the interest in political matters
in general (polint) as well as the frequency of participation in formal political
events (part) such as referendum votes and elections.

The third component comprises core aspects of TAM, namely internet
use and trust (comp3). Survey participants were asked how much they trust
transactions over the Internet (trustint) and how often they are using it (useint).

The fourth component groups items about security concerns (comp4). Do
respondents think that a vote via the Internet is easier to manipulate than
a postal vote (argu4)? Do they even think there is a danger of foreign secret
services monitoring the vote and thus breaching vote secrecy (argu6)?

H3 - Indirect Effect of Socio-Economic Variables: Previous research sug-
gests that the internet use and trust component is taking out all direct effects
of digital divide variables on internet voting affinity. However, an indirect effect
could still be at play and been overlooked so far. In case digital divide variables
have a direct effect on the internet use and trust component (c3) and if that same
component is having a substantial effect on internet affinity we should conclude
that digital divide is playing a role. We are thus looking for strong, statistically
significant paths leading from socio-economic variables to the dependent variable
via c3.

5 Data and Methods

5.1 The Swiss Internet Voting Survey 2016

To test our hypotheses2 we are drawing on the data of a recently conducted
population survey [22] with the exclusive aim to gain more detailed insights to
internet voting affinity in Switzerland. The poll was carried out by the agency
LINK between the 11th and the 21th April 2016 using computer-assisted tele-
phone interviewing (CATI). The target population is composed by all Swiss
citizens eligible to vote between 18 and 79 years of age. The sample consists
of 1’228 respondents. Switzerland has three main linguistic regions: Population-
wise, the German speaking part is the largest one, comprising 70% of the whole
Swiss population. The French speaking part is making up around 20 and the
Italian speaking part around 5% of the whole population. Thus, a dispropor-
tionated stratified sampling design was chosen in order to over-sample the two
linguistic minorities. In turn, specific design weights were used to compensate
for this disproportionate stratification.
2 In a further step the data collected in studies such as [31,35] should be re-analysed

in a similar fashion.
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All the questions and answer categories used in the analysis are summarized
in Table 4 in the Appendix. Most items were measured on a 5-point Likert scale,
where “Don’t know” answers were included into the middle category. This is
certainly true for the arguments which were tested within the survey. These
arguments represent statements about internet voting, with which the respon-
dents could agree or disagree with.

We are fully aware of the limitations we are facing with survey data asking
about internet voting affinity. Using internet voting affinity as our main depen-
dent variable is one major step away from explaining actual behaviour. Support-
ing the generalisation of internet voting and actually choosing that particular
voting channel are of course two separate matters.

5.2 Partial Least Squares Modelling

We analysed our hypotheses with the help of partial least squares path modelling
(PLS-PM). PLS-PM analysis has become an established tool in many fields of
research, particularly when there are more than just a few, highly collinear fac-
tors explaining the response variable. Generally speaking, PLS-PM belongs to
the family of structural equation models (SEM) which in turn, are a blend of
different statistical techniques such as confirmatory factor analysis, path analy-
sis, causal modelling with latent variables, and multiple regression. Especially
when dealing with latent constructs, SEM is the most preferred methodology of
choice. Additionally, our goal is to disentangle factors of internet voting affinity
which are situated at different levels of explanation. To estimate such a complex
multi-step cause-effect relationship, multiple regression analysis is not a suit-
able approach. Instead, path modelling in general and PLS-PM in particular are
preferable for this sort of research problem.

As we pointed out before, PLS-PM can be thought of a robust structural
equation modelling approach. In contrast to covariance-based SEM, the PLS
approach does not reproduce a sample covariance matrix, but rather seeks to
maximize the explained variance of the endogenous variables by iteratively esti-
mating partial model relationships with OLS regressions [18]. Another distinctive
feature of PLS is the fact that in PLS the latent variable scores are estimated
and treated as error-free substitutes of the corresponding indicators. In contrast,
CBSEM always includes an error term either for the indicators. Additionally,
PLS has much less rigid distributional assumptions than covariance-based SEM
techniques (CBSEM). For example, it does not require the normality assump-
tion. In contrast, most CBSEM techniques require hard distributional assump-
tions [23]. Finally, PLS-PM does not have rigid demands on sample size making
it suitable for a variety of models and purposes. Because of these advantages,
PLS-PM was chosen as method of analysis. PLS analysis was performed with
the SmartPLS software [28] using the PLS algorithm [20].
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6 Empirical Analysis

6.1 The Measurement Model

In a first step, we tested our measurement model. In Table 1 we present the
results of a principal component analysis (PCA) for all latent variables in use.

Table 1. Rotated component matrix of the independent variables (PCA)

Variables comp1 comp2 comp3 comp4

More comfortable than postal voting .40 −.15 −.23 .24

It is about time to introduce e-voting .45 −.06 −.29 .08

Simpler than postal voting .44 −.04 −.24 −.02

Demand for e-voting .43 .07 −.20 −.02

Political interest −.01 .67 −.15 .15

Participation frequency −.01 .68 −.07 .15

Trust in the Internet .35 .07 .56 −.03

Internet use .31 .09 .64 .18

E-Voting can easily be manipulated −.05 −.14 .06 .72

Secret services might hack the system −.21 −.12 −.06 .58

As we can see, the factor loadings on the second (political integration), third
(internet use and trust) and fourth (security concerns) component (comp2–4)
are rather strong (above .55), while the loadings on the first component (conve-
nience) are only fairly strong (between .4 and .45). Clearly, the convenience and
the trust-usage component have a lot in common. Both indicators of the third
component (trust in the Internet and Internet use) load rather strongly on the
first component, too. Thus, the discriminant validity of both factors is closer to
the lower than to the upper limit of acceptability. This makes also sense from
a theoretical point of view. In order to gauge superior convenience of internet
voting over postal voting, one has to be familiar with and trustful of the Inter-
net in general. Respondents lacking any experience with the Internet or deeply
distrusting it are extremely unlikely to having a preference of internet voting
over postal voting. The second factor, however, is overwhelmingly independent
of other indicators. In other words, political involvement is indeed independent
from internet use, internet trust, internet voting affinity and general safety con-
cerns. The same applies to the fourth component, although to a somewhat lesser
degree.

As we can see in Table 2 construct validity is on a fairly good level: The aver-
age variance extracted amounts between .56 and .77, the composite reliability
between .68 and .87 and Cronbach’s alpha between .41 and .79.

Keeping certain limitations of our measurement model such as the border
line discriminant power between the convenience and the trust component in
mind we have prepared the grounds for the estimation of a PLS model.
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Table 2. Construct validity and reliability

Components AVE Composite reliability Cronbach’s alpha R2

E-voting affinity .531

Component 1 .613 .864 .790 .071

Component 2 .774 .873 .710 .118

Component 3 .684 .812 .543 .242

Component 4 .563 .682 .411 .017

AVE = Average variance extracted

6.2 Results

Our path model contains four exogenous variables and five endogenous variables
(including the main dependent variable internet voting affinity). The model is
reflective, i.e. the manifest variables of one block are considered to reflect their
corresponding latent variable. For the sake of better visibility Fig. 1 only shows
significant paths between latent variables for standardized regression coefficients
higher than 0.1. The full results of the model test with bootstrapping are shown
in Table 3 further below. Note that regression coefficients in Table 3 differ some-
what from the ones displayed in Fig. 1 since the latter is a representation of a
model re-estimating only the paths which proved to be statistically significant
in the full model as displayed in Fig. 1. Missing cases were replaced by the mean
of the remaining observations.
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Fig. 1. PLS model estimates for all significant paths greater than .1
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The first important point we can notice is the complete absence of direct and
statistically significant paths from our exogenous variables to the phenomenon
to explain, internet voting affinity. H1 can thus safely be refuted en bloc.

Regarding direct effects between the endogenous components 1–4 we can see
that there is only one significant and strong path from the convenience compo-
nent (c1) to internet voting affinity. All other components link to the dependent
variable to such a minor degree that we do not take them into account. With
a β of .71 the relationship between a positive evaluation of internet voting as
being a convenient channel for voting and internet voting affinity is very strong.
While the strength of this relationship is not surprising as such it is rather the
absence of any strong connection between the other components and the depen-
dent variable which is surprising.

The relatively strong path between the internet use and trust component (c3)
and the convenience component (c1) can make sense intuitively but is probably
owed to a large degree to some internal cohesion between the two which already
became apparent when testing for discrimination between the components in
Table 1. Furthermore, respondents with higher internet use and trust in internet
transactions tend to be less concerned about security issues. However, with a β

of only −.14 this relation does not seem to be particularly strong.
Looking at each of our exogenous variables in turn, we note that there is no

significant partial regression path stemming from gender to any other variable
in our model. There is a relatively strong relation between education and the
degree of political integration (β = .3 in Fig. 1) and only a minor one towards the
internet use and trust component. In that sense our model displays reassuring
results. It is common knowledge in political and educational science that a higher
degree of political integration corresponds with a better education, a higher
economic status as well as higher age. The political integration component is
actually not the most relevant for us but it was necessary to have it in the
model as a control variable. In order to refute H3 we particularly focus on the
internet use and trust component (c3) and check whether strong paths from
digital divide variables continue to our dependent variable. However, this is not
the case. Although education and income are somewhat or moderately related
to the internet use and trust component we do not find the continuation further
on to the dependent variable. We find the same pattern with age. The negative
link (β = −.3 in Fig. 1) from age to the internet use and trust component is quite
strong though.

7 Discussion

The results of the PLS model estimates suggest we can safely disregard a strong
direct correlation between digital divide variables such as sex, education, age and
income on the affinity to internet voting (H1). From the endogenous components
we only find the convenience aspects to having a strong direct effect on internet
voting affinity. The fact that the degree of political integration is almost unre-
lated to our dependent variable is a first hint pointing at the fact that digital
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Table 3. Rotated component matrix of the independent variables (PCA)

Path β SE p

age → c1 −.058 .03 .018

age → c2 .183 .02 .000

age → c3 −.320 .02 .000

age → c4 −.002 .03 .940

sex → c1 .014 .02 .541

sex → c2 −.087 −.03 .000

sex → c3 −.019 −.02 .388

sex → c4 .005 .03 .856

education → c1 .032 .03 .201

education → c2 .216 .02 .000

education → c3 .168 .02 .000

education → c4 −.064 .03 .001

income → c1 .007 .03 .782

income → c2 .125 .03 .000

income → c3 .226 .02 .000

income → c4 −.011 .03 .697

c1 → e-voting affinity .690 .02 .000

c2 → c1 .418 .03 .000

c2 → c4 −.166 .03 .000

c2 → e-voting affinity .050 .02 .025

c3 → e-voting affinity .044 .03 .096

c4 → e-voting affinity −.031 .02 .139

age → e-voting affinity −.013 .02 .475

sex → e-voting affinity .024 .02 .193

education → e-voting affinity .007 .02 .734

income → e-voting affinity .006 .02 .749

Fit-values: RMSEA = .036, CFI = .98, TLI = .97;
SRMR = .027; Estimation: ML; all values are linear
regression coefficients. In bold: significant paths higher
than .1

divide might not be at play here either. Since a higher degree of education and
a higher income do seem to have a moderately positive effect on political partic-
ipation, a continuation of a strong path from this component to internet voting
affinity would have meant that internet voting mostly finds support among the
politically active strata of Swiss citizens. But this is not the case. We find the
same pattern for the use and trust of the internet component. We would have
expected this component to being related to digital divide factors and to also
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have an impact on internet voting affinity. This is clearly not the case either. The
component that moderated almost all digital divide factors out of the equation
in previous regression analyses is largely unrelated to our dependent variable.
The security concerns component seems to be largely unrelated to the core con-
cepts in the model either. Except for the strong convenience component effect on
internet voting affinity we can thus also refute direct effects of the endogenous
part of the model (H2). Regarding potential expected indirect effect of digital
divide via one of our four endogenous components - in particular the one via the
use and trust in the internet component - we only find one via the convenience
component which in return is unrelated to digital divide variables. We should
therefore also refute major indirect effects (H3).

The current PLS model, however, shows an aspect we so far have rather
neglected. Age seems to exert a stronger influence on endogenous components
than expected. Focusing on the main digital divide variables such as sex, edu-
cation and income in this study we might have neglected another phenomenon.
The strongest partial regression coefficient pointing to the internet use and trust
component is actually the age. For the moment we can only speculate. How-
ever, further studies should eventually focus on the question whether the digital
divide is not rather an generational gap rather than one of economic and cogni-
tive resources (see [10,26]).

More geared towards the substantive part of our model a word of caution
is at order regarding the quality of some of the endogenous components of our
model. In particular, there is a doubt whether the separation of the components
convenience and trust in the internet can be upheld. The PCA as well as the
relatively strong path link between the two suggests that they might have more
in common than what we display in the model. In case the respective endogenous
components ought to be regarded as one, and in light of the presence of the very
strong link from the convenience component to our dependent variable as well
as some of the digital divide variables moderately linking to it, an indirect effect
would have to be reconsidered. In a nutshell, in order to gain a clearer insight
on potential effects of digital divide variables operating in an indirect way as
put forward in H3, there is some further conceptual work at order. In addition,
a data set designed for that particular purpose could also help to improve the
situation.

Last but not least, we should address some of the further pitfalls we might
face with the present study. Firstly, our dependent variable is internet voting
affinity and not the use of internet voting per se. Further Swiss data should be
re-analysed in order to remedy this shortcoming. Furthermore, the Swiss case
might be a peculiar one and not extend easily to other countries. This problem
can only be overcome by comparative studies.
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Appendix

Table 4. Items used in the analysis

Variable Label Wording and answer categories

E-voting affinity evote Generally speaking, are you in favour or against the
introduction of e-voting? 1: “totally against”; 2:“rather
against”; 3: “rather in favor”; 4:“totally in favor”

Participation frequency part Usually less than half of the electorate participates in
referendums. How is it with you? Lets say there were
ten in a given year. In how many would you have
participated? Answers from 0–10

Interest in politics polint In general, how strongly are you interested in politics?
1: “very much interested”; 2: “rather interested”;
3:“rather not interested”; 4: “not interested at all”

E-voting convenience argu2 When voting electronically it is possible to vote with a
simple mouse click from ones home. This is more
comfortable than postal voting. 1: “completely agree”;
2: “rather agree”; 3: “don’t know”; 4:“rather
disagree”; 5: “completely disagree”

Zeitgeist argu3 Nowadays nearly everything can be done via the
Internet. Hence it is time for e-voting to be universally
available. 1: “compl. agree”; 2:“rather agree”; 3:“dont
know”; 4: “rather disagree”; 5:“compl. disagree”

Postal voting easier argu5 The postal vote is so simple, that e-voting is not
needed. 1: “completely disagree”; 2: “rather disagree”;
3: “dont know”; 4: “rather agree”; 5: “completely
agree”

Trust in the internet trustint much do you trust in internet transactions? 1: “not at
all”; 2: “rather not”; 3: “depends on the transaction”;
4: “rather”; 5: “completely”

Internet usage useint How often do you use the Internet? 1: “never”; 2: “less
than several times a month”; 3:“several times a
month”; 4: “once per week”; 5: “several times per
week”; 6: “once per day”; 7: “several times per day”

Demand for e-voting egov2 Demand for services by government agencies: the
possibility to cast ones ballot online. Scale from 0
(unnecessary) to 10 (very necessary)

Easier to manipulate argu4 Its easier to manipulate a vote via the Internet than
via postal vote. 1: “completely agree”; 2:“rather
agree”; 3: “dont know”; 4: “rather disagree”; 5:
“completely disagree”

Worries about security argu6 With e-voting there is a danger of foreign secret
services monitoring the vote. 1: “completely agree”; 2:
“rather agree”; 3: “dont know”; 4: “rather disagree”;
5: “completely disagree”



Disentangling Digital Divide and Trust 51

References

1. Alvarez, R.M., Hall, T.E., Trechsel, A.H.: Internet voting in comparative perspec-
tive: the case of Estonia. PS. Polit. Sci. Polit. 42(3), 497–505 (2009)

2. Alvarez, R.M., Hall, T.E.: Point, Click, and Vote: The Future of Internet Voting.
Brookings Institution Press, Washington, D.C (2004)

3. Alvarez, R.M., Nagler, J.: The likely consequences of internet voting for political
representation. Loyola of Los Angeles Law Rev. 34(3), 1115–1152 (2001)

4. Beroggi, G.E.: Internet voting: an empirical evaluation. Computer 47(4), 44–50
(2014)

5. Christin, T., Trechsel, A.H.: Qui vote par Internet ? Une approche scientifique des
scrutins de Carouge et Meyrin (2004). http://tinyurl.com/l9442g7

6. Christin, T., Trechsel, A.H.: Analyse du scrutin du 26 septembre 2004 dans qua-
tre communes genevoises (Anières, Carouge, Cologny et Meyrin) (2005). http://
tinyurl.com/lx6qcux

7. Davis, F.D., Bagozzi, R.P., Warshaw, P.R.: User acceptance of computer technol-
ogy: a comparison of two theoretical models. Manage. Sci. 35(8), 982–1003 (1989).
http://dx.doi.org/10.1287/mnsc.35.8.982

8. Driza Maurer, A.: Internet voting and federalism: the Swiss case. Revista General
de Derecho Público Comparado 13, 1–33 (2013)

9. Ferro, E., Helbig, N.C., Gil-Garcia, J.R.: The role of IT literacy in defining digital
divide policy needs. Gov. Inf. Q. 28(1), 3–10 (2011)

10. Friemel, T.N.: The digital divide has grown old: determinants of a
digital divide among seniors. New Media Soc. 18(2), 313–331 (2016).
http://dx.doi.org/10.1177/1461444814538648

11. Gasser, U., Gerlach, J.: Electronic voting: approaches, strategies, and policy issues–
a report from Switzerland. In: van der Hof, S., Groothuis, M.M. (eds.) Innovating
Government, Information Technology and Law Series, vol. 20, pp. 101–128. T.M.C.
Asser Press, The Hague (2011)
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Abstract. Municipal governments often struggle to inform and engage
citizens around local issues. Due to complexities of local politics and
the diverse expressions in public and private spheres, citizens face a
huge information barrier towards meaningful participation. To overcome
such barrier, we explore a solution to provide citizens with clear, useful,
and trustworthy information. We describe a framework for accomplish-
ing this goal through issue-based knowledge crystallization. In order to
put this framework into test, we devised Community Issue Review (CIR)
as a concrete process for crystallizing local political knowledge. CIR is
a structured deliberative process that use a citizen panel to conduct
analysis of data relevant to a pending issue. We describe CIR in three
aspects of its functions: institutional design, deliberative process, and pro-
ductive outcome. Three special characteristics of CIR are emphasized: (1)
fully embedded within local decision-making context; (2) hybrid (face-to-
face and online) deliberation; (3) facilitation on collaborative decision-
analysis. We present the iterative design of the CIR process and the
lessons learned from field practices in a local community.

Keywords: Civic engagement · eParticipation · Online deliberation

1 Introduction

Democracy empowers the public through their influence on political decisions [7].
Policy issues in local governments are complex and contentious. While electronic
government applications provide opportunities for broad participation, meaning-
ful participation of public decision-making requires the ability of the participants
to produce reasonable, well-informed opinion in light of discussion, new informa-
tion, and claims made by fellow participants [2]. Such ability is often hindered by
the lack of exposure to a diverse marketplace of ideas [16]. Since most citizens are
not experts on public issues, their ability to contribute to public decision mak-
ing is vitally based on comprehending the necessary information from media and
others [15]. Informing the public with adequate knowledge about policy issues
is hard for many reasons. Understanding complex policy issues requires syn-
thesizing three types of knowledge. First, the public needs to be informed by
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good science that characterizes the potential consequences (benefits and risks)
of any policy option [3]. Second, it must give all stakeholders an opportunity to
express their social, economic, and ethical concerns. Third, it must be informed
by understanding the institutional, political, legal, and operational contexts of
decision-making. These knowledge can be buried in a plethora of on-line and
off-line information sources.

Recent proliferation of on-line participation platforms have significantly
enriched the channels of expressing opinions on public matters [6], but at the
same time, it creates information glut to citizens’ use. Typically, information
about a policy issue is buried in new media, community forums, government
web pages, documents, and reports, community meeting notes, as well as in
the minds of experts, residents, and other stakeholders. Messages in these data
are poorly framed, piece-wise, difficult to connect, redundant, and inconsistent.
Unfortunately, interpreting and synthesizing such data are challenging tasks that
few citizens are prepared to deal with. This problem has by far received little
attention, and no practical solution has been proposed. This problem is well
recognized in the literature of deliberative democracy [9] and policy commu-
nication studies [18]. Elliman et al. [5] emphasized that the most fundamental
barrier in public deliberations is the large amount of heterogeneous knowledge
that needs to be made explicit in different formats at different stages of public
opinion formation.

To address this problem of the wide dispersion of local knowledge, various
computer-mediated systems and data mining techniques have been developed
to automatically discover and aggregate diverse sources. Kavanaugh et al. [11]
developed a Virtual Town Square (VTS), a local news aggregator, that affords
civic interaction through tagging, commenting, and sharing insights. However,
even data are aggregated, they may still be too large for the public to make sense
of them. Automated textual analysis tools have been used to detect important
messages and alert analysts. Hagen et al. [10] automatically analyzed thousands
of petitions to generate more concise reports for decision makers. Topic modeling
methods [20] are useful here because it summarizes the most popular topics that
appear news articles and blogs and representing them together in an intuitive
way. Automated methods (as mentioned above) can improve the accessibility of
community information sources. However, they are far from providing actionable
knowledge to citizens. Useful knowledge has to be discovered from the data
and be contextualized for certain tasks [19]. It is cognitively difficult and time-
consuming for a person to make sense of large and complex data.

This paper argues for the need to communicate policy relevant knowledge
more effectively to the public in order to maximize the chance of their mean-
ingful participation with the constraints of the limited cognitive capacity and
attentional resources. This need can be met by incorporating an explicit phase
of “knowledge crystallization” before engaging the broader public to elicit their
policy preferences. We present a conceptual framework for structuring knowl-
edge crystallization tasks (Sect. 2). Following this framework, we propose a con-
crete process, community issue review (CIR), that can be practiced as a policy
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knowledge co-creation tool in a variety of policy-decision contexts (Sect. 3).
We implemented and used CIR in evaluating a real community proposal and
observed the positive impact to the level of engagement (Sects. 4 and 5). In the
same time, we received feedback on how the CIR process and the supporting
technology can be improved and be made more flexible to support best practices
(Sect. 6).

2 Issue-Based Knowledge Crystallization
for Democratic Deliberation

Our research addresses the need of crystallizing knowledge to overcome the infor-
mation glut experienced by local communities when residents are called for par-
ticipating public deliberation on a pending policy issue or proposal for action.
Instead of pouring a large amount of messy data to all the members of a local
community, our solution is to crystallize the knowledge about the policy issue
into a set of clearly stated findings, called Citizen’s Statements, that is amenable
to human mental processing [17] by the lay public.

We define knowledge crystallization as a process that aims to produce a
most insightful and compact description of the relevant content of a data set for
a given task without removing crucial information. Examples of knowledge crys-
tallization tasks include writing a business intelligence newsletter, reporting on
the analysis of a business strategic management practice, or a scientist writing a
literature review article [1]. Issue-based Knowledge crystallization (IBKC) takes
all the data that we can collect about a particular public issue, and puts them
through a systematic process of distilling relevant nuggets, purifying, abstract-
ing, and compacting to create a best and most accessible “form” of knowledge
for human consumption.

Crystallization is a metaphor borrowed from chemical engineering, where the
goal of crystallization is to produce a highly purified and ordered crystal lattice
from raw materials through the processes of purification and condensation. We
use the concept of knowledge crystals to represent a form of knowledge that is
highly purified, compact, succinct, structured, and solid.

An overview of the knowledge crystallization process is shown in Fig. 1. The
rectangular boxes represent entities involved in the process. The arrows represent
flow relationships among them. This process has four small loops and has one
set of loops that cycle around knowledge evaporation and another that cycles
around knowledge condensation, with plenty of interaction between these. This
process is guided by a knowledge schema that reflects the structure of inquiries
used by the decision-makers. A bigger rectangular task wraps the entire process
and serves as the context.

3 Community Issue Review

Community Issue Review (CIR) is a community-level panel-based delibera-
tion process for crystallizing knowledge about a pending community issue [12].
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Fig. 1. The framework for issue-based knowledge crystallization

It is specially tailored to the need of informing the public on local policy issues.
CIR guides a group of panelists to review an issue relevant to the community in-
depth through a multi-day public review process. Panelists are either randomly
or strategically selected from a community. As representatives of a community,
panelists are given access to a large amount of data from various sources con-
cerning a given issue. CIR aims to generate an informative briefing of the issue,
called Citizens’ Statements, to provide the community with insights concerning
the issue so that everyone in the community is able to form opinions effectively
and efficiently.

CIR can be conducted in a purely face to face environment. However, citizens
have their daily work and can only allocate limited time (especially daytime) and
effort for CIR. In our experimental studies we choose to blend online and face-
to-face activities. There are two face-to-face meetings on the first and last days
respectively, and the panel works online during the time in between. The whole
process may last about ten days to two weeks depending on the complexity of the
issue. The expected outcome of CIR is a set of Citizens’ Statements, including
10 findings, 5 pros, and 5 cons. The slots associated with the 20 statements
are allocated in advance and can be assigned with customized labels for easier
reference. Each category is equipped with a progress bar that shows the current
working process of categorization.
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Fig. 2. The overview of community issue review as a knowledge crystallization imple-
mentation

In the rest of the section, we describe the phases and relevant activities in a
CIR process. We will also identify the challenges users may face and show how
technical support can contribute.

3.1 Preparation

Recruiting Citizen Panel. One important design question is: who should be
the part of the CIR panel for crystallizing the community knowledge? We choose
to use a small group of citizens as the panel. By bringing in diverse perspectives
and skills, we can expect CIR to perform an in-depth analysis in a deliberative
manner. Since the outcome of the CIR is to be used by citizens in a community,
using peer citizens in CIR ensures a degree of trust by other citizens. We fol-
low the work of a small group deliberative democracy process [8], which selects
panelist from the relevant population through stratified random sampling as
representatives.

Assemble information package for a pending issue. In an ideal world,
input to CIR should be all the information that can be found about a com-
munity issue. In reality, we use a team of undergraduate researchers to collect
documents from government websites, public media, experts and senior citizen
advisors to compile an information package to be distributed to each panelist.
We also identify and invite subject matter experts and government officials to
review and supplement the package to ensure completeness. The contents usually
include neutral descriptions of proposals/ordinances and evidences for/against a
policy proposal. Other than published reports, websites, and news articles, the
document collection also contains interviews with subject matter experts and
their written statements. During the CIR process, panelists are allowed to add
more materials through a request.

Issue Briefing. Before moving to the first phase, the panelists will get together
and learn about the community issue through a face-to-face meeting. During this
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meeting, the CIR panel members are charged with investigating a policy issue
that is usually complex and controversial. In the same time, they will pick up an
information package with all the details about CIR process, data to be analyzed
and the intended outcome. They will have a chance to get to know each other
as collaborators. Panelists will also receive a training on how to use the online
deliberation system, GeoDeliberator. They can also communicate with experts
directly to resolve quick questions.

3.2 Phase I: Extract Information Nugget

Nugget Extraction in CIR is aimed at reliably recognizing and collecting all data
segments (or nuggets) relevant to the pending issue. Doing a good job in this
phase is the prerequisite for subsequent tasks of knowledge crystal formation,
refinement, and compaction. During this first phase of CIR, panelists work asyn-
chronously online to gather information nuggets relevant to a policy issue. The
document view contains a collection of documents, plus a table of contents for
easy navigation. These documents are identical to those included in the infor-
mation package. When a panelist recognizes a nugget in a document, and he/she
can extract nuggets by selecting a piece of text judged as relevant to one or more
theme. Once a segment of text is selected, it will be highlighted with yellow color
and be prompted to assign this information nugget to a theme. All the themes
are listed on the top and a detailed explanation will be provided when placing
cursor over each theme icon.

All the extracted nuggets are collected into the nugget list. Nugget List view
is actively linked to the Document View, allowing panelists to trace back to
where a nugget originates in the document. Capturing the relationship between
nugget and its origin in documents effectively makes it possible to replay and
review the analytical process later on [14].

3.3 Phase II: Assemble and Improve Claims

The purpose of Claim Assembly in CIR is to transform collected information
nuggets into claims, which should be relatively well-written, self-contained, and
based on facts and evidence. There are two kinds of claims: findings (objec-
tive facts) and opinions (facts with implicit position). The opinions can be fur-
ther decomposed into two categories: substantiate and refute, depending on the
position. A claim is informed by one or more information nuggets. Claims can
be further elaborated and improved through adding more information nuggets,
removing irrelevant or unimportant contents, rewording, merging several claims
or splitting a claim.

A new claim can be created by clicking + button on the top of the claim
list. Once a new claim is created, the view automatically switches to the claim
workspace where one can write the claim text and cite any nuggets (by clicking
the “adopt” button next to a nugget) that contribute to the claim. By adopting
nuggets to a claim, a semantic link is established between the selected nuggets
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and the current claim. In addition to editing the claim directly, panelists are also
encouraged to leave comments to others and discuss the claim.

3.4 Phase III: Generate Statements

Phase III is to refine the statements by making them more compact, defensible,
and understandable. This involves two types of interface operations: categoriza-
tion and refinement. Categorization is to decide whether a claim is a finding
statement, or a substantiate statement or a refute statement. The categorization
is performed by dragging and dropping claims from claim list to a category slot.

3.5 Phase IV: Communicate Statements

In this phase, the claims are compiled into a set of statements of manageable
length. These statements must be presented in a way that is easily understood
by local citizens. Special care is given to the use of language that state expert
and professional knowledge in a form usable by the general public. The final
Citizens’ statements contain ten statements of Findings that summarize the
issue and why it is important to the community. Another ten statements are
allocated to the five strongest arguments in favor of the issue and five strongest
arguments against the issue (Fig. 3).

3.6 Facilitative Moderation

CIR requires expert facilitators to be coupled with system support. Facilitators
serve on a number of roles. Firstly, they mediate the conflicts among views
on issue-relevant information, and manage different understandings, values, and
knowledge [13]. Second, facilitators coordinate with the panelists and experts.

The facilitator practices its function through a control panel in the online
system. From this control panel, the facilitator can monitor panelists’ activities,
control the process through a sequence of phases, manage schema, and manage
documents.

3.7 Supporting Collaboration

In addition to entity-eccentric discussion and editing, collaboration among pan-
elists is supported mainly through a chat room. Communications among pan-
elists and subject matter experts are supported through a question panel. Pan-
elists can directly ask a question in the question panel. Some of the questions can
be answered immediately by peers. Others may have to be forwarded to subject
matter experts. Once answers are received, they will be incorporated into the
document collections.

4 Case Study

In order to test our implementation of CIR and iteratively improve it, we con-
ducted a case study to gather the feedback from the potential panelists.
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4.1 Procedure

The community issue used in this study is inflationary tax indexing. The proposal
is that real estate tax should be increased by at least inflation every year just to
keep pace with the cost of providing services to the Borough. We recruited four-
teen participants as the citizen panel. Most of them were recruited via mailings
that were sent at random based on the addresses provided the borough office.
Three of them from specific student organizations were recruited via targeted
email. The three students rent in the borough. The rest are homeowners. There
are also four subject matter experts involved. Two of them are proponents that
support the inflationary tax indexing, and two are opponents against the issue.

Fig. 3. Face-to-face meeting on Day 1

The study lasted ten days. On the first day, a short introduction and a
training session were conducted in the face-to-face meeting. In the first session,
the moderator introduced the community issue review in terms of its process,
expected outcome and various roles. Then the community issue of inflationary
tax indexing was introduced, followed by a question and answer period that
allows the panelists to ask questions.

After the meeting, the panelists went home and began to work in the online
environment. They were expected to follow CIR phases and collaboratively pro-
duce candidate statements for the final-day meeting to discuss. During this
period, a facilitator kept monitoring the online activities and moderate the
process when necessary. To ensure steady progress, the facilitator sent emails
every morning, along with a summary of the progress by far. In the final day
meeting, the panelists discussed and finalized the 20 citizen’s statements.
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We wanted to gather input from the participants as much as possible since
this is still a preliminary study, thus an exploratory approach was employed to
collect their feedback. During each of the work sessions, researchers conducted
observations and asked the panelists to describe what they were doing and think-
ing aloud, especially the intentions behind behaviors. We only provided guidance
and assistance whenever the participants had confusion.

4.2 Evaluation and Feedback

Based on the participants’ feedback and our observations, we compiled a series
of points and summarized them in this section.

Knowledge Crystallization Scheme. Without knowing how to decide and
choose the knowledge schema, we adopted a set of themes as the knowledge
crystallization scheme in this study. Each theme represents one important aspect
of the issue and is shown as a phrase with detailed explanations on demand. For
example, “Affordability” was used in the study as a theme, which indicates how
a tax increase affects the price of owning and renting properties.

All the participants reported that the themes were only useful for the first
phase to organize extracted nuggets. It was difficult for them to continue to
use the themes as the extracted nuggets were transformed into claims. Instead,
some of the participants suggested that several guiding questions would be more
helpful for all phases.

Phase Transition. We organized CIR as an explicitly phase-based process
following the IBKC framework (Fig. 2). Phases switch only when all partici-
pants feel that they have completed the current phase and ready to move on
to the next phase. By enforcing phase-based process, panelists were expected to
work synchronously and thus their contributions could be evaluated and utilized
collaboratively.

However, Some participants reported that it was difficult for them to divide
phase clearly; it caused confusion to them as they had to understand exactly
the design of each phase. To address this problem, we enhanced our system
by allowing panelists to be able to do all the work in one integrated interface
where phases are implicitly enforced. We presented the revised interface to two
participants and received positive feedback.

Learnability and Accessibility. The most common issue pointed by the par-
ticipants was the usability of the online system. The participants were unaware
of many available features and sometimes used the system in an incorrect way.
The targeted users are ordinary citizens, among which many have insufficient
computer skills. Therefore, on the one hand, the system should be designed to
be easier to learn and operate. On the other hand, a more sophisticated technical
support and training session should be provided.
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Collaboration, Coordination, and Communication. Our observations
show that participants communicated a lot in face-to-face meetings while they
worked almost individually in the online environment, though a variety of
communication channels were provided. One participant believed it is due to
time delays in asynchronous communication while people do expect immediate
responses or in-time notification. This was explained by [4].

One improvement is to provide subscription/notification service: Once a par-
ticipant makes a contribution to an entity, she is considered to subscribe to the
related thread. Whenever there is an update, e.g., another participant leaves
a comment, the participant will be notified. The idea of the private and pub-
lic workspace was also mentioned by some participants, which allows the par-
ticipants to work in their private workspace and share with others only when
necessary.

Flexibility of Organizing and Retrieving Contents. Currently all the
entities involved in CIR, such as documents, extracted nuggets, assembled claims,
and candidate statements, are structured in a linear fashion. Although some
filters are provided that allow panelists to select, for example, the information
nuggets tagged by a particular theme, it is still limiting the way of organizing
them. Some participants would like to see the system provide more means of
structuring the entities, for example, to cluster documents based on contents in
advance.

Another feature the participants hope to have is a search function. We inten-
tionally removed the search function as a way to enforce people to go through
all the documents thoroughly rather than doing a keyword search when doing
sense-making. However, the participants do have a need to revisit what they
have read, and search function can support that. Bookmarking is also a solution
to that.

5 Discussion and Conclusion

In this paper, we identified the challenges caused by information overload and
knowledge deficit that prevent ordinary citizens from participating public life
effectively. Drawing from observations of how local government decision-making
works and theories of information, we proposed CIR, an instance of knowledge
crystallization, as a solution to the above problem. We implemented CIR with
the help online technologies and presented it to a group of citizens strategically
selected. Based on lessons learned from their feedback, we developed a better
understanding of CIR process and the need for improving this process.

Community Issue Review should be considered as a general framework that
can be implemented in a variety of the contexts and processes. The current
implementation of CIR (as described in this paper) is far from being perfect. On
the technical side, many system-support features are to be further refined and
optimized. We are incorporating the lessons learned from experimental observa-
tions and the feedback collected from the case study to enhance the support for
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collaboration and communication among panelists. On the social side, our design
of the CIR process should consider the vulnerability of the process and outcomes
to power influences. In our observation of CIR practices in State College Bor-
ough, the Borough’s council members are clearly the power holders since they
make the final decision. The council can influence the CIR process by framing
the policy issues from the government point of view, imposing pressure on which
issue to be reviewed and limiting policy options to be considered. To balance
such potentials of power influence, we have explicitly included a few mechanisms
in CIR to empower citizens. First, the citizen panel of CIR is the only body to
execute the creation of the citizens’ statement, and other players (subject matter
experts, municipal staff, researchers) are all playing a supporting role during the
process. Second, we run a special session of “issue-framing” in Day-1 of CIR to
allow the panel to generate its own way of framing the policy issue and propose
alternative solutions. Second, we asked the panel to deliberate on their value
propositions and challenge those from the experts and the government. For the
above reasons, we argue that citizens’ participation in the CIR redistributes
more power from the council to the citizens, compared to the existing citizen
consultation methods that do not garner much participation.
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Abstract. International rankings of e-participation development provide useful
information for making strategic decisions for a more successful information
society development. However, when we start the interpretation of the ranking
details, it is important to consider the context, as well as national factors and
existed barriers on the way. The paper presents some results and conclusions
drawn from the expert survey and aiming to detect the factors which affect e-
participation development in Russia. The authors conducted an expert poll with
the participation of 41 experts from government, business, NGO, scientific and
education structures, and city-activists. The survey results allowed to detect the
target of e-participation tools development in Russia; to determine the factors that
influence positively and negatively on its development. The major finding of the
survey showed the following trend: e-participation tools in Russia served to opti‐
mize the authorities’ work and fight such barriers as administrative, regulative
and lack of citizens’ trust in e-participation tools.

Keywords: E-participation · Expert survey · Factors of development ·
Assessment

1 Introduction

The global trends belonged to the term “e-participation” assume a technological mech‐
anism for linking citizens’ demands and needs and the politicians. According to the last
world ranking on E-participation development prepared by UN in 2016 [8], the world
leadership in this field belongs to the United Kingdom, Australia, Japan, South Korea,
Netherlands, New Zealand, Spain, Singapore, Canada, Finland, Italy. Russia occupies
the 32nd place losing two positions from the previous rating and receiving 91,2% (out
of 100) for e-information, 63,2% for e-consultation and just 28,6% for e-decision-making
directions.

With the purpose to determine the reasons for such un-proportional development we
conducted an expert survey focusing on factors which influence positively and nega‐
tively on e-participation development in Russia.
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2 E-participation Development Factors

Russia, following global trends, attempts to activate the citizens’ participation in solving
various issues of state and public life through ICT [23]. Over the past few years several
legal acts that form the basis of electronic interaction between the state bodies and the
citizens have been adopted. For instance, the Concept for e-democracy mechanisms
development in the Russian Federation till 2020, developed by the Ministry of Commu‐
nications and Mass Communications, forms the institutional environment for this
phenomenon.

The concept determines a direct relationship between the transition to e-democracy
practice and the process of strengthening and further development of Russian civil
society: “… the active introduction of ICT in the social and political relations can
significantly enhance the ability of Russian citizens in terms of their social and political
participation and creating conditions for the civil activity growth, which contributes to
the formation of a qualitatively new level of citizen activity” [5]. In addition, the Concept
identifies several barriers for e-democracy development in Russia. The following
barriers from the list related to e-participation: the lack of efficiency, poor organization
and technical support, inadequate attention to the issues of citizens’ identification and
authentication, digital divide in the Russian regions, inequality between the federal,
regional and municipal levels.

When we looked at the world research practice, we found a variety of factors that
determine the success of e-participation development. According to the South Korean
survey, conducted in 2015 in 125 countries around the world, there is a statistically
significant correlation between the degree of citizens’ e-participation and groups of
indicators characterizing ICT development, the level of democracy, political institutions
and human capital (literacy, education, income, etc.) [25]. J. Fountain argues that the
institutional and organizational contexts act as an intermediary in ICT implementation
[9]. Without a conceptual scheme that incorporates e-participation in politics, govern‐
ment, institutional structure and behavior, researchers can only ascertain the destructive
internecine fighting bureaucracy and individual cases of outstanding innovation, but
they are not able to recognize the more general models of institutional behavior.

For effective political participation, A. Kurochkin highlights the presence of a stable
institutional environment (legal and informal institutions), defining clear rules for all
actors, as well as guaranteeing their freedom of activity in the network [14]. I. Kharechko
also draws attention to the fact that e-democracy should be developed and implemented
in society in parallel with the electronic board. The author points out the need for a
unified national technical platform, adapted to the needs and IT skills of ordinary citi‐
zens, as well as the supervisory organizational structure for monitoring and analysis the
situation in the regions development [13].

According to J.Parfenova’s survey, a low level of trust in public authorities serves a
critical factor of e-participation development, affecting the low use of e-participation
tools [18]. Foreign researchers, among the reasons for citizens’ low online activity,
stressed the insufficient politicians’ involvement in e-participation projects. This fact
entails the reduction of citizens’ confidence and disbelief that their opinions are taken
into account in policy-making [4].
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A. Golubeva and D. Ishmatova noted that the lack of institutional support and polit‐
ical involvement is a major obstacle to the successful implementation of e-participation
[11]. Furthermore, it may be institutional and political resistance to the development of
new participation forms, since they can undermine the authority of established political
institutions, expanding access to decision-making processes and, as a result, changing
the political balance of power [16]. According to the European studies, poor support for
projects at the institutional and administrative levels, as well as resistance to e-partici‐
pation development usually influence negatively on citizens’ activity [4].

According to A. Golubeva and D. Ishmatova findings, the main reason for the low
level of citizens’ participation is the lack of confidence in the political process and lack
of trust in influence on the state policy. These researchers underline the transparency of
e-participation results and its impact on political decisions. Also, the initiation of e-
participation projects is likely to face the problem of institutional and political resistance.
From the opposite side, the citizens’ indifference to political life is another factor
impeding the development.

Thus, in the field of e-participation regulatory and institutional environment, a
contradictory situation is observed in Russia. On the one hand, ICT is a powerful tool
for civic and political participation, and on the other - an effective instrument for political
control. This view is also supported by the Russian researchers A. Sokolov and
E. Grushina, [21] who say that “the spread of the Internet, power delegitimizing, the
protest increases, and social tension - all this results in Internet activities’ growth. At
the same time, the “anti-piracy” law, an attempt to introduce roll-call identification lead
to restriction of Internet activity”.

Based on literature review, we analyzed research results and revealed more than 30
factors detected by foreign and the Russian scientists. Then we organized an expert
research group and systemized them into the following lists of factors that influence the
e-participation development:

• human capital characteristics [19],
• scale of technological development [2],
• level of democracy, nature of participation [12],
• decision-making procedures and its legal acceptance [17];
• institutional and political resistance [16]/reform orientation [1];
• different stakeholders’ involvement [24];
• digital divide and level of adequate skills [12] and regional differentiation [7];
• privacy concerns and autonomy, identification procedures [6, 10];
• trust to e-participation tools [20] and government institutions [4];
• level of income and social welfare [15];
• existence of the monitoring system [3].

The analysis of research publications leads to the conclusion that the variety of
factors makes an impact on e-participation development in both directions, positive and
negative. In this research, we used this data to create a questionnaire for experts to assess
different factors influence on e-participation in Russia.
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3 Research Methodology

In this survey, we understood e-participation as “the process of engaging citizens
through ICTs in policy, decision-making, and service design and delivery in order to
make it participatory, inclusive, and deliberative” [22].

With the aim to detect the factors that influence positively and negatively on e-
participation in Russia, we conducted an expert poll survey. The poll has been organized
in August–September 2016. The list of experts being invited to the survey included
representatives of federal, regional and municipal authorities, scientific structures and
IT-companies. The listed consisted of 121 respondents. We also checked the data on
active e-participation portals, revealed its’ activists and contacted them directly with the
purpose to involve this part of the targeted audience in the survey. Ultimately, 41 experts
took part in the survey: 39% - from government, 32% - from science and education, 12%
- from business, 10% - from NGOs and 7% - active portals’ users.

The majority of experts have been working in e-governance and e-participation
sphere for 3–10 years. Moreover, 14.6% of them had more than ten years’ experience
in this field.

The research addressed the following issues:

– detecting the purpose of e-participation tools development;
– determine the factors influence positively on e-participation development in Russia;
– revealing the barriers of e-participation development in Russia.

An automated questionnaire was designed for the survey. The experts received the
questionnaire containing questions of closed and open types. According to research
methodology, we created lists of barriers and positively influence factors which experts
could evaluate using a special scale. The correspondence between the list of factors
revealed from the literature review and those appeared in the questionnaire is presented
at Table 1.

In addition, experts were encouraged to supplement the questionnaire with their own
suggestions and comments, as well as to provide solutions on the current barriers.

4 Research Findings

The experts were asked to detect the purpose of e-participation tools’ development in
Russia. This question supposed to show not the experts’ knowledge in the regulations
but their personal opinions and feelings about the current situation. It’s interesting to
note, that 1/5 part of experts underlined the optimization of the administrative process,
focusing more on civil servants’ side than on citizens (Fig. 1). It also should be noted
that the 3rd most popular answer touched the ostentatious nature of this phenomenon in
Russia: the experts supposed that some of the actions in the field of opening governments
and involving citizens’ in the political process just seemed to act like real e-participation
tools. However, these tools don’t work well in real life. Some of the experts also made
an accent on the fact that institutions of direct democracy (treatment, civil initiatives)
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are still more popular in Russia. In this way, the developing tools repeat the political
landscape of the state very much.

The experts from business companies were rather skeptical about the increasing
citizens’ activity in the socio-political life of the country. The respondents from science
and education sphere often mentioned the desire to meet international standards.

While answering this question, the experts could also give their comments on e-
participation tools development. Some experts noted the uneven development of
regional e-participation tools, together with the established quite formal purposes. “The
goal of creating visibility of public participation and the possibility to make proposals
is a dominant at the regional level, with exception of top-ranked regions”, - said the
expert - a representative of a scientific structure.

The respondents evaluated the importance of the possible factors e-participation
tools development, using a 5-marks scale, where: 1 - not significant, and 5 - very

Table 1. The correspondence of the factors used in the survey with the list of factors revealed
from literature review

Literature review Questionnaire
Factors for development Barriers

Human capital characteristics Citizens’ computer literacy Low computer literacy
Citizens’ benefits

Scale of technological
development

Easy use Insufficient usability
Quality of information
Quick confirmation, alerts

Level of democracy, nature of
participation

Leaders and activists’
existence

Administrative barriers
Lack of motivation

Decision-making procedures
and its legal acceptance

Proper regulations Administrative barriers
Civil servants’ responsibility
for timely response

Institutional and political
resistance/reform orientation

Political activity Political indifference
Promotion

Different stakeholders’
involvement

Business involvement Lack of motivation and
benefitsNGO’s involvement

Civil servants’ active
involvement

Digital divide and level of
adequate skills

Citizens’ motivation Digital divide

Privacy concerns and
autonomy, identification
procedures

Easy registration procedure Liability for Internet
publications

Trust to e-participation tools High trust Low trust
Level of income and social
welfare

Citizen’s level of income Citizen’s low level of income

Existence of the monitoring
system

Assessment of users’
satisfaction

Lack of monitoring and
evaluation
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significant. Figure 2 represents average marks which experts gave to all the factors from
the proposed list. The study found that the greatest significance belonged the following
factors: easy use of tools (about 90% of respondents noted these factors as very signif‐
icant), civil servants’ responsibility for the timely reaction to citizens’ requests, and
quick feedback. Almost 78% of the respondents indicated a positive impact on e-partic‐
ipation tools development in the case when citizens got real benefits from their involve‐
ment in new services creation.

Fig. 2. Factors influencing positively on e-participation development in Russia, experts’
evaluation

Among the other important factors listed by the experts, we should note the
following:

• a significant number of e-participation successful cases resulted in decision-making;
• mandatory actions on supported decisions,

Fig. 1. Expert’s answers to question “What is the purpose of e-participation tools development
in Russia?”, %
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• 100% mandatory publication of the decisions taken by officials and their public eval‐
uation.

Using the same scale, the experts rated the barriers of e-participation development
in Russia. Figure 3 summarizes this assessment. The higher average rank in the graph
means a higher importance of the existed barrier in Russia.

Fig. 3. Barriers to e-participation development in Russia, experts’ evaluation

The most significant barriers to e-participation development, according to experts,
linked with the administrative barriers, as well as the absence of a legal framework
covering the authorities’ working procedures with citizens’ electronic applications
(80.5% and 75.6% of experts respectively marked them as “very significant” or “rather
significant”).

The second group of important barriers addressed the human capital issues, such as
low level of trust in e-participation tools, lack of motivation while communicating with
authorities via the Internet, and insufficient usability level of existed services.

During the research, we have summarized experts’ proposals to address the most
critical issues. The respondents suggested the development of regulations with penalties
for the late response to citizens’ applications or incomplete feedback. Some experts,
however, believed that such mechanisms had already existed and functioned, but due to
the lack of responsible civil servants’ qualification and/or their insufficient number, the
authorities could not cope with the flow of requests effectively.

As a possible way to overcome the low trust, the experts proposed a stronger adver‐
tising and promotion of e-participation tools, including information about successful
cases of real participation in decision-making processes. It’s very important to show not
just the cases from international practice, but national stories as well. The experts paid
special attention to the transparency and openness of e-participation mechanisms in
order to improve the level of citizens’ confidence, as well as the feedback efficiency.
One of the experts expressed the following opinion: “if participation is anonymous,
citizens are willing to participate. While publishing their data caused fears that this
information could be used against themselves”. As a possible way to improve the situa‐
tion, the expert pointed out the necessity to save the anonymity of published petitions.
Also, the expert highlighted the idea of block-chain technology and external audit intro‐
duction in the authorities.
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5 Conclusions

The study found several administrative, regulatory, institutional and human-capital
related barriers for e-participation development in Russia.

The experts confirmed that the declared purposes of e-participation tools develop‐
ment in Russia related to the improvement of authorities’ administrative procedures and
providing a way to apply the authorities online. However, the inner nature peculiarities
of these initiatives in Russia lead to their low-performance and don’t create any benefits
for stakeholders. That all results in a low citizens’ inclusion in the decision-making
processes.

The study showed a correspondence between the key barriers of e-participation tools
development and the factors which should be managed to improve the situation:

– administrative barriers and the need to actively involve civil servants’ in e-partici‐
pation tools’ usage;

– lack of proper regulations and the need to establish civil servants’ responsibility for
timely reaction to citizens’ requests,

– low citizens’ trust and the proposal to increase personal benefits and motivation in
e-participation tools,

– insufficient usability and the necessity to provide quick feedback and alerts system.

The research results lead to the assumption that institutional development could
provide a positive impact on more comprehensive e-participation tools creation. Another
important conclusion is about the opposite effect: if citizens see personal benefit in the
proposed e-participation services and their possible ability to influence on state policy,
they are ready to overcome the serious administrative and technical barriers on their
own. Conversely, the absence of significant values makes administrative and technical
barriers insurmountable due to the lack of citizens’ interest.

The conducted research has some limitations due to the focus on experts’ assessment.
Taking into considerations the opinions of active e-participation tools’ users (involved
in the survey), we tried to reveal those respondents who already used such tools, because
it isn’t very much popular now. But the opinions of the citizens who don’t use the tools,
or even don’t use the Internet stay unstudied now.

The experts also noted the importance of drawing up a comprehensive evaluation
criteria for e-participation assessment including the following parameters: citizens’
demand, the tools’ credibility, transparency, social needs, qualitative changes as a result
of e-participation tools, citizens’ level of trust, level of motivation, the degree of influ‐
ence on the actual decision-making.

The authors are going to continue the future research in the following directions:

– to expand the scope of the study to cover various target groups among the population;
– measuring political, social and economic impacts from e-participation tools’ use by

citizens to find the emerging benefits and opportunities for public values creation;
– detailed analysis of successful and not successful e-petitions for detection the public

mood and forecasting the most critical issues and possible protests.
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Abstract. Previous political sciences research has highlighted the importance
of both ‘democracy’ (democratic processes and consultation with stakeholder
groups) and ‘technocracy’ (specialized knowledge of experts) as main founda‐
tions for the development of effective public policies, and the need for balance as
well as interaction between them. The use of information and communication
technologies (ICT) for supporting this exchange can be highly beneficial. Our
paper makes a contribution in this direction, by evaluating an ICT-based ‘expert-
sourcing’ method that has been developed for supporting the transfer of knowl‐
edge from ‘technocracy’ (i.e. knowledgeable experts) to ‘democracy’ (i.e. partic‐
ipants of the democratic processes, such as citizens’ representatives, elected offi‐
cials and various public policies’ stakeholder groups). This method exploits
policy-related content that has already been published by experts in numerous
social media, adopting a selective approach (filtering this content in order to
extract the highest quality parts of it that have been authored by the most knowl‐
edgeable experts) based on reputation management techniques. From the evalu‐
ation of this ICT-based ‘expert-sourcing’ method useful conclusions have been
drawn concerning its strengths and weaknesses, as well as directions for the
improvement of it and the enhancement of its value.

Keywords: Social media · Reputation management · Expert-sourcing ·
Democracy · Technocracy

1 Introduction

Previous political sciences research has highlighted the importance of both ‘democracy’
(democratic processes and consultation with stakeholder groups) and ‘technocracy’
(specialized knowledge of experts) for the development of effective public policies, and
the need for balance as well as interaction between them [11, 13, 27, 28]. This research
has concluded first that the domination of one of them over the other can have negative
impact on the quality and effectiveness of the resulting public policies; and second, that
each of them needs inputs from the other, so extensive exchange of knowledge between
them is required. The use of information and communication technologies (ICT) for
supporting this exchange can be highly beneficial. Previous research in the information
systems (IS) domain has revealed that ICT can significantly support and increase the
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effectiveness of knowledge transfer [17]. However, there has been a lack of research on
ICT-based support of knowledge transfer in the above context, between ‘technocracy’
and ‘democracy’, despite its criticality for public policy development. So extensive
research is required for the development of ICT-based methods that can effectively
support the effective exchange of policy related knowledge between ‘technocracy’ and
‘democracy’, as well as for their evaluation, in order to identify their strengths and
weaknesses, and also make improvements of them in order to enhance their value, so
that finally high levels of maturity can be achieved in this novel area.

Our paper makes a contribution in this direction, by evaluating an ICT-based ‘expert-
sourcing’ method that has been developed for supporting the transfer of knowledge from
‘technocracy’ (i.e. knowledgeable experts) to ‘democracy’ (i.e. participants of the
democratic processes, such as citizens’ representatives, elected officials and various
stakeholder groups), in order to identify its strengths and weaknesses, as well as value
enhancing improvements of it. This method has been developed within the European
research project ‘EU-Community’ (project.eucommunity.eu/), which has been partially
funded by the ‘ICT for Governance and Policy Modelling’ research initiative of the
European Commission. It exploits policy-related content that has already been published
by experts in numerous social media, adopting a selective approach: it filters this content,
in order to extract the highest quality parts of it that have been authored by the most
knowledgeable experts, based on reputation management techniques. A comprehensive
description of this method is provided in [1], however for the sake of completeness of
this paper an outline of it is presented in Sect. 3.

So, the research objectives of this paper are:

(i) to evaluate the above method in order to identify its strengths and weaknesses,
(ii) as well as to make improvements of it that can enhance its value.

The paper is structured in six sections. In the following Sect. 2 the background of
our research is presented. The abovementioned ICT-based expert-sourcing method is
outlined in Sect. 3, while the data and method of our study are described in Sect. 4. Then
the results of the evaluation are presented in Sect. 5. Finally, in Sect. 6 the conclusions
are summarized and future research directions are proposed.

2 Background

2.1 Democracy vs Technocracy

There has been considerable political sciences research, as well as political debate,
concerning the relationships between public policies formulation, democracy (i.e. the
role of democratic processes and consultations with stakeholder groups) and technoc‐
racy (i.e. the role of knowledgeable experts). On one hand the development of the
‘participative democracy’ ideas have resulted in a growing involvement of stakeholder
groups in the formulation of public policies [2, 21, 24, 25, 30, 31]. In [31] public partic‐
ipation is defined as ‘the practice of consulting and involving members of the public in
the agenda-setting, decision-making and policy forming activities of organizations or
institutions responsible for policy development’. Public participation constitutes a move
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away from an ‘elitist model’ of public policy development, in which managers and
experts are the basic source of policies, towards a new more ‘democratic model’, in
which the citizens have an active role and voice in policies’ formulation. It should be
noted that the development of the ‘participatory democracy’ does not aim at the replace‐
ment of the existing ‘representative democracy’ (and its institutions, such as the Parlia‐
ments and other representative institutions, and the elected officials), but on the contrary
at the enhancement and revitalization of it. However, throughout the public participation
literature it is emphasized that in order to be successful it is necessary the participating
stakeholders to be sufficiently informed about the complex social problems under
discussion, and the existing options for addressing them (various alternative interven‐
tions that government can undertake for this purpose, as well as advantages and disad‐
vantages of them, short and long term impacts, etc.). The increasing complexity of the
problems and the needs of modern societies have increased the importance of knowledge
and expertise for the design and implementation of relevant public policies. This has led
to the establishment and growing influence of various expert bodies (having various
forms, ranging from committees to separate organizations, such as economic institutes),
in both government agencies competent for the formulation of public policies, and also
the other public policy stakeholders (e.g. associations of professions, labor unions and
other interest groups). These expert bodies have become today highly important for and
influential on the formulation of public policies, and this is termed ‘technocracy’ [6, 11,
14, 15, 27, 28]. So today it is widely recognized that the two fundamental and mutually
complementary foundations of public policy making are democracy (representative
institutions and elected officials) and technocracy.

Political sciences research in this area has highlighted the need of balance as well as
relationship, interaction and exchange of knowledge between them, as each of them
needs inputs from the other, while both make significant but different contributions to
the design of public policies. In particular, participants in the democratic processes
(citizens’ representatives, elected officials, various stakeholder groups) need extensive
knowledge and expertise on the social problems they are dealing with, while the lack of
them can have quite negative impacts on the quality and effectiveness of the formulated
public policies [11, 32]. At the same time experts dealing with important social problems
often tend to ‘de-politicize’ them [11, 13, 14], or give low priority to important aspects
of public policies, such as employment generation, poverty eradication, inclusive social
protection, etc. [32]; in order to reduce these negative tendencies, experts need inputs
from the democratic political process, concerning diverse values and concerns of
different stakeholder groups, as well as their diverse perspectives, approaches and ideol‐
ogies. So, Gilley [14] argues that ‘democratic sovereignty and technocratic expertise
must coexist’, with each of them being necessary conditions for the other, and concludes
that ‘a healthy democracy requires a healthy technocracy and vice versa’.

The ICT can be very useful for supporting the above required interaction and
exchange of knowledge between these two important foundations of modern public
policy making, the ‘democracy’ and the ‘technocracy’. However, as mentioned in the
Introduction, limited research has been conducted in this direction. Our paper contrib‐
utes to filling this research gap, by analyzing and evaluating an ICT-based method that
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supports the transfer of knowledge from the latter to the former, and identifying its
strengths and weaknesses, and proposing improvements for increasing its value.

2.2 Government Citizen-Sourcing

The public sector, motivated by the multiple ‘success stories’ of crowdsourcing in the
private sector [4, 5, 16], has started moving to this direction as well, using the ICT, and
especially the social media, in order to exploit ‘collective wisdom’, giving rise to the
gradual development of ‘citizen-sourcing’ [12, 18, 20, 22, 23, 26]. Most of these first
citizen-sourcing initiatives follow the ‘active citizen-sourcing’ paradigm, in which
government agencies’ web-sites or social media accounts are used in order to pose a
particular social problem or public policy (existing or under development), and solicit
relevant information, knowledge, opinions and ideas from the general public [7, 12,
22]. Recently, there has been some research interest in the ‘passive citizen-sourcing’
paradigm, which aims to exploit policy-related content that has been generated by citi‐
zens freely, without any direct stimulation or direction by government, in various
external (i.e. not belonging to government agencies) web-sites or social media, such as
political fora, news web-sites, political blogs, Facebook, Twitter, etc. accounts; the
analysis of this content can provide useful information, knowledge and ideas concerning
important social problems and public policies [3, 8, 20]

However, a common characteristic of the first citizen-sourcing initiatives is that they
aim to collect policy relevant knowledge and perceptions from the general public, and
this has resulted in outcomes of varying quality levels. So, it would be useful, addition‐
ally to attempt collect relevant knowledge from experts as well, and this leads to the
development of the new paradigm of ‘expert-sourcing’; this paper contributes to the
development of it, by analysing and evaluating an ICT-based passive expert-sourcing
method (outlined in the following Sect. 3), and identifying its strengths, weaknesses, as
well as valuable improvements of it.

3 An ICT-Based Passive Expert-Sourcing Method

As mentioned previously, an advanced passive ICT-based expert-sourcing method has
been developed in the European research project ‘EU-Community’ (see project.eucom‐
munity.eu/)’; a comprehensive description of it is provided in [1], however for the sake
of completeness of this paper an outline of it is presented in this section. It is based on
the automated retrieval from multiple online sources at regular time intervals of infor‐
mation about experts on various policy related topics, as well as relevant online texts
and postings already published by such experts in multiple social media and web-sites;
so it does not require from experts to create new content (which would be problematic
as usually they are under pressure of time), conducting a selective ‘passive’ crowd-
sourcing [3, 8, 20]. The retrieved content is filtered, in order to extract the highest quality
parts of it that have been authored by the most knowledgeable experts, using reputation
management techniques, in combination with text/opinion mining. This is a novel
feature of this method in comparison with previous government citizen-sourcing
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methods, which target the general public, aiming to collect policy relevant knowledge
and perceptions from it [e.g. 7, 8, 12, 19, 20].

In particular, one component of the ICT platform supporting the application of this
method maintains a directory of profiles of individuals possessing high levels of knowl‐
edge, expertise and credibility in one or more predefined topics related with EU policies.
Data about these individuals are collected and included in the corresponding database
automatically by the crawlers sub-component (that crawls at regular time intervals
numerous external sources, which can be pre-defined websites (e.g. Euractiv.com, EUR-
Lex, Europa Whoiswho directory, RSS Feeds, blogs and news sites) and social media
accounts (e.g. LinkedIn, Twitter)), or even can be entered manually by interested indi‐
viduals (self-registration - in this case a validation by the system administrators follows).
Furthermore, this component provides rankings of the expert profiles on one or more
topics, based on their relevant expertise, through ‘reputation scores’ calculated by a
reputation management sub-component. For this purpose is used a synthetic algorithm
based on the following criteria (having different weights): self-evaluation; peer-assess‐
ment (based on endorsements from other experts); ‘business card’ reputation (based on
the reputation ranking of the organization he works in, or committees he belongs to, and
his/her position in it); documents assessments (results of his/her authored documents’
assessments by their readers); network value (level of influence as the sum of his/her
network connections); proximity trust (degree of connection in social media); past rank‐
ings (taking into account reputation rankings in previous months; offline reputation
(manually added for persons with no online presence). This component provides
multiple experts’ search capabilities, e.g. by name, country or EU policy or topic, and
returns experts found in its database in descending reputation score order (i.e. showing
first the most reputable ones).

Another component of the ICT platform supporting the application of this method
maintains a database of relevant documents concerning the above predefined policy
related topics of interest. For this purpose it crawls at regular time intervals various
external sources of content related to EU policies, such as relevant blogs, websites of
EU institutions (e.g. European Commission), relevant media (such as EurActiv, Euro‐
pean Voice, EU Observer) and various EU policy stakeholders’ websites (such as
various business and professional associations and NGOs’ portals), and also social
media accounts, where relevant positions and opinions are published, and updates with
new content the corresponding documents’ database. These documents (blog posts,
social media content, online comments, word/pdf documents, web pages, etc.) are first
correlated with the most relevant policy topic and subtopics (one document may match
more than one subtopics), and possibly linked to one or more authors of the above
individual experts’ database. Next, for each document its quality is rated with respect
to the above policy topic/subtopic(s), using an algorithm based on the following criteria:
author (his/her credibility ranking for the specific topic/subtopic as provided by the
reputation management module described above); ratings by other experts submitted in
the platform, with respect to quality, accuracy, value, relevance and timeliness (which
are weighted based on the reputation of the individuals who provide them). Also, these
documents undergo sophisticated processing using text/opinion mining and sentiment
classification techniques, in order to assess their sentiment (positive, negative or neutral).
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These documents are structured around ‘policy processes’ (as policy process can be
modelled any prospective, ongoing or completed E.U. legislative procedure, or any
political debate in general), which can be created by system users. Furthermore, this
component provides a timeline visualization (see Fig. 1), which shows the main docu‐
ments (based on quality ratings, as assessed using the above algorithm) associated with
a policy process selected by the user in a temporal order; different types of documents
are represented by different shapes, while the sizes of the shapes reflecting their quality.
A complete view of all documents associated with the process is provided through a
tabular visualization provided by the component.

Fig. 1. Documents’ timeline visualization

4 Data and Method

For the evaluation of the ICT-based passive expert-sourcing method outlined in previous
Sect. 3 three pilot applications of it have been conducted, concerning three important
EU policy related topics agreed among the ‘EU-Community’ project partners: Innova‐
tion and Entrepreneurship, Energy Union and Future of the European EU. In particular,
for each of them numerous online sources were crawled, in order to retrieve and store
expert profiles, and also various types of relevant documents (e.g. blog posts, social
media content, online comments, word/pdf documents, web pages, etc.); then they were
all processed as described in the previous section. Next, five interviews were conducted
with Members of the Greek Parliament, with each of them having a duration of about
1.5 h. They included initially a presentation of this ICT-based passive expert-sourcing
method, its supporting ICT platform, as well as the abovementioned three pilot appli‐
cations; then the interviewees were asked to use the platform in order to perform searches
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of experts and documents concerning the above three topics, examine and understand
the results’ visualizations, and then see in more detail document-level information and
content, with our assistance.

In order to collect evaluation data from the interviewees about this ICT-based passive
expert-sourcing method we used mainly qualitative techniques, however complemented
by quantitative ones. According to relevant literature [9, 29], the qualitative techniques
allow a more in-depth examination of a social phenomenon, and enable the generation
of deeper knowledge about it, its positive and negative aspects as well as a deeper
explanation of them (‘how’ and ‘why’). However, the quantitative techniques offer the
advantage of enabling the summarization of positive and negative aspects into a few
numbers, which make it easier to draw conclusions.

For these reasons, in order to combine the abovementioned advantages of the qual‐
itative and the quantitative techniques, in each of these interviews initially we conducted
a qualitative in depth discussion about the usefulness of this method from the technoc‐
racy to democracy knowledge transfer perspective [10]:

(i) for the acquisition/collection of high quality expert knowledge concerning a
specific public policy (existing, under development or proposed) we are interested
in;

(ii) for the transfer of policy related knowledge from experts to the participants of the
democratic processes (such as members of parliaments and their assistants, repre‐
sentatives of various policy stakeholder groups, etc.);

(iii) and for assisting the above participants of the democratic processes for having a
better, more substantial and constructive participation in public policy debates;

The above qualitative discussions were recorded, and then transcribed and coded
manually using an open coding approach [9].

Then we asked the interviewees to fill a short evaluation questionnaire, which
included three questions corresponding to the above three discussion topics; they were
converted to positive statements, and the interviewees were asked to provide the degree
of their agreement/disagreement with each of them in a five-levels scale (1 = strongly
disagree, 2 = disagree, 3 = neutral, 4 = agree, 5 = strongly agree), as a summary/
aggregation of all the positives and negatives they mentioned in our discussion.

5 Results

In Table 1 we can see the results of the processing of the quantitative evaluation data
collected through the questionnaire; for each question are shown the frequencies/
numbers of the responses ‘strongly disagree’ (SD), ‘disagree’(D), ‘neutral’(N), ‘agree’
(A) and ‘strongly agree’ (SA) respectively.

From the above Table we can see that there is a medium to high level of agreement
concerning the usefulness of this ICT-based method for the acquisition of high quality
expert knowledge concerning a particular public policy, as 2 out of the 5 interviewees
agree on this, 1 strongly agrees, and the remaining two are neutral. However, most of
the interviewees agree (4), and one strongly agrees, that this ICT-based method is useful
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for its main objective: the transfer of policy related knowledge from experts to the
participants of the democratic processes. Furthermore, most of the interviewees agree
(4), and one is neutral, that this method can assist the above participants of the democratic
public policy formulation processes for having a better, more substantial and construc‐
tive participation and contribution in public policy debates.

Table 1. Results of processing the quantitative evaluation data collected through the
questionnaire (frequencies of interviewees’ responses)

To what extent this ICT-based method is useful:
- for the acquisition/collection of high quality
expert knowledge concerning a specific public
policy (existing, under development or
proposed) we are interested in

0 0 2 2 1

- for the transfer of policy related knowledge
from experts to the participants of the
democratic public policy formulation
processes (such as members of parliaments and
their assistants, representatives of various
policy stakeholder groups, etc.)

0 0 0 4 1

- for assisting the above participants of the
democratic public policy formulation
processes for having a better, more substantial
and constructive participation in public policy
debates

0 0 1 4 0

In the qualitative in depth discussions it has been mentioned by the interviewees that
the policy related documents provided by the platform seem to be of high quality, auth‐
ored by knowledgeable experts, and contain useful expert knowledge on these specific
important policy related topics, so this is an important strength. They consider this
method as a useful tool that could complement other mechanisms they already use for
finding relevant information and knowledge on public policies under discussion;
however they would like, beyond the automated identification of experts and documents,
as well as their rating and ranking, which are performed automatically by the system,
some human presence, in order to double check and curate this content. As character‐
istically expressed by one of the interviewees “My biggest concern is to what extent the
information and knowledge I get from the system is checked and reliable, so it can save
me from the effort of checking it myself again and again. My experience shows that there
is much fake information, so we have every day to ensure that information is coming
from real experts”. Others suggested that the proposed platform could be used as an
entry point of reference, from where they could go to the original sources to cross-check
the reliability of the content.

The first weakness mentioned by the interviewees in the qualitative in depth discus‐
sions is that the knowledge contained in the documents provided per topic by the system
is not directly accessible, as the user has to read these documents (most of them being
rather lengthy) in order to extract this knowledge; it has been mentioned by one of the
interviewees that “a policy analysis has to be read in detail in order for someone to gain
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the picture”. So it was suggested that it would be highly beneficial to make further
‘deeper’ processing of these documents, in order to automatically extract the relevant
knowledge they contain, instead of the user having to do this manually. A first step in
this direction might be to extract the main terms mentioned in each document, as well
as in groups of related documents, using advanced methods of text/opinion miming, and
then presenting a visualization of the results possibly in the form of ‘word cloud’ (with
the most frequently used words shown bigger). Some interviewees mentioned another
issue of the algorithms used for assessing the reputation of experts and the quality and
relevance of the documents: they take into account factors concerning authors’ social
media presence and connections, ‘business card’ reputation (i.e. being part of highly
reputable organizations or committees), and also documents’ ratings by users (such as
quality, accuracy, value and relevance ratings). Taking into account the existing ‘popu‐
lism’ in the political debates in general, many actors (mainly politicians, but also some‐
times scientists as well) tend to support popular and ‘pleasant’ positions, instead of less
pleasant but more beneficial ones in the long run; so ‘popular’ does not necessary mean
scientifically sound. This means that a popular politician would probably be assigned
high rating and ranking for a topic by our algorithms, although he/she may not be really
knowledgeable about it, by being highly popular (having numerous social media connec‐
tions, and receiving high assessments for the documents he/she authors), and/or by being
a member in important institutional committees. One of our interviewees mentioned “I
can see institutional experts in the tool, who claim expertise because they are associated
with a particular committee or a position, but to me these do not imply that they are
experts in the topic”. In order to address this issue two main improvements of our method
have been proposed: (i) the weights for the popularity and the ‘business card’ related
factors should not be very high, so that they do not influence too much the ratings of
experts and documents; (ii) a more radical intervention might be to distinguish between
two classes of experts: the politicians-experts and the scientists/academics – experts,
with each of them having different rankings, criteria and weights; the same applies for
the documents: there should be a differentiation between politicians-experts’ documents
and scientists/academics – experts’ documents, having different criteria and weights for
assessing the quality of these two types of documents.

It was also emphasized that the trustworthiness of the results depends on the size and
the diversity of the community that will be built around this ICT platform. This
community will result in a large number of diverse multi-perspective policy related
documents; furthermore it will provide large numbers of diverse assessments of the
documents identified in the crawled sources, resulting in higher quality of ratings and
rankings of the documents, and through them higher quality ratings and rankings of their
authors. It has been mentioned by one of the interviewees that “If sufficient number of
experts exists in the database, I would trust more the results concerning credible experts
and documents; it is important a ‘critical mass’ to be achieved on a policy topic, with
respect to experts and documents, so that it is covered to a sufficient extent”. Therefore
it is important to build and maintain an extensive high quality and diverse community
around this ICT platform.

Finally, another remark concerned an important type of useful policy related content
not captured by our method: speeches in Parliaments (or other bodies of citizens’
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representatives, such as regional or municipal councils), by politicians and invited
experts, which are not recorded in minutes. It has been argued that such speeches contain
useful high quality information and knowledge on the debated social problems and
public policies; however, some of this content is not recorded in the minutes, but it is
recorded as audio or video. So a very useful extension of our method would be to add
capabilities of processing and analyzing such multimedia content.

6 Conclusions

In the previous sections of this paper has been presented an evaluation of an ICT-based
‘expert-sourcing’ method, aiming to support the transfer of knowledge from ‘technoc‐
racy’ (i.e. knowledgeable experts) to ‘democracy’ (i.e. participants of the democratic
processes, such as citizens’ representatives, elected officials and various public policies’
stakeholder groups). This evaluation has been based mainly on qualitative data, comple‐
mented by quantitative ones, collected though five interviews with Members of the
Greek Parliament.

Our results are in general encouraging. The interviewees perceive a medium to high
level of usefulness of this method for the acquisition of high quality experts’ knowledge
concerning social problems and public policies we are interested in. At the same time
they identified some weaknesses of the method, which have led to proposals for
improvements of it that can significantly enhance its usefulness and value:

– The most important of them is to proceed to a ‘deeper’ processing of the text of the
policy related experts’ documents provided by this method, in order to extract the
knowledge they contain (so that the users do not have to do this manually, by reading
lengthy documents).

– Another important improvement might be the discrimination between two classes
of experts: the politicians-experts and the scientists/academics – experts, with
each of them having different rankings, criteria and weights; and also the differ‐
entiation between politicians-experts’ documents and scientists/academics –
experts’ documents.

– Also, in the experts’ and documents’ rating algorithms of this method are required
appropriate settings of the weights for the social media presence, connections, popu‐
larity and ‘business card’ related factors, so that they do not influence too much the
ratings of experts and documents.

– Human intervention will be useful for double-checking and curating the automati‐
cally collected content (through crawlers), in order to improve the reliability of the
results.

– Finally technical capabilities should be enriched, enabling the processing and analy‐
sing of not only textual content, but also multimedia as well.

In general, taking into account both the strengths and the weaknesses of this method,
it is perceived as a highly useful mechanism for the transfer of policy related knowledge
from experts to the participants of the democratic public policy formulation processes
(such as members of parliaments and their assistants, representatives of various policy
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stakeholder groups, etc.); and also for providing assistance to the latter in order to have
a better, more substantial and constructive participation in public policy debates.

Further research is required for more extensive evaluation of the specific ICT-based
technocracy to democracy knowledge transfer method by different groups of participants
in the democratic processes (not only by Members of Parliaments, but also by citizens’
representatives at lower administrative levels, such as regional, municipal, etc., as well
as other policy stakeholders, such as associations of professions, labor unions and other
interest groups). Also evaluation of it should be conducted from more perspectives of
the political and management sciences, in order to develop a wider base of knowledge
about different dimensions of advantages/strengths and disadvantages/weaknesses of
this method. Furthermore, research is required towards the abovementioned improve‐
ments proposed by the interviewees. Additional research should also be conducted
concerning the exploitation of ICT for the transfer of knowledge in the opposite direction
(which is equally important – see [14, 15, 28]): from the democratic processes towards
the experts/technocracy (concerning diverse needs, values and concerns of different
stakeholder groups on the particular social problem or public policy the experts are
dealing with).
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Abstract. Predicting the outcome or the probability of winning a legal
case has always been highly attractive in legal sciences and practice.
Hardly any attempt has been made to predict the outcome of German
cases, although prior court decisions become more and more important
in various legal domains of Germany’s jurisdiction, e.g., tax law.

This paper summarizes our research on training a machine learning
classifier to determine likelihood ratios and thus predict the outcome of
a restricted set of cases from Germany’s jurisdiction. Based on a data
set of German tax law cases (44 285 documents from 1945 to 2016) we
selected those cases which belong to an appeal decision (5 990 docu-
ments). We used the provided meta-data and natural language process-
ing to extract 11 relevant features and trained a Naive Bayes classifier
to predict whether an appeal is going to be successful or not.

The evaluation (10-fold cross validation) on the data set has shown a
performance regarding F1-score between 0.53 and 0.58. This score indi-
cates that there is room for improvement. We expect that the high rel-
evancy for legal practice, the availability of data, and advance machine
learning techniques will foster more research in this area.

1 Introduction

The formal procedure of modern societies allows to take legal actions in order
to claim someone’s right. Thereby, courts and judges decide the case based on a
given set of facts (evidence) and the applicable law. From an economical point
of view, those cases can be resource intensive, as to time, money, and data. This
does not only count for legislation, and consequently the society, but also for the
claiming individual, i.e. the plaintiff. Therefore, predicting the result of a case
or a probability approximation of whether a case is successful or not, is highly
desirable. Within this paper we describe our approach and results of predicting
the outcome of cases for a narrow but relevant set of cases within the German
tax law, namely the success rate of appeal decisions of German Fiscal Courts.

The Federal Fiscal Court being one of the five highest courts in Germany, is a
court of last resort responsible for the interpretation and application of German
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tax law (exempt criminal tax law). In most cases, people refrain from going
into appeal, as for non-legals it is extremely difficult to assess their success odds
correctly and thus the financial risk if losing the case. As a result, many people
do not even try to challenge the first instance court decisions, remaining ignorant
and losing on their chances of getting their legitimate right. Only about 4–5%
of about 70 000 currently pending cases at financial courts go into appeal [1].
This seems particularly problematic from the view of the rule of law principle in
Germany. The decision if to appeal or not, depends on a couple of factors from
an individual’s perspective. By helping to predict the outcome of an appeal, we
aim to find a fair deal between seeking justice and the economic risks of legal
proceedings.

2 German Judicial Procedures: Fiscal Courts
and Appeal Decisions

The judicial procedures in the German fiscal domain follow a clear structure.
The process is initiated by a plaintiff, who brings his case to one out of 18 differ-
ent fiscal courts (Finanzgericht FG) in Germany. The FG collects and structures
the evidence and decides on the case. In case the plaintiff does not agree with the
outcome, he can initiate an appeal procedure, which directly goes to the Fed-
eral Fiscal Court (Bundesfinanzhof BFH), which is located in Munich, Bavaria.
In contrast to different jurisdictions, the tax law system only consists of two
instances, with the BFH being the second and last instance for tax law related
cases. Now the BFH investigates the case and decides whether the decision of
the FG was compliant with applicable laws. If European legislation is decisive
for the case outcome, the BFH is obliged to consult the European Court of Jus-
tice (EuGH), and await its binding ruling. Finally, the BFH renders a judgment
which either confirms or overrules the decision of the fiscal court as court of first
instance. Under certain circumstances, the BFH has to refer the case back to
the fiscal court which decides the case anew. Finally, the case is decided and the
plaintiff is informed.

We analyzed and modeled fiscal court decisions (Step 1a) and trained
machine learning algorithms to predict the outcome of future appeal decision.
Thereby, we collected cases from FG and BFH (responses of Step 1a and 2a)
(see Sect. 5), processed them, proposed a model and extracted eleven different
features (see Sect. 6). Those features served as the base line for a multinomial
Naive Bayes classifier (see Sect. 7). Finally, we evaluated the performance of the
classifier and discussed steps for improvements (see Sect. 8).

3 Related Work

One of the earliest approaches regarding predictions applied a nearest neigh-
bor approach, where the cases closest to a problem are determined in terms
of similarity measures and an outcome is assigned with regard to the majority
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of those cases [4]. Popple, in 1996, using a nearest neighbor algorithm, added
more complexity to the similarity measures by assigning weights to different
fact descriptors [6]. In our view, a nearest neighbor approach is limited by its
definition to the circle of identifiable neighbors and does not allow for precise
predictions outside this scope.

The IBP (Issue-Based Prediction Model) integrates case-based reasoning
with a model of abstract legal issues associated with a legal claim of trade
secret misappropriation [2]. The model’s restriction to cases concerning trade
secret misappropriation reflects the difficulty of a transfer to other fields of law.
When the legal issues and relationships in the IBP Domain Model are “a distil-
lation and interpretation of two authoritative sources on the law of trade secret
misappropriation (a statute and a Restatement provision)” [2], this shows this
model’s strong connection to the legal content of cases. The identification of rel-
evant issues in this model is thus time- and knowledge-intensive and has to be
done anew for any other field of law, hindering the development of a universal
prediction model.

Katz’s prediction model leverages the random forest method together with
feature engineering for the prediction of Supreme Court decisions [3]. Based
on the extensive Supreme Court’s database, where each case is assigned with
around 240 variables, many of which are categorical, a number of formal fea-
tures is derived. Except for the lack of a comparably extensive database and the
information about judges “behavior” who don’t play a dominant role in civil
law jurisdictions as Germany, the use of formal features sets the possibility of
creating a universal prediction model in a way we are aiming at.

4 Approach

This section briefly describes the steps performed within our approach, which
follow a classical machine learning approach by beginning with a data prepara-
tion and pre-processing step. Subsequently, we came up with a model (features
and priorities) which serves as the base line for the prediction algorithm. Based
on that, we extracted the required features and trained a classifier, which we
tested afterwards.

Data & pre-processing Feature extraction
Training

Parsing XML

Normalizing data 

Persisting 
normalized data

Natural lang-
uage processing

Metadata 
extraction

Identifying 
Features

Naive Bayes
Evaluation

Model

Fig. 1. Stepwise and subsequent pre-processing, feature extraction, and training with
evaluation of a Naive Bayes classifier to predict the outcome of fiscal court appeal
decisions.
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Data and Pre-processing. The available data (see Sect. 5) needs to be
processed. Therefore, it was necessary to develop specified importing routines
and normalized the data such that it fits to one common data scheme, which
is persisted in a database to easily enable data-intensive machine learning pro-
cedures.

Modeling. During the model we have defined parameters that potentially indi-
cate the outcome of an appeal case and that are available in the data at hand.
Thereby, we have identified different variables, so-called features, and sum-
marized them within a table (see Sect. 6). In addition, we assigned a priority
to each feature indicating its suspected importance.

Feature selection. Based on the collection of features, we have developed sev-
eral routines extracting those from the data set. Thereby, we analyzed the
metadata, such as author, publishing date, etc. and created the desired set
of features for each of the document (see Sect. 6). We mainly used regular
expressions for this step.

Naive Bayes classifier. Using an existing machine learning framework, we
trained and tested a common and simple probabilistic classifier, namely Naive
Bayes. We have compared different classifiers and found that Naive Bayes is
performing best. We split up the available data into a training and a test data
set. Thereby, we used a common strategy, namely 10-fold cross validation (see
Sect. 7).

Figure 1 shows the subsequent steps but it does not reflect the workload
that was spent on each individual task. Especially data & pre-processing, mod-
eling and the feature selection parts require lots of time and different imple-
mentations. Compared to that, training and testing the classifier can be done
straight-forward. Existing machine learning libraries and frameworks can easily
be integrated and used once the data is pre-processed, the modeling part done,
and the required features extracted.

5 Data

The data we base our research on is a corpus, maintained by professional editors,
consisting of 44 285 judgments of German fiscal courts, which date back to 1945,
whereas the most recent documents were issued in 2016. Out of these 44 285
documents, 27 055 depict first instance cases (FG), the remaining 17 230 are
judgments ruled by the BFH. Ultimately, after cleaning documents which lack
important data for feature extraction, our dataset contained 5 990 complete
proceedings.

Each data point consists of a tuple: A first instance case, and a corresponding
appeal decision, i.e. revision. The effectively used dataset consists of judgments
from 1990 until 2015. Our data is relatively up-to-date, but there is a significant
drop of cases from 2012, since those cases have not been decided yet. This might
cause a so-called cold start issue during the training phase of machine learning
algorithms. An analysis of the temporal distribution of the data set implies that
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the dataset does not cover many major changes in German fiscal legislation.
One can expect however the dataset to be representative for the German fiscal
legislation of the last years. As stated above, although the German tax law is
part of a civil law jurisdiction and the main acts, e.g., EStG, have statutory
character, the case law is particularly important for legal practice, e.g., tax
consultants, auditors, etc.

The data is structured in XML documents collection, whereas each XML file
represents one judgment. Each XML file contains a variety of different metadata
such as referenced legal norms, decision date, filing numbers, years of dispute, the
ruling court and a general markup for structuring the judgment text itself into
different sections, e.g. statement of facts, reasoning, etc. Advanced information
of the decision results such as the information whether the court ruled in favor
of the plaintiff, what kind of juristic person the plaintiff constitutes etc. are not
explicitly given. After its extraction, this data, in combination with the meta-
data, is used as features (see Sect. 6.2).

In addition, we have access to a manually created and editorially maintained
thesaurus containing numerous terms of the German tax law. The thesaurus
is available in JSON format, can easily be accessed, and provides information
about synonyms, hyponyms, abbreviations and similar terms to a given term.
This thesaurus in its entirety includes 16 019 of such groups (synsets) and overall
42 598 tokens, i.e. terms.

6 Processing and Feature Extraction

6.1 Pre-processing

The pre-processing consists of two main parts. The first one constitutes the
simple extraction of meta data of the concerning documents, whereas the second
one contains several text mining tasks in order to extract features that are not
already given.

We extracted four features: The references within the factual findings, since
not all existing references are also stated in meta-data, the factual findings them-
selves and reasons given in the judgment as well as the type of juristic person
that represents the plaintiff (if applicable). In the process of determining those
features we acted on the assumption that legal texts often follow certain pat-
terns of formulation. This approach allows us to extract the desired features with
standard natural language processing techniques.

Dataset Generation. In order to ascertain the result of the appeal, we needed
to label our testing and training data. Thereby, we used the circumstance that
the information, if the appeal got rejected or sustained, could be at the very
beginning of the reasons part within the ruling. Also, the wording is carefully
chosen, so the dismissal of a case is formulated with just a few adjectives. By
means of several selected terms, it is possible to classify this first sentence and
therefore determine the outcome of the judgment. Despite the small feature space
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of 8 different terms indicating the outcome, this method works reasonably good
for all documents.

6.2 Modeling and Feature Selection

All information for our model was derived and is knowable prior to the date
of the estimated decision (out-of-sample applicability). Consequently, the model
allows to generate ex ante predictions, i.e. predicting in the real sense. Another
characteristic of our model is generality and consistency. This means that our
model generates predictions irrespective of changes in the composition of the
courts (e.g., retirement, recusal, etc.) and not limited to specific time periods.

We considered a number of features, e.g. the year of dispute, the specific
courts, the nature of the petitioner, the duration of a case, the decisive legal
norms, the overall cited norms, the guiding principles and the heading. The
different grade of impact each one of those features might have on the decision
result, we are expressing in different weights manually attributed to them.

Considering the year of dispute the assumption is that different time periods
correspond to different legal amendments with specific grades of legal complexity
which influences the probability of reversals. Compared to other fields of law,
tax law is immensely important for the state budget and thus highly influenced
by political considerations, which result in more legal changes and amendments
than in any other legal area. The more those amendments intervene with the
overall tax law system, the more careful they have to be drafted in order to
guarantee the application consistency within the tax law system itself (Table 1).

We distinguished geographically between different courts and the spe-
cific Chambers deciding the case (German: Gerichtskammer). Courts hav-
ing jurisdiction ratione loci and ratione materiae decide autonomously within
their circuit, which leads to inconsistency between the different court circuits.
In a comparable way, Chambers as parts of the same court are autonomous
in deciding cases, often dominated by the concrete personal composition. The
observed autonomous deciding is grounded in the principle of the judge being
bound only by law and his own consciousness. We assume that there is some cor-
relation between the outcomes of the case and case durations on the one hand,
and court locations, including Chamber specifications, on the other hand.

Selecting legal norms is motivated by the fact that legal norms are the deci-
sive factor when adjudicating a case. Moreover, our feature selection considered
norms not just as a whole, but - following its specific citation in the case - splits
it into paragraphs, articles, sentences, numbers, letters etc. Certain norms, or
rather elements of a norm are more controversial in their application than others,
i.e., creating more scope for different interpretations. This is why the splitting is
necessary for more precise predictions. We distinguished between decisive legal
norms, which are explicitly cited at the beginning of a case, and the overall cited
norms in the judgment text.

Considering the petitioner as a selective feature we looked into the function he
is acting in - as an individual or as a legal person. The assumption is that courts
might be more willing to attribute rights to individuals than to legal entities,
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Table 1. An overview of the selected features, description and corresponding priority
we attributed to them.

Feature Description & rational Priority ↓
Courts Courts having jurisdiction ratione loci and

ratione materiae, decide autonomously in their

geographically assigned circuit, leading to

inconsistency within the circuits

High

Court chambers Chambers of the same court may and do decide

autonomously, leading to inconsistency within

the same court

High

Decisive legal

norms

Those have the function of legally justifying the

outcome of the case

High

Guiding principals Those summarize the legal statement of the

decided case in a few sentences

High

Petitioner The different groups of petitioners (individuals

and corporate entities) incorporate different

values with regard to the public law domain of

tax law

High

Cited legal norms Those are necessary for legal reasoning, albeit

not of decisive nature for the outcome of the

case

Middle

Duration of the

case

This reflects either the complexity of a case or

the workload in a specific court

Middle

Keywords of
statement of facts

The ’statement of facts’ section contains by law
only the legally essential, resp. for the legal
reasoning relevant facts of a case

Middle

Keywords of the
‘legal reasoning’
part

The legal reasoning part is dominated by legal
language - extracted keywords thus support
semantically the outcome of a case

Middle

Year of dispute This time period reflects the applicable law at
the time of the dispute

Middle

Heading This serves as a quick classification of judgments
without the aim to reflect the legal reasoning

Low

as the former are usually in an (economically) weaker position than the latter
ones. Exerting influence on this imbalance of powers might be a factor on the
subconscious level of judges as decision makers. We further grouped legal entities
into two categories, the private entities (German: “Personengesellschaften”) and
the corporate entities (German: “Kapitalgesellschaften”).

Another feature is the duration of cases as the time period from the year of
the case filling to the actual decision date. The case duration may reflect both
the complexity of a case or the workload at a particular court. By extracting the
workload cases by way of comparisons, we filtered the factual or legally complex
cases. Complexity itself increases the probability of different interpretations and
thus the risk of reversal.
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Feature Extraction. A part of the references used by the court are already con-
tained in the meta-data of the document. The remaining norms were extracted
by parsing the textual content of the case. Since we only considered a relatively
small subset of German legal texts, we used regular expressions to detect those
references. After finding such a reference we normalized it, such that it corre-
sponds the format that is used throughout the corpus.

For the extraction of the information whether the plaintiff represents a cer-
tain type of juristic person, we again relied on certain structures in legal formu-
lations. We analyzed the first few sentences of the facts which cover the basic
traits of the plaintiff. Those also cover whether it is a juristic or natural per-
son raising the claim. Afterwards, we searched for the terms referring to the
plaintiff. We extracted common terms and phrases that occur in combination
with the most relevant forms of juristic persons. In order to avoid false positives
arising through formulations such as “the plaintiff works at X-GmbH”, we did
not consider sentences that contain verbs indicating some form of employment.
Despite this method obviously not being the most effective one, we consider it
to be more efficient in comparison to more advanced techniques with respect to
implementation efforts.

Processing of Textual Data. After extracting the textual features, we nor-
malized them with respect to the thesaurus mentioned earlier. For each concept
in this thesaurus, we chose one representative with which we replaced all occur-
rences that pose an abbreviation, synonym or similar term to this representative.
Furthermore, for the facts and reasons we only kept a bag of words that contain
the keywords (also their multiplicity) appearing in the thesaurus. This allowed
us to preserve the legal terms, while removing terms and nouns that induce noise
due to their irrelevance for the legal case. By replacing the synonyms etc., we
expect an edge in efficiency when classifying, since the semantic relation between
words is not taken into account. When unifying terms that are similar to each
other, we might lose some nuance that differentiates them, but we consider the
advantage in the classification step worth this hypothetical loss, since there is
no other trivial way of creating a relation between them. After these steps, we
also apply stop-word removal and stemming.

7 Predictive Analytics and Performance

For the training and classification we used the scikit-learn [5] machine learning
framework. We passed different features through a pipeline, calculating TF-IDF
vectors for textual features and count-based vectors for the remaining features.
After trying different common estimators, the multinomial Naive Bayes classifier
has performed best producing the most promising results. Using a 10-fold cross-
validation, we achieved a F1-score of 0.57 (see Table 2).

We see that both types of judgments, the ones in favor of the plaintiff and the
ones in favor of the defendant, have been classified by our approach (precision).
Also, 60% of the judgments with positive outcome have correctly been identified
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Fig. 2. Histogram of predicted probabilities for positive (left chart) and negative out-
comes (right chart).

Table 2. Confusion matrix summarizing the performance of the prediction using a
multinomial naive Bayes estimator (evaluation using a 10-fold cross-validation).

Precision Recall F1-score Support Support (rel)

Pos. outcome 0.57 0.60 0.58 3 012 50.28%

Neg. outcome 0.57 0.53 0.55 2 978 49.72%

Avg/total 0.57 0.57 0.57 5 990 100.00%

having no negative outcome. Since the overall precision and recall are both 57%,
so is the F1-score. In Sect. 8 we will interpret these values in this specific applica-
tion, thereby we differentiate between three different aspects: Quality of features
and feature extraction, accuracy of predictions, and potential for improvements.

We also used feature weighting, but initial parameter studies have been of
little success. We also observed loss in both precision and recall when lowering
auxiliary feature weights such as court, plaintiff type or references. Based on this
fact, we conclude that there is in fact potential for hyperparameter tuning since
the likelihood of ideal parameters being the default ones is quite low.

A detailed inspection of the classifiers outcome is shown in Fig. 2. The figure
shows two histograms for the classifiers performance on predicting positive (left
chart), and negative outcomes (right chart). The histograms show the confidence
with which the classifier predicts a certain outcome. Maybe one would expect
the classifier to decide very confident on a subset of cases but this only holds
for a small set of cases in which his prediction is above 80 or 90%. Instead the
distribution shows that the classifier’s confidence is, with a few minor exceptions,
equally distributed and covers the whole range from high confidence (≥90%) to
very low confidence (≤10%).
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8 Discussion

8.1 Quality of Features and Feature Selection

The features we are currently using largely represent data about the legal
process. When it comes to the content of the document, its title, the head-
note, the types of plaintiffs as well as keywords of judicial relevance contained
in the facts or the reasoning of the court are considered. These chosen features
mainly constitute the factual basis of a judgment and are thus in our opinion
essential for its efficient classification. However, the actual benefit of supporting
features is to be put into question. The impacts of features such as the duration
of the process are nominal and could turn out to be the source of overfitting.
In addition, the extraction of metadata and especially of features using natural
language processing (NLP) is — up to a certain degree — always vulnerable to
errors. Hardly any technique from NLP can be performed without any error.

However, the formal nature of the features we selected for our model allows
to build a prediction model across different legal areas. In contrast to successful,
however predominantly issue-based prediction models (e.g. IBP [2]) our model
bears the chance to create a universal prediction model, applicable across differ-
ent legal areas.

8.2 Accuracy of Predictions

Regarding the overall complexity, it is hard to define a “minimal” threshold for
a F1-score to be considered meaningful or valuable for legal practice. Due to
the low precision and recall scores, it is currently not feasible to make any final
statements about the ability to classify judgments of the fiscal courts. However,
our results support the hypothesis that a classification of such judgments is
principally possible. It also should be kept in mind that we use a rather small
feature set, so adding more high quality features we expect a further increase
both in precision and recall.

9 Conclusion

This paper summarizes the results of an interdisciplinary research topic on using
machine learning to predict the outcome of court decisions based on a huge set
of prior cases. We restricted ourselves to predict the outcome of appeal decisions
within the German tax law. Thereby, a plaintiff can appeal if he does not agree
with the result of the fiscal court (first instance). The appeal goes directly to the
German Federal Fiscal Court (BFH). This consumes a lot of time and monetary
resources both of the plaintiff and the German State financing jurisdiction. Using
the meta-data and natural language processing, we analyzed 5 990 documents
and extracted 11 different features for each case. This served as the input for a
multinomial Naive Bayes classifier. The evaluation has shown that the classifier’s
performance is limited (F1-score between 0.53 and 0.58).
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Although the overall performance of the classifier is not satisfying at the
current stage, there is strong evidence that the performance could be improved
by taking more features and additional data into account. Since more and more
data is going to be publicly available, a synthesis of those combined with pow-
erful machine learning algorithms could lead to better performing algorithms
that could potentially be used by legal practitioners, e.g. judges and lawyers, or
legislators to evaluate and improve the current legal situation.
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Abstract. Societal challenges such as migration, poverty, and climate change
can be considered ‘wicked problems’ for which no optimal solution exists. To
address such problems, public administrations increasingly aim for data-driven
policy making. Data-driven policy making aims to make optimal use of sensor
data, and collaborate with citizens to co-create policy. However, few public
administrations have realized this so far. Therefore, in this paper an approach for
data-driven policy making is developed that can be used in the setting of a Policy
Lab. A Policy Lab is an experimental environment in which stakeholders collab‐
orate to develop and test policy. Based on literature, we first identify innovations
in data-driven policy making. Subsequently, we map these innovations to the
stages of the policy cycle. We found that most innovations are concerned with
using new data sources in traditional statistics and that methodologies capturing
the benefits of data-driven policy making are still under development. Further
research should focus on policy experimentation while developing new method‐
ologies for data-driven policy making at the same time.

Keywords: Data-driven policy making · Data for policy · Co-creation · Policy
Lab

1 Introduction

Today’s society faces complex ‘wicked problems’, such as migration, poverty, and
climate change, for which not one optimal solution exists [1, 2]. In order to address such
problems, governments aim to realize public sector innovation that gears them towards
becoming platforms of open governance, making optimal use of information and
communication technologies (ICTs) to create public value [1]. Increasingly, ICTs are
not only used for improving the daily operations of government, but also for enhancing
the process of policy making [2]. Policies address societal problems by formulating and
implementing laws, rules and guidelines, and policy making is the process of creating
and monitoring these policies. Hence, it is often conceptualized as a policy cycle,
consisting of several different phases, such as agenda setting, policy formulation, deci‐
sion-making, implementation and evaluation [3]. ICTs may be used to support and
enhance different phases of the policy cycle and enable experimentation [1, 2].

Data-driven policy making uses ICTs to capture the benefits of new data sources
[4, 5], and to support collaboration with relevant stakeholders and citizens [2, 6, 7].
It builds on the notion of evidence-based policy making [see, for instance, 8, 9]. In
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the literature on evidence-based policy making three types of evidence are consid‐
ered relevant: “systematic (‘scientific’) research, program management experience
(‘practice’), and political judgement” [9, p. 1]. Data-driven policy making acknowl‐
edges the importance of these types of evidence, but can be distinguished from
evidence-based policy making, since it is mainly concerned with the inclusion of big
and open data sources into policy making as well as with co-creation of policy by
involving citizens. Data-driven policy making is not only expected to result in better
policies, but also aims to create legitimacy [10]. Involvement of citizens in a data-
driven policy making process is especially important since public data and statistics
are increasingly met by citizens’ distrust [11].

To allow for better collaboration and involve citizens, public administrations around
the world have set up Policy Labs to allow for experimentation and facilitate the
involvement of relevant stakeholders [12, 13]. They, thus, address the need for experi‐
mentation and design-thinking to deal with wicked policy issues [1, 2]. Therefore, in
this paper we develop a Policy Lab approach for data-driven policy making. First, based
on literature of public sector innovation, we identify innovations in the use of data for
policy making and co-creation of policy. Secondly, we map these innovations to different
phases of the policy cycle. And thirdly, we develop an approach that can be used to
guide data-driven policy making in a Policy Lab setting. The next section presents the
theoretical background of public sector innovation. Section 3 discusses data-driven
policy making and identifies innovations. Subsequently, Sect. 4 presents the develop‐
ment of the Policy Lab approach, followed by a discussion and recommendations for
further research in Sect. 5. Finally, Sect. 6 presents the conclusion.

2 Public Sector Innovation

Public sector innovation holds that “[p]ublic policy and services need to become more
open and innovative as well as being efficient and effective” [1, p. 2], making optimal
use of ICTs [1]. As such, it encompasses a myriad of aspects. Gil-Garcia, Zhang and
Puron-Cid [14] refer to as much as fourteen aspects of smartness in government,
including evidence-based, technology savviness, openness, citizen engagement, and
innovation. According to Millard [1], public sector innovation means that public admin‐
istrations operate as a platform [15, 16] and use ICT to collaborate across organizational
borders [17] and to involve citizens and other relevant stakeholders [6, 7, 18, 19] with
the purpose of creating public value [20–22]. Over the past decades, ICTs have had a
great impact on services delivery [23], opened up public datasets [24] and increased
citizens’ participation [25]. The use of ICTs for policy making can, thus, be seen as a
next step in public sector innovation [2].

The use of ICTs benefits policy making in two ways. The first is the use of new data
sources, such as (real-time) sensor data, either physical (e.g. traffic monitoring [2, 4]),
or virtual (e.g. social media data [2, 6]). “Data-driven decisions and intensive use of
data, through ubiquitous sensing, advanced metering and integrated applications enable
governments to make more informed decisions and improve the effectiveness of public
policies and programs” [14, p. 527]. Secondly, it requires from governments to
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collaborate across organizational borders and with citizens and businesses to enable co-
creation of policies [1, 6, 7, 16]. “Co-creation is understood as the active flow and
exchange of ideas, information, components and products across society (academia,
government, business, civil society and citizens) which allows for a better understanding
of participation, engagement and empowerment in policy development” [1, p. 5].

Besides the deployment of ICTs to use new data sources and enable co-creation of
policies, public sector innovation is concerned with the ability of public administrations
to experiment, using innovative approaches such as gaming, simulation, and installing
of sensors for do-it-yourself measurements, and deploy ‘design-thinking’ [1, 2, 14]. In
order to do so, many public administrations have set up Policy Labs [12, 13]. “Policy
Labs are emerging structures that construct public policies in an innovative, design-
oriented fashion, in particular by engaging citizens and companies working within the
public sector” [13, p. 2]. Policy Labs exist in all shapes and sizes and on different levels
of government (national, regional and municipal) [13]. The majority of Policy Labs do
not focus on a specific type of policy or on a specific phase of the policy cycle, but they
employ a design and experimentation based approach to policy making [13]. As such,
Policy Labs can be considered as a specific instance of Living Labs, which aim to
“support public open innovation processes” [26, p. 90]. While Living Labs are concerned
with the involvement of private sector organizations as well as citizens in public open
innovation processes in general [26], Policy Labs focus on the involvement of citizens
(and also other stakeholders) into the policy making process specifically.

3 Innovations in Data-Driven Policy Making

Data-driven policy making thus aims to use new data sources such as (real-time) sensor
data and new techniques for processing these data and to realize co-creation of policies,
involving citizens and other relevant stakeholders. However, realizing data-driven
policy making is complex: many challenges related to the capturing, integration and re-
use of data exist [4, 5], as well as to the involvement of citizens and other stakeholders
in policy making [2, 6, 7]. This section identifies innovations of data-driven policy
making based on literature.

3.1 Use of New Data Sources in Policy Making

The use of new data sources holds big promises: it is expected to offer organizations
greater operational efficiency and effectiveness, and lead to the development of new
products, services and business models [27–29]. In the context of governments, “we are
faced with a deluge of data that, when combined with new technologies and analysis
techniques, has the potential to inform decision and policy making in unprecedented
ways” [4, p. 10]. Big data is often defined as “vast datasets that cannot be analyzed using
conventional software and analytic tools” [4, p. 2]. Since many ‘big data’ sources can
be stored on a USB-stick nowadays, in the context of public administration, important
characteristics of big data are not so much that they require large processing power, but
more the variety and the interoperability because of its different data sources and formats
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[4]. The use of (sensor) data in policy making encompasses three steps: capturing data,
integrating data from different sources, and applying these data [30]. Table 1 summarizes
the main opportunities, challenges and innovations per step.

Table 1. Opportunities, challenges and innovations of new data sources for policy making.

Steps of data use Opportunities Challenges Innovations
Capturing data Availability of (real-

time) sensor data [2, 14,
31], open data [5, 31]
and social media data
[2, 14, 31]

Variety in data [1],
data quality [4, 5, 18],
reliability of data [4, 5,
18], and security of
data [17, 18]

Crowdsourcing [2, 6,
14]; nowcasting [32]

Integrating data Cross-organizational
collaboration [4, 14,
17]; linking new data
sources to traditional
statistics [4, 31, 33]

Interoperability [5];
lack of
standardization,
architectures, and
portals [4, 5, 17];
legacy systems [4, 5]

Sentiment analysis
[31], location mapping
[4, 14, 31], advanced
social network
analysis [14, 31]

Application of data Real-time monitoring
of policy [31];
transparency and
accountability [14]

Sense-making and
interpretation [31]

Visualization
techniques [19, 31];
computer simulation
[14, 19]

Table 1 shows that public administrations increasingly see opportunities for the
use of new data sources, mainly (real-time) sensor data [2, 14]. These data can be
physical, such as roadside monitoring, but also virtual, such as social media data. A
study from 2015 finds that governments mainly make use of two types of data for
data-driven policy making: “public datasets (administrative (open) data and statis‐
tics about populations, economic indicators, education, etc.) that typically contain
descriptive statistics, which are now used on a larger scale, used more intensively,
and linked [… and …] social media, sensors and mobile phones that are […]
analyzed with novel methods such as sentiment analysis, location mapping or
advanced social network analysis” [31, p. 3]. Main issues are whether the data are
of sufficient quality [4, 5, 18], and whether they are reliable and secure [4, 5, 17, 18].
Otherwise, they may undermine the policy making process [4]. Innovations in
capturing data are crowdsourcing [6], and nowcasting, which is the capturing of
search engine data [32].

Regarding integration of data, to make successful use of big and open data in
organizational processes, cross-boundary information integration (in between
government agencies and between not-for-profit organizations and private firms and
the public sector) is necessary [14, 17]. The integration of data is becoming more
important: linking these data sources with data sources that are traditionally used for
policy making such as statistics, surveys and organizational databases is becoming
the norm [31, 33]. However, many challenges exist: interoperability of data and lack
of standardization, architectures and portals [4, 5, 17]. Another issue are legacy
systems that may negatively influence this linking [4, 5]. Poel et al. [31] conclude
that currently privately held data is of less relevance, as they are still hardly shared.
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Opportunities for data integration include sentiment analysis, location mapping, and
social network analysis [4, 14, 31].

The third step in the use of new data sources is application and sense-making.
While social media analysis and network analysis can be seen as forms of data inte‐
gration that can be used to support the policy making, we consider the use of visu‐
alization tools and computer simulations to be applications of data to the actual
process of policy making [19]. However, “[a]mong the initiatives examined, there
is little use of advanced analytics or visualization techniques” [31, p. 4]. Another
opportunity is to realize greater accountability [14]. Likely, the most innovative use
of new datasets take place in the hidden spheres of fighting crime and terrorism [31].

3.2 Co-creation of Policy

Another essential element of smartness in government is co-creation of policy, as
ICT not only allows for collaborating with other organizations (public or private),
but also with citizens [1, 2, 6, 14]. Co-creation is the exchange of ideas and infor‐
mation between relevant actors, such as governments, businesses, civil society and
citizens that lead to the develop of policies [1, 6]. Involvement of citizens in policy
making is especially important since public data and statistics are increasingly met
by citizens’ distrust [11]. This can take on different forms, depending on the level
of involvement [2]: it may range from merely informing public administrations, for
example by tapping discussion fora, opinion polls and using social media [2, 6, 19],
to participating in decision making and in policy implementation. Table 2, which
is based on Janssen and Helbig [2], summarizes the main innovations and chal‐
lenges to co-creation of policies.

Table 2. Opportunities, challenges and innovations in co-creation of policies.

Levels of involvement Opportunities Challenges Innovations
Informing and
signaling

Citizens identify
problems and set the
agenda [2]

Social inclusion and
overcoming exclusion
[6, 19, 31]; lack of
stability of social
media [6]

Crowdsourcing [2, 6];
online petitions [2];
participatory sensing
[19]

Decision making Citizens being
involved in selecting
options [2, 6]

Citizens’ skills and
motivation [2, 16];
skills and culture of
the government
agency [6]

Computer simulation
and serious games [2,
19]; cross-platform
social media analysis
[6]

Implementation Co-creation between
governments, citizen
and businesses [2];
policy evaluation [19];
transparency and
accountability [6]

Privacy and security
[2, 6]; accuracy [6]

Camera surveillance,
smart phone data, use
of sensors [2]; agile
implementation [19]
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The most basic form of citizen involvement is informing and signaling, meaning
that citizens’ information is used for identifying problems and setting the agenda
[2]. Main challenges for this level are to make sure that different groups of citizens
are represented, without excluding relevant groups [6]. Examples of this happening
can be found in literature on using social media data during disasters and disease
outbreak. While nowcasting using search engine data for predicting flu outbreaks
can be an accurate predictive methodology; for predicting Ebola, this method
proved to be much less accurate since in the areas where the main outbreak was,
internet access is still scarce [31]. Furthermore, the stability of social media is a
challenge for its use in signaling problems [6]. Innovations in using citizens’ ideas
include crowdsourcing [2, 6], online petitions [2], and participatory sensing [19].

The inclusion of citizens’ opinions in decision making refers to a higher level
of involvement. This means that citizens are involved in the evaluation of policy
options [2, 6]. The most elaborate form of this is the organization of a referendum,
but using social media or other online tools, this could be done more efficiently and
effectively [1, 2]. Important challenges are to ensure that both citizens’ and skills
and motivation [2, 16] and that civil servants’ skills and culture [6] are sufficient.
Innovations in involving citizens in the choice for different policy options and deci‐
sion making are computer simulations and serious games [2, 19], and cross-plat‐
form social media analysis [6].

The third level of involvement is implementation of policies, which can be seen
as the most immersive level of co-creation. Opportunities for co-creation include
collaboration between public administrations, private companies and citizens in
policy implementation [2], policy evaluation [19], and transparency and accounta‐
bility [6]. Challenges include privacy and security [2, 6] and accuracy [6]. Innova‐
tions in this level of involvement include camera surveillance, the use of smart
phone data and sensors [2], and allowing for agile implementation, delivering faster
and better innovations because of regular and short-cycle interactions [19].

4 The Policy Lab Approach

In the previous section we identified opportunities, challenges, and innovations
based on literature of new technologies and co-creation in policy making. This
section aims to present a coherent Policy Lab approach to data-driven policy making
based on the innovations in these fields. Since the framework is to be used for
policy making, we mapped these innovations to phases of the policy cycle [3].
Inspired by Janssen and Helbig [2], we distinguish three phases: predictive and
problem definition, design and experimentation, and evaluation and implementa‐
tion. Table 3 elaborates innovations and impact per phase of the Policy Lab
approach, and identifies challenges.
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Table 3. Innovations, impact and challenges of data-driven policy making.

Policy cycle phase Innovations Impact Challenges
Predictive & problem
definition

Use of (real-time)
sensor data from
citizens (e.g. social
media data, crowd-
sourcing), business
and government for
problem definition and
prediction

Problem definition
based on (real-time)
data from different
actors, rather than
merely expert based

Capturing different
data sources and
ensuring data quality,
reliability and security
as well as
representativeness of
the data

Design &
experimentation

Using advanced
analyses, such as
sentiment analysis,
location mapping,
social network
analysis,
visualization,
computer simulation
and serious games for
decision making

Cross-organizational
collaboration and
involvement of
citizens require more
advanced analyses to
be able to select policy
options

Creating an
infrastructure
ensuring
interoperability and
allowing for
integration of data, in
the form of standards,
architectures, and
portals

Evaluation &
implementation

Collaborative data-
driven policy
implementation by
governments, citizens
and businesses,
allowing for agility of
processes

Public value creation,
improved
transparency and
accountability, but it
may also lead to more
surveillance

Accuracy of data and
data models, ensuring
privacy and security.
Citizens’ skills and
motivation and skills
and culture of the
government agency
need to be sufficient

The first phase of policy making – predictive and problem definition, (real-time)
sensor data is used, comprising physical sensor data such as roadside traffic data, and
virtual data such as social media data. Furthermore, innovative approaches such as
crowdsourcing and nowcasting are also used to predict and identify problems. This
leads to the availability of (real-time) information that allows more precise predic‐
tions than those that are merely expert based. However, experts are still important
to provide context information to the trends spotted by the data. Main challenges are
the availability, quality, reliability and security of the data as well as representative‐
ness of the data that should include viewpoints of different groups of citizens
without excluding relevant groups. In a study on the use of data for policy making
from 2015, over half of the cases identified were used for this first phase of policy
making [31].

The second phase of policy making – design and experimentation, should ensure
collaboration between government, private organizations, and citizens in the deci‐
sion making process and choice for policy options. This requires the use of more
advanced analytical approaches such as sentiment analysis, location mapping, social
network analysis, visualization techniques, computer simulation and serious games
to allow for the involvement of other stakeholders in the decision making. A major
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challenge for the integration of different data sources, the performance of more
advanced analyses, and ensuring involvement of citizens is setting up an infrastruc‐
ture that allows for interoperability and integration of data [17]. Standards, archi‐
tectures and portals can be instruments for this. Traditionally, governments more
often involve citizens after this phase, in the implementation, rather than in the
process of decision making. This is reflected in the lower number of best practices
in this phase [31].

Evaluation and implementation – the third phase of policy making, allows for
joint policy implementation and co-creation of services by government, businesses
and citizens. An advantage of the use of new data sets and technologies is the use of
an agile approach [15] that allows for short cycles of decision making and imple‐
mentation. The involvement of relevant stakeholders in the implementation and
ongoing monitoring of policy creates public value [20–22]. More insight and collab‐
oration may result in greater transparency and accountability, but also to more
surveillance. Accuracy of data and data models and ensuring privacy and security are
major challenges. Furthermore, co-creation of policy requires specific skills and
motivation of citizens as well as specific skills and culture of the government agency
[2, 16]. While in traditional e-participation, citizens are involved in policy imple‐
mentation, actual co-creation involving citizens in the production of services is less
often found in practice [7].

These innovations are challenging and in practice most governments do use new
technologies and data sets for policy making, but they use this to enrich traditional
statistical data rather than achieving co-creation [31]. Therefore, besides allowing for
experimentation with policy making, new methodologies need to be developed that
are able to make use of these new data sources and technologies. Using a design
science approach [34], we developed the Policy Lab approach that can be used to
guide innovations in data-driven policy making, allowing for experimentation with
new policies and developing new data-driven methodologies at the same time. To
validate this approach we held five internal workshops with experts that took place
over the course of 2016. Furthermore, throughout this process we consulted
academic and governmental stakeholders: four representatives of three academic
institutions and six representatives of the national and local levels of government
were involved. The Policy Lab approach is graphically presented in Fig. 1.

The conceptualization of the Policy Lab approach presented in Fig. 1 consist of two
circles. The inner circle is represents the policy making process, consisting of several
phases, such as agenda setting, policy formulation, decision-making, implementation
and evaluation. The outer circle of the Policy Lab approach focuses on the development
of data-driven methodologies and co-creation. This approach allows the two circles to
mutually influence each other: policy experiments can be used to develop and test new
methodologies, that, in turn can be used for developing and evaluation policies.
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5 Discussion

Based on the literature review, we found that most applications of new data sources,
such as (real-time) sensor data are to link them to traditional statistics and few innovative
methodologies are used for policy making [31]. However, “utilizing such [social] chan‐
nels for policy making purposes does not constitute an established approach yet” [19].
This means that first of all instruments and methodologies for the use of these new data
sets in traditional statistical and econometric methodologies should be developed [35].
Furthermore, in order for governments to become used to these methodology, they could
very well use the use the ‘design-thinking approach’ of a Policy Lab that allows for
experimentation. This means that the Policy Lab approach, effectively, has three pillars:
using new technologies and data sources for policy making, enabling co-creation and
allowing for experimentation.

The use of new datasets in traditional statistical or econometric studies is widely
regarded to have a large potential for policy making. Traditional data sources are often
text based or have a strong qualitative character rather than a numerical or machine
generated form. Newer data sources are often human generated (social media) data, or
machine generated sensor data. This can also be seen as the main distinction between
data-driven and evidence-based policy. Using these newer data sources means that not
only new methodologies need to deal with the size of these new data sets, but also with
the variety of data, that may range from traditional statistics, to (real-time) sensor data
to human generated text based social media data to images, video streams or geo-data.
Statisticians and econometrists aiming to deal with these new (big) data sets, need to
learn ways to incorporate them into their traditional methodologies [35].

Fundamentally, there are no contradictions between big data and traditional econo‐
metric approaches, but the two have developed independently. For example, the use of

Fig. 1. The policy lab approach for data-driven policy making.
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big data sets enhances statistics in prediction methods (out-of-sample), which is often
not possible in traditional econometrics because data sets are not large enough [35].
Furthermore, when using big data sets it makes more sense to focus on model uncertainty
than on sampling uncertainty, which is often examined in traditional econometrics.
Finally, machine learning techniques such as decision tree learning may give a better
picture than logistic regression [35]. Traditional statistics, in turn, provide useful
methods to help variable selection in big data models such as stepwise regression penal‐
ized regressions and Bayesian techniques (including time series analysis) [35].

However, while these new methodologies could benefit from the incorporation of
big data and linking them with traditional methodologies, traditional policy models are
far from obsolete. Big data mainly concerns the discovery of correlations, while policy
models present causations that have been developed based on practical experience [36].
Causation hypotheses can ultimately be confirmed using controlled or natural experi‐
ments, and, thus, cannot be replaced with big data analyses alone. The degree to which
the outcomes of such combinations of big data and statistical models can be explained,
thus, represents a major issue. Therefore, the involvement of citizens and experimenta‐
tion become paramount. This is even more the case in this ‘post-factual’ era, in which
citizens are critical of official statistics and data [11]. A Policy Lab setting can be used
for controlled experimentation allowing people to ‘buy into’ data, statistical methods
and data-driven policies.

Similar to the challenges that Living Labs face, the Policy Lab approach, as a specific
instance of a Living Lab, presents the risk of becoming primarily focused the imple‐
mentation of an open innovation approach, rather than with achieving specific results
[26]. While involvement of new data sources and citizens in the policy making process
are important objectives, the primary aim should be to improve policy making. If this
is not achieved, this may result in a limited application of data-driven policies outside
of the Policy Lab environment. This also means, as is the case for Living Labs, that
scaling and sustainability are major challenges [26].

Further research should thus focus on the development of these new methodologies
that allow for combination of new data sources with traditional statistical data and the
combination of big data methodologies with econometrics. Furthermore, experiments
with policy development that address wicked problems should be carried out both to
involve citizens and increase legitimacy of these policies and to capture the benefits of
these new approaches for policy makers. This means that the Policy Lab approach should
be validated and expanded based on these experiments. Finally, the issue of scalability
and sustainability should be further explored to capture the benefits of data-driven policy
making outside of the Policy Lab setting.

6 Conclusion

New data sources and ICTs have great potential for improving policy making. However,
data-driven policy initiatives are scarce and the existing initiatives are, often, cases
linking (real-time) sensor data to traditional statistical analyses. Therefore, using a
design science approach, this paper develops a Policy Lab approach. Based on literature,
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we identified innovations in the use of new data sources and in co-creation of policies.
The involvement of citizens will likely become more important for the legitimacy of
statistics and data and policies. Subsequently, we mapped these innovations to the
different phases of the policy cycle. Based on this overview, the Policy Lab approach
draws on three aspects: using new data sources, co-creation and experimentation with
policy making focusing on real-life wicked problems. The experiments can be used to
develop data-driven policies as well as to develop new data-driven methodologies.
Further research should focus on the development of methodologies for incorporating
big data analyses into traditional statistical analysis and on experimentation with policy
issues, thereby validating the Policy Lab approach.
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Abstract. Researchers and practitioners are increasingly aware of changes in
the environment, broadly defined, that affect the policy process and the current
capabilities for policy analysis. Examples of these changes are emergent infor‐
mation technologies, big and interconnected data, and the availability of compu‐
tational power to perform analysis at a very disaggregate level. These and other
forces have the potential to significantly change multiple stages of the policy
process, from design to implementation and evaluation. The emergence of this
phenomenon has led to the use of a variety of labels to define it. Potentially, a
variety of labels might contribute to some conceptual confusion, but most impor‐
tantly to concept stretching. This article aims to provide a conceptual space by
identifying the attributes that compose the phenomenon. Based on a systematic
literature review, this paper identifies the terms that have been used to refer to
this phenomenon and analyzes their associated attributes. Based on Gerring &
Barrosi’s Min-Max strategy of concept formation, we propose two sets of attrib‐
utes to define the phenomenon.

Keywords: Policy informatics · Policy analytics · IT-enabled policy analysis ·
E-policy-making · Systematic literature review · Policy analysis · Policy process

1 Introduction

Recent technological and analytical developments have grabbed the attention of
researchers and practitioners as potential innovations that could improve the quality and
timeliness of the policy process, compared with more traditional methods and
approaches to collecting and analyzing information for policymaking. In this paper, we
broadly refer to this as the relationship between policy analysis and information tech‐
nologies. This relationship involves, among other things, new data sources and struc‐
tures, improved computational capacity, and new methods of analysis that could
contribute to better address the increasing complexity, interconnectedness, and uncer‐
tainty of public problems [1–4].
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Recent academic interest has been brought on the matter from diverse fields, such as
health [5], policy analysis [6–8], statistics [9], electronic government [10], population
studies [11], complexity science [2], computational science [12], and informatics [2, 3, 13].
There is a variety of terms of concepts that have emerged from these backgrounds to refer
to that phenomenon. For example, Janssen [2] identified the following terms: e-policy-
making, computational intelligence, digital policy sciences, and policy informatics. Other
authors have associated the terms IT-enabled policy analysis, policy modeling, and data-
driven decision-making as well as other forms to label the same phenomenon [2, 14].

The high number of different terms to refer, arguably, to approximately the same
phenomenon is a problem of conceptual clarity [15, 16]. Because every term has associ‐
ated certain attributes, a number of terms imply a loose constellation of attributes associ‐
ated with the same phenomenon. This conceptual ambiguity (in the constitutive attrib‐
utes) might limit the possibility to build knowledge on top of previous works. Concep‐
tual clarity is not to prefer a label rather than others, but to provide insights to facilitate
future research on the matter. For example, as a basis for case selection or comparative
analysis, for the operationalization of measurements, or to undergo a revision of the
conceptual definition of current terms. Conceptual clarity also contributes to mitigate
conceptual stretching, which is defined by Goertz [17] as “concepts [that] are loosened
up so that they apply to additive cases. Thus, we seek to contribute in the study of the
relationship of policy analysis and information technologies by defining a conceptual
space1 for the phenomenon of interest, as well as to provide two sets of attributes that best
suit the definition of the phenomenon and have clear conceptual boundaries. Based on
this, our research question is: what are the common and distinct attributes of the terms
defining the relationship between policy analysis and information technologies?

The article is structured in five sections, including the present introduction. Section
two explains the methodological approach used to develop the proposed conceptual
space. This is followed by a brief description of the terms’ backgrounds and an assess‐
ment of their conceptual clarity (or ambiguity). Section four provides a description of
the minimal and ideal-type definitions, as well as the set of the constitutive attributes of
the proposed conceptual space. In the final section, we provide some conclusions and
discuss future research directions.

2 Methodological Approach

2.1 Min-Max Strategy of Concept Formation

The Min-Max strategy of concept formation was proposed by Gerring and Barresi
[15] as a mechanism to provide conceptual clarity, by uncovering the defining attrib‐
utes of a concept. The strategy is particularly useful when uncovering these attrib‐
utes across contesting defining terms. This is because the strategy focus on identi‐
fying the non-idiosyncratic definitions (those that are less dependent on particulari‐
ties of certain field or period). Gerring & Barresi’s strategy is based on Sartori’s

1 A conceptual space is defined here as the range of attributes extracted from the concepts or terms
aforementioned.
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propositions of the “ladder of abstraction.” This is in reference to the generality or
specificity of a concept due to the augment or decrease of the concept’s intension. The
intension of a concept is the set of properties or attributes that determine the constit‐
utive elements belonging to a concept [16]. The concepts are found to be more
general by simply reducing the set of attributes, whereas the concept is more specific
by adding or unfolding attributes [16]. These changes have a direct effect on the
extension, which is the group of observations that have the attributes specified in the
concept. Thus, the extension increases as intension decreases, and vice versa.

To define what attributes should be kept in a prototypical definition, Gerring &
Barresi propose two strategies. The first strategy is a minimal definition. This refers to
a set of necessary attributes that must be present in all terms or concepts. Identifying
such attributes is an empirical endeavor, rather than theoretical. The goal is to identify
the attributes that are present across all the concepts reviewed. This strategy aims to find
a non-idiosyncratic definition (i.e. a set of attributes that will not vary across the terms
used). The second strategy is an ideal-type definition. This strategy seeks to identify a
definition that is “maximal” in that it includes all the attributes that could possibly
compose the definition [15].

The empirical strategy proposed by Gerring & Barresi is unfolded in three steps. The
first step is to gather a representative sample of the terms or concepts of interests. In this
regard, our work departs from the lists presented in the introduction. Next, we did a
systematic literature review to find the relevant manuscripts that use the terms or
concepts of interest. The protocol of the systematic literature review is presented in the
next section. The second step is to typologize the attributes from analyzing the manu‐
scripts found in the systematic literature review. We built a typology of attributes by
obtaining explicit referenced attributes (characterized here as “strong” attributes) and
by interpreting implicit attributes (characterized as “weak” attributes). The third step
corresponds to the organization of the attributes in two sets. The first set corresponds to
a minimal definition and an ideal-type definition.

2.2 Systematic Literature Review

We conducted a systematic literature review of the relationship between policy anal‐
ysis and information technologies in academic publications, following the widely
used Preferred Reporting Items for Systematic Reviews and Meta-Analyses
(PRISMA) statement. The PRISMA protocol confers to the research process limited
bias, transparency, and replicability [18]. We collected publications from three
digital libraries to cover the publications in social sciences: Scopus, Web of Science,
and JSTOR. These libraries combined offer the best coverage of publications in
social sciences [19, 20]. In addition, we selected the digital library DBLP that
accounts for the most extended coverage in computer science [21].

Our inclusion criteria were as follows. In terms of publications, we considered
peer-reviewed articles, books or book chapters, and conference proceedings. All
types of study designs were considered. We considered publications that: (1)
provided or was related with a descriptive or conceptual discussion about policy
analysis and information technologies; and/or (2) provided an application of an
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innovative approach, method or technology in the policy process. Our exclusion
criteria were to limit the search to the following research fields: computer science,
complexity science, health, informatics, and social sciences, which are the fields from
which we had previous knowledge of being using related terms. We also discarded
the publications that did not made a substantial reference to policy analysis, policy
process or policy cycle.

Based on our previous knowledge of the topic, we considered the following
search terms: (1) “policy informatics”, (2) “e-policy-making”, (3) “IT-enabled policy
analysis”, (4) “policy modeling”, (5) “computational intelligence”, (6) “digital policy
science”, (7) “policy analytics”, (8) “data science”, (9) “computational social
sciences”, (10) “digital science”, (11) “data-driven decision-making”. For the data‐
base searching, we followed two rounds of search queries with clearly defined query
rules.2 The first round was based on a search of the exact terms, after the application
of the inclusion criteria. In the first round, we noticed that our search strategy needed
further specificity for some terms, since the publications retrieved were populous.
For example, we retrieved 2,087 for “computational social sciences” (see Table 1).
In the second searching round, all exact concepts were combined with common
concepts in public administration literature (“governance”, “public administration”,
“policy analysis”, “policy-making”, and “policy process”). The reason of this inter‐
section was to automatically reduce the possibility of including articles that did not
match the inclusion criteria, without scanning the titles or abstracts. This was a prac‐
tical solution to address massive matches in broader concepts such as “computa‐
tional intelligence”, “data science” or “policy modeling”.

Table 1. Publications retrieved by first and second rounds of refinement

Concept First round Second round
Policy informatics 121 31
E-Policy-Making 15 6
IT-Enabled policy analysis 10 9
Policy modeling 18,979 1,301
Computational intelligence 175,418 34,760
Digital policy science 52 12
Data science 11,504 2,083
Computational social sciences 893 76
Digital science 1,156 104
Data-Driven Decision-Making 920 303

2 Illustratively, the search query string for policy informatics in the first round is shown
below. All the terms followed the same string. ALL (“policy informatics”). In the second
round was: ALL (“policy informatics”) AND (ALL(“governance”) OR ALL (“public
administration”) OR ALL (“policy analysis”) OR ALL (“policy-making”) OR (“policy
process”)).
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The search period of our review spans from 2000 to December 27th, 2016. By
testing the search queries, we observed that most of the publications are not older
than 8 years; however, we decided to extend the search period to 16 years to make
sure we have a thorough coverage of research publications (thus, the lower bound is
2000).

Based on the results of the second round of search queries, we discarded some
concepts from the study. The terms “computational social sciences”, “data science”,
“digital science”, “data-driven decision-making”, “policy modeling”, and “compu‐
tational intelligence” were discarded as being considered too broad for the purposes
of this research. We acknowledge that there is a chance that a subset of the articles
retrieved with these terms might be related with the policy cycle and are not captured
in the present study. In these cases, future research is needed in understanding
whether these concepts could be associated with the policy analysis and how.3
Finally, the concept “digital policy science”, although we found publications in the
search queries, this concept did not pass the fourth step in our PRISMA flowchart.
Thus, we also discarded this term. The final list of terms was the following: (1)
policy informatics, (2) e-policy-making, (3) IT-enabled policy analysis, and (4)
policy analytics.

The search strategy consisted of five steps (see Fig. 1). In the first step, we
performed database searching following the inclusion and exclusion criteria defined
above. The number of records identified in the first step was 367. In the second step,
we extracted the reference metadata from the digital libraries and placed them into
the reference manager software Mendeley, grouping the references by term. We then
search for duplicates with the managing tools provided by Mendeley. As some
records mentioned more than one term, we discarded duplicates within groups of
references. We also grouped all records in a single file and searched for duplicates
across groups, but keeping a research memo on the records that included many
terms. The number of records after all duplicates were removed was 342. In the third
step, we screened the titles and abstracts of the records to exclude the records that
did not meet our inclusion. The number of records after screening titles and abstracts
was 62. In the fourth step, we screened the full-text in the remaining records and
removed those that did not meet the inclusion criteria. The third and fourth steps
discarded mostly records that did not make any substantial reference to policy anal‐
ysis, policy process or policy cycle. Finally, we included records identified while
reading the selected records and were not identified through the search queries. This
snowball sampling contributed to the identification of 6 relevant records that were
included in the final sample. Based on that, the final number of records included in
the systematic review was 43.

3 Furthermore, at the end of the literature review, we found three other related terms: “social
data science”, “data-centered policy-making”, “data science for government and policy-
making”, and policymaking 2.0”.
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Notes: PI: Policy Informatics; EPM: E-Policy-Making; ITEPA: IT-Enabled Policy 
Analysis; DPS: Digital Policy Science; PA: Policy Analytics. 

Fig. 1. Flow diagram of the search strategy and results

3 Understanding the Multiple Conceptualizations

3.1 “Insufficiently” Developed Terms

Aside from the terms that we considered not pertaining exclusively to policy analysis, policy
process or policy cycle (computational social sciences, quantitative social sciences, data
science, digital science, data-driven decision-making, policy modeling, and computational
intelligence), we concluded that two of the terms reviewed lack of constituent attributes or
they are vaguely defined. The first term that lies within this vagueness is Digital Policy
Science, from which although we found little evidence of its use in academic literature, there
is neither an explicit definition, nor an implicit description of its constitutive attributes. The
second term is e-policy or e-policy-making, which, although we found some attributes, we
perceive them as weakly defined. In fact, the defining attributes found in the literature make
direct reference to the defining attributes of other terms. As Hochtl [22] states, e-policy-
making conceptually “shares many features of ‘policy informatics,’ such as analysis, admin‐
istration, and governance [3], and ‘policymaking 2.0,’ […]” [22]. Sticking with the rule of
discriminatory power in the intentionality of the attributes, we concluded that this term fails
to set clearly some definitional boundaries as the definitional attributes are not described
beyond these types of superficial descriptions.
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3.2 Brief Presentation of Studied Terms

So far, the set of developments that have been perceived as useful for improving the
policy process have been conceptualized in different terms. Janssen and Wimmer [2]
include e-policy-making, computational intelligence, digital policy sciences, and policy
informatics. Additionally, other authors have associated IT-enabled policy analysis,
policy modeling, and data-driven decision-making as emergent concepts that also affect
the policy process. Among these concepts, some have evolved recently as more complex
conceptualizations than others, perhaps setting a framework for understanding the
processes through which emergent developments could affect public policy.

For instance, IT-enabled policy analysis (ITEPA) is a framework that seeks to
advance the study of policy analysis by integrating the views of Bardach’s policy cycle
with Sterman’s system dynamics approach. This framework also expands the concep‐
tualization of policy analysis as a task with a necessary combination of institutions,
actors, data, and information technologies. ITEPA is a perspective primarily concerned
with the relationship between government and citizens. Its background spans through
the study of e-government and governance. In this perspective, the substantial change
in policymaking is caused by the development of open government and open data initia‐
tives [10, 14, 23]. In this sense, the deployment of open government policies, and the
release of open data in particular can strengthen new mechanisms of government-citizen
relationships such as co-production, collaboration, and participation of the citizens in
public processes as they are provided with new sources of information on public issues.
Because data is regularly an input for decision-making, the increased availability of
public data in the public domain may shift the approach to policymaking from a top-
down decision-making approach towards a networked participatory approach. Further‐
more, potential changes in policymaking are not only driven by data and technology
possibilities, but also by a set of governing principles on the rise: transparency, partic‐
ipation, collaboration, and empowerment.

E-Policy-Making (EPM) is a term less used and developed in its contents. This terms
refers to the use of “e-governance processes” in policymaking. Hochtl [22] points out
that the concept formation intersects the attributes of policy informatics and Policy‐
making 2.0. Furthermore, the authors imply that the study of e-policy-making encom‐
pass both the improvements of already existing structures in policymaking by the incor‐
poration of technology, as well the transformation of the policymaking structure
itself [22].

Policy analytics is a concept formed to encompass different methods able to cope
with the growing challenges that the rise of Big Data poses on data analysis [24, 25]. Its
conceptualization is an adaptation of the idea of “business analytics” in the private sector,
but applied to public policies. The focus of this conceptualization is to understand which
methods or approaches could contribute to leverage the emergence of massive, complex
and unstructured data production for the decision-making in the policy process. Thus,
policy analytics is a field of study about how to adapt the set of skills, applications,
methods, and technologies that lie within the field of data science to assist the construc‐
tion of evidence for decision-making. Policy analytics is a perspective primarily
concerned with the exploit of data quality, quantity and availability commonly known
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as the data revolution [24–26]. Overall, analytics are perceived as a way to solve the
challenges associated with analyzing massive and unstructured data [25]. The term
comes primarily from the field of operations research, as an attempt to understand the
implications of adopting quantitative decision support methods in the private sector
known as business analytics. Business analytics is a collection of innovative computa‐
tional techniques to leverage and, at the same time, cope with the challenges of managing
big data to inform decision-making.

Decision-making under this perspective pursues the ideal of evidence-based deci‐
sion-making, where big data features and data science techniques are perceived as more
accurate, rich, and timely, as well as less costly than traditional methods of collecting
data [24, 25]. Furthermore, these are perceived as less biased in the collection and inter‐
pretation processes [24, 26]. As for the policy process, this perspective directly implies
the incorporation of new sources of information for decision-making; remarkably,
Daniell [25] has attempted to organize the blending of data sources and data science
techniques and associate them as tools for policy analysis at different stages in the policy
cycle. In addition, policy analytics indirectly implies the incorporation of predictive
analysis to the toolkit of policy analysts (Table 2).

Table 2. Summary of definitions

Concept Definition
E-policy-making “The act of policymaking in e-government using e-governance

processes, with the distinctive feature that evaluation happens as
an integral part of all along the policy cycle rather than a s a separate
step at the end of policymaking process” [22]

IT-enabled policy analysis “The use of IT tools, mathematical modeling and analytical
methods to take advantage of the available data to aid individuals
and groups make policy options or solve policy problems” [14]

Policy informatics “The study of how computation and communication technology is
leveraged to understand and address complex public policy and
administration problems and realize innovations in governance
processes and institutions” [3]

Policy analytics “The development and application of […] skills, methodologies,
methods, and technologies, which aim to support relevant
stakeholders engaged at any stage of a policy cycle, with the aim
of facilitating meaningful and informative hindsight, insight and
foresight” [27]

4 Integrating the Attributes from Multiple Terms: A Min-Max
Approach

Even though the Min-Max strategy is generally used to set the conceptual space of
a given concept (i.e. democracy or culture), here we used this method to ensemble
the attributes of a constellation of concepts that we hypothesized belong to the same
latent concept. The argument is that this latent concept has been characterized
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through different lenses, where each lens has its own background and thus would
likely assign different attributes to the same phenomenon.

Each concept formation offers, explicitly or implicitly, a variety of definitional
attributes, where some of them will intersect each other, whereas others are context-
specific reminiscent or idiosyncratic attributes [15, 28]. Thus, the minimal definition
comprises the attributes that are common to all perspectives, providing a more
general and agnostic perspective on the phenomenon.

The relationship between policy analysis and information technologies, mini‐
mally defined, is a phenomenon composed by the development of methods, tech‐
nology, and data. Adding the idiosyncratic attributes allows to broaden the defini‐
tion to a more overarching idea without blurring the definitional boundaries. This
ideal-type definition includes all the attributes that comprise the conceptual space of
the phenomenon, regardless of the perspective. The ideal-type definition is equiva‐
lent to the conceptual space in that both comprise the full range of attributes. Thus,
as will be described below, the conceptual space is composed by five attributes:
human resources, governance, methods, technology, and data (see Table 3).

Table 3. Table of attributes, by term

Human
resources

Governance Methods Technology Data

E-policy-making Weak Weak Weak Weak
IT-enabled policy
analysis

Strong Strong Strong Strong Strong

Policy informatics Strong Strong Strong Strong
Policy analytics Strong Weak Strong
Typology of attribute Ideal-Type Ideal-Type Minimal Minimal Minimal

Note: “Strong” stands for strongly defined attribute, whereas “Weak” means weakly defined attribute.

We also found that some terms had a stronger identification of attributes than
others. For example, e-policy-making had a weak definition of attributes (i.e.
subject to textual exegesis). Policy analytics has a strong emphasis on data as the
fundamental attribute constitutive of the concept, whereas there is a weak connec‐
tion with technologies. As for IT-enabled policy analysis and policy informatics,
there is an evenly strong identification of attributes across the definitional works
reviewed. Interestingly, although the IT-enabled policy analysis framework has
more constitutive attributes than policy informatics, the authors consider this as a
possible variation of policy informatics [10].

The results show that the attributes observed across the concepts are conver‐
gent towards a unified core of attributes (the minimal definition). All these perspec‐
tives are relatively aligned, with some idiosyncratic attributes that are likely to be
explained by their intellectual background.
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4.1 Minimal Attributes

Methods
In this context, methods refer to the analytical tools that people, primarily in the public
sector, use to obtain useful information insights or knowledge from data for decision-
making. These methods are generally suited for the analysis of quantitative data,
although Puron-Cid, Gil-Garcia and Luna-Reyes [14] also recognize analytical methods
for qualitative data. The perceived constitutive methods of policy analysis span from a
wide variety of fields, such as mathematics, statistics, economics, operations research,
psychology, sociology, management, finance, and political science [14, 24, 25, 27, 29],
although the focus is stressed in emergent methods or techniques from computer science.
For example, text mining, exploratory data analysis, support vector machines, spread‐
sheet models, and machine learning [25]. Other methods considered that are not yet part
of the traditional policy analyst’s toolkit are group model building, multi-criteria anal‐
yses, simulation and optimization modelling, participatory planning, resource allocation
modelling, real-time operations optimization, remote sensing, smart metering, and
participatory GIS/evaluation [25]; simulation modelling, and cognitive mapping [2, 3,
14, 25]. There is no clarity however, on whether the list of methods considered as part
of this phenomenon is pertaining to a single technological innovation (i.e. data revolu‐
tion) or the concept should be extended to all methods that eventually would fit tech‐
nological innovations in the future.

Data
Data is an input for decision making in the policy process [10, 30–32]. This is regarded
as sets of measurements of social activity that require analytical skills or methods to be
transformed into useful information or knowledge for decision making. Data is also
perceived as an element that could be easily spread into the public domain, contributing
to re-shape the relationships between government and citizens. Under certain circum‐
stances, data is also perceived as a potential driver towards networked governance,
transparency, and other activities beyond policy decision-making [14]. Although this
attribute also refers to traditional data (e.g. survey data), the primary focus is on big data,
which is perceived as massive, usually costless, and unstructured. There are several types
of such data, primarily organized by its source; for example, commercial data, admin‐
istrative data, open data, electronic data, on-line data, cellphone data, geospatial data,
daily census data, as well as data from sensor readings and crowd computing sources.

Technology
Technology or IT tools refers to the computational infrastructure that contributes to
increase government’s capacity [14, 30, 33–35]. This increased capacity comes in a
variety of activities linked with both decision-making and governing. These activities
are the likes of visualization technologies for the communication of policy analysis or
decisions, technologies to process and manage information overload and ambiguity,
technologies to generate and collect data, technologies for understanding patterns and
detect trends in data, to increase the reach of the policy discussion, to enable collabo‐
rative networks, or to crowdsource public policy analysis, policy monitoring, evaluation
or implementation.
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4.2 Idiosyncratic Attributes

Human Resources
This attribute refers to the stock of capacities and skills for policymaking in the human
resources available in an organization [14]. Any given development in computation and
communication in the organization requires a body of expertise and knowledge in the
human resources to effectively accomplish any task. More specifically, human resources
refer to the personnel in charge of tasks such as producing insights for or advising deci‐
sion-making, as well as being responsible for decisions in any given stage of the policy
cycle.

Governance
Governance refers to the technological infrastructure through which governance
processes could occur [14, 36–42]. The governance platforms are perceived to have the
capacity to improve the flexibility and responsiveness of bureaucracies [39]. In addition,
improved computation and communication capabilities in government activities could
improve the interaction between citizens and government, as well as among government
agencies. As a constitutive element for decisions in policymaking, governance repre‐
sents the institutional and social arrangements in which a decision-making process takes
place. As such, governance is highly intertwined with the rest of the constitutive
elements of policy analysis and information technologies, since it might be shaped by
data or technologies or it might determine the use of types of data and technologies in
the policy process.

5 Conclusion

Rising literature on this topic suggests that information technologies and the availability
of new types of data are already affecting the policy process and the way people think
about policy analysis. The increasing computational power and alternative analytical
methods also add to this situation and make it complex and not easy to conceptualize.
In this paper, we have shown that there are many labels to refer to this phenomenon,
including policy informatics, IT-enabled policy analysis, and E-Policy, among others.
Despite the very diverse labels there are some important commonalities that should be
part of our understanding of this phenomenon and a more comprehensive, but concise
definition. There are aspects related to methods, data, technology, human resources, and
governance and all of them contribute to a rich conceptualization of the relationships
between information technologies and policy analysis.

In addition, this analysis identifies some terms with insufficient conceptual devel‐
opment, and other that are not clearly related to the policy process. In contrast, there are
a core set of conceptualizations that help to identify the common attributes and specific
attributes of the phenomenon in our approach. There are also references to the policy
cycle, but almost no strong links to theories of the policy process. This is still a limitation
of the existing terms and their respective conceptual definitions. Finally, there is also
the challenge of identifying and integrating new technologies or analytical methods
when they emerge. The usefulness of a concept related to these important and frequently
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rapid changes is also related to its capacity to leverage past research and being useful
for future research. This paper aimed to contribute to conceptual clarity by uncovering
some underlying attributes and structure them into two sets of definitions. Since ideas
are not set in stone, it may well make sense to use these insights as material to reassess
the conceptual definition of current terms.
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Abstract. The question is whether citizens are sufficiently involved in the devel‐
opment of the facilities used to support e-Government, so they can safeguard the
quality of these facilities. It is a relevant issue, as the projects in which these
facilities are created often provide insufficient functionality. Based on a sample
test, we selected evaluation reports of such projects and studied them based on a
perceptual framework. It turns out that e-Government projects have been poorly
evaluated and thereby governed. The evaluation governance instruments did not
include any participative role of stakeholders. Principles of modern public admin‐
istration theories are not sufficiently visible within the government in this regard.
The quality can be improved substantially by involving representatives of
industry and professional organizations, and by introducing co-creation before,
during and after completion of projects, as well as during the corresponding eval‐
uations and reflections.

Keywords: E-Governance · Evaluation · New public government

1 Introduction

The government utilizes ICT for several purposes. Naturally, ICT helps in improving
the efficiency and effectiveness of executing the internal primary processes within a
government organization. For that purpose, government organizations develop their own
ICT facilities for their primary and supporting processes, or they purchase those facilities
externally. In addition, ICT is essential for a government organization’s contact with
other government organizations, businesses and citizens. Finally, ICT often connects
the interaction of the outside world with the digitalized processes within the government
organization. Therefore, ICT is the enabler of e-Government in all three of these previ‐
ously mentioned domains [7, 30].

E-Government is referred to as the technology-enabled transformation of govern‐
ment, and therefore governments’ best hope to reduce costs, whilst promoting economic
development, increasing transparency in government, improving service delivery and
public administration, and facilitating the advancement of an information society [35].
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The purpose of e-Government is thus to work towards a more effective and more efficient
government organization by utilizing new technologies and by involving citizens and
businesses and, in doing so, listening to their needs [8, 20].

Citizens are therefore ‘agents’, so to speak, who, together with government repre‐
sentatives, and even together with business representatives, shape the services and
processes of the government. This is in line with the principles of New Public Gover‐
nance (NPG), in which the government is seen as part of a large and synchronized
network of parties within society as a whole. It is essential that the interface between
society and the total government system works properly, both for the political and the
administrative system [20].

When it comes to e-Government, people often refer to e-Participation and, in partic‐
ular, the various possibilities that this new technology offers [24, 30]. Macintosh [12]
argues that e-Participation has several overarching objectives next to these technologies,
including engaging a wider audience, and providing relevant information in a format
that is both more accessible and more understandable. However, transparency and
accountability do not receive as much attention [13]. This article specifically focuses on
these issues. In addition to the involvement of citizens in making demands and creating
IT facilities for the government, citizens also take on the additional role of monitoring
the development process and therefore the quality of the facilities.

The question answered in this article is whether citizens are being sufficiently
involved in monitoring the quality of the production processes and the implementation
of facilities for e-Government. This would mean that citizens are involved during quality
tests and especially during evaluations.

The involvement of citizens is relevant because society is setting increasingly high
standards for the government regarding transparency, effectiveness, efficiency, possible
influence and services provided [27]. For example, citizens want to know what infor‐
mation about them has been recorded by the government, and they want to know where
‘their’ tax money went [21]. People want this information to be easily accessible, pref‐
erably on a variety of mobile devices [9]. In addition, citizens also want to cooperate
and offer their input for the solutions they are getting, an ambition that is in line with
the public administrative theory of New Public Governance (NPG).

Safeguarding quality is relevant, because projects used to create IT facilities and the
corresponding processes fail on a regular basis. Audits, quality checks and evaluations
are subsequently used to see what can be learned from the projects, as well as what went
wrong. As a result, a great deal of research has been done into success and fail factors
of such ICT projects for both the public and private sectors [28]. These studies indicate
that only a third of projects result in the desired end products within the specified time
frame and within the budget. A third of the projects is terminated prematurely, and half
of all projects end up costing nearly twice as much as was initially projected.

As a result of the disappointing performance of ICT projects within the government,
governments focus more on monitoring by third parties. This corresponds to the attention
for additional evaluations and audits, which Power and Clarke call the ‘audit explosion’
within the public domain [3, 22].
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However, evaluations of ICT projects and the methods used for those evaluations
are often lacking in quality. Nijland [15] states that evaluation methods are lacking in
terms of management of costs and benefits of ICT. In the study into aspects of ICT
projects within the Dutch government, it turns out that the most important learning
experiences are not found in ICT but in related disciplines, in the processes of the
organization itself, and in the effect of the organization on its environment – in other
words: the business processes and citizens [36].

2 Theoretical Background

In order to better indicate the role of the citizens, the public administrative approach of
New Public Governance (NPG) will prove useful. New Public Governance (NPG) is
connected to the pluralistic and fragmented complexity of the twenty-first century [16].
While its predecessor, New Public Service (NPS), focuses more on the civilian’s role
and the optimal performance of the government organization, NPG focuses more on
managing the government organization’s environment. Through NPG, government
managers are asked to manage while directing their attention outside of the organization,
and to act in inter-organizational environments.

In addition to collaborating with citizens and offering services to citizens, the focus
of NPG is also on negotiation about the added value and the management of networks
and mutual relationships. This is in line with the observation that government organi‐
zations are starting to turn into network organizations within government organization
chains [7], away from the vision that governments should treat citizens more like their
customers, and focus on efficiency, effectiveness and economy as the New Public
Management used to focus on [10].

The governmental chains exist in order to provide added value to citizens and busi‐
nesses through products and services [25, 32]. E-Government can facilitate the process
by providing full participation by citizens and businesses regarding both the creation
and evaluation of the required facilities.

In this study, evaluation reports of IT-projects have been studied, in order to find
evidence of citizen involvement in these evaluation. For the definition of evaluation, we
chose the definition used by Stufflebeam and Shinkfield [29]: “Evaluation is the system‐
atic assessment of an object’s merit, worth, probity, feasibility, safety, significance and/
or equity.” The core of this definition in its operationalization is the process-oriented,
systematic research approach to evaluation. The definition used by Stufflebeam and
Shinkfield [29] mentions a ‘systematic assessment’, exactly in the same way that Scriven
[26] talks about evaluation as “…the process of determining the merit, worth and value
of things, and evaluations are the products of that process.”

The definitions describe a logical phasing of a number of steps in performing eval‐
uations. In other words, an evaluation with a systematic research approach will follow
steps like defining an objective, a problem and a research question, the construction of
the theoretical framework, and subsequently defining a type of study, e.g. a descriptive,
exploratory or evaluative study. Based on that, a choice will be made as to what popu‐
lation will be studied, and what method of information gathering and data analysis will
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be used. The final steps of such a study are the report and a phase of evaluation, recom‐
mendation and formulating follow-up steps [6].

Because evaluation research is a form of practical research, and because it usually
involves a complex problem, an evaluation study will be conducted using an intervention
cycle [34]. Such a cycle for evaluation consists of the following steps:

• A motivation that leads to performing an evaluation, and from which several concerns
for the evaluation arise.

• The decision to perform an evaluation. The starting point for the evaluation is the
moment the originator decides to have an evaluation performed.

• The formulation and scope of the evaluation. In doing so, the evaluator lays the
foundation for their evaluation study. In the formulation phase, the criteria and
substantive requirements to be used as preconditions for the evaluation are formu‐
lated as well [23].

• Choosing the evaluation approach, evaluation type and evaluation techniques. These
are the choices the evaluator makes regarding the research method and approach from
a scientific framework.

• Performing the evaluation, using the research and evaluation framework.
• Finalizing the evaluation. This step focuses on the importance of the end result, the

way in which for example the report is handed to the originator of the evaluation, as
well as the characteristics of the report [23].

• Monitoring the evaluation process as a whole, an activity that is performed during
all steps of the evaluation. There is a particular focus on choosing the moment of
evaluation and the (role of the) evaluator. This monitoring activity also initiates iter‐
ations in the process and the learning circles for the evaluator.

In an overview:

Fig. 1. Evaluation as an iterative process

Every process step comes with iterations during its execution, and iteration may take
place after every step leading back to the previous step. The iterations may relate to
continuous insight into the evaluation itself (‘single loop’), or to the norms, criteria and
preconditions within which the evaluation takes place (‘double loop’), or to the condi‐
tions from the context that affect the evaluation (‘triple loop’). With every iteration of
this process, the evaluator will consider whether a subsequent step is essential and what
changes need to take place.
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The process of evaluation has nothing to do with the moment of evaluation: evalu‐
ations can take place both ex ante and ex post. The evaluation process can be used at
any given time and has its own duration and dynamics. This process is independent from
the ICT project being evaluated.

3 Research Method

A meta-evaluation
Citizen involvement is one of the aspects in evaluations of projects with an ICT compo‐
nent within the government. In order to study the overall quality of these evaluations,
the evaluation reports of these projects have been studied. Obviously, not everything of
value is put in evaluation reports. However, these reports give an indication of the eval‐
uation as carried out. These reports are available upon request and can be studied based
on a perceptual framework.

This approach can be more easily repeated as well, making additional and follow-
up studies easier to carry out. By studying the evaluation reports, they are effectively
subjected to a meta-evaluation. The meta-evaluation features two underlying levels for
assessing evaluations:

1. Assessment of the process of the performed evaluation. Examples include the nature
of the decision-making process surrounding an evaluation, the assignment descrip‐
tion for the evaluation, the design of the evaluation study and the report.

2. Assessing whether the project evaluations meet content quality standards, e.g.:
(a) Aspects in the process itself, the product resulting from a process, and the way

in which people within the ICT project act and collaborate.
(b) Assessing whether enough attention was paid to the relationship between the

project and its environment during the evaluation.

In the study presented here, evaluation reports were requested from government
organizations that apply ICT in their organizational processes and services: departments,
government organizations that act at the federal level, and large municipalities. The
criteria for the selection of the reports for this study are (a) that the reports are publicly
available and (b) that the selected reports are about projects with an impact on compu‐
terized processes that took place between 2002 and 2010.

The population was determined based on two basic pieces of information. Firstly,
the progress reports of large government projects sent to Parliament were studied. These
include quality tests and evaluations per department and per project, listed by name.
Secondly, an estimation of the possible number of projects was made for non-depart‐
mental government organizations and contracting organizations and municipalities,
since a population for those could not be determined.

The requesting of these reports was based on a stratified random sample, after which
the selected projects were requested. In case only the organizations were known, and
not the reports or the projects, we approached the organizations. In these requests, we
specifically stated that all reports will be treated confidentially, and that research results
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cannot be traced back to the report, the project or the organization. In total, this approach
resulted in 88 evaluation reports for research purposes.

Assessment framework
In order to study the evaluation reports, specific criteria have been defined for every
phase of the defined process (Fig. 1), derived from (a) literature about evaluation, and
(b) literature of four related disciplines: (1) administrative and organizational science,
(2) behavioural science, (3) accountancy and (IT) auditing, and (4) quality manage‐
ment.

Taken together, these criteria form the foundation of an extensive perceptual frame‐
work, consisting of 21 aspects with a variety of focus points. A detailed description of
the framework can be found in: Bronsgeest [5]. Some of these focus points are about
the extent to which citizens are involved when it comes to safeguarding the quality of
the ICT-facilities during their creation.

Content analysis
In order to analyse the selected reports, we carried out a document analysis, using content
analysis techniques. Document analysis is “…the techniques used to categorise, inves‐
tigate, interpret and identify the limitations of physical sources, most commonly written
documents whether in the private or public domain” [19]. Document analysis is often
seen as a valuable addition to information obtained from interviews, for example, espe‐
cially when talking about social studies: “In policy research, almost all likely sources
of information, data, and ideas fall into two general types: documents and people” [1].
Document analysis can be carried out in multiple ways, namely through analytical
reading, content analysis and quantitative analysis [4]. All three of these techniques were
used within this study.

Document analysis as applied within this study employs content analysis techniques.
With content analysis, the source or text is viewed as a piece of information for drawing
conclusions about the meaning of these sources or text within a certain context. Berg [2]
uses the following definition of content analysis, derived from Holsti: “Content analysis
is any technique for making inferences by systematically and objectively identifying
special characteristics of messages.” According to Berg, this qualitative definition is
broadly applicable on all kinds of written material, spoken material and visual material.
Neuendorf [14] uses the term ‘content analysis’ and adds that the systematic and objec‐
tive analysis is also quantitative. An objective analysis then becomes possible by deter‐
mining explicit rules or criteria for the selection of these messages or research subjects
before analysing the data [11]. When it comes to these definitions, it is essential for an
analysis to be carried out using fixed procedures and methods, and for the approach to
be repeatable.

In document analysis and content analysis, there is a methodological difference
between manifest and latent content. Manifest content means the elements physically
present, that can be observed and counted. Latent content means the interpretation of
texts, e.g. its symbolic function or the underlying meaning of texts [2]. In this study’s
analysis, the manifest content of the evaluation reports was used.
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Research approach
For the approach of document analysis, we used the basic model of the scientific method
applied for a content analysis approach, as presented by Neuendorf [14]:

1. Determine what content will be analysed. In this study, the 88 evaluation reports.
2. Define and operationalize the variables to be studied. These have been included as

focus areas within an operationalized and indexed perceptual framework of 21 focus
areas. E-Government features in operationalization in parts, as follows:
(a) The decision to have an evaluation carried out. The question is whether there

is motivation from a political issue, questions from Parliament, or societal
attention or unrest.

(b) Which theoretical framework was used for this evaluation? In other words, are
there any indications in the reports for, e.g., elements and instruments of New
Public Governance?

(c) Choosing evaluation techniques: Were approaches such as co-creation, partic‐
ipation taken into account, and were specific tools used to conduct research and
to obtain, analyse and structure information?

(d) The execution of a project, and the extent to which the content was analysed
regarding what citizens think considering their participatory role and, if
possible, how they affected the (project-oriented) creation, implementation, and
monitoring of the projects. Topics such as usability, accessibility and various
working methods like panels, sounding boards and design sessions are also part
of the process.

3. Sampling of the content. Sampling is the selection of evaluation reports.
4. Train the coder(s). After initial training of the researcher, this was performed by

carrying out a pilot of six cases, using a ‘convenience selection’. In this pilot, eval‐
uation reports were assessed by the researcher using the perceptual framework. The
results were subsequently provided to eight informants for the purpose of assessment
and improving reliability.

5. Coding. The researcher then coded the other evaluation reports.
6. Calculating reliability. We started with determining face validity and content

validity. This was done by testing the perceptual framework in a workshop with
external experts. The experts are people with at least 10 years of experience in both
public and private organizations. Additionally, the reliability of the perceptual
framework was tested using the intercoder reliability [14]. A person other than the
researcher went through two of the cases. The achieved intercoder reliability as a
representation of the percentage of similarities (percent agreement, PAo) was calcu‐
lated. In the analysis carried out, PAo = .76. The formula for this calculation is as
follows:

where A is the number of similarities between the coders and n is the total number
of components coded by the coders.
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7. Tabulation and reports. This was done in the form of the doctoral thesis and various
articles.

4 Results

The results of the 88 meta-evaluations provide insight into the extent to which citizens
are involved in the evaluation of e-Government projects, and to what extent the approach
chosen facilitated this.

Decision-making process
Regarding the decision-making surrounding an evaluation, it is clear that many reports
are not compiled with a political motive or a motive from within the organization itself.
Many reports have a content-oriented motivation, and the decision to have an evaluation
carried out was made in only 35 out of 88 reports. The role of the citizen in this decision-
making process, e.g. as the person requesting an evaluation through representatives,
social institution or lobby, could not be demonstrated. The relationship between the
project and the outside world is limited, as the results show:

• In 83 out of 88 reports, there is no political issue, and no relationship with a political
or social development was described.

• In 19 out of 88 reports, the evaluation was carried out because an audit plan was
drafted within the organization, or because agreements were made for carrying out
an evaluation prior to the project.

• For 12 out of 88 reports, we can see that the project featured an independent decision
to have an evaluation carried out. This happened in the final stages of the project in
all cases, in order to demonstrate the project results. Of the 12 times that a project
was evaluated independently, there were indications on four occasions that the goal
of doing so was to learn from the project.

Theoretical basis
Regarding the theoretical framework used, concepts of recent public administrative
theories are virtually absent in evaluation reports. Elements such as (parts of) a network
approach and attention for the projects’ environments are featured in a very limited
fashion. Stakeholder management is present in a very limited fashion and, if it is present,
it mainly focuses on the stakeholders within a government organization. Broad attention
to the organization’s objectives in relation to the (social) environment could not be
demonstrated in the evaluation reports reviewed. This means that, as expected, we did
not find any evidence for the application of elements of New Public Governance (NPG),
even though the reports were compiled in a period in which such elements could be
reasonably assumed to have been fairly well known within the government.

Method of evaluation
In addition to the research approach, another point to consider in addition to the research
approach is which of the techniques used for data collection and data analysis to use in

134 W. Bronsgeest et al.



the research design. E-Participation was not used, but other techniques were. The most
important techniques used were:

• In 48 out of 88 reports, interviews with individuals of (and surrounding) the project
were conducted.

• In 33 out of 88 reports, a document study was carried out. In 32 situations, this
happened prior to the interviews.

• In 19 out of 88 reports, group sessions were held in the form of focus groups (5),
workshops (6) or group discussions (8).

• In 10 out of 88 evaluations, questionnaires were used.

Demands of citizens
In the meta-evaluation, we looked into whether evaluation reports paid attention to the
extent to which the project itself looked at what citizens thought of it from their partic‐
ipatory role. No evidence was found: regarding the collection of demands of citizens
and businesses, no framework was included in the reviewed evaluation reports. In the
project evaluations, attention to topics like usability or accessibility, or the desires and
demands of citizens regarding the internal processes and facilities of the government
was seldom paid.

Degree of influence of citizens
Very little evidence was found regarding the opportunities citizens have to affect both
the (project-oriented) creation, implementation and monitoring of the projects in the
evaluation reports. Focus on various working methods, such as citizen panels, sounding
board and design sessions in evaluations was not found. References to e-Government
and supporting means to realize it are not mentioned in the evaluations either.

Service provision to citizens
Improved service to citizens was featured as a result to be evaluated in only five of the
evaluation reports. In 13 evaluation reports, it was mentioned that the organization
within which the project is positioned has a core task in the area of improved service
provision to citizens. A core task from the organization gives projects some direction.
The presence of a clear core task should therefore be studied in the evaluation. However,
our study shows that evaluations of projects pay very little attention to it. As a result,
this focus area is difficult to measure and demonstrate in the evaluations.

5 Conclusions

The focus of many evaluations follows the lines of Administrative Theory [17]. The
central focus is on the idea of the government as an efficient organization, with hier‐
archical management and strong administrative management of responsibilities and
authorizations. The corresponding evaluations are traditional in their approach and
execution. The 88 evaluations we studied have a signature ‘inside-in’ or ‘inside-out’
approach. No evidence for an explicit ‘outside-in’ view for decision-making was found.
Political issues or a clear connection to a social development were hardly found at all.

Towards Participatory E-Government? 135



Our conclusion, therefore, is that the majority of the reports have more of an inward
focus regarding the decision-making process surrounding evaluations, and consequently
do not focus on the involvement of citizens, or their explicit desires and needs.

Additionally, we found little to no evidence in the studied evaluation reports of
(elements of) a network approach and attention for the projects’ environments. These
are all important aspects of New Public Governance (NPG). Stakeholder management
is present in a very limited fashion as an evaluation topic and, if it is present, it mainly
focuses on the stakeholders within a government organization. Through NPG, govern‐
ment managers are asked to manage while directing their attention outside of the organ‐
ization, and to act in inter-organizational environments. In addition to collaborating with
citizens and offering services to citizens, the focus is also on negotiation about the added
value and the management of networks and the mutual relationships.

As a result, and as expected, we found no evidence for the application of elements
from New Public Governance (NPG). Elements of New Public Service (NPS) could not
be found either, despite the fact that this public administrative movement has existed
for a long time. The role of the citizen as a ‘civilian’, and issues like co-creation with
the outside world, are not a topic of discussion in evaluations.

E-Participation also requires a different working method from government organi‐
zations. It was barely observed at all in the study. For example, citizens can offer their
input and cooperate during the process of determining demands regarding IT facilities,
or they may be involved during the creation process.

In addition, it is conceivable that citizens also play a bigger role in monitoring or
even evaluating such projects. There are various intervention moments and techniques
that can be used during such a process. Some working methods include requirements
engineering, user tests and other types of input like expert opinions. Additionally, there
are instruments for e-Participation, including methods to maintain contact with citizens,
industry associations, professional organizations and knowledge institutes via the
internet and other social media.

The general conclusion is therefore twofold. Firstly, the role citizens play in creating
ICT facilities, though the means available to them via e-Participation, is limited. Citizens
are not involved in the beginning, during, or after the completion of projects. Citizens
are only involved in a limited number of usability tests, or in a campaign for the intro‐
duction of a new process or product.

Secondly, the question as to whether citizens are sufficiently involved in monitoring
and evaluating the quality of the creation processes and the implementation of facilities
for e-Government remains unanswered. This topic was not discussed in the evaluations
reviewed. Monitoring projects, from the perspective of retrospective monitoring (i.e.
not working with learning and looking forward in mind), is most common in the eval‐
uations.

6 Recommendations and Discussion

Our most important recommendation to quickly improve evaluations from an e-Partic‐
ipation perspective is to start with the so-called low hanging fruit. That is to say, issues
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that can be targeted quickly and easily, and that can be solved to create short-term
improvements. Within the government, for instance, an idea would be to direct attention
outward in addition to directing it inward, e.g. by hiring professionals from government
networks, industry and consumer organizations and professional organizations to obtain
different viewpoints and better and broader input in projects and evaluations.

We also recommend using modern and creative working methods to involve project
staff and citizens in evaluations. A lot of experience was gained regarding co-creation,
and there are ample opportunities to use ICT applications and social media, both inside
and outside of government organizations, to involve the various stakeholders and users.
These are the forms of e-Participation that are clearly visible within the European and
international context [18]. This is about involving people who work with the govern‐
ment’s new ICT systems, as well as the citizens and businesses that experience the
effects of government actions.

The application of evaluation in which citizens play a role (e-Evaluation) offers
additional benefits. Since evaluations can be carried out more easily with modern elec‐
tronic participatory means, is will become more easy to execute evaluations during
different project stages. In addition, by using the resources of e-Government, boundaries
of social status, position and area of expertise disappear. Everybody can be involved
and can participate in evaluations, adding new insights and feedback. Even when disre‐
garding the discussion of whether everyone has sufficient access to the digital channels
provided by the government, participatory evaluation would be an improvement over
the current method of evaluation.

Finally, the use of e-Evaluation could also result in a shift in the way in which the
government executes projects. From the perspective of NPS and NPG, these projects
use involved citizens before and during the project, as well as during the evaluation of
said projects. Firstly, this results in different products for the purpose of interacting with
citizens and businesses. And secondly, it results in a different way of implementing ICT
products and related processes in the government organization and people using the ICT
products [31]. This is also in line with the changes in project management and the way
these projects create solutions for a variety of facilities: they are becoming increasingly
multidisciplinary and agile [33]. This is exactly the type of approach where more intense
involvement of citizens in drafting demands and monitoring quality is appropriate.

The study into the evaluation of projects with an ICT component within the govern‐
ment indicates, that the execution of projects and project evaluations in collaboration
with citizens occurred infrequently, and that there is still much room for improvement
in many aspects.
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Abstract. Innovation is a recurring theme in public administration. Govern‐
ments around the world are always exploring innovation alternatives. However,
the way public organizations innovate has evolved in the last few years from “in-
house” innovation to open innovation. Although the literature is rich in references
to innovation in the private sector, how open innovation processes can become a
true and effective tool for governments is still an underexplored topic. The few
studies that have tackled it have mainly addressed one main question: how can a
successful private sector practice be introduced in public sector organizations? In
contrast, this paper aims at making a contribution to the existing literature on open
innovation in the public sector by addressing one issue that is key in open inno‐
vation processes: the role of intermediaries. Intermediaries are important actors
in the open innovation ecosystem as they facilitate activities in all stages of the
innovation process and help government agencies to achieve their goals.

Keywords: Open innovation · Co-creation · Intermediaries · I-labs · Living labs

1 Introduction

Innovation is a recurring theme in public administration. It has been used to frame the
transformation of public sector organizations in order to enhance the effectiveness,
efficiency, and legitimacy of their public value creation processes [9]. As needs of citi‐
zens are changing, and technology is advancing, there is an immense need for innovation
in the public sector. On one hand, citizens have higher expectations about public services
and government interventions. On the other, public managers and elected politicians
have growing ambitions concerning improved public governance mechanisms and
tighter control. Finally, public tasks have become more and more complex and have
developed into “tangled problems” or even “wicked problems” – problems that are often
too difficult to be solved by a single entity and include many different layers of
complexity [40].

Although innovation is not a new concept in the public sector [7, 17], the way public
administrations have innovated throughout time has evolved, coinciding with different
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waves of administrative reforms [37]. According to [32], public sector innovations can
be the result of internal innovation processes (which are policy-induced and use
employees’ suggestions), externalized innovation processes (which depend on contrac‐
tors and adapt to industry standards), and open innovation processes (which are based
on crowdsourcing and involve external professional and amateur problem solvers).

Although the literature is rich in references to innovation in the private sector, how
open innovation processes can become a true and effective tool for governments is still
an underexplored topic [6, 20, 33]. Only recently such approach has been seen in research
into public sector innovation [18].

Most of the studies that have addressed open innovation in the public sector have
focused on drivers of adoption, success factors, and innovation outcomes (among other,
[6, 10, 19, 20, 22, 23, 29, 33–35]). However, there is not enough research that specifically
refers to public sector open innovation intermediaries and explores their role in inno‐
vation processes in the public sector [6].

Based on a review of recent literature, this paper proposes a government open inno‐
vation framework, which explicitly acknowledge the role of intermediaries. It analyzes
theories and concepts of open innovation in the public sector and contributes to the public
sector innovation literature by analyzing the role of intermediaries in open innovation
processes that take place in the public sector.

The paper is organized in four sections, including the foregoing introduction. Section
two presents the concept of open innovation and analyzes how it has been implemented
in the public sector. The type and role of intermediaries in (public) open innovation
processes is explained in section three. Finally, section four provides some conclusions
and suggests ideas for further research on open innovation processes in the public sector.

2 Open Innovation

Open innovation is a term that was coined in the private sector. [12] defines open inno‐
vation as “the use of purposive inflows and outflows of knowledge to accelerate internal
innovation, and expand the markets for external use of innovation, respectively” (p. 1).
He actually sets open innovation in opposition to closed innovation [12, 13]. Regarding
the latter, he states that “successful innovation requires control. In other words, compa‐
nies must generate their own ideas that they would then develop, manufacture, market,
distribute and service themselves (…). This approach calls for self-reliance: If you want
something done right, you’ve got to do it yourself” ([13]: 36). At the same time, the
author defines open innovation as a strategy by which firms commercialize external (as
well as internal) ideas by deploying outside (as well as in-house) pathways to the market:
“specifically, companies can commercialize internal ideas through channels outside of
their current businesses in order to generate value for the organization (…) In addition,
ideas can also originate outside the firm’s own labs and be brought inside for commer‐
cialization. In other words, the boundary a firm and its surrounding environment is more
porous, enabling innovation to move easily between the two” ([13]: 37).

[14] confirm the growth of academic research in the domain of open innovation. The
authors present the fields in which open innovation has attracted most attention:

Open Innovation and Co-creation in the Public Sector 141



management, business, industrial engineering, operations research and management
science, and planning and development. However, out of 1,965 articles, [14] only find
14 related to public administration, what leads the authors to insist on the opportunities
of open innovation in the public sector as well as on the need to formulate public policies
that support open innovation in a given society.

[34] shows that implementing open innovation methodologies in the public sector can
indeed have myriad positive benefits, including improved awareness of social problems,
more effective practices based on broad citizen experience, and increased trust between
government and citizens. However, open innovation approaches in the private sector are
context dependent: they cannot readily be transferred to the public sector [31, 34]. Conse‐
quently, the implementation of open innovation in the public sector needs to take the unique
characteristics of the sector into consideration.

In the public sector, open innovation has inspired the concept of collaborative inno‐
vation: collaborative processes and interactions between internal and external stake‐
holders can spur innovation in the public sector and help find innovative solutions to
complex problems. Therefore, collaborative innovation could have similar benefits as
open innovation. However, although it is thought as happening across organizational
boundaries, it is also inside government.

From a more practical point of view, most research on open innovation in the public
sector has focused on open government and open data initiatives (among other, [11, 14,
27, 28, 33, 35, 45]). In these studies, open innovation has been conceptualized as a
paradigm to move from closed organizations to open, transparent, and collaborative
ones. Authors have therefore seen the potential of open data/open government projects,
often based on prizes and contests that use online open innovation platforms, to boost
open innovation in the public sector.

However, to realize the practical benefits of this transformative practice and to
develop theory, still, more research needs to focus on understanding how innovation
occurs through open data activities [45] but, also, on exploring additional topics that can
make a contribution to the literature on open innovation in the public sector. It is neces‐
sary to go beyond open government and open data and focus on open innovation as the
main topic and consider all the different examples or types of open innovation in the
public sector. It also seems important to understand the role of different actors in the
open innovation ecosystem.

3 Open Innovation Intermediaries in the Public Sector

In their review, [14] list some of the main themes that have emerged in the literature on
open innovation. The innovation process is by far the most researched topic, followed
by strategy, product development, and toolkit/users: “based on our analysis, we find that
a large amount of research investigates the outside-in (inbound) side of open innovation.
This research deals with how firms can leverage external knowledge and technology to
accelerate internal innovation” (p. 8). Interestingly enough, the authors find several
references to collaboration with intermediaries.
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Innovation intermediaries can be defined as external organizations and individuals
that support companies in their innovative activities by gathering, developing, control‐
ling and disseminating external knowledge by providing various resources and regu‐
lating the innovation networks [6, 25].

[12] mentions that intermediaries can operate in different ways: some function as agents
(representing one side of a transaction) and others as brokers (representing both sides of a
transaction). More precise is [24] who considers the following roles of intermediaries in the
private sector: (1) to help to facilitate internal and external technology commercialization,
(2) to connect innovation seekers to innovation providers, (3) to help companies to screen
external markets, (4) to understand the technology market better, (5) to make searching tasks
easier for companies, (6) to reduce search cost of the companies, and (7) to in-license, co-
develop and acquire external intellectual properties or technologies. Along the same lines,
[30] indicates that innovation intermediaries have, indeed, a variety of profiles and func‐
tions that might be grouped under three general headings: connection, collaboration and
support, and provision of technological services.

However, [24] also argues that the role of intermediaries is not just to link different
parties, a commonly held belief, but also to search and transform ideas and provide
personalized solutions that fit to individual clients. He also adds that intermediaries such
as Yet2.com, Ninesigma, Innocentive, and IdeaConnection have changed the innovation
spectrum dramatically giving rise to new industries.

The literature reveals a wide variety of innovation intermediaries [25] that range
from public and private incubators to technological top institutes and, more recently, to
living labs [1, 2, 6]. Most of these intermediaries have collaborated with private rather
than public organizations [6].

Although in the context of private open innovation management, the role of inter‐
mediaries has been investigated thoroughly (among other, [3, 21, 25, 44]), there is not
enough research that specifically refers to public sector open innovation intermediaries
and explores their role in innovation processes in the public sector [6].

According to [6], public open innovation intermediaries can be understood as “public
or private organizations that intermediate between city halls and other organizations”
(p. 312). Building on this meaning and on the works of [5, 42], in this paper, we
contribute a more elaborated definition that understands open innovation intermediaries
as public and private organizations that intermediate between local/regional/national
governments and other organizations and individuals with the purpose of enhancing
public sector innovation capacity by means of applying open innovation methodologies:
knowledge exchange, co-creation techniques and participatory methods.

Thus, intermediaries are important in at least two ways. First, they help to enhance
government capabilities for open innovation. Second, they link governments with their
context, including people and organizations that can contribute to their innovation
efforts. Additionally, the concept also helps to focus the study of open government
innovation on the actors involved and the role each of them plays in the innovation
process. In sum, understanding the role of intermediaries contributes to the theory and
practice of open innovation in the public sector.

The literature reveals two main types of public open innovation intermediary organ‐
izations: innovation labs and living labs.
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Innovation labs, or i-labs, are seen as experimental forms of government acting as
innovation catalysts [15]. [41] refer to them as experimental organizations, that is, spaces
within the public sector to experiment and take risks. They are usually peripheral, agile,
and smaller and operate under different rules than typical civil service organizations.
Mindlab in Denmark and Nesta in the UK are examples of i-labs: “these are small
organizations with low funding levels and diverse sources of funding, and they are typi‐
cally engaged in short term projects and relatively removed from political leader‐
ship” [26].

There is very little research on public sector innovation labs beyond descriptive, and
at times normative, overviews. In an attempt to bridge this gap, [41] analyzed 35 such
organizations all over the world and concluded that:

• “I-labs were created to enable cross-disciplinary and citizen-driven approaches,
while at the same time they produce most of their work for or with the ministerial
departments and other government agencies” (p. 13).

• “I-labs are rather unique organizations and diverse in their mission, expected to act
as change agents within public sector and enjoy large autonomy in setting their targets
and working methods” (p. 21).

• “I-labs are typically structurally separated from the rest of the public sector and
expected to be able to attract external funding as well as “sell” their ideas and solu‐
tions within the public sector” (p. 21).

• “I-labs tend to be small structures, specializing on quick experimentations and
usually lack the capabilities and authority to significantly influence upscaling of new
solutions or processes” (p. 21).

• “The main capabilities of i-labs are their ability to jump-start or show case user-driven
service re-design projects” (p. 21).

• ICT play a central role in i-labs. “Many of the tasks i-labs carry out are directly or
indirectly related to developing ICT-based solutions for the citizens as well as public
sector” (p. 22).

Living labs are settings or environments for open innovation, which offer a collab‐
orative platform for research, development, and experimentation with product and
service innovations in real-life contexts, based on specific methodologies and tools, and
implemented through specific innovation projects and community-building activities
[38]. In living labs, different stakeholders (firms, public organizations, individual citi‐
zens, and researchers, among other) interact and collaborate in innovation processes.

Living labs are therefore conceived as a strategic opportunity to improve the creation
of multi-stakeholder partnerships with citizens at the center. As a result, they have often
been defined as public, private and people partnerships (PPPP) for user-driven open
innovation [36]. Along the same lines, [16] state that living labs are increasingly well-
established innovation intermediaries that support the implementation of the quadruple
helix model, an innovation approach based on cooperation between firms, universities,
public organizations and users [4].

[39] identifies two types of living labs: those focused on supporting companies and
creating an ecosystem of innovation that benefits both private companies and public
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organizations and those focused on opening innovation processes to citizens (the so-
called citizen labs).

Citizen labs, such as the Mexican PIDES Innovación Social and Laboratorio para la
Ciudad (LabCdMX), have become particularly popular in Latin America as spaces for
citizen innovation that pay special attention to the democratization of innovation [43].
Their exponential growth has come hand in hand with the idea that public innovation
has to be social innovation [8], and therefore has to (1) produce long lasting outcomes
that are relevant, given the needs and challenges of different groups in society, (2) aim
at changing the social relationships and the governance among the involved stake‐
holders, (3) involve relevant stakeholders in the design, implementation or adoption of
an innovation, which corresponds to the notion of open innovation, and (4) see the
process of innovation as a learning and reflection process.

Table 1 summarizes the main differences and similarities between i-labs and living
labs.

Table 1. Differences and similarities between i-labs and living labs as open innovation
intermediaries.

Innovation labs Living labs
Operation Operate autonomously but

inside government
Operate autonomously outside
government

Funding Mainly public-funded Several sources of funding
Type of
innovation

Public innovation Social innovation

Main
beneficiary

Government is the main
beneficiary

Several beneficiaries:
universities, public
organizations, private
companies, citizens (quadruple
helix model)

Methods Experimentation, co-creation
and open innovation
methodologies

Experimentation, co-creation
and open innovation
methodologies

Despite the identification of different open innovation intermediaries in the public
sector, many research questions remain unanswered: what is the specific role of these
intermediaries in public innovation processes? How do they implement open innovation
methodologies? What is the contribution of different public open innovation interme‐
diaries to innovation outcomes? And, what determines these outcomes in the context of
organizational intermediaries? It is therefore a necessary and interesting task to under‐
stand and compare the dynamics and contribution to public innovation of both i-labs
and living labs.

Open Innovation and Co-creation in the Public Sector 145



4 Concluding Remarks

The purpose of this paper is to better understand open innovation in the public sector
and the role of intermediaries. Based on this, this paper provides the following
contributions:

• It collects and organizes the existing research about open innovation and open inno‐
vation intermediaries in the private and public sectors.

• It highlights the importance of open innovation intermediaries.
• It proposes a concept of open innovation intermediaries for the public sector.
• It identifies the characteristics of open innovation intermediaries.
• It considers the characteristics and challenges of the public sector context in terms

of innovation.

After this review of previous studies, this paper provides a definition and some ideas
for future research regarding open innovation in the public sector. Many interesting
activities are happening in living labs and innovation labs that could improve our under‐
standing of the role of intermediaries. We recognize that much is still needed in terms
of empirical research about this topic. However, our aim with this paper is to start a
discussion about this broad theme and call the attention of other researchers interested
in open government innovation from multiple disciplines.

As mentioned before, open innovation intermediaries are currently working with
governments around the world in diverse projects and through different methodologies
and activities. More research is needed to understand this emerging phenomenon that
links public and private sector organizations around innovation to generate value for
citizens. In addition, open government innovation needs to be studied using different
theoretical lenses and disciplinary perspectives. This will help to create an integrated
view that helps government and citizens to face, and potentially solve, complex public
problems.
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Abstract. While Online Communities (OCs) are increasingly used to involve
people in organizations and societies, few studies focus on how OC influence
political decision making within eParticipation initiatives. This issue is explored
through an interpretive case-study of the Italian Five Star Movement (M5S), a
mass-size eParticipation political initiative recently founded by private citizens.
The use of OCs is a common strategy to involve groups of people to easily
connect on-line, cooperating on common and shared interests. We here focus on
understanding the internal and external forces influencing on the OCs, to better
understand how to manage such OCs within the eParticipation domain. We do
so by introducing the concept of tensions, to describe the states that these
contrasting forces produce on the OCs, addressing the research question: what
tensions occur in OCs for eParticipation? Our work contributes to a deeper
understanding of the OCs phenomenon within the eParticipation domain, while
also provides avenues for further research.

Keywords: Tensions � Online communities � eParticipation � eGovernment �
Five start movement

1 Introduction and Motivation

Information and communication technologies (ICT) are increasingly being adopted to
involve citizens in decision-making processes [1, 2] to recapture citizens’ declining
interest in politics. Research in the eParticipation area focuses on the identification of
the processes and structures through which ICT supports the relationship between
citizens, governments and public bodies [3, 4]. A vast majority of eParticipation studies
focuses on the use of ICT in conjunction with traditional communication channels [5].
Only few of these eParticipation initiatives have achieved their intended aims [6], and
many remain local or small-scale [1].

In this landscape, the Italian Five Star Movement’s (M5S) uses an OC to encourage
direct citizens’ participation in politics, and represents an exceptional example for several
reasons [7, 8]. First, the daily collective activities and decisions may engage online
several thousand participants (even up to 40,000). M5S is hence among the largest
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eParticipation projects in Europe. Second, the M5S was initiated from outside of the
established elite as a protest organizations by initiators not being part of a traditional
political system. Their online activities are really the core of their acting, not only
something added on top of a traditional party´s activities (likemost eParticipation projects
are). Third, all their decisions at the national level are made through processes performed
online, making the OC’s role central and eParticipation real. Finally, their success in
attracting a large group of members to actively participate online seems to inspire similar
kind of initiatives, in countries like Spain, Greece and Iceland.

The use of OC is a common strategy to involve groups of people to easily connect
on-line, cooperating on common and shared interests [9]. However OCs are not stable
entities [10]. OCs are under the effect of internal and external forces. The literature uses
the concept of tension to describe the unstable conditions that these forces produce into
the OCs [9, 11]. Tensions are inevitable for an OC, being produced and reproduced by
their very nature [12] through the continuous co-presence of both the individual and the
communal dimension [13]. Resources flow discontinuously inside communities, and at
any moment there are alternative and competing possibilities for decisions, objectives,
aims, and actions in the OC [9, 10].

Being inevitable, tensions cannot be resolved permanently, but should be managed
[9] to allow an OC for eParticipation to achieve its aims. Since few researchers have
addressed the issue of governing tensions in OC [9, 14], and fewer within the ePar-
ticipation domain [8, 15], we identify and discuss in this paper tensions within OCs for
eParticipation purposes. Our work is motivated by the following research question:
which tensions occur in OCs for eParticipation? The main contribution from our work
is a better understanding of the role of tension within OCs in eParticipation project.
Based on the identification of tensions and the discussion of how they influence an OC
for eParticipation, we contribute by suggesting implications for practice and avenues
for further research.

The rest of the paper is organised as follows: first, we introduce the theoretical
premises for our work: OCs and tensions. Then, before introducing our results, we
briefly present the research context and approach. We conclude by discussing our
findings and providing implications for practice and trajectories for future research.

2 Theoretical Background

2.1 Online Communities

Internet and ICT are becoming more and more pervasive, reaching an enlarging share
of the world population, and continuously providing new opportunities and new
challenges to individuals and organizations. ICT make resources sharing, information
diffusion, and cooperation among groups of people who have sporadic physical con-
tacts easy [16], giving rise to OCs that affect actions and behaviours of individuals,
teams, and organizations [10].

The relevance of OCs is still under dispute. On the one side, we observe OCs being
used by individuals, teams and organizations to work and cooperate in a hitherto
unseen manner, affording for flexibility, increased absorptive capacity, participated
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knowledge generation and circulation, empowered capability to pursue communal
objectives together. On the other side, OCs form detached virtual worlds where people
live in a bubble based on alternative facts and reality.

OCs are persistent collections of people who share common interests and goals, and
who mainly communicate through the Internet [17]. In an OC members cooperate on,
if, and when, they agree that this is better for them and for the OC itself [18] to solve
issues they could otherwise not solve individually [19]. OCs are built for a variety of
purposes, such as managing relations with customers and partners [20, 21] cooperating
on knowledge generation [9, 10], or sharing information of public interest [22]. The
communication flows through digital channels used by the OC to enable the collective
action of members [23]. Structuring and managing the community to stimulate group
actions and avoid the adverse outcome of independent actions is challenging [24].
Inside the community there is a coexistence of an individual and a collective rationality
[12], which poses challenges to the actual realization of a collective action of the
community where the communal objective prevails over individual goals.

2.2 Tensions in Online Communities

Few research studied tensions in OCs and how to manage them, as well as the con-
sequences for the survival of the community itself [9, 13, 14, 25]. The concept of
tension is used by the literature to define difficulties, internal or external to the com-
munity, or unstable conditions, oscillating between two different and competing states
that the community should address to ensure community survival over time [9]. The
tensions in OCs have been studied mainly at the level of community members’
behaviour, possibly discussing the consequences that individual behaviours produce on
the community itself.

Communications flow inside the OCs, and the related tensions that they might
develop, are relevant for the community survival. Two different souls live in OCs: that
of the individual, and that of the group. These two perspectives do not necessarily
coincide, as what is good for the individual may not be good for the group. The
opposite is also true. This produces consequences on individual and community
decisions, generating tensions [12]. One intrinsic consequence to this regard is the
tension generated by the conflict of communal versus individual orientation of the
community. According to von Krogh et al. [26], the interaction of individuals and
institutions inside OCs produce two different kinds of resources: internal and external.
Internal resources are property of the individual, while external resources are public
goods in the community. The production of internal and external resources always
takes place concurrently, hence the tension between the communal versus the indi-
vidual is unavoidable.

Given the continuously changing state of OCs, due to ebb and flow of resources [9],
and to the competition between the communal and the private orientation [12, 26]
tensions produce and reproduce continuously in the community. The literature agrees
that tensions in OCs are not problems to be avoided, but rather enduring conditions that
reproduce continuously. As a consequence, OCs’ can only manage these tensions, and
not solve them permanently [9, 27]. Such tension management would require the OC to
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act ambidextrously [14, 28], because not necessarily one aspect of the tension is
desirable and the other is not desirable. Moreover, further tensions than those discussed
by the literature, might be present in OCs [9]. When used for eParticipation strategies,
the openness of OCs frictions with the strictures of institutional participation processes,
and specific tensions arise also in such cases [7].

3 Research Design

The empirical setting investigated is that of the M5S, an Italian political movement
born from an OC that uses this OC to involve citizens directly in the action of political
institutions.

3.1 Case Context

The M5S is an Italian political movement that sharply distinguishes itself from tradi-
tional Italian parties. One of the main differences is that most activities related to the
dissemination of political information, consultation, and decision-making processes are
performed through online tools to promote citizens’ involvement and participation in
political processes. As an association, the M5S was established in 2009, building upon
the community born since 2005 around the blog of Beppe Grillo, one of the founders
and prominent member of the movement [29]. The M5S grew up throughout the years
connecting an increasing number of people, and at the national elections in 2013 was
the second most-voted party.

The OC is formed by people who follow the movement on-line. A subset of them
also subscribe to the OC. Subscription is a voluntary process performed online, and is
mandatory to fully participate to the collective action of the OC. Applications are
evaluated and approved by the M5S staff. Upon approvals, applicants are ‘certified’ and
have full access to the M5S OC. Applicants who are ‘not yet certified’ have their
subscription on a pending status, and have limited access to the community in the form
of restricted actions they are entitled to perform online. At the time of the data col-
lection, the M5S OC connected about 100,000 certified subscribers, with
30,000-40,000 on average participating to online activities, and with 700,000 more
subscriptions on a pending status.

The M5S OC is double layered: all members share the same tools and rules at the
central national level, while at the local level members are organized in groups active
across Italian territories, where every group chooses its own tools and adopts its own
rules. People continuously interact with representatives, contributing to their work.
Representatives are at the same time OC members, and sit it in institutions: since they
are strictly obliged to follow OC decisions, they are named internally ‘spokespersons’.

3.2 Data Collection and Analysis

The empirical setting was investigated through a qualitative research strategy with
semi-structured interviews (approximately 13 h of recorded material) and archival data
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(internal documents, web pages, and observations of online platforms). We conducted
nineteen interviews with different members of the OC. We interviewed members across
two different towns’ local groups, representatives sitting in the national parliament and
in regional councils. Interviewees were distributed among what we identified as the
three characteristics figures of stakeholders:

• Nine M5S representatives, among parliamentarians and councillors at regional and
municipal level (entitled REP in the empirical section);

• Seven certified subscribers (SUB) of the M5S, from either local group;
• Three voters (VOT), who being non-subscriber declared to have voted for the M5S

in the 2013 elections of the national parliament.

Based on a common interview track slightly adapted to meet each figure’s point of
view, interviewees were asked to report on difficulties within the M5S OC, and in the
interplay between such community and the organizational setting of the institutions
(e.g. councils of municipalities, regional parliament, and national parliament) in which
representatives of the M5S sit and operate. The interviews were recorded, transcribed
and analysed individually by the authors, who iteratively discussed the results of their
individual analyses to compose a mutually agreed-upon interpretation. Archival data
and observations data were also included and triangulated [30] to strengthen the rel-
evance of the knowledge gleaned from interviews, archival data, and used ICT tools.

Following a grounded theory approach [31], the research team identified tensions
letting them emerge from the data without adhering to any a priori constructs. The
resulting ideas were later analysed considering current related literature to identify how
the study added to existing research.

4 Empirical Evidences

We will here report findings related to the overall ideas of how tensions work in the
M5S, before we summarize tensions identified through our analyses.

The M5S’ main objective is to achieve direct citizen involvement in the
decision-making processes of political institutions, to allow them to contribute to the
generation of knowledge and decision-making processes. Our interviewees reported
difficulties in such interplay, ascribed to OC members’ lack of technical expertise in
the issues discussed, and in the difference among values, rules, and routines between
the community and the organizational setting of the political institution. For example,
the M5S uses a system designed to collectively engage citizens in the co-production of
law texts that M5S’ representatives should propose in the institutions. The represen-
tatives reported the difficulties to use direct citizens’ input, as the average citizen often
lacks contextual and procedural knowledge which are instead required by the formal
processes of the institution:

‘We have many problems with this kind of approach, which is really impacting; it is really
creating fights and battles with the traditional system because the rules are not built to bring
the people in the institutions directly.’ (REP1)
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Another consequence concerns the volume of information generated using ICT: the
produced pieces of information do not have a proper structure or organization, and this
complicates the life of community members to contribute to the discussions and
decision making. At the same time, the knowledge generation processes are not strictly
focused to support representatives’ needs, making it difficult to identify the contents
that are useful for their work. Whereas ICT might facilitate a paradigm shift that will
make organising collective actions more efficient [32], the example of the M5S illus-
trates the tension arising from the massive amount of content generated:

‘The time constraint restricts my work. I had the ability to vote, but out of 800 candidates,
I read about 400 CVs. I couldn’t actually read all of them.’ (SUB1)
‘I cannot read 1,000 suggestions every day and understand which is best.’ (REP2)

The M5S OC builds strongly on the potential advantages of reduced transaction
costs to connect people and fluidity in team organization, leaving, by intention, groups
free to self-organize in the OC. The M5S adopts a flat structure, with a limited set of
rules and regulations, allowing members to freely organise in teams. At the same time,
this makes the coordination of actions of OC’s members more difficult. The structure of
the OC follows a double-loop design, consisting of a structured core and a flexible
periphery. The organic nature of the periphery is showed by the freedom to choose and
change routines, rules, and coordination technologies, to bypass rules, and to change
the mind on these aspects several times over time:

‘The best tool will survive. We leave really to the activists the freedom to develop the best tool.
It is our philosophy.’ (REP1)
‘When you set a regulation, you do not have to power off your brain. We have this regulation
that forces us to rotate regulations but this guy has been working for two years in managing
Twitter. Rationally, I would say: ok for the regulation, ok for the rotation, but he can do this
and it would be a stupid thing to change this.’ (SUB2)

The mechanic structure is at the central level, where the mediating technologies are
more enforcing, improvisation is not possible (the technologies common to all OC are
designed and deployed by the movement staff, and not by community members), and
access is regulated by norms established by the movement.

In the frontier of interaction between the community and the institution, the clash
on values, rules, and routines produces tensions. The presence of these tensions is
witnessed by the mutual attempt of the OC and of the organizational setting of the
institution to impose or extend their values, rules and routines on the other. The
working dynamics in institutions rely on the delegations to the representatives, and
create a divide with common practices, based on continue interaction with members
and the sharing of decision-making of the M5S. They receive pressure from the
institution, henceforth they try to impose their view on the organizational setting of the
institution:

‘We have many pressures […] and it is not easy to keep our values because we have many bad
influences. The political systems are trying to change us, I have many pressures from other
parties to become like others, to change our values, to create alliances or collaboration that
will change us […] but at the same time we are trying to change the system from the outside.’
(REP1)
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The tensions arising between the community and the institutions might be an
underpinning cause of the decay of the relationship between these two entities. The
difficulties in letting the community easily interoperate with other organizations might
influence on the individuals´ motivation to stay within the OC, since members may find
it difficult to identify how institutions are influenced by their individual contributions
within the OC. The same might hold true from the other side, where the value of
relying on the OC to reduce the costs of managing the relationships with stakeholders
might be lower than the efforts needed to make sense of the contributions from OC.

5 Analysing Evidences

Based on the analysis of the M5S OC, we identified eight tensions. They are briefly
introduced in Table 1 and further discussed below.

At any given moment, an OC can be in a state resulting from the tension between
Inertia and Action. People inside the OC might act to achieve the objectives of the
community, or they might do nothing, resulting in an OC remaining silent and inactive.

The activity of the community is subject to the influence of the tension between
Content vs Garbage. OC are goal-oriented entities. When actions take place, they could
generate targeted and useful contents in relation to the goal, or a mass of contents (here
defined as garbage) not useful or not manageable for the aim of the OC. This condition
is enforced in the case of OCs for eParticipation, where members are called to produce
content.

An OC for eParticipation is a collection of people using Internet to achieve OC’s
aims, then sharing with everybody information and processes. While this is an
opportunity for OC of showing in detail its action, it is also a way to disclose to other
subjects plans and strategies, which may not be always convenient. There is a potential
tension in finding the balance between the level of confidentiality in OC actions
(Private) and the level of openness (Public) in the OC actions.

Action takes place in an OC for eParticipation and its sub-groups, which operate at
a different level, being oriented to a specific territory or topic. If sub-groups are present,
their actions may proceed according to common rules and using the same tools of the
entire community, or instead the sub-community may adopt its own rules and tools. To
this regard, OCs are subjects to tension between the internal Groups and the entire
community (Whole).

Contents production may be open to all, when everyone may contribute to OC’s
action. In this case, an OC for eParticipation works just like a speaker’s corner:
whoever has something to tell may do so. On the contrary, OC may have rigid rules and
standard procedures for allowing members to contribute, where members are required
to fulfil programs and procedures before their contributions are accepted. OCs are
hence impacted by a tension we have named Speaker´s Corner vs Conference.

Information and procedures involving issues like how to join the OC, which roles
and responsibilities are present, and how to contribute may be transparent and clear to
all members (and potential members) of the OC. On the contrary, some working
dynamics and rules existing in the OC might be (deliberately or not) ambiguous and
difficult to identify, making it more demanding for members (and interested persons)
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who do not know exactly what to do and how. OCs may then experience the tension of
Transparency vs Obscurity.

Internal processes and routines may be rigid and enforcing, leaving OC members
with no other alternative than to fulfil them before being able to take actions, then
reinforcing processes certainty. On the contrasting side, some (or even all) processes
and routines may stay flexible and liquid, allowing for freedom to bypass or dynam-
ically change existing rules, or to create new ones. The OC is therefore under the
influence of the Liquid vs Solid tension, and it should effectively balance the two states.

Table 1. Tensions within the OC

Tension Definition

1 Inertia vs Action OC can be in the tension between the inertia (when people are
not acting or doing nothing), and action (where people are
taking actions in the community)

2 Content vs Garbage Interaction among members in the OC is targeted to achieve a
specific outcome (i.e. a decision, the production of a knowledge
asset). In any given moment, the community can rely on useful
contents and then it moves towards this target, or be immersed
in loads of useless contributes (garbage) and it drifts without a
specific route

3 Public vs Private
Action

The use of internet technologies may lead the OC to reveal
information to the external environment or not. Hence, there is
a potential tension related to the level of openness (public
actions) and the level of confidentiality (private actions)

4 Groups vs Whole An OC is not a monolithic entity, but is composed by
sub-groups. These sub-groups live inside the community
sharing the same environment, but may also create
micro-environments. It arises a tension when norms, values,
processes or tools of the OC clash with that of the sub-groups

5 Speaker’s Corner vs
Conference

The tension is about the possibility to allow anybody to
participate to the OC, contradicted by the possibility of
restricting the participation based on selection processes

6 Transparent vs
Obscure

There is a tension between transparency, where information on
roles, rules and activities are communicated openly and
explicitly to everyone, and obscurity, where such information
may be only implicitly, indirectly and vaguely communicated

7 Liquid vs Solid The tension here arises by the contrasting needs of keeping the
OC liquid, by maintaining flexibility to dynamically adapt
roles, rules, processes, and allowing exceptions from such if
needed, and of reaching a solid state, where such regulations
are stable and recognizable over a long period of time

8 Us vs Them When an OC interacts with external institutions (e.g. other
communities, governments, political parties), it either receives
or put pressures on the environment, producing a tension,
which in the end may make the OC re-ensemble the
environment
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An OC has boundaries and an external environment, and works specifically to
distinguish between what is part of the OC and what is external to it. The OCs for
eParticipation relate to external entities, such as government organisations, political
parties and other OCs. These relationships involve exchanges through communication
and actions: here, there may be differences in how the OC works in relation to the
external entities. An OC for eParticipation needs to communicate externally, with the
need for creating and defending its own identity, and to interact with other institutions,
with possible great differences in the respective ways of acting. Therefore, an OC is
influenced by the tension Us vs Them, with regards to how the OC relates with external
entities and the environment.

6 Discussing Tensions

The M5S case shows that the interplay of large and complex OCs for eParticipation
creates challenges and tensions. These tensions arise from: (i) the differences among
values, rules, and routines internal to the community and that of the external envi-
ronment that in our case is composed by the political institutions (tension 8); (ii) the
different alternatives in terms of organizational arrangements of the interior of the OC
(tensions 3 to 7); (iii) the different levels of commitment and motivation of OC
members on the collective action (tension 1); and (iv) an externality of collective action
(tension 2).

In the M5S case, the tension between the OC and the external environment is a
consequence of a reciprocal effort to put pressure on each other, to let the other become
more similar. The dynamics of this effort is in nature conflictual, up to the point that the
isomorphism is seen also as a loss of identity. We assume that this originates in the
organization of the political institutions, which includes units and groups in competi-
tion among themselves, so the loss of identity is a negative consequence that signals the
defeat of the unit succumbing to the other in the competition. It is also important to
point out that the M5S was born as a protest movement, and strong opposition to the
political establishment is the glue that keeps the OC together. When internal compe-
titions among organizational units is not in place, it should be investigated whether the
management of the tensions between the community and the organization will still be
conflictual or not.

The internal tensions relate to the different alternatives in terms of organizational
arrangements of the OC. The literature stresses the need to structure the online com-
munity to have collective action [7, 8, 29]. However, due to the versatility of ICT, this
can be realized in various ways. The different alternatives in the structuration of the
internal processes supporting collective action (communication, contribution, decision-
making models, and repertoire of contestations) give raise to tensions in the community
as the results of different groups of members aiming for alternative ways of structuring.

The individual motivation is producing a tension in OC. The individual decision to
contribute or not generates a fundamental tension in the OC, that of inertia vs action,
which is a direct manifestation of the so called zero contribution thesis [23]. TheM5SOC
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is designed to help citizens influence institutions by collecting ideas that, through the
spokespersons, influence the political decision making processes. This depends on action
of community member, while the lack of individual motivation may result in the lack of
participation, giving rise to tensions among communitymembers. Parties andmovements
rival to the M5S, take advantage of this by attempting to delegitimize action of the OC,
arguing that this is not expression of the voluntary of a community, but the preference of a
small number of individuals.

Finally, a tension relates to the externality of the collective action process. The
literature on OCs is concerned with studying conditions that stimulates participation.
These contributions praiseworthily aim at stimulating engagement by individuals,
hence solving the inertia vs action tension. However, even in the presence of
engagement, the OC is still under the tension of garbage vs content. In a mass size
community like that of the M5S, a high level of engagement is a success indicator of
the community. At the same time, a high level of engagement often leads to a high
volume of useless actions and garbage, as members fail and producing a convergent
result other than that of showing the presence on-line and declaring their support for the
OC. Then, particularly in the case of OCs for eParticipation, it arises the need for a
citizen-engagement strategy aimed at deriving more value from net-savvy citizens [33].

7 Conclusion and Further Work

The M5S’ use of OC is a particularly interesting case to study for understanding
eParticipation, because it sheds light on how an OC may address a huge number of
citizens to create more participatory, open and transparent political discourses. Our case
provides several evidences of the tensions that occur in OCs for eParticipation, because
of their nature, their purposes and their organizational choices. Tensions are almost
always inevitable for an OC, and often cannot be resolved permanently. Notwith-
standing, to achieve its aims, an OC for eParticipation should find solutions to mitigate
tensions’ negative impact.

From the literature we learned that technologies used on OC have action capabil-
ities that allow to achieve desired objectives [9]. An interesting avenue for further
research is to investigate how mechanisms leveraging on such capabilities influence –

reduce or increase – tensions within OCs. Issues to explore include how knowledge on
tensions are broadening what we already know about dynamics of OC. On the same
route, it will be important to raise implications for practice on how to balance these
tensions within eParticipation projects. Future studies are needed also to better artic-
ulate how tensions may influence on OCs operating in the broader eGovernment area.

Another interesting suggestion for furthering research is the apparent commonality
of many identified tensions also with OCs pertaining to domains different to ePartic-
ipation. Such suggestion asks for more study in various contexts.
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