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Abstract. In supervised learning algorithms for text classification the
text content is usually represented using the frequencies of the words it
contains, ignoring their semantic and their relationships. Words within
temporal expressions such as “today” or “last February” are partic-
ularly affected by this simplification: the same expression can have a
different semantic in documents with different timestamps, while differ-
ent expressions could refer to the same time. After extracting temporal
expressions in documents, we model a set of temporal features derived
from the time mentioned in the document, showing the relation between
these features and the belonging category. We test our temporal app-
roach on a subset of the New York Times corpus showing a significant
improvement over the text-only baseline.

Keywords: Temporal features · Automatic text classification · Seman-
tic annotation

1 Introduction

The goal of text classification tasks is to assign the category of a text document
(such as an email or a web page) given the features that represent its content.
Usually, a document is represented using a bag-of-word: a boolean vector with
one element for each word in the document collection. In the bag-of-word repre-
sentation, the feature (i.e. an element of the boolean vector) denotes the presence
or the absence of each word. A text classifier, trained using these features, will
estimate the category of a document given the presence or absence of the more
representative words.

Intuitively, the better the features can describe documents with respect to
their categories, the higher will be the accuracy of a model trained with such fea-
tures. Processing the text features using NLP techniques with the goal of enhanc-
ing accuracy has a long history in Information Retrieval and Text Classification
tasks. In practice, most of the attempts made using a richer, linguistic representa-
tion of text, instead of traditional word tokens, were ineffective, bringing no evi-
dence to justify a text processing much more complex than the simple tokenization
[10]. More recently however, the use of semantic annotations in addition to tokens
has improved the accuracy of retrieval tasks significantly [6,9,14]. Moreover, a new
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trend is emerging which gives particular attention on the temporal dimension of
text [4], and for which temporal semantic annotation and extraction is a crucial
step [1,3].

The particular interest towards content-level temporal information resides in
its great variance in expressing the same object, because synonymy and poly-
semy relations in temporal expressions (timexes) are more complex than in other
named entities:

– Synonyms of absolute timexes: any absolute mention of a time interval such
as “4 October 2016”, can have a number of variations for each mention-
able time interval (e.g. “4/10/2016”, “4 October 2016”, “the fourth of

October 2016” etc.).
– Synonyms of relative timexes: the same moment in time can be mentioned

using a relative time expression such as “tomorrow” or “one year ago”,
depending on the time of writing. What was “today” for a philosopher of the
ancient Greece becomes “two thousand years ago” in the present time.

– Hypernyms of relative timexes: the same time expression can refer to any
interval, depending on the time of writing: “next year” could refer to 1950
if written in 1949, or could refer to 2017 if written in 2016.

Improving text categorization by means of semantic annotations of named
entities has been considered in the past [2], however to the best of our knowledge
no work has been done to exploit content-level time for text categorization.

In this paper we propose a temporal features space, in addition to the tra-
ditional text features space, to improve text classification tasks such as topic
categorization or new event detection. The set of novel temporal features for
documents, derived from time mentioned in text, captures the temporal pecu-
liarities of the documents related to their category in a low-dimensional repre-
sentation. These features take in consideration how much time is mentioned in a
document, the central time of the narrated events, and the span of the intervals
cited.

After formally defining how these features are built, we show the results of
ANOVA (analysis of variance) to assure correlation between temporal features
and categories on the New York Times dataset, a well-known corpus of manually
categorized documents. Finally, we evaluate how much accuracy improvement is
obtained using both temporal and text features sets.

2 Temporal Feature Space

Each document, in its textual content, cites a number of absolute and relative
dates (content-level time). For instance, a certain document can contain a tem-
poral expression such as “On 2016 Christmas eve” referring to the absolute date
2016-12-24. The same document could also contain a relative temporal expres-
sion such as “the match we watched yesterday”, referring to a relative date,
which depends on the creation time of the document (a timestamp known as
document creation time or DCT). All the temporal expressions, both absolute
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and relative, can be annotated and normalized into exact timestamp intervals
using a temporal annotator, such as Heideltime [13]. We define this set of all the
mentioned intervals as the temporal scope of the document.

The temporal features we define are all derived from the temporal scope of
documents. From this set of intervals, we extract different time features that are
able to finely describe the document characteristic in the temporal space, without
using a plain bag-of-chronons that would require a very high-dimensionality
representation:

1. Temporality feature: some texts are more time-related than others (e.g.
news article vs philosophy argument). In the same way, documents belonging
to different categories can have a significantly different temporality. Tempo-
rality is an indicator of how much time there is in a document.

2. Focus and mean time features: these two features denote the central
scope of the intervals mentioned in the text, with two different notions on
what is the central time window of the narrated events.

3. Interval size feature: depending on the topic, the mentioned intervals can
be short, such as one day, or longer such as years and millenniums. The
interval size considers the span’s length of the mentioned intervals.

2.1 Temporality

We define the temporality of a document as the number of timexes in a document.
Despite its simplicity, this feature captures a property that can strongly discern
some topics and categories. This is due to the fact that the subjects of some
categories rely on many time mentions, while others hardly make use of time in
their narrative.

Definition 1 (Temporality). Given the temporal scope TD of a document as
the set of all the mentioned intervals in its content, the temporality is the
cardinality of TD.

timetemporality(TD) = |TD| (1)

2.2 Mean Time and Focus Time

The set of time expressions in a document often revolves around a central time
window, such as the time of the main event described. We provide two different
central time definitions: mean time and focus time.

Definition 2 (Mean time window). Given the temporal scope of a document
as the set of all the mentioned intervals in its content, the mean time window
is an interval [ts, te] where ts is the mean of all the start times in the temporal
scope and te is the mean of all the end times in the temporal scope.

timewindow(TD) = [
1

|TD|
∑

t∈TD

ts,
1

|TD|
∑

t∈TD

te] (2)
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The mean time window, aggregating all the mentioned intervals, gives a rich
information on the time extent of the document. However, averaging the intervals
can lose a very crucial information, which is what the “focus” of the document is.

Different works in literature have different conceptions on what the focus time
of a document is. For Strotgen et al. [12] the focus time is the most frequent time
in a document, while in more complex approaches [8] the focus time is the one
with which the document’s terms are mostly associated in the corpus. Following
the former notion of focus time [12], we define our focus time as the mode of the
frequency distribution, that is, the interval which is most frequently mentioned
in the document.

Definition 3 (Focus time). Given the temporal scope of a document as the
set of all the mentioned intervals in its content, the focus time is an interval
[ms,me] where ms is the mode of all the start times in the temporal scope and
me is the mode of all the end times in the temporal scope.

timefocus(TD) = [mode(ts),mode(te)] (3)

In order to illustrate how well the focus time can approximate the time of a
document, and the difference between the focus time and the mean time window,
we picked two very different documents.

Fig. 1. Temporal scope for two documents: a New York Times article on the WTC
terrorist attack and the Wikipedia main article on Napoleon. Top frame shows Mean
time and Focus time.

In Fig. 1 we represent the content time of the two different documents as a
frequency distribution of each interval. On the left, a New York Times article on
the WTC 2001 attack, written in 2002, shows a peak on the day of the attack, but
it also shows other mentioned intervals about events happened after the attack,
along the year 2002. For this reason, the mean time window for this article is the
period from 16/10/2001 to 1/12/2001, while the focus time identifies only the
main event time as the 11th of September 2001. The same results are obtained
on a totally different kind of text document: the Wikipedia article on Napoleon
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Bonaparte. The focus time is 2 December 1804, the date of his incoronation,
while the mean takes into account all the related events.

2.3 Interval Size

The temporal expressions found in a document, once normalized to time inter-
vals, can have a different size depending on the span of the cited time. For
instance, in the gregorian calendar, this time span can be of 7 days if a week is
mentioned, 28 to 31 days if a month is mentioned, 365 days for the year and so on.
Moreover, there can be found a smaller percentage of irregular intervals, in tem-
poral expressions such as “I will train for 10 days” or “The Great War

lasted from 28 July 1914 to 11 November 1918”. Put together, all these
intervals compose a set that can be very diversified, but can also follow some
patterns depending on the topic of a document and, therefore, on its category.

Definition 4 (Intervals size). The intervals size of a document is the mean
size of all the intervals of its temporal scope.

timesize =

∑
x∈TD

xe − xs

|TD| (4)

This feature, although simple in its definition, is valuable in discriminating
documents from different categories, as we show in the next section.

3 Experimental Results

We evaluate the proposed features on a random subset1 of 75 thousand docu-
ments from the The New York Times Annotated Corpus2, which is the most
used corpus for temporal related tasks [1,11] because of its temporal richness
both in content (we extracted 15 million temporal expressions over 1.8 million
documents) and in production time variance (it spans over 20 years of articles).
Timexes have been identified and normalized using Heideltime [13], considered
the state of the art tagger able to recognize even BC period dates. The cate-
gory annotation of New York Times articles is provided by the New York Times
Newsroom, the New York Times Indexing Service and the online production
staff at nytimes.com.

After annotating all the temporal expressions in the corpus and extracting
the normalized time intervals, we randomly sampled 5,000 articles for each one of
the 15 most occurrent online section categories: Arts, Business, Magazine, New
York and Region, Obituaries, Opinion, Paid Death Notices, Real Estate, Sports,
Style, Technology, Travel, U.S., Week in Review, World.

1 Dataset with precomputed features available at https://smartdata.cs.unibo.it/data/
TFTC/.

2 NYT Corpus available at https://catalog.ldc.upenn.edu/LDC2008T19.

https://www.nytimes.com
https://smartdata.cs.unibo.it/data/TFTC/
https://smartdata.cs.unibo.it/data/TFTC/
https://catalog.ldc.upenn.edu/LDC2008T19
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3.1 Significance Study

The ANOVA test (analysis of variance) is a statistical model to analyze the
difference for a specific variable (feature) over a set of groups (categories). The
ANOVA test has been widely used for feature selection because it gives a measure
of the reliability of a feature [7]. All the proposed features have significantly
different averages across different categories (p-value � 0.01), meaning that the
difference between the mean values of the categories, for each defined feature, is
not due to chance.

5 10 15 20 25 30

Temporality (number of occurrences)

Week in Review
Business

Technology
New York and Region

World
Travel

U.S.
Opinion

Obituaries
Magazine

Real Estate
Paid Death Notices

Arts
Style

Sports

Fig. 2. Mean (circle) and variance (line) of temporality for each category in NYT
Section dataset. (Color figure online)

In Fig. 2 we show the mean temporality for each category and the variance
within the same category. Circle points denote the mean temporality for the cat-
egory, while horizontal lines over each point denote the extension of the variance.

By looking at the variance lines overlaps, it is possible to visually identify
categories with a significantly different temporality: if the variance line for two
or more categories overlaps, these categories do not significantly differ, thus a
classifier trained only on this feature will not be able to discriminate between
them. As an example, in Fig. 2 we highlight in blue the Arts category, while
in red are shown 13 categories that significantly differs from Arts. In gray, the
Magazine category is the only category which cannot be distinguished from Arts
with significant confidence.

Among the fifteen categories, the mean time is less scattered than the other
features, as shown in Fig. 3. Despite this most categories are significantly different
from each other. The highlighted examples in blue is the category Real Estate:
the average of its mean time is totally indistinguishable from the category Travel,
however it is well distinguishable from the other 13 categories.

The means of interval sizes in Fig. 4 are also quite diverse among categories.
The category U.S., highlighted in blue, is an unlucky example: the sizes of its
mentioned intervals are similar to World, New York and Region and Opinion,
while significantly different from the other 11 categories.
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Fig. 3. Mean (circle) and variance (line) of mean time for each category in NYT
Section dataset. (Color figure online)

0 100 200 300 400 500 600 700 800 900 1000

Interval size (days)

Week in Review
Business

Technology
New York and Region

World
Travel

U.S.
Opinion

Obituaries
Magazine

Real Estate
Paid Death Notices

Arts
Style

Sports

Fig. 4. Mean (circle) and variance (line) of interval size for each category in NYT
Section dataset. (Color figure online)

It is noteworthy that, for each pair of categories in this corpus there exists
at least one of the defined features for which they significantly differ.

3.2 Classification Accuracy

To test the improvement in accuracy we combine two simple kNN (k Nearest
Neighbor) classifiers: one trained on the text features (tf.idf vector), the other
trained using the novel temporal features. We set k as 35 for both classifiers since
this is a known good choice to yield stable effectiveness [16]. Once we evaluate the
accuracy for the single classifier, we use this accuracy as the weight in the linear
combination of the two classifier [15]. We obtain an F1 macro-averaged accuracy
of 0.247 using the temporal features only and 0.681 using the traditional tf.idf
features, while combining both temporal and text features we obtain 0.694.

We further test the improvement using a state-of-the-art classifier, the tree
boosting model XGBoost [5], on the union set of both feature spaces, this time
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using a single classifier. In this setting we obtain 0.417 using only time features,
0.852 using text features and 0.864 using both.

Applying the t-test on the predicted categories of all tests it results that
the improvement obtained adding the temporal features is not due to chance
(p-value � 0.01).

4 Conclusion

In this paper we have shown how the time mentioned in documents is category-
dependent, thus can be exploited to recognize the category of documents with
higher accuracy. We defined a set of time features to synthesize the temporal
scopes of documents by their centrality, extent and size. Analyzing the variance
of these features among different categories, it results that most categories are
far apart from a temporal point of view while smaller groups of categories share
similar temporal aspects. The experimental evaluation confirms that while using
solely the proposed temporal features does not lead to adequate accuracy, their
combination with traditional terms-based features yields a significant improve-
ment over the text-only baseline.
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